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SUMMARY

The thermemechanical responses of traditionally manufactured pohboeded
explosives (PBXs) and an additively manufactured energetic material (AMEM) simulant
under dynamic loading are studiéiche performance of energetic materials subjected to
dynamic loading significantly depends on their mier@and mesescale structural
morphology. The geometric versatility offered by additive manufacturing opens new
pathways to tailor the performance of these materials. Additively manufactured energetic
materials (AMEMs) have a wide range of structural characteristics with a hierarchy of
length scales and procesderent heterogeneities which are hitherto difficult to precisely
control. Therefore, it is essential o0 unde
under dynamic/shock in order to tailor these materials for applications, improve

performance, and minimize uncertainties.

To analyze the thermamechanical response and ignition behavior of PBXs, a
cohesive finite element framework is used. The framewggicitly accounts for finite
strain elastieviscoplastic deformation, arbitrary crack initiation and propagation, contact
between internal surfaces, pesintact friction, heat generation resulting from inelastic
bulk deformation and friction, and heabnduction. The analyses focus on material
behavior at various levels of constituent friction and plasticity, and load intensity. The time
to ignition is analyzed and quantified, providing explicit expressions for the ignition

probability as a function dbad intensity, load duration, and constituent properties.
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The AMEM simulantanalyzeds unidirectionally printed using direct ink writing
(DIW) of a high solidioaded photopolymer and cured under-liyht exposureTo study
the thermemechanical respwe of the AMEM simulant, quastatic mechanical tests,
intermediate strain rate Sphtopkinson pressure bar (SHPB) experiments integrated with
simultaneous higispeed visible and thermal imaging, and high strain rasey/ »phase
contrast imaging (PCl)xperiments are performed. The experiments capture deformation
modes and corresponding temperature signatures in the AMEM simulant. However, the
effects of microstructural attributes and energy dissipation cannot be quantified
experimentally due to limitains of available diagnostics. Therefore, experimentally
informed finite elementomputationsare also performed to gain the quantificatibhe
microstructural attributes are found to significantly affect the development of the hotspots
in the AMEM simulan. The computationsestablish trends in and quantification of the
relations between structure and response of a class of additively manufactured

photopolymeiparticulate composites.
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CHAPTER 1. INTRODUCTION

1.1 Background and Motivation

The thermemechanical response of heterogeneous materials under dynamic loading
is of great importance in many applications. Dynamic loading events can cause severe
damage and energy dissipation, leading to the foomatf temperature spikes in a wide
range of materials, including, e.g., metds4], polymers[5], composite§6], ceramics
[7], shape memory alloys (SMAE3, 9], and energetic materiald0, 11]. One class of
temperature spikes are referred to as hotspots, and can cause thermal sofesniad), th
runaway, or even the onset of chemical reactions in energetic mdteZjalsocal failure
and formation of temperature spikes result from several factors, such as strain localization
due to heterogeneity in the microstructure, material property mismatch between
constituents, and the existence of defects such as voids, crackelaistns. Field et al.

[10, 11] provided evidence for the mechanisms contributing to the formation of hotspots.
Subsequently, computational and experimeayp@roaches have been widely used to study

mechanisms responsible for heat generation in heterogeneous materials.

Specifically for energetic materials, computational studies have enhanced
understanding of heating mechanisms. However, these studies &ed imierms of the
resolution of finescale physics and require experimental data for calibration and
validation. On the other hand, experiments have provided insights into underlying heating
mechanisms. For example, it is known that inelastj@i8y14], void collapse, inteparticle
contact, and internal fracture and frictiflb, 16] are dominant heating mechanisms in

energetic materials andher heterogeneous materials. However, experiments have not



allowed full understanding and detailed quantification of the underlying mechanisms
primarily due to the lack of abilities to directly measure, in timed spaceesolved
manner, the thermal anehechanical fields at the microstructural level for dynamic
conditions. Although several experimental studigs0, 11, 13-17] have focused on
mechanisms responsible for the ignition of EM and further computational sfu#&i24]

have enhanced understanding of ignition, the contributions of different heating

mechanisms and their evolution are not vaeltierstood.

1.2 Additive Manufacturing of Energetic Materials: Opportunities and Challenges

Additive manufacturindAM) involves the successive building of a 3D structure,
layer by layer, to achieve the final shape. The process contrasts with traditional
manufacturing methodsvhich generally involve material removal from a built block.
Additive manufacturing technologies have led to mature processes for a wide range of
materials, such as metqb, 26], polymerg27], and energetic materidl&8, 29]. Various
AM methods have recently been used3D-print energetic materials. Electrospray
deposition has been shown as a vi[@b3le t ech
Studies with electrospray techniques hameorporated a polymer binder to impart
mechani cal integrity to energetic [B2hteri al
Direct ink writing (DIW) methods have demonstrated the ability to deposit energetics with
complex submillimeter feature$33-35]. DIW provides an affordable, flexible way to
additively produce 3D objects by extruding custtaitored inks through aozzle via
extrusion onto a computerized translation stage under constant displacement or-constant

pressurg36, 37].



Ultraviolet (UV) laser light curable photopolymeese widely used irDIW.
Photopolymers are ligigensitive monomers that crosslink asalidify when exposed to
light of specific wavelengths. Photopolymers provide lower viscosity for easier printing
processes and fast curing reactions, which are suitable for 3D printing of energetic
materials. However, the application of gbinted photoplymers is limited to secondary
structural parts due to their poor mechanical behd8®)r39]. DIW is capable of printing
high-solids loadd precursor materials with high viscosities as demonstrated by McClain
et al. [40], who printed ammonium perchlorate composites at 85% solids loading by
volume with less porosity than the cast method. Additionally, the filament sizes can range
from submicrometers to millimeters, allowing for tailored structures with fine features

[41].

A consequence of the layby-layer build in DIW additive manufacturing, is the
generation of procesaherent heterogeneities which can cause mechanical properties to
differ significantly in different orientations and regions, as well as between p4#d4&3].
Mueller et al [44] studied anisotropic detonation behavior by introducing ordered linear
porosity in structured UN¢ured direcink-written energetic materials. In addition to the
anisotropy, defects are unavoidable sources of microstructural heterogeneities in AM
materials, and can play an important role in determining their overall beh@i@rady et
al. [45] determined the importance of geometry and size of defects on detonation front in

DIW energéic materials subjected to impact loading.



1.3 Objectives and Thesis Outline

The main goals othis dissertationare to investigatehe thermemechanical
response oftraditionallymanufactured polymdsonded explosives (PBXs) and an
additivelymanufacturedenergetic material AMEM) simulantas a function of their
microstructure attributesaind structure to enable the structprepertyperformance
mapping forthe design of energetic materials. In essence, this dissertation addresses the

following two fundamatal questions:

1. For traditionallymanufactured®BXs while it is known that viscoplasticitjl 3,

14], viscoelasticity, and internal fracture and frictid®b, 16] all play important
roles, there is still significant uncertainty as to ethimechanisms dominate in
different stages of deformation. At a given load intensity, how do the effects of
plasticity and friction evolve? As load intensity increases or as loading transitions
from nonshock to shock, does the influence of friction orspiaty increase or
decrease?

2. In AMEMSs, what fundamental mechanisms govern the correlation between
heterogeneous structure and themmechanical responsé®hen do the spatial
scale, form, and extent of heterogeneities cease to influence thetmechancal
responses of additively manufactured energetic materials, and what ranges are

amenable to their tailoring via process control?

This dissertatiorconsists oseven chapter&hapter 1 provides a background on
the topic of thermemechanical responsef energetic materials challenges and

opportunities of additive manufacturing of energetic materials, and the layout of this



dissertationChapter anvolvesa systematic computational analysis of energy dissipation
in traditionally manufacturegolymerbonded explosives (PBXs)JComputationsare

performed using a Lagrangian cohesive finite element model (CIFEM}6].

Chapter 3 reports the development of a novel déyalor simultaneous timeand
spaceresolved recording of both fields over the same microstructure area of a sample with
micronlevel spatial resolutions and microsecond time resolutions. Referred to as
MINTED (Microscaldn-situ Imaging of Dynami@emperature aneformation Fields),
the system cohesively integrates a hégieed visible light (VL) camera and a staftdhe-
art highspeed infrared (IR) camera via a custdesigned dichroic beam splittems
assembly. The combined VL and IR images altber deformation fields to be obtained
through digital image correlation (DIC) and the temperature fields over the same area to
be obtained through pixétvel calibration of the differing emissivities of heterogeneous
constituents in microstructures. Theetmod integrates the two cameras in a split
Hopkinson pressure bar (SHPB) or Kolsky bar appardtus is a general capability that
can be used to study deformation, failure and heating in a range of materials, including

metals, composites, ceramics, sufiterials, and energetic materials.

Chapter4 studies lhe mesoscale thernmechanical behavior ahe additively
manufactured energetic material (AMEM) simulant undermediate strain rateading.
Experiments and mulphysics computations are performed to relate localized
deformation, dissipation mechanisms, and temperature rises to the print structure.
Simultaneous higispeed optical and infrared imagifyIINTED) is used to obtain
deformation and temperature fields over the same area of samples with micrometer spatial

and microsecond temporal resolutions. Loading along different directions relative to the



print structure of the material is achieved using a-$fipkinson pressure bar (81B) or

Kolsky bar at the average strain rate 603*. An experimentallyinformed Lagrangian

finite element framework isdeveloped accounting for finitestrain elastiglastic
deformation, strakmate effect, failure initiation and propagation, pfasture internal
contact and friction, heat generation due to friction and inelastic bulk deformation, and heat
conductionUsing this computational frameworkhapter5 further quantiiesthe effects

of microstructure attributes including anisotropy, defeatsl flament size on localized

deformation, energy dissipations, and temperature rises.

Chapter Ganalyzesthe shock compression response of an AMEM simulant loaded
under several impact conditions and orientatiodf¥say phasecontrast imaging (PCI) is
used to track features across the observed shock front and quantify the interior deformation

fields viadigital image correlation (DIC) analyses

Lastly, Chapter 7 summaries the methodologythredesults presented in Chapters 2

6 and provides recommertatas for future work.



CHAPTER 2. ENERGY DISSIPATION IN POLYMER -BONDED

EXPLOSIVES

This chapter is based on the work publisireRef.[47].

2.1 Introduction

The ignition of energetic materials (EM) under dynamic loading is mainly
controlled by localized temperature spikes known as hasptatspots occur due to
several dissipation mechanisms, including viscoplasticity, viscoelasticity, and internal
friction along crack surfaces. To analyze the contributions of these mechathigsns
chapterquantiies the ignition probability, energy digmtion, damage evolution, and
hotspot characteristics of polymieonded explosives (PBXs) with various levels of
constituent plasticity of the energetic phase and internal crack face friction. Using
PBX9501 consisting of HMX (Octahydib,3,5,7Tetranitrel,2,3,5Tetrazocine) and
Estane aareference materiathis chapteanalyze variants of this material with several
values of the yield stress of the energetic phase and coefficients of internal crack face

friction, while other parameters are kept unajeth

The contributions of dissipation mechanisms to the ignition of EM are heavily
affected by material heterogeneity, constituent properties, bonding between constituents,
defects, and loading (e.qg., impact velocifysystematic computational stuthyperformed
to quantifythe contributions of some of the dominant dissipation mechanisms, including
fracture, friction, and plastic deformation in a polymheunded explosive (PBX) system.

The analysis focuses on heat generation in microstructures, davoagteoa, and hotspot



characteristicsln particular, the size, temperature, location, and rate of development of
hotspots are of intere§the framework developed Barua et alf19-21] is used, so factors
considered include finitstrain elastieviscoplastic deformation of grains, viscoelastic
deformation of the binder, arbitrary crack initiation and propagan grains and the
binder, debonding between grains and the binder, contact between internal surfaces,
friction and frictional heating along internal surfaces, heat generation from inelastic bulk

deformation, and the conduction of heat.

The materialsare made upof HMX (Octahydrel,3,5,#tetranitrel,3,5,7
tetrazocine) energetic grains and Estane polymer bifdher.parametric study involves
systematically varying the yield stress of the HMX phase and the coefficients of friction
for HMX grains, the Esne binder, and HMX/Estane interfaces. The impact loading is
effected by imposing piston velocities between 200 and 1,200 m/s. To determine the
ignition status of tghoed nsattaetrei,ala ocrr ittheer ifogno
threshold obtmed from chemical kinetics calculatioissused 12]. This criterion, which
focuses on the hotspot size and the temperature state, determines criticality. For the PBX
materials with various levels of HMX plasticity and material frictidhis chapter
guantiies the probability of ignition as a function ofié time duration of loading, the
evolution of dissipation due to viscoplasticity and friction, the density of cracks, and the
locations of cracks. Finallythe computationally predicted ignition sensitivity and
threshold are expressed in a load inteAsid duration relation, providing a form for
comparison with experimentally measurable quantifdetails of the overall framework
and approach can be foundrgcent publication§19-21] and therefore are not repeated

here.



2.2 Framework of Analysis

2.2.1 Material andMicrostructure

Microstructures used consist of HMX energetic grains and Estane binder,
mimicking the attributes of PBX9501. Since simulations of PBX microstructures generated
using the Voronoi tessellation yield more realistic results than idealized circular shapes of
grains[48], a set of twenty statistically similar microstructure instantiatisrgenerated
using the Voronoi tessellation methfd®, 48] andthis setis usedor all combinations of
loading (piston velocity) and constituent properties. Although PBX9501 theoretically is
made up of ~95% HMX and ~5% binder by volume, binder volume fractions in real
samples of this material are actually 22896[49, 50]. Thisis duedthesec al | ed A di r
bindero effect. Basically, very small HMX
preparation, leaving the HMX grains with volume fractions on the order of approximately
74-77%. Therefore, microstructures with an HMX grain volufraetion of 70% and a
binder volume fraction of 30%re computationally generatetihe average grain size of

microstructuress 224.7¢ i Figurel(a) shows five out of the twenty microstructures in

the sample set. The random variatiamsnicrostructure morphology among the samples
can be clearly seerkigure 1(b) shows the size distribution of the HMX grains in the
microstructure set, the error bars indicate the range of variations among the samples in the

set.
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Figure 171 (a) Five out of twenty computationally generated microstructures with a
grain volume fraction of 70%, and (b) size distributions of HMX grains.

In this chaptey the reference material is PBX9501 with viscoplastic HMX grains
with the yield stress value of, = 260 MPa The coefficients of friction for crack faces in
the HMX grains, Estane binder, and HMX/Estane interfacesma®.5. Using these as

baseline reference material properties, varianthisfmaterial withother four levels of
yield stress for HMX grains and two levels of coefficient of internal crack face friaten
analyzed For sample sets with HMX grain yield stress values lower 18&nMPa, more

than 25% of thenicrostructures do not reach criticality in the analysis timefranted
(see Sectior2.3.9. Therefore,s, =195 MPe¢ is seleted as the minimum value of yield

stress analyzed. On the other hand, samplesylth stress values higher th820 MPa

behave similar to samples with hyperelastic HMX grains; therefsges 520 MPais

choseras the maximum value of yieddress analyzed. With these maximum and minimum

values for the yield stresthis chapteranalyze the variants of theeference material

1C



PBX9501(5O =260 MPa, m= 0.33 [5]] using hyperelastic and viscoplastic models for the

HMX grains, the latter of which involves yield stress values of 195, 390, and 520-MPa.

the reference materiagnother two sample sets with coefficient of friction values of
m=0.25 and m=0.75 are also analyzedlhe range of 0.2B.75 is chosenfor the
coefficient of friction based on the work of Green ef%2] who experimentally estimated

the magnitude of the coefficient of friction for an HMX based PBX to be bet@/@dh7.

Other studies also showed that the coefficient of friction levels in the considered range of
0.250.75. For example, the coefficient of friction for PBX95@81between0.350.5,
according to Dickson et dI53. In total, seven material property sate analyzedn the
following figures, the results casponding to those of the viscoplastic model for HMX

grains are referred to by the value of the yield st(gegs and the results corresponding to
viscoplastic HMX grains withs, =260 MPe but different levels of constituent friction

are referred by the value of the coefficient of frictign.

2.2.2 Material Behavior

The Lagrangian colseve finite element framework20] used entails explicit
account of microstructure, constitutive behavior, and interfacial response. While it has the
advantage of tracking fracture and internal friction, the Lagrangian CFEM framework is

not as attractive as Eulerian meth@6i4-59] for explicit resolution of voids.

11



2.2.3 EstaneBinder ConstitutiveModel

The constitutiveresponse of the Estane binder is modeled via viscoelastic

constitutive relations based on the generalized Maxwell model (GG0])

s(t):tﬁZG(z‘ - z)“eDd f|t+|'ﬁ t)ﬂ“Ed . (1)

WEi We i

Here,s is the Cauchy stress, constiris the bulk moduluse® and &" are the deviatoric
and hydrostatic components of the Eulerian strain tensot,aati are the physical and
reduced times, respectivellhe following Prony serieis usedo account for variations of

the shear modulus with the reduced timé,
a Ny
G(t)=G &4 Ge" &zg age { @
i G 3 -

whereG, =G, 4 i”l G is the instantaneous shear modulus at reference tempefgture

G, is the steadtate shear modulus, amgl= G /G is the relative modulus of theth

term. N, is thenumber of terms in the Prony series afftl are the relaxation times.
Referencd20] provides the parameters and calibration techniques used for modelling the
Estane binder.

2.2.4 ConstitutiveModel for HMXGrains

A brief review of constitutive relations for HMX grains is presented below, and
more details can be found Refs.[20] and[61]. The basic kinematic assumption for the

elastiecplastic deformation is

12



F=F° &, 3)

where F°* and FP are the elastic and plastic madf the deformation gradienf,
respectively. The rate of deformatidn, and the spin tensog, , can be decomposed into

elastic and plastic parts according to

D=D*+D"+D!, anc
qa =4 +q

(4)

Thermoelastic coupling is ignored under the assumption of small elastic strains and
independence of the elastic moduli on temperature. Consequently, the Jaumann rate of the

Kirchhoff stess, 8, can be cast in the form of
€= 1( D "D (5)

whereL refers to théensor of elastic moduli
L=£§i YA, (6)

in whiiochdemotes the twcossEandpdedote ohet Wou
modul us and t he | Ruijsefeotnecondand fourtlmrder mentity

tensors, respectively. For an isotropically hardening, viscoplastic solid
3 -
Df =—U, 7
> (7)

where & is the equivalent plastic strain rate and
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Here, U and § representthe deviatoric portion of the Kirchhoff stresmd the Mises

equivalent stressespectively. The equivalent plastic strain ratis expressed in the form

of

6= E i

a+ ¢ 0

b S o :

= ps !
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& ="pexpg ag(~.®) g %

o — Nig 3 ok~ T
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In the above relationsg, and &, are reference strain ratesandm are rate sensitivity

parameters for strain rates abo# 10' s and below 10° s'. respectively, and

t .
— ~

€=M dt denotes the equivalent plastic strain. Functida, T) describes the quastatic

stressstrain behavior at ambient temperature, whegerefers to the quastatic yield
stress,e, and T, present the reference strain and the reference temperature, respectively,

N denotes the strain hardening exponent, Andnd k are thermal softening parameters.

Table 1 provides the values of the parameters for HNReferencg61] provides more

details about thetrain and strainate dependence.
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Table 11 Parameters in the viscoplastic constitutive model of HMX.

s, (MPa) & N T, (K) b
260 5.88x10* 0.0 293 0.0
g (st m g (s a(yMPa) o
1x10% 100.0 8.0x10?2 22.5 0.0

The thirdorder Birch Murnaghan isothermal equation of stateMBEOS) is used

to describe the volumetric behavior, i.e.,

I 5
3 3

3
f= Kol J

O %QJO

?a g{-K(; 4)-Ji 1 i (10)
é G L

where f,= /3 § ;¢ &, t #)/3 is the hydrostatic part of the Kirchhoff stress
(p= #, is the pressure)K, denotes the bulk modulus, anidj=( K,/ R),_,-

J =det() is the Jacobian. According to Landerville et 2], K,=16.71GPa and

Kj=7.79.
2.2.5 Cohesivdrictional InterfaceConstitutiveModel

The cohesive finite element method (CFEM) explicitly accounts for arbitrary
scenarios of fracture in the samples. In this framework, the cohesive elements inserted
between triangular bulk elements follow a bilinear tracgepration law illustrated in
Figure 2. Each node of a bulk element is shared by cohesive elements connected to the

element, and each edge of a bulk elem&ronnected to an adjacent bulk element edge

15



through a cohesive element. Before the critical separatiof), agfeparations of a cohesive

surface pair areompletelyrecoverable, and partial damage occurs beyond this critical
point Complete separatiowith no further cohesive strength occurs if the separation

surpassesl, [63]. Table2 lists the cohesive parameter values for the interface types in the

material considered. At each time stéhe entire microstructure is scanned to identify
potential interpenetration of all possible contact pairs. A penalty force algorithm is used to
strongly discourage/prevent interpenetration and maintain proper contact. Reféfénce
provides in depth descriptions of the mugiiep contact algorithm. To evaluate frictional
heating along and determine thieck-slip states of the sliding surfaces, the Coulomb
friction law is usedTable3 lists the friction coefficients for the three interface types in the

material.

Table 21 Cohesive parameters.

Interface type dy(e M d(e M S, (MPa)

EstaneEstane 0.001 10 38.4
HMX-HMX 0.01 5 101
HMX-Estane 0.049 4.62 35

16
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Figure 27 Bilinear traction -separation law for cohesive elements.

Table 31 Coefficients of friction for PBX9501 and two variants.

HMX Estane HMX-Estane

PBX9501 0.5 0.5 0.5
m=0.25 0.25 0.25 0.25
m=0.75 0.75 0.75 0.75

2.2.6 Heat Conduction

Dissipation due to inelastic bulk deformation (viscoplastic or viscoelastic work)
and friction along internal crack faces is converted to hestlting in temperature

increases. Heat conduction is considered via

rcv%:kéT WP OWe W, (11)
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Wherek and c, refer to thermal conductivity and specific heat, dhdndt present
temperature and time, respectiveijhe fraction of plastic work turned into he#, is
equal to 0.9\/\'/p andW, denote the rates of plastic wakd frictional dissipation per unit

volume, respectively. The frictional heating rate over voluive with the coefficient of

friction m and surfaceDS is

. 1
W, =— amsv,d 12
f DVDrS] ‘%rel S ( )

wheres  andy,

rel

are the normal stress between the surface pair in contact and the relative

sliding velocity, respectively.
2.2.7 Loading Configuration

At the onset of loading, the samples possassiform temperature of = 300 K
and are not damaged or loaded. Impact loading is effected by applying a specified boundary
velocity at the left edge of the microstructupeseFigure3(a)], which is linearly increased
from zero to the maximums of 200, 400, 600, 800, 1000, and 1200 m/s with a prescribed

linear ramp velocity over the initial 10 ns of loadi@¢t @O ns) as shown irFigure

3(b). Vertical motions of the top and bottom boundaries of microstructures are constrained,
approximating the planner impact loading under the conditions of macroscopicallgliniax

strain. The length of all samples is 15 mm and it takes ab&# : for the longitudinal

wave to propagate over the entire sample.
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Figure 3 i (a) Loading configuration and boundary conditions considered for
simulations, and (b) load history applied on the left edge of the sample.

2.2.8 Ignition Criterion

To determine the initiation of the HMX phase of PBX samples, a hotspet size
temperature ignition criteriois used 19]. Specifically, a hotspot at or abotemperature

T possesses sufficient energy firermal runway(the onset of irreversible chemical

decomposition)f its diameter g.e.,d(T) is equal to or greater than a certain value

g.e.d(T) ¢
d(T)2 d.(T). (13

To identify the critical sizéemperature condition of hotsp¢teght-hand side of Eq13)],
the work of Tarver et al[12] is used.This criterionis based orchemical kinetics
calculations accounting ér multi-step reaction mechanisms and the pressure and

temperature dependence of reactants and prodimterding to the work of Barua et al.

19



[19], a specimen is assumed to proceed to ignition if two or more hotspots in a 3 mm square
reach90% of the critical sizéemperature thresholdalculated byTarver et al.[12].

Referencg19] provides more details about this initiation criterion.

2.2.9 StatisticalModel

The time to criticality of each sample is determined when sufficient critical hotspots
according to the ignition criterion described in Section 2.4 emerge in the sample. For
statistical analysis of the initiation time for the whole ensemble (the set afstniccture
instantiations) at a given loading velocity, the work of Barua €tl18].is used Using
Ter ao 6 464 nBardeeet al[19] established a physical foundation for the Weibull
distribution interpretation of the probability of time to criticality. In the used mdd#)

the time to criticality(t.) is estimated as a cumulative probability distribution atteldito

the Weibull distributior{64] in the form of

e 0 t<t,
P)=1-M, F() m-t, & (14)
T

wheret, t,, and¢ are the time to criticality, the minimal time to criticality below which

the probability of ignition is zero, and a tirsealingparameter that affects the slope of the
distribution curve, respectivelyn is a shape parameter and equal to 2 when stress wave
propagation does not involve reflection from boundaries of a sample caused by loading

conditions[19].
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2.3 Reallts and Discussion

The ignition probability, the dissipation mechanisms, the damage evolution, and the
hotspot characteristics of PBX9501 and its six variants under piston velocities from 200
m/s to 1,200 m/sare quantified CFEM calculationsare carriedout to obtain the
temperature field of samples subject to loading under the conditions discussed in Section
2.2.7. Next, the temperature fieldge scannedo detet critical hotspots according to
Section2.2.8 Then, the ignition of samplas determinedoy finding sufficient critical
hotspots and energy dissipation resulting from the most dominant physical mechanisms
and the damage evolution in the microstructuses calculatedFinally, for relative
comparison of ignition sensitivityhe resultsarefitted to a load intensitjoad duration

relation over the entire range of loading space and material properties.

2.3.1 Axial Stress

The profiles of axial stress (compressive) in a microstructure subjected to a piston

velocity of 400 m/s at =0.4¢ :for PBX9501 and all its variants are comparedure4

shows that lower levels of HMX plasticity causes decreases in the average longitudinal
stress. In a homogeneous elagti@stic solid undergoing plane strain loading, the stress
strain curve follows the constrained emave modulus from the unloaded stai the onset

of yielding and then follows the instantaneous bulk modulus. For a given material, the
instantaneous bulk modulus is always lower than the constrained modulus, indicating that
the stress in an elastic material should never be exceededthy tha elastigplastic
material. HoweverFigure 4 shows the opposite trend, as a result of damage (fracture)

induced by the loading event. For higher levels of ctresii plasticity, the damage
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induced is relatively small since plastic deformation reduces the stress levels in the
microstructures. However, as stress level increases, the microstructures containing HMX
with lower levels of constituent plasticity (highgield stress levels) show significantly
more damage than the microstructures with higher levels of HMX constituent plasticity

(lower yield stress levels), causing the axial stress to decrease, as slogurad.
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Figure 471 Profiles of average axial stress at =0.4¢ : for a microstructure subjected
to a piston velocity of 400 m/s.

2.3.2 Temperaturd-ields andHotspotCharacteristics

Variations in microstructure morphology and the levels of constituent plasticity and
friction provide perturbations to thermmechanical processes, causing temperature
distributions to differ. Specifically, Figure 5 depicts the temperature field of a
microstructure subjected to loading at 400 m/s for PBX9501 and its six variants at

t =0.4e ¢ A comparison ofFigures 5(a-e) reveals that in samples with lower levels of

constituentplasticity, the temperature distribution is more localized, leading to more
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hotspots closer tariticality. A higher level of constituent plasticity results in a lower level

of fracture (see SectioR.3.]), leading to less fracture and friction. Therefore, plasticity
inhibits localized heating by friction, resulting in relatively more uniform temperature
fields. Figures 5(f-g) show the temperature fieldd the same microstructure but with
different levels of internal friction. Unlike variations in the level of constituent plasticity,
variations in the coefficient of friction affect primarily the peak temperatures. Fracture and
subsequent frictional slidg occur primarily near the bindgrain interfaces. As a result,

the peak temperatures occur near the ¢pader boundaries (sdéigure 5). For the
criticality analyss in Section2.3.5and 2.3.6 only the temperature fields in the HMX
grains are taken into account since HMX is the energetic phase. The effects of constituent
variations on average and peak temperatures are showigumes 6(a) and 6(b),
respectively. Variations in constituent friction affect peak temperatures more than the
average temperatures. In addition, lower levels of constitplasticity correspond to
higher peak temperatures, as showkigure6(b). The average temperature is higher in
specimens with lower levels of constitu@dsticity except in the region in the vicinity of

the wave front since widespread plastic heating begins even in the wave front but the
frictional heating does not begin until the wave front has passed through the region and
caused fracture. Once the sgavave has passed through a region, the heating in specimens
with lower levels of constituent plasticity begins to outpace the heating of specimens with

higher levels of constituent plasticity.
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Figure 51 Temperature fields and hotspot locations for all material cases under a
loading velocity of 400 m/s att =0.4¢ < (a) PBX9501, (b), (c), and (d) HMX grains
with yield stress levels of 195, 390, and 520 MPa, respectively, (e) hyperelastic HMX
grains, and (f) and ) HMX grains with a yield stress level of 260 MPa and coefficients

of friction 0.25 and 0.75, respectively. The peak temperatures occur near the
boundaries between the binder and the grains.
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Figure 61 (a) Profiles of average tmperature and (b) profiles of peak temperature
corresponding to the same microstructure irFigures 3 and 4. These figures show the
temperature profiles prior to criticality of the samples.

The changes iretnperature fields as a result of variations in constituent properties
affect hotspots characteristics, which determimeignition status of the material or the
igoo -go 0N Biguest7(e-c) use thdr-value (see Refl19]) to quantify the overall
hotspot conditions in samples under piston velocities of 200 m/s, 400 m/s, and 600 m/s,
respectively. TheR-value is the ratio between the temperature of a hotspot to the
tempeature of a critical hotspot of the same size. A hotspot with a valRelis said to
have reached criticality, and a hotspotR0 is still at an initial temperature of 300 K.

Here, hotspots with a temperature equal to or above 305 K are considérecialyses.

Figures 7(a-b) show ther values of a microstructure at 200 m/g4 at3¢ and a400 m/s
att =0.4¢ srespectivelyAt any givenR value, the number of hotspots is higher when

constituent plasticity is lower or constituent friction is higher. Simildigure7(c) shows

theR curves for this microstructure at 600 m/d at0.2¢ <Here, the number of hotspots
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close to criticality(R2 0.8) is higher at lower levels of constituent plasticity or higher

levels constituent frictiorleading toa higher propensity for ignition

(b) Up=400 m/s, t=0.4 ps

(a) UPZZOO m/s, t=3 us
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Figure 7 7 Comparison of R curves for all material cases; (a)R curves for a

microstructure under a loading velocity of 200 m/s att =3¢ < (b) R curves for a

microstructure under a loading velocity of 400 m/s att =0.4e <and (c)R curves for
C

a microstructure under a loading velociy of 600 m/s att =0.2¢

-

2.3.3 Energy Analysis

Figure 8 shows the total input workw) at the time of ignitionThe error bars

indicate the degree of variation among the microstructures in each sam@@Bamsptes
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with higher levels plasticity (lower yield stress levels) or lower levels of friction (lower
coefficients of friction) requireigher overall input work to ignite, which means they are
less sensitive to ignition. In addition, at higher piston velocities, the difference in critical
input work among all cases tends to be lower in general. Specifically, at 200 m/s, the
variation in tke input work among all cases is 79.6% while at 1,200 m/s, the variation is
24.3%. These trends reflect the influences of several competing factors. Specifically, the
load intensity affects the work input rate, dissipation rates, the speed at which the
stress/shock wave propagates, and thermal conduction in different ways due to-the non

linear nature of the material behavior and the underlying tharmmeahanical processes.

Figure 817 Comparison of the required input work for igniti on for all material cases
over the range of piston velocities of 20Q@,200 m/s.

Figures 9(a-f) show the evolution of two major mechanisms of energy dissipation
in energetic materials (viscoplasticity and friction) for all sample sets under piston
velocities of 200600 m/s. Frictioal dissipation increases when the amount of plastic

deformation of energetic grains decreases as the result of higher yield strength levels,
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reflecting the fact that fracture and consequent interfacial sliding account for a larger
portion of the overall dermation as bulk plasticity decreases. In addition, frictional
dissipations are negligible at early stages of deformation and then rapidly increase as the
amount of cracks grows under load[sgeFigures9(a, ¢, and §. Viscoplastic dissipation,

however, increase linearly from the beginning of loadisegFigures9(b, d, and ¥].
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Figure 97 Evolution of frictional dissipation and viscoplastic dissipation as a function

of time for all cases; (a), (c), and (e) frictional dissipg#on for piston velocities of 200
m/s, 400 m/s, and 600 m/s, respectively, and (b), (d), and (f) viscoplastic dissipation
for piston velocities of 200 m/s, 400 m/s, and 600 m/s, respectively.
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Dissipations from friction, viscoelasticity, and 90% of visesicity [/ =0.9 in

Eq. (11)] turn into heat, contributing to the formation of hotspots. The amount of
dissipation in samples at criticality is affected by the level of constituent plasticity and

friction, load intensity, microstructure, and time to ignitibigures 10(a) and10(b) show

the fraction of the input work dissipated by viscoplastic dissipz(Wy;{W), and frictional

dissipation(Wf /W) in all sample sets at the time of ignitisaspectivelyFor hyperelastic

HMX grains, W, /W vanishes since the microstructural constituents do not undergo plastic

deformation. Clearly, at any given load intensity, plastic dissipation desredsen the

yield stress increases. The rise and fall in the tre giV versus piston velocitsesults

from the competition between the intensity of loading and the time to ignition. At higher
loading velocities, the rate of plastdeformation increases while the total time of
deformation decreases since the samples reach criticality faster. The maximum values of
W, /W for 195 MPat s, ¢390 MP and s, =520 MPg occur under load velocities of

400 m/s and 600 m/s, respectively. For all levels of yield streidfi\V converges to

approximately 2%, when the piston velocity exceeds 1,000 m/s. As the piston velocity

increases from 200 m/s to 1,200 m/s, the fraction of the inptk dissipated by friction

(Wf /W) fluctuates between 0.4% and 2% for samples consisting of viscoplastic grains

with 195 MPa¢ s, ¢260 MP while monotonically decreases for tisg 2 390 MPe and

hyperelastic cases. The maximum frictional dissipation occurs in samples with hyperelastic

HMX grains and for these samplea/, /W decreasesrom 9.1% to 0.92%as the load

velocity increases from 200 m/s to 1,200 .m/s
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Figure 1071 Fraction of input work dissipated due to plastic deformation of HMX
grains, and (b)fraction of input work dissipated due to friction at the time of ignition.

For PBX9501, while overall viscoplastic heating atwele microstructure level
is 4.210.9 times (depending on the load intensity and the microstructure morphology)
frictional heating, the contributions to the development of hotspots (which are responsible
for ignition, not the overall average temperatae different. To see this, the local heat
generations in hotspois analyzedFigure11 shows the densities of viscoplastic heating

and frictional heating (heat penitivolume of hotspots) in all hotspots wik? 0.6 at t;,

for 200, 800, and 1200 m/s. The data istha 20 random microstructure instantiations in
the sample set, so both the averages and the ranges of waaabog the 20 samples are
shown. At 200 m/s, although overall in the samples viscoplastic heating is 5.2 times
frictional heating Figure 10), frictional heating dominates and accounts for 76.1% of the
heating inside the hotspdtsigurel1(a)]. As the load intensity increases, the contribution

of friction decreases and the contribution of plasticity increases. Specifically at 800 m/s,
friction and plasticity each accounts for ~50% of the heating in the hof&guse11(b)].

At 1,200 m/s, the contribution of friction decreases to ~29.5% and the contribution of
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viscoplasticity increases to ~70.9%igure11(c)]. The trend is generally consistent with
that in Figure 9. The new insight here is that friction plays an important role in the
devdopment of hotspots which are responsible for the ignition and detonation of PBX,
even up to the piston velocity of 1,200 n#s the trend implies, it is possible that, at much
higher load intensities, the effect of friction diminishes.
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Figure 1117 Comparison of viscoplastic and frictional heating per unit volume in all
hotspots with risk factors of R2 0.6 in PBX9501 samples; (a)U,6 =200nys,

t=3.6e <(b) U, =800m's, t=90ns,and (c) U, =1200n)'s,t =40ns
Figures 12(a) and12(b) show the total amount of heat generated in the samples

(H) and the fraction of input work converted to heat at the time of ignitiafw),

respectively Even though samples with higher levels of constituent plasticity or lower
levels of constituent friction are less sensitive to ignition,ehssmmples undergo more
heating up to the time of ignition. The dissipation resulting from bulk viscoplasticity
spreads more widely in the material (less localized), resulting in a more uniform
temperature field. A sample with a more uniform temperatule iBdess likely to ignite,

as it has fewer and cooler hotspots (see Se@i8rd. In addition, although the total

amount of dissipation is lower at higher vetms, the dissipation is more localized and

31



concentrated in smaller areas of the materials, leading to ignition. Specifically, the increase
in the loading velocity from 200 m/s to 1,200 m/s causes the amount of heat generated to

decrease from 543.6 J t@4.1 J foPBX9501 The fraction of input work turned into heat

at the time of ignitior( H/W) Is approximately equal for all cases at a given load intensity

level. H/W decreases at higher levels of load intersitge the total amount of dissipation

at the time of ignition decreases as a result of shorter durations of deformation prior to the
onset of ignition. In particular, an increase in the load velocity from 200 m/s to 1,200 m/s

causesH/W to decrease approximately from 25.8% to 8.8% for all sample sets. At a given

load intensity level, the discrepancy ifyW among all the material variants is 22%.

Figure 127 (a) The amount of heatgenerated, and (b) the fraction of input work
converted to heat, at the time of ignition for all cases over the range of piston velocities
of 200-1,200 m/s.
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2.3.4 CrackDensity andDistribution

This study assumes that samples are initially ddfeet(no voids, no cracks) and
that cracks result from loadingihe analysis accounts for fracture along all possible types
of sites including inside the HMX grains, inside the matrix, and the-gnainx interfaces.

Figures 13(af) show the crack densityr crack area per unit volume of the mateiadl,

approximately median time to ignitio@o) for all sample sets over the range of piston

velocity of 2001,200 m/s The density of cracks is higher when the level of constituent
plasticity is lower (yield stress higher), illustrating the competition between plastic

deformation andracture (see Sectidh3.1). Since cracks lead to frictional dissipation, the

trend for crack density is similar to that for frictional dissipaIﬁWj /W) The density of

cracks in the binder is negible due to the fact that the volume fraction of the binder is

less than that in the grains and the binder is softer.

The crack densities at HMX/Estane interfaces (grain boundaries) are higher than
those in the HMX grains at a piston velocity of 200 mlsle fracture sites in the grains
outnumber those at the interfaces at piston velocities above 400 m/s. At higher piston
velocities, the variations of the crack density at boundaries among cases decrease since
most of grain/matrix sites affected by theest wave are fractured and further energy
dissipation by fracture mostly is accommodated by the grains. These trends are
gualitatively consistent with experimental results for PBX9501 reported in the literature.
For example, under quastatic conditionsgrain fracture is relatively insignificant and

debonding of grains from the binder is the dominant fracture mode, except-tarpeged
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HMX grains[65]. At high-strain rategfor example, 20009, however, PBX9501 fails via

predominantly transgranular fracture of the HMX grd66.

(b) U =400 m/s, 1=0.4 us

(a) UP=200}I.11/S, 1=2us

~o
(m/m, 3

/mm 2)

g
2 8
§ §
¥ 3
= v
g s
§ §
Q‘:'(@\Q\ 3
T o
Ed
S /7’5
Gw
G B
Lo
v
(©) Up:600 m/s, t=0.2 us
' 20 T20
R : >
l¢ § ¢ §
£ £
S
2 5 28
N N
. S )
e e
¥ ¥
4y ¥
o‘c’\:b%\‘
\’::Q? ""ﬁ/\; %175? e
= \qg’@ q"n\ : > :
) o o8 %, < . 5 %,
W \\/
(Y U =1200 m/s, 1 =0.04 us
3 S

22/ 12 )
= —
GG
(nuv/mmﬁ)

>
~
Crack l&?mv'zy

Crack deng, 0 ()
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2.3.5 Probability Distribution of theTime toCriticality

The probability distribution curves for ignition are construdiaded ot he fAgoo /
Ango o a nMil Vosacceunt fo the microstructural stochasticity involved in a
material 6s ignition-goésmmmde,si shda sigea fobd

statistically similar samples for each of combination of constituent plasticity and internal
friction level consideredFigures 14(a-c) show probability distributions of the time to
criticality t, for microstructures with the four levels of constituent plasticity of energetic
grains at piston velocities of 200 m/s, 400 m/s, and 600 m/s. In these figures, the symbols
represent calculated results and the solid lines represent the correspondiagttés t
Weibull distribution. The least square regression method is used to calculate the two

parameters in the Weibull distributiot), and ¢. For a piston velocity of 200 m/s and a
HMX yield stress ofs, =195 MPa five out of the twenty microstructures in the sample

set did not reach criticality withib.5 pus.The Weibull functionis fitted to the data for
samples that ignite withif.5 ps.The value of the parameters for the Weibull distribution

function and the median time to ignitigty,) for each simulation set are listedliable4.
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Probability of ignition

Figure 147 Distribution of the ignition probability (symbols) and the corresponding
Weibull fit (solid lines); (a) piston velocity of 200 m/s, (b) piston velocity of 400 m/s,
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Table 41 Parameters for the adjusted time Weibull distributions.

200 400 600 800 1000 1200
m/s m/s m/s m/s mls m/s

_ t, (78) 213 0.29 0.12 0.07 0.04 0.03
S, =260 MPz
PBX 9501 =05 t, (78) 3.6 043 0.18 0.09 0.06 0.04
t (10°) 1.77 0.7 0.07 0.02 0.02 0.01
t, (78) 2.89 0.1 0.11 0.06 0.04 0.03
$,=195MPz t,, (7/8) 4.98 0.5 0.17 0.09 0.06 0.04
t (10°) 251 0.47 0.07 0.03 0.02 0.01
t, (78) 1.13 0.28 0.14 0.07 0.04 0.03
5,=390 MPe t, (78) 1.99 0.4 0.18 0.09 0.05 0.04

Levels of f(10°) 1.03 014 005 002 001 001
plasticity t, (78) 1.16 0.32 0.12 0.07 0.04 0.03

5,=520MPe t, (75) 1.89 0.39 0.16 0.09 0.05 0.04
t (10°) 0.87 0.08 0.05 0.02 0.01 0.01
t,(78) 1.2 03 0.11 0.06 0.04 0.03
Hyperelastic 1t (78) 1.65 0.37 0.15 0.08 0.06 0.04
t (10°) 055 0.08 0.05 0.03 0.01 0.01
t, () 35 041 0.19 0.08 0.05 0.04

0.25 t, (7) 471 0.64 0.23 0.11 0.07 0.05
Coefficients t (10°) 145 0.28 0.06 0.03 0.02 0.01
of friction t, (m5) 2.13 0.27 0.09 0.07 0.04 0.03
0.75 ty, (78) 3.29 0.44 0.16 0.09 0.05 0.04

t (10°) 139 0.21 0.08 0.03 0.02 0.01

Results show thdbwer levels of constituent plasticifhigher yield strengthpr
higher levels of constituent frictianake microstructures less sensitive to ignition (delayed
ignition). I n general, samples with | onger
These results are in agreement with the findings in Sezt#® where the hotspot analysis
revealed that lower levels of constituent plasticity or higher levels of constituent friction

increase the numbers or the risktéas of hotspotskigure 15 shows the median time to
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ignition (t;,) as a function of loading velocity. The decreasé.jnat higher loading

velocities indicates higher likelihood for ignition. The differences in the time to criticality

among samples in a set and the mean time to critiq@jilydecrease as the piston velocity
increases. Furthermore, the differencé,jrfor cases with different yield stress levels also

decreases as the velocity (load intensity) increases. Specifically, the maximuenddfe

in the median time to ignitioft,,) for a piston velocity of 200 m/s is 85.8% and decreases

to below 7% as the piston velocity reaches 1,200 m/s, as shdwguire 15. In addition,

the variation in the time to criticality among the microstructures decreases as plasticity
decreases. In Ed4, ¢ affects the overall slope (and spread) of the probability distribution
curve for ignition. At each loading velocity, as the level of constituent plasticity increases,

t increases, indicating a wider spread of the probability digion.

Figure 157 Median time to ignition as a function of load intensity and levels of
constituent plasticity and friction.
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2.3.6 Ignition Threshold

For relative comparison of ignition sensitivitihe resultsare fittedto a load

intensity-load duration relation of the form

P*,=C, (19

whereP is the average longitudinal stress at thediag site,t., is the median time to

criticality, andC is a materiadependent fitting constanf higher value foiC indicates

lower ignitionsensitivity.Figure16 shows the average longitudinal stress versus the mean
time to criticality for all load levels and sample sets. The results for all material variants
are then fit to determine the valuethat best represents the data. The vahi€sfor all
material variants are listed frable5. This approach provides a convenient method for the
relative comparison of sensitivity. Figure16, any event lying to the left of a line has an
ignition probabilitylower than 50% and any event falling to the right of the line has an
ignition probability of higher than 50%. Therefore, a more sensitive sample set lays farther

to the left in theP- t,, space. The results are in agreement with thi@eeagnition

probability analyses indicating that the specimens with higher levels of constituent

plasticity or lower levels of friction are less sensitive.
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Figure 167 Comparison of 50% ignition thresholds for PBX9501 and itsix variants.

Table 5 i Parameter C in the load intensity-load duration ignition threshold
(Pzt50 = C) for PBX9501 and its six variants.

Levels of HMX plasticity Coefficients offriction
(s.) (m)
PBX9501{ 195 MPa 390 MPa 520 MPa Hyperelastici 0.25 0.75
C
(1012 pa é 3.225 3.608 2.759 2.588 2.212 3.748 3.174
2.4 Summary

The need to understand and quantify the relative importance afitr@butions of
plasticity and internal friction to dissipation and heating in polybwerded explosives
(PBXs) motivates this study. To achieve the objectivd,agrangian cohesive finite
element frameworks usedto analyze thethermoemechanical resporsand ignition

behavior ofPBX9501 and its variants. The analysssus on material behavior at various
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levels of constituent friction, HMX grain plasticity, and load intensity. To this effect,
hyperelastic and viscoplastic constitutive models are usedtist®ally similar
microstructure samples are computationally generated and subjected to monotonic loading
with piston velocities of 20,200 m/s. The ignition probability, the dissipation
mechanisms, the damage evolution, and the hotspot characteaigticgiantified and
analyzed. The results are compared with available experimental results for PBX9501.

The results show that plastic deformation of the energetic grains of the
heterogeneous PBXs significantly influence their response and ignition beli2espite
more overall heat generation, a higher level of constituent plasticity results in a decreased
sensitivity to ignition as it reducgeak temperatures and the number or the risk factor of
hotspots. This reduction in localized heating results feagmificant reduction in the
density of fracture sites:racture and subsequent crack face friction significantly affect
heat generation by facilitating and enabling inelastic deformation and, more importantly,
localized frictional heating along crack & Energy dissipation from plastic deformation
spreads more widely in the material and is less localized. In contrast, dissipation and
heating due to friction are more localized and play an important role in the development of
hotspotsgeven up to pistomelocities of 1,200 m/s

The time to ignition is analyzed and quantified using the Weibull distribution
function, providing explicit expressions for the ignition probability as a function of load

intensity and HMX vyield strength. The 50% ignition thresisabbtained are analyzed and

presented in a loaightensityload duration relatior( P, = C). The analysis reveals that

samples with higher levels of constituent plasticity or lower levels of constituent friction

are less sensitive. Finally,is worthwhile to put the analyses reported here in perspective:
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obviously, plasticity and fracture/internal friction both can play important roles in the
ignition of energetic materials, such that neither should be ignored for the conditions
analyzed Bre (piston velocities up to and somewhat higher than 1,200 m/s) and for realistic
PBXs. In the idealized limit case of a fully ductile energetic material incapable of fracture
(likely does not exist in reality), plasticity would be the sole heating mexrhdeading to
ignition. On the other hand in the idealized limit case of a fully brittle energetic material
(again likely does not exist in reality), fracture and friction would be the heating
mechanisms for ignition. Real materials, like what is modeésd, are in between the two
limits and have behaviors that reflect the competition and interplay among the heating
mechanisms, microstructure, and loadifigis chapterprovides insights into dissipation
mechanisms leading to ignition that can be useensitize or desensitize polyrssnded

explosives.
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CHAPTER 3. NOVEL CAPABILITY FOR MICROSCALE IN -
SITU IMAGING OF TEMPERATURE AND DEFORMATION

FIELDS UNDER DYNAMIC LOADING

This chapter is based on the work published in [Béf.

3.1 Introduction

The experimental study of the therm@chanical response of such heterogeneous
materials at the microstructure level under dymarvading has been especially
challenging de to limitations of existing techniques for deformation and temperature
measurements at high speeds and high spatial resolutions over the same area of a sample.
As a result, dynamic experiments have been lintikeeither mechanical deformation or
thermal responses. Specifically, these experiments have been based on indirect/implied
correlations between deformation mechanisms and thermal respbhsEs; 68], without

guantitative measurements that can directly relate the mechanical and thermal events.

For timeresolved temperature measurements in dynamic experiments, researchers
have used several approaches including embedded electrical sg8076], optical
pyrometry [71], Raman spectroscody 2], Neutron resonance spectroscdf@yg], and
reflectance thermometrly74, 75]. All of these approaches have some advantages and
disadvantages. For example, embedded electrical sensors can measure the temperature of
a sample with high accuracy and is independent of the sample properties. However, thick
sensors do not equilibrate withe sample quickly enough and thin sensors may break

before or during experiments, as a result, the technique cannot be used for highly dynamic
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events. This challenge can be avoided by usingaomtact approaches including optical
pyrometry and Raman sptroscopy. However, these nRoontact approaches so far offer

bulk average measures, require the knowledge of the sample properties such as radiance
and emissivity, and do not offer high spatial resolutions. The reflectance thermometry
approach uses lighéflected from the sample rather than radiation emitted by the sample,
which does not require knowledge of the properties of the sample but again requires the
adherence of an extrinsic material on the sample and depends on thermal equilibration
between te sample and the extrinsic material fili#4, 75]. None of these methods allow
simultaneous recomdg of both deformation and temperature fields over an area of a

samplebds microstructure.

The work by Coffey and Jacold§6] was an early attempt to estimate the
temperature achieved during deformation in impact experiments. The technique uses heat
sensitive films which darken upon exposure to heat. Since darkening levels of the heat
sensitive films depend oboth temperature and time, the time of deformation must be
known to estimate temperature levels based on calibration cliates, heatsensitive
films along with highspeed photography were used to study primary failure mechanisms
in polymer bounded expsives (PBXs) at the macroscglé)]. However,this technique
cannot reveal the underlying mechanisms at micron levels. In the 1980s and 1990s,
advances in infrared detectarsmde it possible to measure temperature in real time with
microscale spatial resolutions. For example, Marchand and []ffgehnder and Rosakis
[77] and Zhou et al.[3, 78] used an integrated system of infrared thermal detectors to

measure temperature variations altings across cracks and shear bands in metals: High
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speed photography was also used to study the associated mechanical processes, but at

different (larger) size scales.

Measuring temperatures of a material with thermocouples, spot pyrometers, heat
sensitve films, or infrared temperature detectors along lines or over small areas has
provided useful information and insight. The measurements, to various degrees, are
averaged over space and time, or only available over small domains. For example, Costin
et al [79] used only one infrared detector and homogenized the temperature over a spot
size of 1 mm. Later, Hartley et &l] used a linear array of infrared detectors and measured

the temperature over a spot size2@fe n Similarly, Merchand and Duff}2], and Zhou
et al.[3, 78] used linear arrays of 116 infrared detectors with spot sizes38- 100e

In the first spatial temperature measurement effort, Guduru[é{ developed and used a
spatial array of83 8 infrared detectors, with each detector measuring the average

temperature over an arealf0® 110c n These methods are quite advanced and are still

in further development. However, so far the spatial or temporal resolutions certainly show
need for significant improvement before full characterization of events at the
microstructure leveat high loading rates are possible. In particular, for heterogeneous
materials, the differing emissivities of multiple constituents must be accounted for in order
for correct temperatures to be obtained. This task requires an independent image of the
evdving material microstructure that is in addition to the IR image as deformation occurs.

Existing capabilities do not offer such independent images.
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For quasistatic conditions, infrared (IR) cameras have been used along with visible
light (VL) camerasfor simultaneous temperature and deformation measurements. For
example, an experimental environment consist of VL and IR cameras was used to measure
temperature and deformation fields during glass forf80y The VL and IR imaging was
not at normal incidence since the cameras have different angles of view. Further, the
measurement was macroscopic and not microscopic. A dichroic mirror was used to

separate VL and IR emissions from the sample surface to admagang at normal angle

[81, 82] in a setup for quasitatic conditions with a maximum stain rate5%10° s*
High-speed infrared camerhave recently developed to a point where capturing tame
spaceresolved measurements over areas on the order of millimeters is now possible, at
resolutions of microns and microseconds. Although the IR imaging capabilities are still not
on par with vigble spectrum imaging, simultaneous measurements for deformations rates

on the order of 10s? typical of Kolsky bar (osplit-Hopkinson bars) can be achieved.

The splitHopkinson pressure bar (SHPB) or Kolsky bar apparatus (KBA) is a well
established »perimental technique for characterizing materials and structures under
dynamic loads. The SHPB apparatus was established by HopKi83orwith further
developments by KolskB4]. Since its advent, it has been improved and extended for a
wide range of applications such as dynamic compressioteasin testf85, 86], torsion
tests (torsional sphHopkinson bar or TSHHE)87, 88, the Brazilian tedt89, 9], fracture
toughness measuremef®d-93], wave separation and dispersion t¢8%96], dynamic
loading experiments on gectmical material§97] and soft materialf©8], and other high
strain rate experimenf89]. The SHPB apparatus or the KBA provides ststsan,strain

time, and strain ratBme relations[10(, which can be used to validate constitutive
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relations of materials at high strain rafé®1]. The SHPB apparatus also has been used
along with infared detectors to analyze the overall themexchanical response of
materials[5, 6]. The classic devices allow for only maaoale analyses of dynamic
response of materials. For mesmale analyses of deformation in materials, the SHPB
apparatus has been used along witidspeed photograph8, 90, 101, 102 and high

speed xray imaging[103.

This chaptereporsthe development of a novel capability for simultaneous,-time
resolved and spagesolved recording of both the temperature field and the deformation
field over the same microstructure area of a sample with mlekah spatial resolutions
and microsecondemporal resolutions. Referred to as MINTEBli¢roscale In-situ
Imaging of DynamicTemperature andDeformation Fields), the system cohesively
integrates a higispeed visible light (VL) camera and a state¢he-art highspeed infrared
(IR) camera via a ctsm-designed dichroic beam splittems assembly. The combined
VL and IR images allow the deformation fields to be obtained through digital image
correlation (DIC) and the temperature fields over the same area to be obtained through
pixel-level calibratimm of the differing emissivities of heterogeneous constituents in
microstructuresExperiments are conducted on granular sucrose which is widely used as a
simulant of energetic crystaf[d04 in a KBA or SHPB environment, yielding both
microstructure level fields along with overall material respohise.strain and temperature
provide detailed firstime insight into the processes of fracture, friction, shear localization,
and hotspot development in the microstructures. In particular, the correlation between

hotspots, microstructure, and local defotim@amechanisms is analyzed.
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3.2 Experimental Layout

The overall configuration of the MINTED system in a SHPB environment is
illustrated inFigurel7. To simultaneouslyapture deformation and temperature fields, the
visible (VL) and infrared (IR) parts of the emission spectrum from the sample pass through
a sapphire window and are separated by a dichroic beam splitter. VL is reflected and IR is
transmitted. The VL reflemn efficiency of the dichroic beam splitter and the IR
transmission efficiency are both greater than 85%. The VL camera is mounted vertically,
while the IR camera is mounted horizontally, directly facing the sample surface. The
sample is encased in a speen holder, as discussed later. The IR emission passes through
a set of custondesigned correction lenses to correct whweat distortions induced by the
nontnormal incidence of the IR beam at the beam splitter which has a finite thickness. The
IR and VLcameras are synchronized in time and calibrated in spatial positions (see below),
consequently, the VL and IR images can be coordinated for the extraction of the
deformation and temperature fields. A triggering system is designed and built to operate
thetwo cameras simultaneously. Two sets of sensors are placed close to the incident bar to
detect the motion of the bar and trigger the cameras and other devices via a control box.
The control box also activates electric solenoid valves to run an air guartahre
experiment and secure the loading mechanism. lllustrations and pictures of the

experimental setup are shownFigures 17 and18, respectively.
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(C) Microstructure
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Infrared camera field of view
11.6 pm spatial resolution
11.2 ps temporal resolution (maximum)

Visible camera field of view

13.4 ym spatial resolution
1 ps temporal resolution (maximum)

Figure 171 Experimental setup for simultaneous highspeed infrared (IR) and visible
(VL) imaging of microscale temperature and deformation fields under dynamic
conditions; (a) configuration of the splitHopkinson bar apparatus and visible and
infrared cameras, (b)relative positions of the confinement box, the dichroic beam
splitter, the visible microscope lens, and the infrared lens assembly, and (c) relative
positions of visible and infrared fields of view.

3.2.1 High-speed Photography of Deformation Fields

A Phantomv2512 camera, which can operate at 25,700 fpsmaédapixel (MP)
resolution and 1,000,000 frames per second (fp§R&k32pixels, is used to record the
VL images. An Infinity K1 longdistance microscope lens is used along with the VL
camera to zoom iraf enough to capture higksolution micrescale images. The VL lens
magnification factor is 2.09 and the working distance is 145 Tma.IR camera operates

with an 13.4pum spatial resolution
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Figure 181 Pictures of the MINTED experimental system; (a) overall view of the
components, and (b) closep view of the dichroic beam splitter, the VL and IR lenses,
and LED lighting.

Selecting a proper illumination light source for higpeed imaging in this
experimental layout ichallenging. A sufficiently bright light source is necessary at
framing rates around 100,000 fps; however, due to the high level of heat generation by a
powerful light source, temperature measurements are likely to be affected. In addition, the
customdesgned dichroic beam splittdens assembly is very close to the specimen
confinement box and the sampless tharb mm), leaving only a very tight space for an
illuminating light source. To overcome these challenges, four LED light sources along with
fiber optics are used. The LED light sources are placed far from the sample, and the light
is projected onto the sample through optical fibers, as showhigare 18. This
configuration minimizes heating relative to other light sources, such as halogen lights, and
permits proper placement within the tight space of the experimental $etupe 19
guantifies he temperature interference of three available lighting options including fiber

optic halogens, LED panels, and fiamgtic LEDs, the latter of which has the least effect
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on the sample temperature. Since the system of integrated MRamneras can also be

used for quasstatic experiments, the temperature interference analysis of the illumination

is carried out over a relatively long period of 10 minukégyre19). The fiberoptic LEDs

used result in a 0.2 K increase in the temperature of the sample after 10 minutes. However,
for the experiments conducted, the illuminating lights are activated for only a few
milliseconds; therefore, the resultieffect on temperature measurements is essentially

undetectable.

5 [ohdntel! T v T TT LI . o v T
4L
[ Fiber-optic halogen
2 3t |
B
< I LED panel
25 =
1F .
I Fiber-optic LED
0 / M T T T T R T | T SR S B | T T I T R T W
0 2 4 6 8 10

¢ (minute)

Figure 191 Comparison of the temperature increases in a sample as a result of
different lighting schemes, LED is chosen due to its negligible effect.

3.2.2 High-speed Temperature Measurements

A Telops M2k highspeed thermal imaging camera (Telops Inc., Quebec, Canada)
is used to record the IR images. This camera operates at 2,000 fps with a spatial resolution
of 320%256 pixels and 90,000 fps with a spatial resolution 64dfx4 pixels. An IR
microscope lens with the magnification factor of 2 and the working distance of 50 mm is
used.The IR camera operates witm 41.6 um spatial resolutionThe IR camera is
calibrated alog with the IR microscope lens, the corrective IR lenses, the dichroic beam

splitter, and the sapphire window. At these settings, the accuracy of the temperature
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measurements is 0.5 K according to calibration data. Since the IR camera is calibrated to
blackbody emission, the camera reading must batexpreted using the emissivity of the
sampleds constituents in order to arrive
The emissivity of the sample material (sucrose) is determined t0.6& by cébrating

the camera reading to the initial (known) temperature of the sample. The calibration is

based on the StefadBoltzmann law in the form of

E=es T, (16)

S

whereE is the power flux recorded by the IR camex&g the emissivity of the particular

material constituent at a particular pixel of an imagis, the StefarBoltzmann constant,

and T, is the temperature of the sample at the pixel of interest. The relation between the
camer ads t e mg.eforthe pixel and thecaataal sangple temperalurat the

pixel is s T = e sT yielding

=1
Ts_%' (17)

This analysis assumes the emissivity remains constant during the desarmatis

believed that changes in the emissivity at low temperatures are negligible.

3.2.3 Visible and Infrared Images SynchronizatiorSpaceand Time

Figure 20 illustrates the electrical system of the experimental setup. The control
box sends triggering signals to the VL and IR cameras, the oscilloscope, and the gas gun
solenoids. The same reference time is required for both cameras to allow for
synchronizatiorof the VL and IR images in time. For spatial correlations of the VL and IR
images, two calibration targets that can be identified by both caererasedThe targets

are visible in the VL and IR images due to differing colors and emissivity differences
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between different colorgzigures 21(a) and21(b) show the VL and IR images oftarget

used to measure the spatial resolutions (pixel sizes) of both cameras, respectively. To set a

reference coordinate for both images, a star sector tgrgeedand the center pixels of

the FOVs of both camerase movedo the center of the targffigures 21(c) and21(d)].

Using this reference coordinate arek tpixel size of both the VL and IR images, the

captured VL and IR images$-igure 22) are spatially synchronizedor actual material

samples. In general, the IR images are not as sharp as the VL images.

Strain gage Confinement
50em ,, 152.4 om | box 1524 om _Shack absorber
Air gun o o e | = . .
Stricker Incident bar RV Transmission bar
H cqmera Strain gage signal
Trigger S
signals Signal
—— IR conditioner
[— Control camera
Computer box L
'”:— I—
[T

Oscilloscope

Figure 207 Schematic illustration of electrical and control devices.
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Figure 217 (a) and (b): visible and infrared images of a target for resolution
determination, respectively. (c) and (d): visible and infrared images of a star sector
target for alignment, respectively. The resolution of all images i320x256pixels.

(b)

Visible image [Deformed]

(a) Visible camera field of view
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Figure 22 i Relative positions of visible and infrared fields of view for (a) the
undeformed sample and (b) the deformed sample.
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3.2.4 Materials

Experiments were conducted on sucr¢€g,H,,0,,) granules with a molecular

weight of 342.3 g/mol. Sucrose is a commonly used simulant for HMX energetic crystals
in impact experimentd104]. The material is purchased from Research Products
International (RPI). The granules are graded using standard AASHTO sieves and three sets
of samples with th@verage grain sizes d65¢ m 362.5¢ mr and 775¢ n are selected

for the experimentgsigure23 shows the initibdensity and average grain size of the three
sets. The deformation of the sucrose granules is crystallographically dependent. The elastic
modulus of sucrose single crystals on the (100) crystallographic plane is 38 GPa and the
modulus on the (001) plane B3 GPH105. The onset of shear stress causing plastic

deformation in sucrose grains is 1 @@ag.
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Figure 237 Initial grain size and density of materials.

3.2.5 Loading Configurations

A classic compression splitopkinson bar (SHPB) or Kolsky bar setup is used for
the dynamic compressiori the samples as discussed below. The striker (projectile), and

incident and transmission bars are made from the C350 maraging steel with a density of
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r=7800Kg/nfand a Young &s2lGRs vidlding a barfwave speeat
c=./E/r 5188 m/s. The length of the striker is, =50 cm. With this configuration,
the duration of the generated compressive pulse in the incidentbaiZis, /c 0.2 ms

The length and the diameter of each bar (incident and transmissm.lscm( 5f) and

1.27cm( 0.5in repectively.

The Sucrose grains are confined in a box with a sapphire window. Loading is
through two indenters, as illustrated kigure 24. The internaldimensions of the
confinement box ar&3 7 35 mm. The confinement box is designed such that the ends of
the incident bar and the transmission bar are placed inside the indenters (not visible). This
design prevents lateral movements @& tonfinement box and the sample relative to the
lenses in order to ensure the safety of the optics and in order to maintain the focal distance
between the sample and the lenses necessary for capturing sharp images. The relative
positions of the confinemébox, the incident bar, and the transmission bar are shown in

Figure 17(b). The maximum overall strain rate in the experiments carried out is

1260° 90 &'

Indenters

Sapphire
window

Figure 247 lllustration of the confinement box, the sample, and the sapphire window
for the compression experiments.
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In a standard SHPB apparatus, the overall stress, strain and strain ratesmptée sa
can be calculated using the signals obtained by strain gages mounted on the bars. A
requirement for this calculation is that the sample is relatively small and wave
reverberations due to impedance mismatch between the bars and the sample are
equilibraed quickly. In this work, the confinement box causes the wave reverberations to
be more significant relative to cases without the confinement box. As such the standard
calculations are less accurate. In tiapterthe overall strain and strain rateie samples

are calculated based on the relative distance of the indenters (engineerinditain,
where L, =5mm is the initial length of the sample in the loading direction). The relative

distance between the iedters are obtained from the VL images. This is more accurate

than using the bar signals.

3.3 Results and Discussion

The experiments here focus on the evaluation of the capabilities of the developed
MINTED system.The tree materialsare subjectedo loading under the conditions
discussed above. The recorded images are computationally analyzed. The temperature
fields remrted here reflect interpretation accounting for the emissivity effect based on Eq.
(17). The temperature fields are analyzed in conjunction with the deformation fields to
correlate the locations of hotspots with microstructure features. Digital image correlation
(DIC) analyses are carried out to obtain the strain fields for comparison héth t
temperature fields. The use of the three sets of samples allows the effects of grain size on
the responses of the materials to be analyzed. During the experiments, the environment

temperature and humidity a@96.3> 0.25k and 42.9° 0.8 % respectively.
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3.3.1 Deformation Mechanisms

Under compression, the sucrose grains are fractured and smaller crushed patrticles
hold together and form a coherent compact, in what is known as the briquetting process.
Sucrose has a high level of brejting tendency under compression, unlike other organic

materials such as coal and sodium chloifitieq. Figure 25 shows an SEM image of

material C(CT0 =775¢ rﬁ after the experiment. This figure shows that some grains have

sizes similar to the sizes of the initial grains, suggesting that these grains may not have
fractured under loading. This figurésa provides visual evidence of briquetting. Micro
densification is important for achieving sufficient areas of contact between the particles in
a compact in order for the whole sample to remain coherent after the pressure is released
(i.e., briquetting) Although organic particles such as sodium chloride, coal, and sucrose
are known to be brittl¢107], these materials behave plastically if they are small and
subjected to high levels of compressive stfd€s. The critical size of a particle for
transition from frgmentation to plastic deformation is uncertain and varies over a

considerable range of factors.

Crushed grain

Cracked grain

Uncrushed grains <

Figure 2517 SEM image of material C after the experiment.
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Figure 26 shows the stages of overall deformation (engineering stedifl,,
where L, =5 mmis the initial length of the sample in the loading direction) in the materials
as a function of time during the experiments. The overall strain in the sample is calculated
using the relative positions of the indenters recorded in the VL images. Threg atage

observed: (1) fragmentation of grains(0¢t <0.56 m§ (2) briquetting

(0.56¢t <1.18 m§ and (3) unloadingt? 1.18 m§ The three materials show similar

deformation trends; therefgmmaterial Gs mainly discusseith this sectionFigure26also
shows the times of the infrared images captured at a rate of one frame for every twenty
visible images based on the framirages of the two cameras. In addition, this figure

denotes the infrared images with and without temperature increase.
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Figure 267 Overall strain in the material as a function of time. The solid and hollow
circles show the tempmture frames with and without temperature increase,
respectively.

In the first stage of deformatior@OG:t <0.56 m$ material C (sieve 30) is

compressed by 38% and ingranular void collapse occurs, as showikigure27. Fine

grains(d ¢ 50 & nj resulting from fragmentation flow between large grdid$ 250¢ n)
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and fill the voids in between. The filladids do not experience as extensive deformation
as unfilled voids. In this stage, the IR camera captures two infrared images and neither

shows appreciable temperature increase. In the second stage of deformation

(0.56¢t <1.18 m§ the material isfurther compressed by 10% and unlike in the first

stage, a limited amount of fragmentation is observed. Four IR images are captured in this

stage, with the latter two images showing increases in temperature inside the material. In

the last stagét 21.18 m$ partial unloading occurs as the overall strain decreases from

47.1% to 41.2%. The two IR images associated with the third stage show significant

temperature increase in the material.

t=0.05ms t=0.10 s t=0.15ms t=0.20 ms

Inter-granular

void

)

t=0.25ms t=0.30ms t=0.35ms t=0.40 ms

500 pm

Figure 271 Visible image sguence of intergranular void collapse (material C).

3.3.2 Temperature Fields

The two major heating mechanisms in the materials are plastic deformation and
friction. Sucrose is known to be brittle in general, but can deform plastically if the grains

are small and high levels of compressive stresses are present. According to our
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obsevations, grain fragmentation in the first stage does not directly lead to heat generation;
however, fragmentations affect heat generation by facilitating inelastic deformation and,

more importantly, localized frictional heating along fragmented faces.

Experimentally, it is challenging to quantify the contribution of each underlying
mechanism to the formation of hotspots. However, the simultaneous visible and infrared
images allow the locations of the hotspots with respect to microstructure features to be
identified. The localized temperature spikes or hotspots are responsible for thermal
softening, thermal runaway, and ignition in energetic materials. Identification of the
locations of the hotspots is important for understanding the underlying mechbeading
to formation of the hotspots. For example, a hotspot inside a grain and far from interfacial
boundaries most likely results from inelastic deformation, while a hotspot at a boundary
likely results from frictional dissipation. In addition, knowledtfehe potential locations
of hotspots can be used to modify the local themazhanical response of materials by

changing the constituent and interfacial properties.

Figures 28(a-b) show a sequence of visible images and the corresponding
temperature fields for material C, respectively. The first infrared image showing
temperature increase is capturedta0.8 ms which occurs in the send stage of
deformation. Due to the highly namiform stress distributions, some grains experience
little deformation or failure. As a result, a few large grafd® 250€ nm remain in the
briquette. Inelastic deformation occurs after nmisquashing. Therefore, unfragmented or
partially fragmented grains show little plastic deformation in the interior but mostly
frictional heating and deformation at or near the boundaries. The boundaries of larger

grains are the primary locations of haitgy as shown ifrigure 28(b), suggesting the

primary role of interfacial friction in the formation of these hotspots.
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Figure 281 Visible and infrared image sequences of material C. No temperature
increase is observed fott <0.8 ms.

Variations in grain size of the materials provide perturbations to the thermo
mechanical processes, caustegiperature distributions to diffeFigure 29 shows the
temperature distributions in the three materials a1.23 ms Despite the higheoverall
temperature levels, the temperature fields in the materials with smaller grain sizes
(materials A and B) are less localized. Materials with smaller grains experience more
energy dissipation, since smaller grains are more likely to undergo plefstimation, and
their high surface to volume ratios facilitate frictional dissipation. As a result, the samples
with smaller initial grain sizes show higher amounts of heating and higher overall
temperatures than materials with larger grain sizes. Hawedespite the higher amounts
of overall heat generation, the materials with smaller grains have lower levels of peak
temperatures. This reduction in localized heating results from two factors. First, energy
dissipation from plastic deformation spreads enwidely in and is less localized. Second,

frictional heating is more uniformly distributed since more sites for frictional heating exist.
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d,=165um)  (b) Material B (d, =363 um)  (c) Material C (d, =775 ym)

‘yk“

500 um

Figure 291 Temperature fields in the materials att =1.23 ms;(a) material A, (b)
material B, and (c) material C.

Figures 30(a-b) show the average temperature and the peak temperature levels of
the materials. The materials with larger grain sizes have lower average temperatures but

higher peak temperatures. Spedaifig, the difference between the average and peak

temperatures in material @ao =165¢ rﬁn is only 1.3 K, while the difference in material C

(JO =775¢ rbn Is 16.5 K. The uncertainty in temperature measurements is 0.5 K according

to calibration data. The correlation between local deformation and temperature in hotspots

is discussed in the next section.

3.3.3 Digital Image Correlation (DIC) Analysis of Deformation

Hotspots result from various deformation mechanisms; therefore, the detorma
fields are very useful in the determination of dominant mechanisms contributing to the
formation of hotspots. To obtain the strain fields, digital image correlation (DIC) analysis
is performed.The analysis is carried out with the Ncorr, an epeare subsebased
package with enhanced algorithpd®9. This package uses the reliabigyided digital
image correlation (R®IC) framework [11(. Since displacements are at discrete

locations, strain fields calculated directly from displacements tend to be noisy and
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unreliable. D address this issue, Ncorr uses a 2D Sawvi@&lay (SG) digital
differentiator based on the principle of local lesguare fitting with twedimensional

polynomials[111].
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Figure 307 (a) Average temperature levels in the materials and (b) peak temperature
levels in the materials as functions of time. At = 0.83 ms, material B (d, = 363¢ n)

is at the initial temperature state. The error bars show the uncertainty in temperature
measurements.

DIC analysis assumes displacement canty in the region of interest (ROI) where

the correlation is performed. The incorporation of discontinuities in DIC analyses is an
open problem in the literature. For the cases when the discontinuity path is known, the
displacement field on each sidetbé discontinuity can be analyzed separafgh?. A
potential drawback of this approach is that the displacements at or near the
discontinuities/interfaces cannot be calculated directly. A DIC analysis is even more
complex and less reliable when arbitrary crack initiation sites and propagation paths exist.
Because of these reasons and the significant fragmentation in the firstfstafmmation,

the DIC analysis is only performed for the second stage of deformation when the material
is briquetted. Therefore, the obtained strain fields from the DIC analysis are not

representative of the total deformation from the very beginnit@pding. In general, out
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of-plane movements of grains are unavoidable and these movements partially degrade the
DIC results. Oubf-plane movements of grains are restricted during the second stage as a
result of briquetting. After briquetting, the samplashplanar surfaces. These surfaces
remain planar during the deformation process as a result of confinement. For confined
compacted sugar samples, Forsberg and Siviour (2009) performbd2&nd 3D digital

volume correlation (DVC), and showed that theulssof 2D and 3D analysis are very
close[113. To estimate the distortion levels of IR and VL images, distortion tangets

used. These targatensist d arrangement of identical speckles with known distances. The
long-distance microscope lenses used for the IR and VL imaging showed negligible levels

of distortion.

Figure 31 shows the reference image, the final image, and the subset size with
respect to the microstructure for the DIC analysis. The natural pattern of the briquette is

used for the DIC analys[413. To compensate for the lack of a speckle pattern, a large
circular subset with a diameter of 50 pixéﬁsG? mr'r) and a total number of 1964 pixels

is used. The subset size is kargnough to circumscribe the largest grain in the reference
image [seeFigure 31(a)]. In the second stage, the average stain rat®3ss' and the
maximum strain rate i897 s which occurs at the beginning of this stage. Therefore, with

a temporal resolution dfO¢ < the aserage strain increase between successive frames is

1.5% 10° and the maximum strain increase between successive frafiéd@® which

occurs only for the first few frames.
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Figure 3171 (a) The reference image and the subset size, and (b) 2 out of the 63
intermediate frames and the final image used for the DIC analysis. The black dash
line shows the external boundaries of the sample and the red dash line shows the FOV
of the IR camera.

Figure32 shows the temperature and Almansi strain fields of materialt& &i0

andl1l.2 ms.The Almansi strain tensor is defindddugh
u:l( - F g (18)
2

where | and F are the secondrder identity and the deformation gradient tensors,
respectively. The superscrigtsT" and"- 1" denote the inverse transpose and inverse of

tensors, respectively. The strain fields show thelldeformation in the sample from the
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