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SUMMARY  

 The thermo-mechanical responses of traditionally manufactured polymer-bonded 

explosives (PBXs) and an additively manufactured energetic material (AMEM) simulant 

under dynamic loading are studied. The performance of energetic materials subjected to 

dynamic loading significantly depends on their micro- and meso-scale structural 

morphology. The geometric versatility offered by additive manufacturing opens new 

pathways to tailor the performance of these materials. Additively manufactured energetic 

materials (AMEMs) have a wide range of structural characteristics with a hierarchy of 

length scales and process-inherent heterogeneities which are hitherto difficult to precisely 

control. Therefore, it is essential to understand how these features affect AMEMsô response 

under dynamic/shock in order to tailor these materials for applications, improve 

performance, and minimize uncertainties. 

 To analyze the thermo-mechanical response and ignition behavior of PBXs, a 

cohesive finite element framework is used. The framework explicitly accounts for finite-

strain elastic-viscoplastic deformation, arbitrary crack initiation and propagation, contact 

between internal surfaces, post-contact friction, heat generation resulting from inelastic 

bulk deformation and friction, and heat conduction. The analyses focus on material 

behavior at various levels of constituent friction and plasticity, and load intensity. The time 

to ignition is analyzed and quantified, providing explicit expressions for the ignition 

probability as a function of load intensity, load duration, and constituent properties.  

  



 xxiv 

 The AMEM simulant analyzed is unidirectionally printed using direct ink writing 

(DIW) of a high solid-loaded photopolymer and cured under UV-light exposure. To study 

the thermo-mechanical response of the AMEM simulant, quasi-static mechanical tests, 

intermediate strain rate Split-Hopkinson pressure bar (SHPB) experiments integrated with 

simultaneous high-speed visible and thermal imaging, and high strain rate x-ray phase-

contrast imaging (PCI) experiments are performed. The experiments capture deformation 

modes and corresponding temperature signatures in the AMEM simulant. However, the 

effects of microstructural attributes and energy dissipation cannot be quantified 

experimentally due to limitations of available diagnostics. Therefore, experimentally-

informed finite element computations are also performed to gain the quantification. The 

microstructural attributes are found to significantly affect the development of the hotspots 

in the AMEM simulant. The computations establish trends in and quantification of the 

relations between structure and response of a class of additively manufactured 

photopolymer-particulate composites. 
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CHAPTER 1. INTRODUCTION  

1.1 Background and Motivation 

The thermo-mechanical response of heterogeneous materials under dynamic loading 

is of great importance in many applications. Dynamic loading events can cause severe 

damage and energy dissipation, leading to the formation of temperature spikes in a wide 

range of materials, including, e.g.,  metals [1-4], polymers [5], composites [6], ceramics 

[7], shape memory alloys (SMAs) [8, 9], and energetic materials [10, 11]. One class of 

temperature spikes are referred to as hotspots, and can cause thermal softening, thermal 

runaway, or even the onset of chemical reactions in energetic materials [12]. Local failure 

and formation of temperature spikes result from several factors, such as strain localization 

due to heterogeneity in the microstructure, material property mismatch between 

constituents, and the existence of defects such as voids, cracks and inclusions. Field et al. 

[10, 11] provided evidence for the mechanisms contributing to the formation of hotspots. 

Subsequently, computational and experimental approaches have been widely used to study 

mechanisms responsible for heat generation in heterogeneous materials.  

Specifically for energetic materials, computational studies have enhanced 

understanding of heating mechanisms. However, these studies are limited in terms of the 

resolution of fine-scale physics and require experimental data for calibration and 

validation. On the other hand, experiments have provided insights into underlying heating 

mechanisms. For example, it is known that inelasticity [13, 14], void collapse, inter-particle 

contact, and internal fracture and friction [15, 16] are dominant heating mechanisms in 

energetic materials and other heterogeneous materials. However, experiments have not 
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allowed full understanding and detailed quantification of the underlying mechanisms 

primarily due to the lack of abilities to directly measure, in time- and space-resolved 

manner, the thermal and mechanical fields at the microstructural level for dynamic 

conditions. Although several experimental studies [10, 11, 13-17] have focused on 

mechanisms responsible for the ignition of EM and further computational studies [18-24] 

have enhanced understanding of ignition, the contributions of different heating 

mechanisms and their evolution are not well-understood.  

1.2 Addit ive Manufacturing of Energetic Materials: Opportunities and Challenges 

 Additive manufacturing (AM) involves the successive building of a 3D structure, 

layer by layer, to achieve the final shape. The process contrasts with traditional 

manufacturing methods, which generally involve material removal from a built block. 

Additive manufacturing technologies have led to mature processes for a wide range of 

materials, such as metals [25, 26], polymers [27], and energetic materials [28, 29]. Various 

AM methods have recently been used to 3D-print energetic materials. Electrospray 

deposition has been shown as a viable technique to deposit thin ýlms of thermites [30, 31]. 

Studies with electrospray techniques have incorporated a polymer binder to impart 

mechanical integrity to energetic materials while maintaining signiýcant reactivity [32]. 

Direct ink writing (DIW) methods have demonstrated the ability to deposit energetics with 

complex sub-mill imeter features [33-35]. DIW provides an affordable, flexible way to 

additively produce 3D objects by extruding custom-tailored inks through a nozzle via 

extrusion onto a computerized translation stage under constant displacement or constant-

pressure [36, 37]. 
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 Ultraviolet (UV) laser light curable photopolymers are widely used in DIW. 

Photopolymers are light-sensitive monomers that crosslink and solidify when exposed to 

light of specific wavelengths. Photopolymers provide lower viscosity for easier printing 

processes and fast curing reactions, which are suitable for 3D printing of energetic 

materials. However, the application of 3D-printed photopolymers is limited to secondary 

structural parts due to their poor mechanical behavior [38, 39]. DIW is capable of printing 

high-solids loaded precursor materials with high viscosities as demonstrated by McClain 

et al. [40], who printed ammonium perchlorate composites at 85% solids loading by 

volume with less porosity than the cast method. Additionally, the filament sizes can range 

from sub-micrometers to millimeters, allowing for tailored structures with fine features 

[41]. 

 A consequence of the layer-by-layer build in DIW additive manufacturing, is the 

generation of process-inherent heterogeneities which can cause mechanical properties to 

differ significantly in different orientations and regions, as well as between builds [42, 43]. 

Mueller et al. [44] studied anisotropic detonation behavior by introducing ordered linear 

porosity in structured UV-cured direct-ink-written energetic materials. In addition to the 

anisotropy, defects are unavoidable sources of microstructural heterogeneities in AM 

materials, and can play an important role in determining their overall behavior. O'Grady et 

al. [45] determined the importance of geometry and size of defects on detonation front in 

DIW energetic materials subjected to impact loading.  
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1.3 Objectives and Thesis Outline 

 The main goals of this dissertation are to investigate the thermo-mechanical 

response of traditionally-manufactured polymer-bonded explosives (PBXs) and an 

additively-manufactured energetic material (AMEM) simulant as a function of their 

microstructure attributes and structure to enable the structure-property-performance 

mapping for the design of energetic materials. In essence, this dissertation addresses the 

following two fundamental questions:  

1. For traditionally-manufactured PBXs, while it is known that viscoplasticity [13, 

14], viscoelasticity, and internal fracture and friction [15, 16] all play important 

roles, there is still significant uncertainty as to which mechanisms dominate in 

different stages of deformation. At a given load intensity, how do the effects of 

plasticity and friction evolve? As load intensity increases or as loading transitions 

from non-shock to shock, does the influence of friction or plasticity increase or 

decrease?  

2. In AMEMs, what fundamental mechanisms govern the correlation between 

heterogeneous structure and thermo-mechanical response? When do the spatial 

scale, form, and extent of heterogeneities cease to influence the thermo-mechanical 

responses of additively manufactured energetic materials, and what ranges are 

amenable to their tailoring via process control?  

 This dissertation consists of seven chapters. Chapter 1 provides a background on 

the topic of thermo-mechanical response of energetic materials, challenges and 

opportunities of additive manufacturing of energetic materials, and the layout of this 
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dissertation. Chapter 2 involves a systematic computational analysis of energy dissipation 

in traditionally manufactured polymer-bonded explosives (PBXs). Computations are 

performed using a Lagrangian cohesive finite element model (CFEM) [20, 46].  

 Chapter 3 reports the development of a novel capability for simultaneous time- and 

space-resolved recording of both fields over the same microstructure area of a sample with 

micron-level spatial resolutions and microsecond time resolutions. Referred to as 

MINTED  (M icroscale In -situ Imaging of Dynamic Temperature and Deformation Fields), 

the system cohesively integrates a high-speed visible light (VL) camera and a state-of-the-

art high-speed infrared (IR) camera via a custom-designed dichroic beam splitter-lens 

assembly. The combined VL and IR images allow the deformation fields to be obtained 

through digital image correlation (DIC) and the temperature fields over the same area to 

be obtained through pixel-level calibration of the differing emissivities of heterogeneous 

constituents in microstructures. The method integrates the two cameras in a split-

Hopkinson pressure bar (SHPB) or Kolsky bar apparatus. This is a general capability that 

can be used to study deformation, failure and heating in a range of materials, including 

metals, composites, ceramics, soft materials, and energetic materials. 

 Chapter 4 studies the mesoscale thermo-mechanical behavior of the additively 

manufactured energetic material (AMEM) simulant under intermediate strain rate loading. 

Experiments and multi-physics computations are performed to relate localized 

deformation, dissipation mechanisms, and temperature rises to the print structure. 

Simultaneous high-speed optical and infrared imaging (MINTED) is used to obtain 

deformation and temperature fields over the same area of samples with micrometer spatial 

and microsecond temporal resolutions. Loading along different directions relative to the 
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print structure of the material is achieved using a split-Hopkinson pressure bar (SHPB) or 

Kolsky bar at the average strain rate of 300 s-1. An experimentally-informed Lagrangian 

finite element framework is developed, accounting for finite-strain elastic-plastic 

deformation, strain-rate effect, failure initiation and propagation, post-failure internal 

contact and friction, heat generation due to friction and inelastic bulk deformation, and heat 

conduction. Using this computational framework, Chapter 5 further quantifies the effects 

of microstructure attributes including anisotropy, defects, and filament size on localized 

deformation, energy dissipations, and temperature rises. 

 Chapter 6 analyzes the shock compression response of an AMEM simulant loaded 

under several impact conditions and orientations. X-ray phase-contrast imaging (PCI) is 

used to track features across the observed shock front and quantify the interior deformation 

fields via digital image correlation (DIC) analyses. 

 Lastly, Chapter 7 summaries the methodology and the results presented in Chapters 2-

6 and provides recommendations for future work. 
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CHAPTER 2. ENERGY DISSIPATION IN POLYMER -BONDED 

EXPLOSIVES 

 This chapter is based on the work published in Ref. [47]. 

2.1 Introduction  

 The ignition of energetic materials (EM) under dynamic loading is mainly 

controlled by localized temperature spikes known as hotspots. Hotspots occur due to 

several dissipation mechanisms, including viscoplasticity, viscoelasticity, and internal 

friction along crack surfaces. To analyze the contributions of these mechanisms, this 

chapter quantifies the ignition probability, energy dissipation, damage evolution, and 

hotspot characteristics of polymer-bonded explosives (PBXs) with various levels of 

constituent plasticity of the energetic phase and internal crack face friction. Using 

PBX9501 consisting of HMX (Octahydro-1,3,5,7-Tetranitro-1,2,3,5-Tetrazocine) and 

Estane as a reference material, this chapter analyzes variants of this material with several 

values of the yield stress of the energetic phase and coefficients of internal crack face 

friction, while other parameters are kept unchanged.  

 The contributions of dissipation mechanisms to the ignition of EM are heavily 

affected by material heterogeneity, constituent properties, bonding between constituents, 

defects, and loading (e.g., impact velocity). A systematic computational study is performed 

to quantify the contributions of some of the dominant dissipation mechanisms, including 

fracture, friction, and plastic deformation in a polymer-bounded explosive (PBX) system. 

The analysis focuses on heat generation in microstructures, damage evolution, and hotspot 
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characteristics. In particular, the size, temperature, location, and rate of development of 

hotspots are of interest. The framework developed by Barua et al. [19-21] is used, so factors 

considered include finite-strain elastic-viscoplastic deformation of grains, viscoelastic 

deformation of the binder, arbitrary crack initiation and propagation in grains and the 

binder, debonding between grains and the binder, contact between internal surfaces, 

friction and frictional heating along internal surfaces, heat generation from inelastic bulk 

deformation, and the conduction of heat. 

 The materials are made up of HMX (Octahydro-1,3,5,7-tetranitro-1,3,5,7-

tetrazocine) energetic grains and Estane polymer binder. The parametric study involves 

systematically varying the yield stress of the HMX phase and the coefficients of friction 

for HMX grains, the Estane binder, and HMX/Estane interfaces. The impact loading is 

effected by imposing piston velocities between 200 and 1,200 m/s. To determine the 

ignition status of the material or the ñgoò or ñno-goò state, a criterion based on a criticality 

threshold obtained from chemical kinetics calculations is used [12]. This criterion, which 

focuses on the hotspot size and the temperature state, determines criticality. For the PBX 

materials with various levels of HMX plasticity and material friction, this chapter 

quantifies the probability of ignition as a function of the time duration of loading, the 

evolution of dissipation due to viscoplasticity and friction, the density of cracks, and the 

locations of cracks. Finally, the computationally predicted ignition sensitivity and 

threshold are expressed in a load intensity-load duration relation, providing a form for 

comparison with experimentally measurable quantities. Details of the overall framework 

and approach can be found in recent publications [19-21] and therefore are not repeated 

here. 
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2.2 Framework of Analysis 

2.2.1 Material and Microstructure 

Microstructures used consist of HMX energetic grains and Estane binder, 

mimicking the attributes of PBX9501. Since simulations of PBX microstructures generated 

using the Voronoi tessellation yield more realistic results than idealized circular shapes of 

grains [48], a set of twenty statistically similar microstructure instantiations is generated 

using the Voronoi tessellation method [19, 48] and this set is used for all combinations of 

loading (piston velocity) and constituent properties. Although PBX9501 theoretically is 

made up of ~95% HMX and ~5% binder by volume, binder volume fractions in real 

samples of this material are actually 23%-26% [49, 50]. This is due to the so-called ñdirty 

binderò effect. Basically, very small HMX particles are absorbed in the binder during 

preparation, leaving the HMX grains with volume fractions on the order of approximately 

74-77%. Therefore, microstructures with an HMX grain volume fraction of 70% and a 

binder volume fraction of 30% are computationally generated. The average grain size of 

microstructures is 224.7 ɛm. Figure 1(a) shows five out of the twenty microstructures in 

the sample set. The random variations in microstructure morphology among the samples 

can be clearly seen. Figure 1(b) shows the size distribution of the HMX grains in the 

microstructure set, the error bars indicate the range of variations among the samples in the 

set.  
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Figure 1 ï (a) Five out of twenty computationally generated microstructures with a 

grain volume fraction of 70%, and (b) size distributions of HMX grains. 

In this chapter, the reference material is PBX9501 with viscoplastic HMX grains 

with the yield stress value of 0 260 MPa.s =  The coefficients of friction for crack faces in 

the HMX grains, Estane binder, and HMX/Estane interfaces are 0.5.m=  Using these as 

baseline reference material properties, variants of this material with other four levels of 

yield stress for HMX grains and two levels of coefficient of internal crack face friction are 

analyzed. For sample sets with HMX grain yield stress values lower than 195 MPa, more 

than 25% of the microstructures do not reach criticality in the analysis timeframe of 5.5 ɛs 

(see Section 2.3.5). Therefore, 0 195 MPas =  is selected as the minimum value of yield 

stress analyzed. On the other hand, samples with yield stress values higher than 520 MPa 

behave similar to samples with hyperelastic HMX grains; therefore, 
0 520 MPas= is 

chosen as the maximum value of yield stress analyzed. With these maximum and minimum 

values for the yield stress, this chapter analyzes the variants of the reference material 
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PBX9501 ( )0 260 MPa, 0.5s m= =  [51] using hyperelastic and viscoplastic models for the 

HMX grains, the latter of which involves yield stress values of 195, 390, and 520 MPa. For 

the reference material, another two sample sets with coefficient of friction values of 

0.25m=  and 0.75m=  are also analyzed. The range of 0.25-0.75 is chosen for the 

coefficient of friction based on the work of Green et al. [52] who experimentally estimated 

the magnitude of the coefficient of friction for an HMX based PBX to be between 0.3-0.7. 

Other studies also showed that the coefficient of friction levels in the considered range of 

0.25-0.75. For example, the coefficient of friction for PBX9501 is between 0.35-0.5, 

according to Dickson et al. [53]. In total, seven material property sets are analyzed. In the 

following figures, the results corresponding to those of the viscoplastic model for HMX 

grains are referred to by the value of the yield stress 0( ),s  and the results corresponding to 

viscoplastic HMX grains with 
0 260 MPas=  but different levels of constituent friction 

are referred by the value of the coefficient of friction ( ).m  

2.2.2 Material Behavior 

The Lagrangian cohesive finite element framework [20] used entails explicit 

account of microstructure, constitutive behavior, and interfacial response. While it has the 

advantage of tracking fracture and internal friction, the Lagrangian CFEM framework is 

not as attractive as Eulerian methods [54-59] for explicit resolution of voids. 
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2.2.3 Estane Binder Constitutive Model 

The constitutive response of the Estane binder is modeled via viscoelastic 

constitutive relations based on the generalized Maxwell model (GMM) [60],  

 () ( ) ( )
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Here, s is the Cauchy stress, constant K is the bulk modulus, De  and He  are the deviatoric 

and hydrostatic components of the Eulerian strain tensor, and t and t are the physical and 

reduced times, respectively. The following Prony series is used to account for variations of 

the shear modulus G with the reduced time ,t 
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where 0 1

pN

ii
G G G¤ =
= +ä  is the instantaneous shear modulus at reference temperature 0,T  

G¤ is the steady-state shear modulus, and 
0i ig G G=  is the relative modulus of the i-th 

term. pN  is the number of terms in the Prony series and 
p

it  are the relaxation times. 

Reference [20] provides the parameters and calibration techniques used for modelling the 

Estane binder. 

2.2.4 Constitutive Model for HMX Grains 

A brief review of constitutive relations for HMX grains is presented below, and 

more details can be found in Refs. [20] and [61]. The basic kinematic assumption for the 

elastic-plastic deformation is 
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 ,e p= ÖF F F   (3) 

where e
F  and p

F  are the elastic and plastic parts of the deformation gradient F, 

respectively. The rate of deformation, D , and the spin tensor, ɋ, can be decomposed into 

elastic and plastic parts according to 
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Thermo-elastic coupling is ignored under the assumption of small elastic strains and 

independence of the elastic moduli on temperature. Consequently, the Jaumann rate of the 

Kirchhoff stress, ĔŰ, can be cast in the form of 

 ( )Ĕ : ,p= -Ű L D D (5) 

where L  refers to the tensor of elastic moduli 
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in which ñÃò denotes the tensor product of two vectors, E and u denote the Youngôs 

modulus and the Poissonôs ratio, and I  and ¡I  refer to second- and fourth-order identity 

tensors, respectively. For an isotropically hardening, viscoplastic solid 
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where e is the equivalent plastic strain rate and  
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Here, ¡Ű and s represent the deviatoric portion of the Kirchhoff stress and the Mises 

equivalent stress, respectively. The equivalent plastic strain rate e is expressed in the form 

of  
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In the above relations, 0e and me  are reference strain rates, a and m are rate sensitivity 

parameters for strain rates above 4 15 10  s-³  and below 
3 110  s ,-

 respectively, and 

0

t

dte e=ñ  denotes the equivalent plastic strain. Function ( , )g Te  describes the quasi-static 

stress-strain behavior at ambient temperature, where 
0s  refers to the quasi-static yield 

stress, 0e and 0T  present the reference strain and the reference temperature, respectively, 

N denotes the strain hardening exponent, and b and k are thermal softening parameters. 

Table 1 provides the values of the parameters for HMX. Reference [61] provides more 

details about the strain and strain-rate dependence. 
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Table 1 ï Parameters in the viscoplastic constitutive model of HMX. 

0s  (MPa) 0e N 0T  (K) ɓ 

260 5.88×10-4 0.0 293 0.0 

0e ( 1s- ) m me  ( 1s- ) a (1 MPa) ə 

1×10-4 100.0 8.0×1012 22.5 0.0 

 

The third-order BirchïMurnaghan isothermal equation of state (B-M EOS) is used 

to describe the volumetric behavior, i.e., 
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where ( )11 22 33/ 3 / 3iiht t t t t= = + +  is the hydrostatic part of the Kirchhoff stress 

( hp t=- is the pressure), 0K  denotes the bulk modulus, and ( )0 0 0
./

P
K K P

=
¡= µ µ   

det( )J= F  is the Jacobian. According to Landerville et al. [62], 0 16.71K GPa=  and 

0 7.79.K¡=  

2.2.5 Cohesive-frictional Interface Constitutive Model 

 The cohesive finite element method (CFEM) explicitly accounts for arbitrary 

scenarios of fracture in the samples. In this framework, the cohesive elements inserted 

between triangular bulk elements follow a bilinear traction-separation law illustrated in 

Figure 2. Each node of a bulk element is shared by cohesive elements connected to the 

element, and each edge of a bulk element is connected to an adjacent bulk element edge 
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through a cohesive element. Before the critical separation of 0,d  separations of a cohesive 

surface pair are completely recoverable, and partial damage occurs beyond this critical 

point. Complete separation with no further cohesive strength occurs if the separation 

surpasses cd [63]. Table 2 lists the cohesive parameter values for the interface types in the 

material considered. At each time step, the entire microstructure is scanned to identify 

potential interpenetration of all possible contact pairs. A penalty force algorithm is used to 

strongly discourage/prevent interpenetration and maintain proper contact. Reference [61] 

provides in depth descriptions of the multi-step contact algorithm. To evaluate frictional 

heating along and determine the stick-slip states of the sliding surfaces, the Coulomb 

friction law is used. Table 3 lists the friction coefficients for the three interface types in the 

material. 

Table 2 ï Cohesive parameters. 

Interface type ( )0 ɛmd   ( )ɛmcd  ( )max MPaS  

Estane-Estane 0.001 10 38.4 

HMX-HMX 0.01 5 101 

HMX-Estane 0.049 4.62 35 
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Figure 2 ï Bilinear traction -separation law for cohesive elements.  

 

Table 3 ï Coefficients of friction for PBX9501 and two variants. 

 HMX Estane HMX-Estane 

PBX9501 0.5 0.5 0.5 

0.25m=  0.25 0.25 0.25 

0.75m=  0.75 0.75 0.75 

 

2.2.6 Heat Conduction 

Dissipation due to inelastic bulk deformation (viscoplastic or viscoelastic work) 

and friction along internal crack faces is converted to heat, resulting in temperature 

increases. Heat conduction is considered via 
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Where k and vc  refer to thermal conductivity and specific heat, and T and t present 

temperature and time, respectively. The fraction of plastic work turned into heat, ,h is 

equal to 0.9. pW  and fW  denote the rates of plastic work and frictional dissipation per unit 

volume, respectively. The frictional heating rate over volume VD  with the coefficient of 

friction m and surface SD  is 

 
1

,f n rel

S

W v dS
V
ms
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=
D ñ

 (12) 

where 
ns  and relv  are the normal stress between the surface pair in contact and the relative 

sliding velocity, respectively.  

2.2.7 Loading Configuration 

 At the onset of loading, the samples possess a uniform temperature of T = 300 K 

and are not damaged or loaded. Impact loading is effected by applying a specified boundary 

velocity at the left edge of the microstructures [see Figure 3(a)], which is linearly increased 

from zero to the maximums of 200, 400, 600, 800, 1000, and 1200 m/s with a prescribed 

linear ramp velocity over the initial 10 ns of loading (0 10 ns),t¢ ¢  as shown in Figure 

3(b). Vertical motions of the top and bottom boundaries of microstructures are constrained, 

approximating the planner impact loading under the conditions of macroscopically uniaxial 

strain. The length of all samples is 15 mm and it takes about 5.5 ɛs for the longitudinal 

wave to propagate over the entire sample.  
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Figure 3 ï (a) Loading configuration and boundary conditions considered for 

simulations, and (b) load history applied on the left edge of the sample.  

2.2.8 Ignition Criterion 

To determine the initiation of the HMX phase of PBX samples, a hotspot size-

temperature ignition criterion is used [19]. Specifically, a hotspot at or above temperature 

T possesses sufficient energy for thermal runway (the onset of irreversible chemical 

decomposition) if its diameter ()i.e., d Tè øê ú is equal to or greater than a certain value 

()i.e., ,cd Tè øê ú 

 () ().cd T d T²  (13) 

To identify the critical size-temperature condition of hotspots [right-hand side of Eq. (13)], 

the work of Tarver et al. [12] is used. This criterion is based on chemical kinetics 

calculations accounting for multi-step reaction mechanisms and the pressure and 

temperature dependence of reactants and products. According to the work of Barua et al. 
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[19], a specimen is assumed to proceed to ignition if two or more hotspots in a 3 mm square 

reach 90% of the critical size-temperature threshold calculated by Tarver et al. [12]. 

Reference [19] provides more details about this initiation criterion.  

2.2.9 Statistical Model 

 The time to criticality of each sample is determined when sufficient critical hotspots 

according to the ignition criterion described in Section 2.4 emerge in the sample. For 

statistical analysis of the initiation time for the whole ensemble (the set of microstructure 

instantiations) at a given loading velocity, the work of Barua et al. [19] is used. Using 

Teraoôs model [64], Barua et al. [19] established a physical foundation for the Weibull 

distribution interpretation of the probability of time to criticality. In the used model [19], 

the time to criticality ( )ct  is estimated as a cumulative probability distribution and fitted to 

the Weibull distribution [64] in the form of 
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where t, 0 ,t  and t are the time to criticality, the minimal time to criticality below which 

the probability of ignition is zero, and a time-scaling parameter that affects the slope of the 

distribution curve, respectively. m is a shape parameter and equal to 2 when stress wave 

propagation does not involve reflection from boundaries of a sample caused by loading 

conditions [19]. 
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2.3 Results and Discussion 

The ignition probability, the dissipation mechanisms, the damage evolution, and the 

hotspot characteristics of PBX9501 and its six variants under piston velocities from 200 

m/s to 1,200 m/s are quantified. CFEM calculations are carried out to obtain the 

temperature field of samples subject to loading under the conditions discussed in Section 

2.2.7. Next, the temperature fields are scanned to detect critical hotspots according to 

Section 2.2.8. Then, the ignition of samples is determined by finding sufficient critical 

hotspots, and energy dissipation resulting from the most dominant physical mechanisms 

and the damage evolution in the microstructures are calculated. Finally, for relative 

comparison of ignition sensitivity, the results are fitted to a load intensity-load duration 

relation over the entire range of loading space and material properties. 

2.3.1 Axial Stress 

The profiles of axial stress (compressive) in a microstructure subjected to a piston 

velocity of 400 m/s at 0.4ɛst=  for PBX9501 and all its variants are compared. Figure 4 

shows that lower levels of HMX plasticity causes decreases in the average longitudinal 

stress. In a homogeneous elastic-plastic solid undergoing plane strain loading, the stress-

strain curve follows the constrained or P-wave modulus from the unloaded state to the onset 

of yielding and then follows the instantaneous bulk modulus. For a given material, the 

instantaneous bulk modulus is always lower than the constrained modulus, indicating that 

the stress in an elastic material should never be exceeded by that in an elastic-plastic 

material. However, Figure 4 shows the opposite trend, as a result of damage (fracture) 

induced by the loading event. For higher levels of constituent plasticity, the damage 
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induced is relatively small since plastic deformation reduces the stress levels in the 

microstructures. However, as stress level increases, the microstructures containing HMX 

with lower levels of constituent plasticity (higher yield stress levels) show significantly 

more damage than the microstructures with higher levels of HMX constituent plasticity 

(lower yield stress levels), causing the axial stress to decrease, as shown in Figure 4. 

 

Figure 4 ï Profiles of average axial stress at 0.4ɛst =  for a microstructure subjected 

to a piston velocity of 400 m/s.  

2.3.2 Temperature Fields and Hotspot Characteristics 

 Variations in microstructure morphology and the levels of constituent plasticity and 

friction provide perturbations to thermo-mechanical processes, causing temperature 

distributions to differ. Specifically, Figure 5 depicts the temperature field of a 

microstructure subjected to loading at 400 m/s for PBX9501 and its six variants at 

0.4ɛs.t=  A comparison of Figures 5(a-e) reveals that in samples with lower levels of 

constituent plasticity, the temperature distribution is more localized, leading to more 
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hotspots closer to criticality. A higher level of constituent plasticity results in a lower level 

of fracture (see Section 2.3.1), leading to less fracture and friction. Therefore, plasticity 

inhibits localized heating by friction, resulting in relatively more uniform temperature 

fields. Figures 5(f-g) show the temperature fields of the same microstructure but with 

different levels of internal friction. Unlike variations in the level of constituent plasticity, 

variations in the coefficient of friction affect primarily the peak temperatures. Fracture and 

subsequent frictional sliding occur primarily near the binder-grain interfaces. As a result, 

the peak temperatures occur near the grain-binder boundaries (see Figure 5). For the 

criticality analysis in Sections 2.3.5 and 2.3.6, only the temperature fields in the HMX 

grains are taken into account since HMX is the energetic phase. The effects of constituent 

variations on average and peak temperatures are shown in Figures 6(a) and 6(b), 

respectively. Variations in constituent friction affect peak temperatures more than the 

average temperatures. In addition, lower levels of constituent plasticity correspond to 

higher peak temperatures, as shown in Figure 6(b). The average temperature is higher in 

specimens with lower levels of constituent plasticity except in the region in the vicinity of 

the wave front since widespread plastic heating begins even in the wave front but the 

frictional heating does not begin until the wave front has passed through the region and 

caused fracture. Once the stress wave has passed through a region, the heating in specimens 

with lower levels of constituent plasticity begins to outpace the heating of specimens with 

higher levels of constituent plasticity. 
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Figure 5 ï Temperature fields and hotspot locations for all material cases under a 

loading velocity of 400 m/s at 0.4ɛs;t =  (a) PBX9501, (b), (c), and (d) HMX grains 

with yield stress levels of 195, 390, and 520 MPa, respectively, (e) hyperelastic HMX 

grains, and (f) and (g) HMX grains with a yield stress level of 260 MPa and coefficients 

of friction 0.25 and 0.75, respectively. The peak temperatures occur near the 

boundaries between the binder and the grains. 



 25 

 

Figure 6 ï (a) Profiles of average temperature and (b) profiles of peak temperature 

corresponding to the same microstructure in Figures 3 and 4. These figures show the 

temperature profiles prior to criticality of the samples. 

The changes in temperature fields as a result of variations in constituent properties 

affect hotspots characteristics, which determine the ignition status of the material or the 

ñgoò or ñno-goò state. Figures 7(a-c) use the R-value (see Ref. [19]) to quantify the overall 

hotspot conditions in samples under piston velocities of 200 m/s, 400 m/s, and 600 m/s, 

respectively. The R-value is the ratio between the temperature of a hotspot to the 

temperature of a critical hotspot of the same size. A hotspot with a value of R=1 is said to 

have reached criticality, and a hotspot of R=0 is still at an initial temperature of 300 K. 

Here, hotspots with a temperature equal to or above 305 K are considered in the analyses. 

Figures 7(a-b) show the R values of a microstructure at 200 m/s at 3 ɛst=  and at 400 m/s 

at 0.4 ɛs,t=  respectively. At any given R value, the number of hotspots is higher when 

constituent plasticity is lower or constituent friction is higher. Similarly, Figure 7(c) shows 

the R curves for this microstructure at 600 m/s at 0.2 ɛs.t=  Here, the number of hotspots 



 26 

close to criticality ( )0.8R²  is higher at lower levels of constituent plasticity or higher 

levels constituent friction, leading to a higher propensity for ignition. 

 

Figure 7 ï Comparison of R curves for all material cases; (a) R curves for a 

microstructure under a loading velocity of 200 m/s at 3 ɛs,t =  (b) R curves for a 

microstructure under a loading velocity of 400 m/s at 0.4 ɛs,t =  and (c) R curves for 

a microstructure under a loading velocity of 600 m/s at = 0.2 ɛs.t   

2.3.3 Energy Analysis 

 Figure 8 shows the total input work ( )W  at the time of ignition. The error bars 

indicate the degree of variation among the microstructures in each sample set. Samples 
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with higher levels plasticity (lower yield stress levels) or lower levels of friction (lower 

coefficients of friction) require higher overall input work to ignite, which means they are 

less sensitive to ignition. In addition, at higher piston velocities, the difference in critical 

input work among all cases tends to be lower in general. Specifically, at 200 m/s, the 

variation in the input work among all cases is 79.6% while at 1,200 m/s, the variation is 

24.3%. These trends reflect the influences of several competing factors. Specifically, the 

load intensity affects the work input rate, dissipation rates, the speed at which the 

stress/shock wave propagates, and thermal conduction in different ways due to the non-

linear nature of the material behavior and the underlying thermal-mechanical processes. 

 

Figure 8 ï Comparison of the required input work for igniti on for all material cases 

over the range of piston velocities of 200-1,200 m/s. 

  Figures 9(a-f) show the evolution of two major mechanisms of energy dissipation 

in energetic materials (viscoplasticity and friction) for all sample sets under piston 

velocities of 200-600 m/s. Frictional dissipation increases when the amount of plastic 

deformation of energetic grains decreases as the result of higher yield strength levels, 
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reflecting the fact that fracture and consequent interfacial sliding account for a larger 

portion of the overall deformation as bulk plasticity decreases. In addition, frictional 

dissipations are negligible at early stages of deformation and then rapidly increase as the 

amount of cracks grows under loading [see Figures 9(a, c, and e)]. Viscoplastic dissipation, 

however, increase linearly from the beginning of loading [see Figures 9(b, d, and f)].  

 

Figure 9 ï Evolution of frictional dissipation and viscoplastic dissipation as a function 

of time for all cases; (a), (c), and (e) frictional dissipation for piston velocities of 200 

m/s, 400 m/s, and 600 m/s, respectively, and (b), (d), and (f) viscoplastic dissipation 

for piston velocities of 200 m/s, 400 m/s, and 600 m/s, respectively. 



 29 

 Dissipations from friction, viscoelasticity, and 90% of viscoplasticity [ 0.9h=  in 

Eq. (11)] turn into heat, contributing to the formation of hotspots. The amount of 

dissipation in samples at criticality is affected by the level of constituent plasticity and 

friction, load intensity, microstructure, and time to ignition. Figures 10(a) and 10(b) show 

the fraction of the input work dissipated by viscoplastic dissipation ( ),pW W  and frictional 

dissipation ( )fW W  in all sample sets at the time of ignition, respectively. For hyperelastic 

HMX grains, pW W  vanishes since the microstructural constituents do not undergo plastic 

deformation. Clearly, at any given load intensity, plastic dissipation decreases when the 

yield stress increases. The rise and fall in the trend of pW W  versus piston velocity results 

from the competition between the intensity of loading and the time to ignition. At higher 

loading velocities, the rate of plastic deformation increases while the total time of 

deformation decreases since the samples reach criticality faster. The maximum values of 

pW W  for 
0195 MPa 390 MPas¢ ¢  and 

0 520 MPas=  occur under load velocities of 

400 m/s and 600 m/s, respectively. For all levels of yield strength, pW W  converges to 

approximately 2%, when the piston velocity exceeds 1,000 m/s. As the piston velocity 

increases from 200 m/s to 1,200 m/s, the fraction of the input work dissipated by friction 

( )fW W  fluctuates between 0.4% and 2% for samples consisting of viscoplastic grains 

with 
0195 MPa 260 MPas¢ ¢  while monotonically decreases for the 

0 390 MPas²  and 

hyperelastic cases. The maximum frictional dissipation occurs in samples with hyperelastic 

HMX grains and for these samples, fW W decreases from 9.1% to 0.92% as the load 

velocity increases from 200 m/s to 1,200 m/s.  
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Figure 10 ï Fraction of input work dissipated due to plastic deformation of HMX 

grains, and (b) fraction of input work dissipated due to friction at the time of ignition. 

 For PBX9501, while overall viscoplastic heating at the whole microstructure level 

is 4.2-10.9 times (depending on the load intensity and the microstructure morphology) 

frictional heating, the contributions to the development of hotspots (which are responsible 

for ignition, not the overall average temperature) are different. To see this, the local heat 

generations in hotspots is analyzed. Figure 11 shows the densities of viscoplastic heating 

and frictional heating (heat per unit volume of hotspots) in all hotspots with 0.6R²  at 50t  

for 200, 800, and 1200 m/s. The data is for the 20 random microstructure instantiations in 

the sample set, so both the averages and the ranges of variation among the 20 samples are 

shown. At 200 m/s, although overall in the samples viscoplastic heating is 5.2 times 

frictional heating (Figure 10), frictional heating dominates and accounts for 76.1% of the 

heating inside the hotspots [Figure 11(a)]. As the load intensity increases, the contribution 

of friction decreases and the contribution of plasticity increases. Specifically at 800 m/s, 

friction and plasticity each accounts for ~50% of the heating in the hotspots [Figure 11(b)]. 

At 1,200 m/s, the contribution of friction decreases to ~29.5% and the contribution of 
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viscoplasticity increases to ~70.5% [Figure 11(c)]. The trend is generally consistent with 

that in Figure 9. The new insight here is that friction plays an important role in the 

development of hotspots which are responsible for the ignition and detonation of PBX, 

even up to the piston velocity of 1,200 m/s. As the trend implies, it is possible that, at much 

higher load intensities, the effect of friction diminishes.  

 

Figure 11 ï Comparison of viscoplastic and frictional heating per unit volume in all 

hotspots with risk factors of ²0.6R  in PBX9501 samples; (a) = 200 m s, 
p

U

= 3.6 ɛs,t  (b) = 800 m s, 
p

U = 90 ns,t  and (c) = 1200 m s, 
p

U = 40 ns.t  

 Figures 12(a) and 12(b) show the total amount of heat generated in the samples

( )H  and the fraction of input work converted to heat at the time of ignition ( ),H W  

respectively. Even though samples with higher levels of constituent plasticity or lower 

levels of constituent friction are less sensitive to ignition, these samples undergo more 

heating up to the time of ignition. The dissipation resulting from bulk viscoplasticity 

spreads more widely in the material (less localized), resulting in a more uniform 

temperature field. A sample with a more uniform temperature field is less likely to ignite, 

as it has fewer and cooler hotspots (see Section 2.3.2). In addition, although the total 

amount of dissipation is lower at higher velocities, the dissipation is more localized and 
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concentrated in smaller areas of the materials, leading to ignition. Specifically, the increase 

in the loading velocity from 200 m/s to 1,200 m/s causes the amount of heat generated to 

decrease from 543.6 J to 114.1 J for PBX9501. The fraction of input work turned into heat 

at the time of ignition ( )H W  is approximately equal for all cases at a given load intensity 

level. H W decreases at higher levels of load intensity since the total amount of dissipation 

at the time of ignition decreases as a result of shorter durations of deformation prior to the 

onset of ignition. In particular, an increase in the load velocity from 200 m/s to 1,200 m/s 

causes H W  to decrease approximately from 25.8% to 8.8% for all sample sets. At a given 

load intensity level, the discrepancy in H W  among all the material variants is 2.2-4.1%. 

 

Figure 12 ï (a) The amount of heat generated, and (b) the fraction of input work 

converted to heat, at the time of ignition for all cases over the range of piston velocities 

of 200-1,200 m/s. 
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2.3.4 Crack Density and Distribution 

 This study assumes that samples are initially defect-free (no voids, no cracks) and 

that cracks result from loading. The analysis accounts for fracture along all possible types 

of sites including inside the HMX grains, inside the matrix, and the grain-matrix interfaces. 

Figures 13(a-f) show the crack density, or crack area per unit volume of the material, at 

approximately median time to ignition ( )50t  for all sample sets over the range of piston 

velocity of 200-1,200 m/s. The density of cracks is higher when the level of constituent 

plasticity is lower (yield stress higher), illustrating the competition between plastic 

deformation and fracture (see Section 2.3.1). Since cracks lead to frictional dissipation, the 

trend for crack density is similar to that for frictional dissipation ( ).fW W  The density of 

cracks in the binder is negligible due to the fact that the volume fraction of the binder is 

less than that in the grains and the binder is softer. 

 The crack densities at HMX/Estane interfaces (grain boundaries) are higher than 

those in the HMX grains at a piston velocity of 200 m/s while fracture sites in the grains 

outnumber those at the interfaces at piston velocities above 400 m/s. At higher piston 

velocities, the variations of the crack density at boundaries among cases decrease since 

most of grain/matrix sites affected by the stress wave are fractured and further energy 

dissipation by fracture mostly is accommodated by the grains. These trends are 

qualitatively consistent with experimental results for PBX9501 reported in the literature. 

For example, under quasi-static conditions, grain fracture is relatively insignificant and 

debonding of grains from the binder is the dominant fracture mode, except for pre-damaged 
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HMX grains [65]. At high-strain rates (for example, 2000 s-1), however, PBX9501 fails via 

predominantly transgranular fracture of the HMX grains [66].  

 

Figure 13 ï Densities of cracks at the binder, grains, grain/binder boundaries; (a) 

= 200 m s,
p

U = 2 ɛs,t  (b) = 400 m s,
p

U = 0.4 ɛs,t  (c) = 600 m s,
p

U = 0.2 ɛs,t  (d) 

= 800 m s,
p

U = 0.1 ɛs,t  (e) = 1000 m s,
p

U = 0.05 ɛs,t  and (f) = 1200 m s,
p

U  

= 0.04 ɛs.t  
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2.3.5 Probability Distribution of the Time to Criticality  

 The probability distribution curves for ignition are constructed based on the ñgoò / 

ñno-goò analysis [19]. To account for the microstructural stochasticity involved in a 

materialôs ignition response, the ñgoò / ñno-goò analysis is performed on twenty 

statistically similar samples for each of combination of constituent plasticity and internal 

friction level considered. Figures 14(a-c) show probability distributions of the time to 

criticality ct  for microstructures with the four levels of constituent plasticity of energetic 

grains at piston velocities of 200 m/s, 400 m/s, and 600 m/s. In these figures, the symbols 

represent calculated results and the solid lines represent the corresponding fits to the 

Weibull distribution. The least square regression method is used to calculate the two 

parameters in the Weibull distribution, 
0t  and .t For a piston velocity of 200 m/s and a 

HMX yield stress of 
0 195 MPa,s=  five out of the twenty microstructures in the sample 

set did not reach criticality within 5.5 µs. The Weibull function is fitted to the data for 

samples that ignite within 5.5 µs. The value of the parameters for the Weibull distribution 

function and the median time to ignition 50( )t  for each simulation set are listed in Table 4.  
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Figure 14 ï Distribution of the ignition probability (symbols) and the corresponding 

Weibull fit (solid lines); (a) piston velocity of 200 m/s, (b) piston velocity of 400 m/s, 

and (c) piston velocity of 600 m/s. 
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Table 4 ï Parameters for the adjusted time Weibull distributions. 

  
200 

m/s 

400 

m/s 

600 

m/s 

800 

m/s 

1000 

m/s 

1200 

m/s 

PBX 9501 
0 260 MPa

0.5

s

m

=

=
 

0  ( s)t m  2.13 0.29 0.12 0.07 0.04 0.03 

50  ( s)t m  3.6 0.43 0.18 0.09 0.06 0.04 
6 (10 )t -

 1.77 0.17 0.07 0.02 0.02 0.01 

Levels of 

HMX 

plasticity 

0 195 MPas =  

0  ( s)t m  2.89 0.1 0.11 0.06 0.04 0.03 

50  ( s)t m  4.98 0.5 0.17 0.09 0.06 0.04 
6 (10 )t -

 2.51 0.47 0.07 0.03 0.02 0.01 

0 390 MPas=  

0  ( s)t m  1.13 0.28 0.14 0.07 0.04 0.03 

50  ( s)t m  1.99 0.4 0.18 0.09 0.05 0.04 
6 (10 )t -

 1.03 0.14 0.05 0.02 0.01 0.01 

0 520 MPas=  

0  ( s)t m  1.16 0.32 0.12 0.07 0.04 0.03 

50  ( s)t m  1.89 0.39 0.16 0.09 0.05 0.04 
6 (10 )t -

 0.87 0.08 0.05 0.02 0.01 0.01 

Hyperelastic 

0  ( s)t m  1.2 0.3 0.11 0.06 0.04 0.03 

50  ( s)t m  1.65 0.37 0.15 0.08 0.06 0.04 
6 (10 )t -

 0.55 0.08 0.05 0.03 0.01 0.01 

Coefficients 

of friction 

0.25 

0  ( s)t m  3.5 0.41 0.19 0.08 0.05 0.04 

50  ( s)t m  4.71 0.64 0.23 0.11 0.07 0.05 
6 (10 )t -

 1.45 0.28 0.06 0.03 0.02 0.01 

0.75 

0  ( s)t m  2.13 0.27 0.09 0.07 0.04 0.03 

50  ( s)t m  3.29 0.44 0.16 0.09 0.05 0.04 
6 (10 )t -

 1.39 0.21 0.08 0.03 0.02 0.01 

 

 Results show that lower levels of constituent plasticity (higher yield strength) or 

higher levels of constituent friction make microstructures less sensitive to ignition (delayed 

ignition). In general, samples with longer time to criticality are regarded as ñless sensitive.ò 

These results are in agreement with the findings in Section 2.3.2, where the hotspot analysis 

revealed that lower levels of constituent plasticity or higher levels of constituent friction 

increase the numbers or the risk factors of hotspots. Figure 15 shows the median time to 
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ignition 50( )t  as a function of loading velocity. The decrease in 50t  at higher loading 

velocities indicates higher likelihood for ignition. The differences in the time to criticality 

among samples in a set and the mean time to criticality 50( )t  decrease as the piston velocity 

increases. Furthermore, the difference in 50t  for cases with different yield stress levels also 

decreases as the velocity (load intensity) increases. Specifically, the maximum difference 

in the median time to ignition 50( )t  for a piston velocity of 200 m/s is 85.8% and decreases 

to below 7% as the piston velocity reaches 1,200 m/s, as shown in Figure 15. In addition, 

the variation in the time to criticality among the microstructures decreases as plasticity 

decreases. In Eq. 14, t affects the overall slope (and spread) of the probability distribution 

curve for ignition. At each loading velocity, as the level of constituent plasticity increases, 

t increases, indicating a wider spread of the probability distribution. 

 

Figure 15 ï Median time to ignition as a function of load intensity and levels of 

constituent plasticity and friction. 
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2.3.6 Ignition Threshold 

 For relative comparison of ignition sensitivity, the results are fitted to a load 

intensity-load duration relation of the form 

 
2

50 ,P t C=   (15) 

where P is the average longitudinal stress at the loading site, 50t  is the median time to 

criticality, and C is a material-dependent fitting constant. A higher value for C indicates 

lower ignition sensitivity. Figure 16 shows the average longitudinal stress versus the mean 

time to criticality for all load levels and sample sets. The results for all material variants 

are then fit to determine the value of C that best represents the data. The values of C for all 

material variants are listed in Table 5. This approach provides a convenient method for the 

relative comparison of sensitivity. In Figure 16, any event lying to the left of a line has an 

ignition probability lower than 50% and any event falling to the right of the line has an 

ignition probability of higher than 50%. Therefore, a more sensitive sample set lays farther 

to the left in the 50P t-  space. The results are in agreement with the earlier ignition 

probability analyses indicating that the specimens with higher levels of constituent 

plasticity or lower levels of friction are less sensitive. 
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Figure 16 ï Comparison of 50% ignition thresholds for PBX9501 and its six variants. 

 

Table 5 ï Parameter C in the load intensity-load duration ignition threshold 

( )2

50P t = C  for PBX9501 and its six variants. 

  
Levels of HMX plasticity  

( )
0
s  

Coefficients of friction 

()m  

 PBX9501 195 MPa 390 MPa 520 MPa Hyperelastic 0.25 0.75 

C 

( )12 2
10 Pa .s  

3.225 3.608 2.759 2.588 2.212 3.748 3.174 

 

2.4 Summary 

 The need to understand and quantify the relative importance of the contributions of 

plasticity and internal friction to dissipation and heating in polymer-bonded explosives 

(PBXs) motivates this study. To achieve the objective, a Lagrangian cohesive finite 

element framework is used to analyze the thermo-mechanical response and ignition 

behavior of PBX9501 and its variants. The analyses focus on material behavior at various 
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levels of constituent friction, HMX grain plasticity, and load intensity. To this effect, 

hyperelastic and viscoplastic constitutive models are used. Statistically similar 

microstructure samples are computationally generated and subjected to monotonic loading 

with piston velocities of 200-1,200 m/s. The ignition probability, the dissipation 

mechanisms, the damage evolution, and the hotspot characteristics are quantified and 

analyzed. The results are compared with available experimental results for PBX9501.  

The results show that plastic deformation of the energetic grains of the 

heterogeneous PBXs significantly influence their response and ignition behavior. Despite 

more overall heat generation, a higher level of constituent plasticity results in a decreased 

sensitivity to ignition as it reduces peak temperatures and the number or the risk factor of 

hotspots. This reduction in localized heating results from significant reduction in the 

density of fracture sites. Fracture and subsequent crack face friction significantly affect 

heat generation by facilitating and enabling inelastic deformation and, more importantly, 

localized frictional heating along crack faces. Energy dissipation from plastic deformation 

spreads more widely in the material and is less localized. In contrast, dissipation and 

heating due to friction are more localized and play an important role in the development of 

hotspots, even up to piston velocities of 1,200 m/s.  

The time to ignition is analyzed and quantified using the Weibull distribution 

function, providing explicit expressions for the ignition probability as a function of load 

intensity and HMX yield strength. The 50% ignition thresholds obtained are analyzed and 

presented in a load-intensity-load duration relation ( )2

50 .P t C=  The analysis reveals that 

samples with higher levels of constituent plasticity or lower levels of constituent friction 

are less sensitive. Finally, it is worthwhile to put the analyses reported here in perspective: 
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obviously, plasticity and fracture/internal friction both can play important roles in the 

ignition of energetic materials, such that neither should be ignored for the conditions 

analyzed here (piston velocities up to and somewhat higher than 1,200 m/s) and for realistic 

PBXs. In the idealized limit case of a fully ductile energetic material incapable of fracture 

(likely does not exist in reality), plasticity would be the sole heating mechanism leading to 

ignition. On the other hand in the idealized limit case of a fully brittle energetic material 

(again likely does not exist in reality), fracture and friction would be the heating 

mechanisms for ignition. Real materials, like what is modeled here, are in between the two 

limits and have behaviors that reflect the competition and interplay among the heating 

mechanisms, microstructure, and loading. This chapter provides insights into dissipation 

mechanisms leading to ignition that can be used to sensitize or desensitize polymer-bonded 

explosives. 
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CHAPTER 3. NOVEL CAPABILITY FOR MICROSCALE IN -

SITU IMAGING OF TEMPERATURE AND DEFORMATION 

FIELDS UNDER DYNAMIC LOADING  

 This chapter is based on the work published in Ref. [67]. 

3.1 Introduction  

 The experimental study of the thermo-mechanical response of such heterogeneous 

materials at the microstructure level under dynamic loading has been especially 

challenging due to limitations of existing techniques for deformation and temperature 

measurements at high speeds and high spatial resolutions over the same area of a sample. 

As a result, dynamic experiments have been limited to either mechanical deformation or 

thermal responses. Specifically, these experiments have been based on indirect/implied 

correlations between deformation mechanisms and thermal responses [11, 15, 68], without 

quantitative measurements that can directly relate the mechanical and thermal events.  

 For time-resolved temperature measurements in dynamic experiments, researchers 

have used several approaches including embedded electrical sensors [69, 70], optical 

pyrometry [71], Raman spectroscopy [72], Neutron resonance spectroscopy [73], and 

reflectance thermometry [74, 75]. All of these approaches have some advantages and 

disadvantages. For example, embedded electrical sensors can measure the temperature of 

a sample with high accuracy and is independent of the sample properties. However, thick 

sensors do not equilibrate with the sample quickly enough and thin sensors may break 

before or during experiments, as a result, the technique cannot be used for highly dynamic 
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events. This challenge can be avoided by using non-contact approaches including optical 

pyrometry and Raman spectroscopy. However, these non-contact approaches so far offer 

bulk average measures, require the knowledge of the sample properties such as radiance 

and emissivity, and do not offer high spatial resolutions. The reflectance thermometry 

approach uses light reflected from the sample rather than radiation emitted by the sample, 

which does not require knowledge of the properties of the sample but again requires the 

adherence of an extrinsic material on the sample and depends on thermal equilibration 

between the sample and the extrinsic material film [74, 75]. None of these methods allow 

simultaneous recording of both deformation and temperature fields over an area of a 

sampleôs microstructure.   

 The work by Coffey and Jacobs [76] was an early attempt to estimate the 

temperature achieved during deformation in impact experiments. The technique uses heat-

sensitive films which darken upon exposure to heat. Since darkening levels of the heat-

sensitive films depend on both temperature and time, the time of deformation must be 

known to estimate temperature levels based on calibration curves. Later, heat-sensitive 

films along with high-speed photography were used to study primary failure mechanisms 

in polymer bounded explosives (PBXs) at the macroscale [10]. However, this technique 

cannot reveal the underlying mechanisms at micron levels. In the 1980s and 1990s, 

advances in infrared detectors made it possible to measure temperature in real time with 

microscale spatial resolutions. For example, Marchand and Duffy [2], Zehnder and Rosakis 

[77] and Zhou et al. [3, 78] used an integrated system of infrared thermal detectors to 

measure temperature variations along lines across cracks and shear bands in metals. High-
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speed photography was also used to study the associated mechanical processes, but at 

different (larger) size scales. 

 Measuring temperatures of a material with thermocouples, spot pyrometers, heat 

sensitive films, or infrared temperature detectors along lines or over small areas has 

provided useful information and insight. The measurements, to various degrees, are 

averaged over space and time, or only available over small domains. For example, Costin 

et al. [79] used only one infrared detector and homogenized the temperature over a spot 

size of 1 mm. Later, Hartley et al. [1] used a linear array of infrared detectors and measured 

the temperature over a spot size of 20 ɛm. Similarly, Merchand and Duffy [2], and Zhou 

et al. [3, 78] used linear arrays of 12-16 infrared detectors with spot sizes of 35 100 ɛm.-  

In the first spatial temperature measurement effort, Guduru et al. [4] developed and used a 

spatial array of 8 8³  infrared detectors, with each detector measuring the average 

temperature over an area of 110 110 ɛm.³  These methods are quite advanced and are still 

in further development. However, so far the spatial or temporal resolutions certainly show 

need for significant improvement before full characterization of events at the 

microstructure level at high loading rates are possible. In particular, for heterogeneous 

materials, the differing emissivities of multiple constituents must be accounted for in order 

for correct temperatures to be obtained. This task requires an independent image of the 

evolving material microstructure that is in addition to the IR image as deformation occurs. 

Existing capabilities do not offer such independent images.  
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 For quasi-static conditions, infrared (IR) cameras have been used along with visible 

light (VL) cameras for simultaneous temperature and deformation measurements. For 

example, an experimental environment consist of VL and IR cameras was used to measure 

temperature and deformation fields during glass forming [80]. The VL and IR imaging was 

not at normal incidence since the cameras have different angles of view. Further, the 

measurement was macroscopic and not microscopic. A dichroic mirror was used to 

separate VL and IR emissions from the sample surface to achieve imaging at normal angle 

[81, 82] in a setup for quasi-static conditions with a maximum stain rate of 3 15 10  s .- -³  

High-speed infrared cameras have recently developed to a point where capturing time- and 

space-resolved measurements over areas on the order of millimeters is now possible, at 

resolutions of microns and microseconds. Although the IR imaging capabilities are still not 

on par with visible spectrum imaging, simultaneous measurements for deformations rates 

on the order of 103 s-1 typical of Kolsky bar (or split-Hopkinson bars) can be achieved.  

 The split-Hopkinson pressure bar (SHPB) or Kolsky bar apparatus (KBA) is a well-

established experimental technique for characterizing materials and structures under 

dynamic loads. The SHPB apparatus was established by Hopkinson [83], with further 

developments by Kolsky [84].  Since its advent, it has been improved and extended for a 

wide range of applications such as dynamic compression and tension tests [85, 86], torsion 

tests (torsional split-Hopkinson bar or TSHB) [87, 88], the Brazilian test [89, 90], fracture 

toughness measurements [91-93], wave separation and dispersion tests [94-96], dynamic 

loading experiments on geotechnical materials [97] and soft materials [98], and other high 

strain rate experiments [99]. The SHPB apparatus or the KBA provides stress-strain, strain-

time, and strain rate-time relations [100], which can be used to validate constitutive 
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relations of materials at high strain rates [101]. The SHPB apparatus also has been used 

along with infrared detectors to analyze the overall thermo-mechanical response of 

materials [5, 6]. The classic devices allow for only macro-scale analyses of dynamic 

response of materials. For meso-scale analyses of deformation in materials, the SHPB 

apparatus has been used along with high-speed photography [68, 90, 101, 102] and high-

speed x-ray imaging [103].  

 This chapter reports the development of a novel capability for simultaneous, time-

resolved and space-resolved recording of both the temperature field and the deformation 

field over the same microstructure area of a sample with micron-level spatial resolutions 

and microsecond temporal resolutions. Referred to as MINTED (M icroscale In -situ 

Imaging of Dynamic Temperature and Deformation Fields), the system cohesively 

integrates a high-speed visible light (VL) camera and a state-of-the-art high-speed infrared 

(IR) camera via a custom-designed dichroic beam splitter-lens assembly. The combined 

VL and IR images allow the deformation fields to be obtained through digital image 

correlation (DIC) and the temperature fields over the same area to be obtained through 

pixel-level calibration of the differing emissivities of heterogeneous constituents in 

microstructures. Experiments are conducted on granular sucrose which is widely used as a 

simulant of energetic crystals [104] in a KBA or SHPB environment, yielding both 

microstructure level fields along with overall material response. The strain and temperature 

provide detailed first-time insight into the processes of fracture, friction, shear localization, 

and hotspot development in the microstructures. In particular, the correlation between 

hotspots, microstructure, and local deformation mechanisms is analyzed. 
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3.2 Experimental Layout 

 The overall configuration of the MINTED system in a SHPB environment is 

illustrated in Figure 17. To simultaneously capture deformation and temperature fields, the 

visible (VL) and infrared (IR) parts of the emission spectrum from the sample pass through 

a sapphire window and are separated by a dichroic beam splitter. VL is reflected and IR is 

transmitted. The VL reflection efficiency of the dichroic beam splitter and the IR 

transmission efficiency are both greater than 85%. The VL camera is mounted vertically, 

while the IR camera is mounted horizontally, directly facing the sample surface. The 

sample is encased in a specimen holder, as discussed later. The IR emission passes through 

a set of custom-designed correction lenses to correct wave-front distortions induced by the 

non-normal incidence of the IR beam at the beam splitter which has a finite thickness. The 

IR and VL cameras are synchronized in time and calibrated in spatial positions (see below), 

consequently, the VL and IR images can be coordinated for the extraction of the 

deformation and temperature fields. A triggering system is designed and built to operate 

the two cameras simultaneously. Two sets of sensors are placed close to the incident bar to 

detect the motion of the bar and trigger the cameras and other devices via a control box. 

The control box also activates electric solenoid valves to run an air gun to start the 

experiment and secure the loading mechanism. Illustrations and pictures of the 

experimental setup are shown in Figures 17 and 18, respectively.  
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Figure 17 ï Experimental setup for simultaneous high-speed infrared (IR) and visible 

(VL) imaging of microscale temperature and deformation fields under dynamic 

conditions; (a) configuration of the split-Hopkinson bar apparatus and visible and 

infrared cameras, (b) relative positions of the confinement box, the dichroic beam 

splitter, the visible microscope lens, and the infrared lens assembly, and (c) relative 

positions of visible and infrared fields of view. 

3.2.1 High-speed Photography of Deformation Fields 

 A Phantom v2512 camera, which can operate at 25,700 fps at 1-megapixel (MP) 

resolution and 1,000,000 frames per second (fps) at 128×32 pixels, is used to record the 

VL images. An Infinity K1 long-distance microscope lens is used along with the VL 

camera to zoom in far enough to capture high-resolution micro-scale images. The VL lens 

magnification factor is 2.09 and the working distance is 145 mm. The IR camera operates 

with an 13.4 µm spatial resolution. 
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Figure 18 ï Pictures of the MINTED experimental system; (a) overall view of the 

components, and (b) close-up view of the dichroic beam splitter, the VL and IR lenses, 

and LED lighting. 

 Selecting a proper illumination light source for high-speed imaging in this 

experimental layout is challenging. A sufficiently bright light source is necessary at 

framing rates around 100,000 fps; however, due to the high level of heat generation by a 

powerful light source, temperature measurements are likely to be affected. In addition, the 

custom-designed dichroic beam splitter-lens assembly is very close to the specimen 

confinement box and the sample (less than 5 mm), leaving only a very tight space for an 

illuminating light source. To overcome these challenges, four LED light sources along with 

fiber optics are used. The LED light sources are placed far from the sample, and the light 

is projected onto the sample through optical fibers, as shown in Figure 18. This 

configuration minimizes heating relative to other light sources, such as halogen lights, and 

permits proper placement within the tight space of the experimental setup. Figure 19 

quantifies the temperature interference of three available lighting options including fiber-

optic halogens, LED panels, and fiber-optic LEDs, the latter of which has the least effect 
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on the sample temperature. Since the system of integrated VL and IR cameras can also be 

used for quasi-static experiments, the temperature interference analysis of the illumination 

is carried out over a relatively long period of 10 minutes (Figure 19). The fiber-optic LEDs 

used result in a 0.2 K increase in the temperature of the sample after 10 minutes. However, 

for the experiments conducted, the illuminating lights are activated for only a few 

milliseconds; therefore, the resulting effect on temperature measurements is essentially 

undetectable. 

 

Figure 19 ï Comparison of the temperature increases in a sample as a result of 

different lighting schemes, LED is chosen due to its negligible effect. 

3.2.2 High-speed Temperature Measurements 

 A Telops M2k high-speed thermal imaging camera (Telops Inc., Quebec, Canada) 

is used to record the IR images. This camera operates at 2,000 fps with a spatial resolution 

of 320×256 pixels and 90,000 fps with a spatial resolution of 64×4 pixels. An IR 

microscope lens with the magnification factor of 2 and the working distance of 50 mm is 

used. The IR camera operates with an 11.6 µm spatial resolution. The IR camera is 

calibrated along with the IR microscope lens, the corrective IR lenses, the dichroic beam 

splitter, and the sapphire window. At these settings, the accuracy of the temperature 
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measurements is 0.5 K according to calibration data. Since the IR camera is calibrated to 

blackbody emission, the camera reading must be re-interpreted using the emissivity of the 

sampleôs constituents in order to arrive at the correct temperature field for real samples. 

The emissivity of the sample material (sucrose) is determined to be ~0.97 by calibrating 

the camera reading to the initial (known) temperature of the sample. The calibration is 

based on the Stefan-Boltzmann law in the form of  

 
4,sE e Ts=   (16) 

where E is the power flux recorded by the IR camera, e is the emissivity of the particular 

material constituent at a particular pixel of an image, ů is the Stefan-Boltzmann constant, 

and 
 

sT  is the temperature of the sample at the pixel of interest. The relation between the 

cameraôs temperature reading cT  for the pixel and the actual sample temperature sT  at the 

pixel is 
4 4

c sT e Ts s=  yielding 
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T
T

e
=   (17) 

This analysis assumes the emissivity remains constant during the deformation. It is 

believed that changes in the emissivity at low temperatures are negligible.  

3.2.3 Visible and Infrared Images Synchronization in Space and Time 

 Figure 20 illustrates the electrical system of the experimental setup. The control 

box sends triggering signals to the VL and IR cameras, the oscilloscope, and the gas gun 

solenoids. The same reference time is required for both cameras to allow for 

synchronization of the VL and IR images in time. For spatial correlations of the VL and IR 

images, two calibration targets that can be identified by both cameras are used. The targets 

are visible in the VL and IR images due to differing colors and emissivity differences 
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between different colors. Figures 21(a) and 21(b) show the VL and IR images of a target 

used to measure the spatial resolutions (pixel sizes) of both cameras, respectively. To set a 

reference coordinate for both images, a star sector target is used and the center pixels of 

the FOVs of both cameras are moved to the center of the target [Figures 21(c) and 21(d)]. 

Using this reference coordinate and the pixel size of both the VL and IR images, the 

captured VL and IR images (Figure 22) are spatially synchronized for actual material 

samples. In general, the IR images are not as sharp as the VL images. 

 

Figure 20 ï Schematic illustration of electrical and control devices. 
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Figure 21 ï (a) and (b): visible and infrared images of a target for resolution 

determination, respectively. (c) and (d): visible and infrared images of a star sector 

target for alignment, respectively. The resolution of all images is 320×256 pixels. 

 

 

Figure 22 ï Relative positions of visible and infrared fields of view for (a) the 

undeformed sample and (b) the deformed sample. 
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3.2.4 Materials 

 Experiments were conducted on sucrose ( )12 22 11C H O  granules with a molecular 

weight of 342.3 g/mol. Sucrose is a commonly used simulant for HMX energetic crystals 

in impact experiments [104]. The material is purchased from Research Products 

International (RPI). The granules are graded using standard AASHTO sieves and three sets 

of samples with the average grain sizes of 165ɛm, 362.5ɛm, and 775ɛm are selected 

for the experiments. Figure 23 shows the initial density and average grain size of the three 

sets. The deformation of the sucrose granules is crystallographically dependent. The elastic 

modulus of sucrose single crystals on the (100) crystallographic plane is 38 GPa and the 

modulus on the (001) plane is 33 GPa [105]. The onset of shear stress causing plastic 

deformation in sucrose grains is 1 GPa [105].  

 

Figure 23 ï Initial grain size and density of materials. 

3.2.5 Loading Configurations 

 A classic compression split-Hopkinson bar (SHPB) or Kolsky bar setup is used for 

the dynamic compression of the samples as discussed below. The striker (projectile), and 

incident and transmission bars are made from the C350 maraging steel with a density of 
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37800 Kg/mr=  and a Youngôs modulus of 210 GPa,E=  yielding a bar wave speed of 

5188c E r= =  m/s. The length of the striker is 50 cm.stL =  With this configuration, 

the duration of the generated compressive pulse in the incident bar is .2 ms.2 / 0stL ct= =  

The length and the diameter of each bar (incident and transmission) is ( )152.4cm 5ft  and 

( )1.27cm 0.5in , respectively. 

 The Sucrose grains are confined in a box with a sapphire window. Loading is 

through two indenters, as illustrated in Figure 24. The internal dimensions of the 

confinement box are 5 7 5³ ³ mm. The confinement box is designed such that the ends of 

the incident bar and the transmission bar are placed inside the indenters (not visible). This 

design prevents lateral movements of the confinement box and the sample relative to the 

lenses in order to ensure the safety of the optics and in order to maintain the focal distance 

between the sample and the lenses necessary for capturing sharp images. The relative 

positions of the confinement box, the incident bar, and the transmission bar are shown in 

Figure 17(b). The maximum overall strain rate in the experiments carried out is 

11260 90 s .-°   

 

Figure 24 ï Illustration of the confinement box, the sample, and the sapphire window 

for the compression experiments. 
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 In a standard SHPB apparatus, the overall stress, strain and strain rates in the sample 

can be calculated using the signals obtained by strain gages mounted on the bars. A 

requirement for this calculation is that the sample is relatively small and wave 

reverberations due to impedance mismatch between the bars and the sample are 

equilibrated quickly. In this work, the confinement box causes the wave reverberations to 

be more significant relative to cases without the confinement box. As such the standard 

calculations are less accurate. In this chapter, the overall strain and strain rate in the samples 

are calculated based on the relative distance of the indenters (engineering strain, 0 ,L LD  

where 0 5mmL =  is the initial length of the sample in the loading direction). The relative 

distance between the indenters are obtained from the VL images. This is more accurate 

than using the bar signals.  

3.3 Results and Discussion 

 The experiments here focus on the evaluation of the capabilities of the developed 

MINTED system. The three materials are subjected to loading under the conditions 

discussed above. The recorded images are computationally analyzed. The temperature 

fields reported here reflect interpretation accounting for the emissivity effect based on Eq. 

(17). The temperature fields are analyzed in conjunction with the deformation fields to 

correlate the locations of hotspots with microstructure features. Digital image correlation 

(DIC) analyses are carried out to obtain the strain fields for comparison with the 

temperature fields. The use of the three sets of samples allows the effects of grain size on 

the responses of the materials to be analyzed. During the experiments, the environment 

temperature and humidity are 296.3 0.25 K°   and 42.9 0.8 %,°  respectively. 
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3.3.1 Deformation Mechanisms 

 Under compression, the sucrose grains are fractured and smaller crushed particles 

hold together and form a coherent compact, in what is known as the briquetting process. 

Sucrose has a high level of briquetting tendency under compression, unlike other organic 

materials such as coal and sodium chloride [106]. Figure 25 shows an SEM image of 

material C ( )0 775ɛmd =  after the experiment. This figure shows that some grains have 

sizes similar to the sizes of the initial grains, suggesting that these grains may not have 

fractured under loading. This figure also provides visual evidence of briquetting. Micro 

densification is important for achieving sufficient areas of contact between the particles in 

a compact in order for the whole sample to remain coherent after the pressure is released 

(i.e., briquetting). Although organic particles such as sodium chloride, coal, and sucrose 

are known to be brittle [107], these materials behave plastically if they are small and 

subjected to high levels of compressive stress [108]. The critical size of a particle for 

transition from fragmentation to plastic deformation is uncertain and varies over a 

considerable range of factors.  

 

Figure 25 ï SEM image of material C after the experiment. 



 59 

 Figure 26 shows the stages of overall deformation (engineering strain, 0 ,L LD  

where 
0 5 mmL = is the initial length of the sample in the loading direction) in the materials 

as a function of time during the experiments. The overall strain in the sample is calculated 

using the relative positions of the indenters recorded in the VL images. Three stages are 

observed: (1) fragmentation of grains ( )0 0.56 ms ,t¢ <  (2) briquetting 

( )0.56 1.18 ms ,t¢ <  and (3) unloading ( )1.18 ms .t²  The three materials show similar 

deformation trends; therefore, material C is mainly discussed in this section. Figure 26 also 

shows the times of the infrared images captured at a rate of one frame for every twenty 

visible images based on the framing rates of the two cameras. In addition, this figure 

denotes the infrared images with and without temperature increase.  

 

Figure 26 ï Overall strain in the material as a function of time. The solid and hollow 

circles show the temperature frames with and without temperature increase, 

respectively.  

 In the first stage of deformation ( )0 0.56 ms ,t¢ <  material C (sieve 30) is 

compressed by 38% and inter-granular void collapse occurs, as shown in Figure 27. Fine 

grains ( )50 ɛmd¢  resulting from fragmentation flow between large grains ( )250 ɛmd²  
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and fill the voids in between. The filled voids do not experience as extensive deformation 

as unfilled voids. In this stage, the IR camera captures two infrared images and neither 

shows appreciable temperature increase. In the second stage of deformation 

( )0.56 1.18 ms ,t¢ <  the material is further compressed by 10% and unlike in the first 

stage, a limited amount of fragmentation is observed. Four IR images are captured in this 

stage, with the latter two images showing increases in temperature inside the material. In 

the last stage ( )1.18 ms ,t²  partial unloading occurs as the overall strain decreases from 

47.1% to 41.2%. The two IR images associated with the third stage show significant 

temperature increase in the material.  

 

Figure 27 ï Visible image sequence of inter-granular void collapse (material C).  

3.3.2 Temperature Fields 

 The two major heating mechanisms in the materials are plastic deformation and 

friction. Sucrose is known to be brittle in general, but can deform plastically if the grains 

are small and high levels of compressive stresses are present. According to our 
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observations, grain fragmentation in the first stage does not directly lead to heat generation; 

however, fragmentations affect heat generation by facilitating inelastic deformation and, 

more importantly, localized frictional heating along fragmented faces.  

 Experimentally, it is challenging to quantify the contribution of each underlying 

mechanism to the formation of hotspots. However, the simultaneous visible and infrared 

images allow the locations of the hotspots with respect to microstructure features to be 

identified. The localized temperature spikes or hotspots are responsible for thermal 

softening, thermal runaway, and ignition in energetic materials. Identification of the 

locations of the hotspots is important for understanding the underlying mechanisms leading 

to formation of the hotspots. For example, a hotspot inside a grain and far from interfacial 

boundaries most likely results from inelastic deformation, while a hotspot at a boundary 

likely results from frictional dissipation. In addition, knowledge of the potential locations 

of hotspots can be used to modify the local thermo-mechanical response of materials by 

changing the constituent and interfacial properties.  

 Figures 28(a-b) show a sequence of visible images and the corresponding 

temperature fields for material C, respectively. The first infrared image showing 

temperature increase is captured at 0.8 ms,t=  which occurs in the second stage of 

deformation.  Due to the highly non-uniform stress distributions, some grains experience 

little deformation or failure. As a result, a few large grains ( )250 ɛmd²  remain in the 

briquette. Inelastic deformation occurs after micro-squashing. Therefore, unfragmented or 

partially fragmented grains show little plastic deformation in the interior but mostly 

frictional heating and deformation at or near the boundaries. The boundaries of larger 

grains are the primary locations of hotspots, as shown in Figure 28(b), suggesting the 

primary role of interfacial friction in the formation of these hotspots.  
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Figure 28 ï Visible and infrared image sequences of material C. No temperature 

increase is observed for <0.8 ms.t  

 Variations in grain size of the materials provide perturbations to the thermo-

mechanical processes, causing temperature distributions to differ. Figure 29 shows the 

temperature distributions in the three materials at 1.23 ms.t=  Despite the higher overall 

temperature levels, the temperature fields in the materials with smaller grain sizes 

(materials A and B) are less localized. Materials with smaller grains experience more 

energy dissipation, since smaller grains are more likely to undergo plastic deformation, and 

their high surface to volume ratios facilitate frictional dissipation. As a result, the samples 

with smaller initial grain sizes show higher amounts of heating and higher overall 

temperatures than materials with larger grain sizes. However, despite the higher amounts 

of overall heat generation, the materials with smaller grains have lower levels of peak 

temperatures. This reduction in localized heating results from two factors. First, energy 

dissipation from plastic deformation spreads more widely in and is less localized. Second, 

frictional heating is more uniformly distributed since more sites for frictional heating exist.  
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Figure 29 ï Temperature fields in the materials at = 1.23 ms; t (a) material A, (b) 

material B, and (c) material C.  

 Figures 30(a-b) show the average temperature and the peak temperature levels of 

the materials. The materials with larger grain sizes have lower average temperatures but 

higher peak temperatures. Specifically, the difference between the average and peak 

temperatures in material A ( )0 165ɛmd =  is only 1.3 K, while the difference in material C 

( )0 775ɛmd =  is 16.5 K. The uncertainty in temperature measurements is 0.5 K according 

to calibration data. The correlation between local deformation and temperature in hotspots 

is discussed in the next section. 

3.3.3 Digital Image Correlation (DIC) Analysis of Deformation 

 Hotspots result from various deformation mechanisms; therefore, the deformation 

fields are very useful in the determination of dominant mechanisms contributing to the 

formation of hotspots. To obtain the strain fields, digital image correlation (DIC) analysis 

is performed. The analysis is carried out with the Ncorr, an open-source subset-based 

package with enhanced algorithms [109]. This package uses the reliability-guided digital 

image correlation (RG-DIC) framework [110]. Since displacements are at discrete 

locations, strain fields calculated directly from displacements tend to be noisy and 
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unreliable. To address this issue, Ncorr uses a 2D Savitzky-Golay (SG) digital 

differentiator based on the principle of local least-square fitting with two-dimensional 

polynomials [111]. 

 

Figure 30 ï (a) Average temperature levels in the materials and (b) peak temperature 

levels in the materials as functions of time. At = 0.83 mst , material B ( )0 = 363 ɛmd  

is at the initial temperature state. The error bars show the uncertainty in temperature 

measurements. 

 DIC analysis assumes displacement continuity in the region of interest (ROI) where 

the correlation is performed. The incorporation of discontinuities in DIC analyses is an 

open problem in the literature. For the cases when the discontinuity path is known, the 

displacement field on each side of the discontinuity can be analyzed separately [112]. A 

potential drawback of this approach is that the displacements at or near the 

discontinuities/interfaces cannot be calculated directly. A DIC analysis is even more 

complex and less reliable when arbitrary crack initiation sites and propagation paths exist. 

Because of these reasons and the significant fragmentation in the first stage of deformation, 

the DIC analysis is only performed for the second stage of deformation when the material 

is briquetted. Therefore, the obtained strain fields from the DIC analysis are not 

representative of the total deformation from the very beginning of loading. In general, out-
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of-plane movements of grains are unavoidable and these movements partially degrade the 

DIC results. Out-of-plane movements of grains are restricted during the second stage as a 

result of briquetting. After briquetting, the sample has planar surfaces. These surfaces 

remain planar during the deformation process as a result of confinement.  For confined 

compacted sugar samples, Forsberg and Siviour (2009) performed 2D-DIC and 3D digital 

volume correlation (DVC), and showed that the results of 2D and 3D analysis are very 

close [113]. To estimate the distortion levels of IR and VL images, distortion targets were 

used. These targets consist of arrangement of identical speckles with known distances. The 

long-distance microscope lenses used for the IR and VL imaging showed negligible levels 

of distortion. 

 Figure 31 shows the reference image, the final image, and the subset size with 

respect to the microstructure for the DIC analysis. The natural pattern of the briquette is 

used for the DIC analysis [113]. To compensate for the lack of a speckle pattern, a large 

circular subset with a diameter of 50 pixels ( )0.67 mm  and a total number of 1964 pixels 

is used. The subset size is large enough to circumscribe the largest grain in the reference 

image [see Figure 31(a)]. In the second stage, the average stain rate is 1153 s-  and the 

maximum strain rate is 1697 s-  which occurs at the beginning of this stage. Therefore, with 

a temporal resolution of 10ɛs, the average strain increase between successive frames is 

31.5 10-³  and the maximum strain increase between successive frames is 37 10-³  which 

occurs only for the first few frames. 
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 Figure 31 ï (a) The reference image and the subset size, and (b) 2 out of the 63 

intermediate frames and the final image used for the DIC analysis. The black dash 

line shows the external boundaries of the sample and the red dash line shows the FOV 

of the IR camera. 

 Figure 32 shows the temperature and Almansi strain fields of material C at 1.0t=  

and 1.2 ms. The Almansi strain tensor is defined through 

 ( )1
1

,
2

T- -= -Ů I F F (18) 

where I  and F  are the second-order identity and the deformation gradient tensors, 

respectively. The superscripts " "T-  and " 1"-  denote the inverse transpose and inverse of 

tensors, respectively. The strain fields show the local deformation in the sample from the 










































































































































































