Rotorcraft takeoff analysis and classification to detect outlier operations that could present a safety risk
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Various reports from entities such as the Federal Aviation Administration (FAA) and the National Transportation Safety Board (NTSB) have shown a recent increase in the number of incidents involving helicopters. The versatility of rotorcraft operations makes the establishment of safety metrics challenging. Yet, flight data monitoring (FDM) programs enable the implementation of data-based models and analyses that can contribute to improving the safety of helicopter operations. Traditionally FDM programs have featured exceedance-based data analyses by defining safety thresholds. However, recent advances in data science, and more particularly in deep learning techniques, have paved the way for a more reliable definition of safety thresholds via the use of outlier detection algorithms. This paper focuses on the implementation of an anomaly detection model for the takeoff phase which represents a large portion of incidents in rotorcraft operations. After generating training data and augmenting the dataset, the takeoff segment is extracted from each flight data record. Then, the type of takeoff performed is identified through a classification algorithm, and finally, a recurrent neural network composed of long short term memory cells is implemented to detect anomalies or outliers in the input takeoff data.

I. Introduction

Although the rate of rotorcraft accidents has decreased in the past decade, reports from the U.S. Helicopter Safety Team (USHST) show that the rate plateaued then increased in recent years [1]. Moreover, the statistics show that the rate of both accidents and incidents per 100,000 flight hours is still higher compared to the rate for fixed-wing flights [2]. Thus, to improve the safety of rotorcraft operations, the National Transportation Safety Board (NTSB) suggested broadening the use of flight data recorders (FDR) in cockpits [3]. According to the NTSB datasets, a significant portion of non-fatal and fatal general aviation accidents occur during the takeoff phase of the flight [4]. As such, the Federal Aviation Administration (FAA) is collaborating with universities through the Partnership to Enhance General Aviation Safety, Accessibility and Sustainability (PEGASAS) to study how to utilize new sources of safety data, such as Flight Data Monitoring (FDM) to analyze these events, such as takeoffs. To detect anomalies during the different phases of flight, FDM programs typically rely on exceedance-based analyses. This means that safety thresholds must be established for each monitored flight variable. As such, when applied to takeoffs, the FDM program needs to detect each possible takeoff category, and safety thresholds would need to be established for each of these categories. However, due to the variety of rotorcraft missions, the establishment of general thresholds can represent a challenge in this field. This effort represents a continuation of ongoing rotorcraft safety research with PEGASAS and the FAA to identify patterns and establish safety thresholds from a dataset of recorded flights [5]. Since helicopters can perform a variety of takeoffs having different profiles, this effort instead focuses on takeoff analysis; particularly outlier detection from the flight data during the takeoff segment to identify and anticipate any potential incident or accident during the takeoff phase.
II. Background

The data recorded in FDM programs corresponds to multi-dimensional time series. Outlier detection in this type of data has been extensively explored in the literature. In most cases, auto-encoders are used to identify anomalies in the data. Indeed, the bottleneck architecture of auto-encoders (AE) compacts the data into a latent vector capturing patterns within the data. The reconstruction error can help identify outliers that were filtered out in the encoding process. Convolutional neural networks (CNN) in an auto-encoding architecture have been used for multi-dimensional time series outlier detection problems [6, 7]. While CNN models are typically used for image classification, they can also deal with multi-dimensional time series data by setting up the different variables as a matrix where rows correspond to the parameters and the columns to the time increments. Zhong et al. compared the performance of a 2D CNN AE model with other techniques and showed that the use of recurrent neural networks (RNN) and more precisely the usage of long short-term memory (LSTM) cells can outperform CNN based approaches [8]. Other efforts applied LSTM models to outlier detection problems. Zhong et al. proposed a spatio-temporal correlation using LSTM technique for anomaly detection and recovery prediction of UAV flight data [9]. The first step is to mine the spatio-temporal correlation in-flight data and to obtain the correlation parameter sets from an artificial neural network. After that, the LSTM model is created, and the mapping among different parameters is realized. Lastly, the mapped model is used to detect anomalies and recovery prediction. Qin et al. used Quick access record (QAR) flight data containing information of aircraft landing at Kunming Changshui International and Chengdu Shuangliu International airports as experimental data to implement a hybrid model combining a time-feature attention-based convolutional autoencoder with the HDBSCAN clustering algorithm [10]. The autoencoder is constructed and trained to extract flight features whereas the HDBSCAN works as an anomaly detector. Rey et al. created a data-driven approach to classify flights as safe or at risk [11]. A boosted tree classifier was used to conduct analysis and prediction, and in that case, leaf nodes of the tree were related to the features at intermediate nodes and a flight could be predicted as at risk or not at risk. The approach proposed could be used as a continuity of the outlier detection analysis. Ning et al. used Long Short-Term Memory network based Auto-Encoders (LSTM-AE) for complex aircraft system fault detection and classification using raw time-series data from heterogeneous sensors [12]. A model is created using LSTM-AE, then a system health index (HI), representing the nominal behavior, and fault feature vectors are derived from the reconstruction error matrix for fault detection and classification.

III. Problem definition

Before training an LSTM model and detecting outliers in the takeoff recordings, some preliminary steps are necessary to prepare the data. The first one is to extract the takeoff segment from the recorded data. Multiple definitions can exist to define the beginning and end of this flight phase. Once the takeoff segment is extracted, the next milestone is to identify the type of takeoff. The FAA helicopter handbook provides definitions and instructions for the most common types of takeoff [13]:

- Normal takeoff (from surface or from hover): taking off and transitioning into a normal climb using the minimal amount of power
- Maximum performance takeoff (from surface or from hover): climb at a steep angle using maximum available aircraft performance to clear an obstacle as soon as possible
- Rolling takeoff: moving forward on the surface gaining speed before lifting off, the only type of takeoff where the vehicle has some velocity before liftoff

In addition to the basic takeoff maneuvers, this works also includes category A and category B takeoffs. These are precision takeoffs meant to allow for safe operation in the case of an engine failure or other emergency and are also employed when obstacles or other conditions preclude one of the other takeoff profiles.

After the extraction and classification of the takeoff segment, the outlier detection process can start. A Recurrent Neural Network - LSTM was implemented and trained to create models of each takeoff category. The original datasets used were generated by a flight simulator operated by different pilots. The proposed approach is shown in Figure 1.

IV. Methodology

A. Takeoff segment identification

For this task, the beginning and end points of the takeoff segment needs to be defined. For the beginning of the segment, the liftoff point can be used. From the flight recorders, the "weight on wheels" signal can be used to determine
when the vehicle departs. If such parameter does not exist in the data, the altitude can be used to determine the instant when the vehicle takes off (i.e. wheels leave the ground or altitude or speed changes signaling departure from a hover). For the segment end, there can be different definitions such as those that are either altitude or airspeed based. For example, in one adaptation, the takeoff ends whenever the vehicle reaches 150ft altitude from the liftoff point [14]. Yet, this definition lacks accuracy as it depends on the takeoff type and the pilot, the takeoff profile can vary, hence using only the altitude can often be insufficient.

To identify a more suited ending point, simulator runs with different pilots on a variety of takeoff conditions were coordinated. During each flight, the pilots were asked to indicate at what point they consider the takeoff segment is ending. Figure 2 shows different metrics from the flight recorder during the succession of takeoffs conducted and their corresponding ending point. From the different graphs, it can be observed that an altitude-based definition is not accurate, but instead, the position of the collective control can provide insight. Indeed, in most cases the takeoff ends
coincides with the first peak of the collective position from the flight recorder. For rolling takeoffs, corresponding to the sixth and seventh takeoffs on the graph, the collective position does not indicate the end of the segment, instead a velocity threshold can be used. As such, these metrics, and the "weight on wheels" can determine the takeoff segment from the flight data as depicted in Figure 3.

![Fig. 3 Takeoff segment definition](image)

**B. Takeoff classification**

The classification task was performed on the flight records generated on the simulator. Figure 4 shows the plot of the altitude versus the indicated airspeed of a subset of different takeoff types flown by different pilots. From this plot, some categories can be easily identified such as the rolling takeoff as it is the only takeoff type where the vehicle has an indicated airspeed above 15kts before the liftoff point. The categories A and B can also be identified and differentiated from the plot. Figure 5 depicts the algorithm, working similarly to a decision tree, to classify each takeoff using the altitude and the ground speed. To differentiate normal takeoffs and maximum performance takeoffs, a support vector machine (SVM) model was implemented and trained as the takeoff profiles can appear similar on the altitude versus airspeed plot.

![Fig. 4 Takeoff profiles of the different takeoff categories](image)
C. Outlier detection

To detect anomalies in different takeoff categories, a sequential approach was proposed with the main steps as shown in Figure 1. Using a sampling of several takeoffs (already pre-processed by category) a data cleaning process starts. First, during the initial phase of the takeoff, there are turbulent effects that cause random behaviors on the airspeed and altitude curves. This type of data cannot be used as part of a training/test of a neural network and must be disregarded. Based on the end of the initial turbulent phase, an airspeed lower bound is set.

After that, depending on the takeoff category, the airspeed and altitude upper bound limits are set and the datasets are filtered using those limits as reference. At this moment, the dataset that does not present enough data points to fulfill these limits is disregarded.

Before selecting and preparing the training and test datasets to run the Neural Network, all of them must have the same length. In that case, the smaller dataset length is used as a standard and the lengths of the other datasets are reset starting from the upper limits. At that moment, the takeoff datasets are ready to run on the RNN-LSTM, so the training and test datasets are defined and used to run the Neural Network. The first step, before run the neural network is define the features to be used, once the takeoff raw data has more than 80 different features that could be used to improve the RNN performance. Due to the lack of real datasets, it is hard to evaluate the performance of the Neural Network and avoid problems, such as overfitting, to create a robust model. To address this issue, synthetic data was generated from the available datasets of each type of takeoff. The detail of using synthetic data will be explained in the following section. The goal is to create an altitude-by-airspeed curve to be used as a prediction model. This curve is a combination of two time series.

The prediction model of altitude by airspeed is created for each type of takeoff and this model is used to create a typical curve for each takeoff category and it will be used as a reference to a modified z-score outlier detection. These vectors are modeled to fit a multivariate Gaussian distribution using Maximum Likelihood Estimation. This last modeling step is finally used to detect the outliers; resulting in anomaly detection of FDM safety events.

1. Feature selection

The helicopter raw data used during the analyzes of this project has air speed and altitude, that are the main parameters used to create the helicopters takeoff curves, but these are only two of more than eighty features such as, horizontal flight path angle, roll acceleration, pitch acceleration, yaw acceleration, and others. Different features could be used to improve the neural network performance. Feature selection techniques offer significant benefits by enabling the identification and selection of the most crucial and highly-ranked features from a dataset.

Feature selection has been a widely researched topic in both methodology and practice for several decades. Theoretical principles suggest that feature selection methods can be based on statistics, information theory, manifold and rough set, and categorized based on various criteria.[15]
i. Based on the utilized training data, feature selection methods can be classified as supervised, unsupervised, or semi-supervised models. A unified framework for all three models of feature selection has been proposed.

ii. Feature selection methods can be categorized as filter, wrapper, or embedded models based on their relationship with learning methods.

iii. Feature selection methods can be derived from correlation, Euclidean distance, consistency, dependence, and information measure based on the evaluation criterion.

The feature analysis was already a subject of previous studies performed by the FAA, in that case, to avoid missing the main objectives of the current analysis with long discussions features importance, the feature selection used, based on the inputs available and the method efficiency, was a supervised type called Extremely Randomized Trees Classifier (Extra Trees Classifier), a type of ensemble learning technique which aggregates the results of multiple de-correlated decision trees collected in a “forest” to output its classification result. In concept, it is very similar to a Random Forest Classifier and only differs from it in the manner of construction of the decision trees in the forest. [15]

2. Recurrent Neural Network – Long Short-Term Memory

Neural Networks present connections only between adjacent layers and there is no connection between nodes in the same layer. All inputs and outputs are independent of one another. Dealing with problems that involve temporal relationships is challenging.

RNNs using loops in them could be a solution to this problem. With a standard RNN architecture, information can be transmitted from one step to the next step because the hidden units receive feedback from the previous state to the current state. It is possible to think of the unrolled structure as numerous copies of the same network. Keeping this in mind, one finds that the final output depends on both the input and the result of the hidden layer that came before.

The ability to learn long-term temporal correlations is constrained by the difficulties of using traditional RNN in long-range dependencies, the gradient either expands or vanishes during back propagation. Long-Short Term Model (LSTM) was proposed to solve this issue. At the core of the LSTM architecture is the concept of a memory cell that is capable of retaining its state over time, accompanied by non-linear gating units that manage the inflow and outflow of information from the cell [16]. A typical schematic of an LSTM is shown in Figure 6.

![Detailed Structure of LSTM Cell](image)

**Fig. 6** Detailed Structure of LSTM Cell [16]

Considering $x_t$ as the input and $h_t$ as the output at time $t$. At this time $t$, the equation of gates, memory cell, input and output of the LSTM cell are shown below.

$$i_t = \sigma(W_i x_t + R_i h_{t-1} + b_i)$$  \hspace{1cm} (1)

$$f_t = \sigma(W_f x_t + R_f h_{t-1} + b_f)$$  \hspace{1cm} (2)

$$o_t = \sigma(W_o x_t + R_o h_{t-1} + b_o)$$  \hspace{1cm} (3)

$$g_t = tanh(W_s x_t + R_s h_{t-1} + b_s)$$  \hspace{1cm} (4)

$$c_t = f_t c_{t-1} + i_t g_t$$  \hspace{1cm} (5)
Where \( i_t, f_t, o_t \) states input gate, forget gate and output gate respectively and \( c_t \) defines the memory cell to store the past state. The \( g_t \) and \( h_t \) states to input and output of the LSTM cell respectively and \( h_{t-1} \) states to the output of the previous LSTM cell, coefficients and weights \( W \), \( R \) and \( b \). The learning algorithm is a method that involves propagating the error backwards through a neural network, and updating the weights and biases in a way that minimizes the error with respect to the current training sample. This process is iteratively repeated to train the neural network. The weight \( W \) is updated using the following equation [17].

\[
\Delta W = -\eta \frac{\partial E}{\partial W} \tag{7}
\]

where \( \eta \) is the learning rate and \( E \) is the error. The partial derivatives of the factors \( c_t \) and \( s_t \) are used to calculate the weight by deriving the error with respect to the activation, and the activation in terms of the state.

\[
\Delta W = -\eta \frac{\partial E}{\partial c_t} \frac{\partial s_t}{\partial c_t} \tag{8}
\]

Sigmoid and tanh are the activation functions to map the non-linearity. An improved alternative to the LSTM is change the activation function, part of a contemporary approach in deep learning systems involves replacing saturated activation functions such as sigmoid and tanh with non-saturated ones like ReLU. This offers advantages such as resolve the issue of "exploding/vanishing gradient", and speed up the convergence process.

So, using RNN with LSTM cells is a solution to prevent the long-term reliance problem and retain information for extended periods of time. The application of this neural network was to create a model for each takeoff type which were used as a reference pattern to identify takeoff outliers that could be failures over different sets of data collected. The takeoff models were created based on the air speed and altitude behavior during this phase of the flight.

3. Modified z-score

The modified z-score (\( z_m \) score) is utilized to measure how far a data sample is from the mean value of typical observation [18]. In this study, the typical observation is a profile standard or reference defined by the neural network model. The distance from takeoff \( (Y) \) and the model \( (Y_m) \) is measured using the Mean Squared Error (MSE). The \( z_m \) score is computed dividing the distance by the minimum sample standard deviation.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (Y_i - Y_m)^2 \tag{9}
\]

After compute the z-score for each takeoff dataset, in necessary define a threshold that will be used to identify the outliers over the sample available.

4. Threshold definition

Most widely used thresholding techniques are based on statistics like standard deviation around mean and median absolute deviation [19]. These statistics can be significantly biased, depending of the number of outliers in the sample when calculating these statistics. In cases of high number of outliers in the sample, other techniques, such as iterative threshold computations could be applied. Three threshold methods used were Standard Deviation (SD), Median Absolute Deviation (MAD), and Clever Standard Deviation (Clever SD). The mean and SD are the corresponding statistics of the \( z_m \) scores.

- Standard Deviation
  \[
  T = mean + a \cdot SD \tag{10}
  \]

- Median Absolute Deviation
  \[
  T = mean + a \cdot MAD \tag{11}
  \]

\[
MAD = b \cdot median(|X - median(X)|) \tag{12}
\]

- Clever Standard Deviation
  Iterative approach using SD method, but the initial step is compute a maximum range value Clever \( R_{max} \) using the same Equation 10 with \( a = 2.5 \). Any score higher than \( R_{max} \) is removed and the new \( R_{max} \) is computed until no more scores are greater than this value.

The constants \( a \) and \( b \) could be defined by the user, the commonly values are \( a = 3 \) and \( b = 1.4826 \) [19].
V. Experiments and Results

In this section, we implemented the outlier detection method described in the previous section. The process began with dataset augmentation and feature selection. Next, RNN models were generated for each takeoff category, serving as representatives of the typical takeoff behavior. These RNN models were then used to compute the modified z-score for each takeoff available in the datasets. To evaluate the method and performance of various threshold methods for this type of data, we utilized three test cases. The results were assessed to determine the most effective threshold method for the given data.

A. Dataset augmentation and features selection

To prevent overfitting, machine learning applications are very dependent on a huge amount of training data. Unfortunately, there is usually not enough data available for time series analysis. In this case, data augmentation is a powerful method to increase the quantity and quality of the training data; a consideration that is essential for the effective use of machine/deep learning models.

To improve the models created by the RNN runs on the takeoff analysis, synthetic data was created based on the takeoff datasets available for each type of them. To generate the synthetic takeoffs noise was added to the takeoffs considered normal or baseline patterns for each takeoff type. The noise was added separately to each time series type (altitude andairspeed) used in this analysis, then recombined to create the synthetic takeoff curve. The synthetic data generated for each takeoff category is shown in Figure 7.

The minimum number of datasets to run a Neural Network is something difficult to define, considering that exists a large number of different factors that affect the results, such as the complexity of the problem, the type of input data, and the complexity of the learning algorithm, for instance. Based on the available takeoffs dataset, for each category, the curve patterns do not present much complexity, on the other hand, there are some significant variations when the altitude andairspeed begin to increase. In addition to it, even in the categories with more datasets available, like category B with nine takeoffs, the only number of datasets with all the minimum conditions to use as training datasets are five, due to the number of points available and the curve patterns. Therefore, based on the research of Hüsken et al. [20] on recurrent neural networks for time series classification the number of synthetic datasets created from each "training" takeoff was fifty and the total number of available and synthetic takeoff datasets are shown in Table 1.

<table>
<thead>
<tr>
<th>Takeoff category</th>
<th>Original Takeoffs</th>
<th>&quot;Training&quot; Takeoffs</th>
<th>Synthetic Takeoffs</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8</td>
<td>5</td>
<td>250</td>
</tr>
<tr>
<td>B</td>
<td>9</td>
<td>4</td>
<td>240</td>
</tr>
<tr>
<td>Rolling</td>
<td>7</td>
<td>4</td>
<td>280</td>
</tr>
<tr>
<td>Maximum Performance</td>
<td>9</td>
<td>4</td>
<td>240</td>
</tr>
<tr>
<td>Normal</td>
<td>8</td>
<td>5</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 1 Number of takeoffs datasets and synthetic data

As mentioned on subsection IV.C, the Extra Trees Classifier method was applied to identify the four most important features [21]. For the airspeed, the other most important features to improve the neural network performance were barometric altitude, absolute altitude, climb or descent rate, and copilot radio altitude. For the altitude feature, the other most important features were true airspeed, cyclic position roll, pitch acceleration, and copilot radio altitude as shown in Figure 8 and Figure 9.

B. Results of takeoff models and outlier detection

The final datasets with the synthetic data were divided in 70% for training, 20% for test and 10% for validation. The total number of datasets for each takeoff category is in the range of 240 to 280 as shown in Table 1, which resulted in a total of 168 to 175 training datasets. The learning rate used was 0.001 and the number of neurons was 30 [22] using the ReLU activation function. After run the RNN-LSTM for all the categories, the training and validation loss results have similar patterns and presented good convergence as shown in Figure 10.
The takeoff categories A and B original datasets have less variations of altitude and airspeed, so the neural network models show a good representation of the takeoff pattern. The normal takeoff original datasets presented more variations in airspeed. On the other hand, the maximum performance takeoff original datasets have more variations in the altitude. In both cases, the neural network model resulted in a flight path near to the average value of each parameter (altitude and airspeed) for these two categories. The rolling takeoff original datasets presented more variations in both parameters, but the model still captured these variations. The neural network models are shown as red bold curves in Figure 11.

After generate the models, the first outlier detection test has been done using the category B datasets available from simulations, two possible possible takeoff failure curves generated changing the helicopter takeoff trajectory to a descent one using two different altitudes based on the Helicopter Flying Handbook [13] takeoff common errors. The first one near to 210 ft (Takeoff 6) and the second one near to 80 ft (Takeoff 8) as shown in Figure 12. The category B takeoff model was used to compute the z-score \( z_{m} \) based on the MSE of each original takeoff dataset computed point by point, starting from the last point available (final altitude) of each dataset and airspeed greater than 50 knots. The MAE and z-score of are shown in Table 2. The threshold computed using the SD method was equal to 7.58949 for \( a = 0.5 \) in equation 10, so the outliers takeoff are the number 6 and 8 (bold rows in the same Table). The takeoff number 8 presented the higher \( z_{m} \) score because the curve started to change with a lower altitude than the takeoff 6, which means that the takeoff number 8 has more "outliers points" than the other one.

The other two methods of threshold computation were used and the results are shown in Table 3. The datasets were the same used before with the same \( z_{m} \) score values. The equations and methods used were explained in the section IV.C. The MAD method presented the higher threshold value. The constants used in the equations 11 and 12 were \( a = 0.5 \) and \( b = 1.4826 \) [19], the drawback is that some takeoffs that could be an outlier may not be considered in different dataset combinations.
The Clever SD method is the opposite, with a lower threshold, for instance, some non-outliers takeoff could be considered as outliers in different dataset combinations. This method is an iterative one, in that case, the first \( \text{Clever } R_{\text{max}} = 12.92807 \), so any \( z_m \) score greater than \( R_{\text{max}} \) should be removed, so the Takeoff 8 (\( z_m \text{ score } = 14.87345 \)) was removed. On the next iteration, the \( \text{Clever } R_{\text{max}} = 7.80628 \), this time the Takeoff 6 (\( z_m \text{ score } = 8.88441 \)) was removed. On the next iteration \( \text{Clever } R_{\text{max}} = 3.94187 \), in this case, the higher \( z_m \) score was the Takeoff 3
Takeoff number & MSE & $z_m$ score \\ 
1 & 2.70093 & 2.25266 \\ 
2 & 3.65313 & 4.62693 \\ 
3 & 4.62693 & 3.8590 \\ 
4 & 3.80186 & 3.17087 \\ 
5 & 2.76740 & 2.30810 \\ 
6 & 10.6523 & 8.88441 \\ 
7 & 2.91704 & 2.43290 \\ 
8 & 17.8332 & 14.87345 \\ 

Table 2 MSE and $z_m$ score results

$z_m = 3.8590$ which is lower than $R_{max}$. Therefore, there is no more takeoffs to remove and the takeoffs 6 and 8 were identified as outliers. The SD method could be considered as an intermediate alternative with respect to the other two.

<table>
<thead>
<tr>
<th>Method</th>
<th>Threshold</th>
<th>Outliers detected (Takeoff number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>7.58948</td>
<td>6 and 8</td>
</tr>
<tr>
<td>MAD</td>
<td>8.19349</td>
<td>6 and 8</td>
</tr>
<tr>
<td>Clever SD</td>
<td>5.06324</td>
<td>6 and 8</td>
</tr>
</tbody>
</table>

Table 3 Threshold results for different methods

After this initial analysis, a more generic case was assessed. The following case would represent a real application of the method, considering a larger sample, again for the takeoff category B. The synthetic data generated for the neural network augmentation was used again, now 200 takeoff were used and one outlier was added. In the first case, discussed before, even by inspection, the outliers takeoff 6 and 8 could be detected. In this next case, it is not an option as shown in the Figure 13 of the 201 takeoffs.
All the three methods were used to detect the outlier. The $z_m$ scores for all the takeoffs were computed and they are shown in Figure 15. The threshold for each method was computed: SD: 18.00120; MAD: 18.6133; Clever SD: 20.39294 (first iteration). For the SD method takeoffs number 3 ($z_m$ score = 18.50732) and 101 ($z_m$ score = 18.36451) were detected as outliers. The method MAD detected only the takeoff 101 as an outlier and the Clever SD detected only the takeoff 101 as an outlier in the first iteration.

The next Clever iteration was implemented. So, the takeoff 101 was removed and the threshold was computed again. For the second iteration, $T_2 = 17.39212$, so takeoffs 3 and 24 ($z_m$ score = 17.85965) were identified as outliers and removed for the next iteration. On the third iteration, the $T_3 = 16.70557$, as there were no $z_m$ scores greater than $T_3$, so the outliers detected were takeoffs 101, 3 and 24.

The summary of the three threshold methods are shown in the Table 4. Therefore, the MAD method was the only one without false positive detection, capable to identify the outlier takeoff 101 highlighted in the Figure 16. After that, the process was repeated, using the MAD threshold method to was used for all the takeoff categories. The outlier was detected in all the cases as shown in Figure 17.

Fig. 11  Neural Network models in red for takeoff Cat A (first row, left), Cat B (first row, right), normal (second row, left), Max Performance (second row, right), and Rolling Takeoff (third row)
**Fig. 12**  Category B failure simulations

**Fig. 13**  Category B - 201 takeoffs

<table>
<thead>
<tr>
<th>Method</th>
<th>Threshold</th>
<th>Outliers detected (Takeoff number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>18.00120</td>
<td>03 and 101</td>
</tr>
<tr>
<td>MAD</td>
<td>18.61331</td>
<td>101</td>
</tr>
<tr>
<td>Clever SD</td>
<td>16.70557</td>
<td>3, 24 and 101</td>
</tr>
</tbody>
</table>

*Table 4*  Threshold results for different methods - case 2
Fig. 14 $z_m$ scores for takeoff category B

Fig. 15 $z_m$ scores for takeoff category B - Clever iteration
Fig. 16  Takeoff 101 highlighted
Even in cases like the rolling takeoff, where there are two "groups" of $z_m$ scores as shown in Figure 18, the MAD method could detect only the takeoff 101 as an outlier.

The final case of study was based on the FAA pilot’s suggestion of possible unusual takeoff situations that could be defined as a category A or category B. The pilots suggested analyze confined area takeoffs, in that case, the initial part of the takeoff (before increase the altitude) would be the same of a regular takeoff, however the maximum altitude is limited due to a presence of an obstacle, limiting the altitude of the takeoff which is constant for a certain period of time. The maximum altitude suggested was near to 150 ft or 200 ft with an airspeed between 56 and 100 knots. This scenario was modeled considering a category B takeoff.

Starting from the previous case, other four ‘confined area takeoffs’ were added to the dataset, again they are not easy to detect by inspection as shown in Figure 19. The modified z-score were computed using the airspeed as the reference feature. Based on the airspeed modified z-score, using the MAD threshold method, five outliers were detected.
MAD threshold, in this case, was 105.879807 and only two real outliers were detected (takeoffs number 77 and 117), the other outliers detected were false positives (takeoffs 3, 24, and 54), these results are shown in Figure 20 where the threshold is the red horizontal dotted line. The takeoff curve is based on the airspeed and altitude, in that case, the modified z-scores were computed again, but this time using the altitude as the reference feature. For this other test, the MAD threshold was 483.24352 and only the outliers takeoffs were detected (takeoffs 37, 73, 77, 117, and 179) as shown in Figure 21, where the threshold, again is the the red horizontal dotted line. This result is associated to the final airspeed of the outliers that are near to the final airspeed of the other takeoffs in this dataset. However, as the final altitude of the
outliers are significantly less than other takeoffs (Figure 22), they could be easily detected using the MAD threshold.

Fig. 21 Modified z-score using the altitude

Fig. 22 Category B outliers identified
VI. Conclusions

The objective of this research is to develop a methodology for identifying anomalies during the helicopter takeoff phase. The approach comprises of multiple steps, starting with the takeoff segment identification, takeoff classification, create neural network models, compute $z_m$ score values and define a threshold to identify the outliers. The critical step to properly identify the outliers is in the last step during the threshold definition, which depends of the statistical parameters of the datasets sample available, threshold constant definitions and the desired “filtering” criteria.

Different threshold methods were used to identify the outliers. Considering a small set of takeoff, the outliers were detected using the three methods proposed, however depending of the desired detection performance, each one presented different applications. To avoid high threshold values and "miss" outliers datasets, the Clever SD method is a good alternative. However, as shown in the test case 2, it could present false positives.

Using the outliers cases suggested by the pilots (case 3), using only the modified z-score with the respect to the airspeed, some outliers were not detected. However, using the altitude as the reference feature, all the outliers were detected without false positives. So, the outlier takeoff could present differences in airspeed and altitude combined (the outliers could be detected using only one feature analysis) or more differences in only one of the features (only the altitude or only the airspeed). Base on the results, the modified z-score and MAD threshold is a useful method to identify outliers in takeoff datasets. However, from the test case 3, is important to emphasize that the method must be applied to both features to avoid ‘miss’ outliers that do not present significant differences in one of the reference parameters in some cases.

There are several potential future works that could build upon our present research. Some of these are outlined below:

- Collect more takeoff data to run the Neural Networks and improve the model’s fidelity
- Test the methodology to different helicopter phases
- Explore other outlier detection techniques
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