I. Introduction

Over the years, the number of resident space objects has grown dramatically, and thus there is a growing need for characterizing the environment and potential threats in space to ensure safe space activities. To this end, the technologies to manage sensors to detect, identify, and predict orbiting small objects has become critical for space situational awareness (SSA) [1]. A large body of literature approached this sensor management problem by focusing on the assignment of sensors to objects [2–8]. These investigations have generally focused on the global SSA problem, with a goal to answer the question: given a network of sensors and prior probability distributions for the entire population of space objects, which sensors should be tasked to observe which objects?

Distinct from global SSA problems, another class of problems is related to a spacecraft’s ability to maintain awareness of its own local environment using onboard sensors and being provided no or little cueing information. This class of problems can be referred to as local SSA. A motivating example is a single spacecraft with an angles-only sensor that has been provided limited cueing information on a single space object. The cueing information takes the form of a description of the probability density function of the object’s orbit. The problem at hand is to task the spacecraft’s sensor to search for the object. Under the typical assumptions of global SSA tasking methods, a single sensor and a single object is a trivial tasking problem. Under the assumptions in this Note, however, this problem is challenging because the projection of the object’s orbit into the angles-only measurement space is assumed to be much larger than the sensor’s field of view (FOV) [9, 10]. This scenario is illustrated in Fig. [1]. Many sensor measurements will result in no detection of the object. Whereas sensor-tasking methods for global SSA often neglect the information contained in
no-detection measurements, initial-search methods must directly account for this information. Such an initial-search capability is critical for follow-up observation of newly detected objects, detection of maneuvering or perturbed objects, searching for debris after a break-up event, or reacquisition of catalog objects with large orbital uncertainties [9].

This initial search problem has its unique challenges [9], which make existing methods inapplicable. One of such challenges is the extremely large and non-Gaussian uncertainties in the object’s state (i.e., position). For the space-based close-proximity follow-up observation example, the lack of range observability by close-proximity angles-only observation with optical sensors [12–14] can result in highly non-Gaussian uncertainties of the object’s orbit. In addition, since the sensors are not perfect, they can return false alarms or missed detections; our sensor steering strategy needs to take such sensor imperfectness into account as well. Furthermore, particularly for space applications, we need a real-time approach to efficiently steer the sensor to detect the object, without relying on computationally intensive optimization methods.

The most straightforward approach to this initial search problem is a maximum-probability approach [11,15,16]. This approach points the sensor at the most probable candidate direction to capture the object in the FOV. Although this approach can identify the object quickly if the sensor is perfect, the stochastic nature of the sensor performance also leads to a motivation to narrow down the probability distribution (i.e., reduce the uncertainties) of the object state as much as possible. This motivation does not necessarily align with the maximum-probability approach, because we often need to point the sensor at various different directions before we can be sufficiently confident about which direction the true object is located at. Along these lines, global SSA sensor-tasking research has focused on information-theoretic approaches.

With this motivation, this Note analyzes an information-theoretic metric and its approach for initial sensor search and compares its expected performance with the maximum-probability approach. This information-theoretic approach points the sensor at the candidate direction that provides the largest amount of information about the uncertainties of the object state. The Kullback-Leibler divergence between the prior and posterior distribution can be used to quantify the amount of gained information, including information gained from no-detection measurements [17]. To date, we do not have an

Fig. 1 Illustration of search scenario using a particle representation of the object’s orbit.
analytical and systematic understanding of the difference between the maximum-probability and information-theoretic approaches for the initial search problem. This lack of understanding makes it challenging to provide a qualitative explanation about the role of the information-theoretic approach with respect to the maximum-probability approach in the context of initial sensor search. In response to this background, this Note formalizes the information-theoretic approach by providing a mathematical interpretation about the relationship between these two approaches and performing simulations to demonstrate their numerical performance. The main contribution of this Note is the derivation of a condition where the maximum-probability approach and information-theoretic approach are equivalent (i.e., where the maximum-probability approach is also optimizing the information-theoretic metric, or vice versa).

For analysis of the maximum-probability approach and the information-theoretic approach, we consider the same LEO-based single-sensor single-object search problem studied in the literature [17]. Following the convention in the past literature [11][15][18], a binary sensor model is used where the sensor provides a binary detection measurement, i.e., either a detection or no detection measurement related to the presence of the object in the FOV; known nonzero probabilities for false alarms and missed detections are assigned. This simple model is expected to reflect the context of the initial sensor search, where our goal is to obtain observations of the object as soon as possible and as accurately as possible. In addition, we also follow the literature [11][15][18] and use a particle representation for the object’s state probability distribution; these particles provide dual roles in approximating the distribution as well as discretizing the control search space defining how to steer the sensor at each observational time step.

II. Problem Statement

The goal of an initial sensor search problem is to reduce the uncertainty in the object’s state as we steer the sensor and make observations over time. In this Note, a particle representation is used for the object’s orbital probability distribution. The set of these particles is denoted by \( \mathcal{X}(t) = \{ x_1^t, x_2^t, \ldots, x_n^t \} \), where \( x_j^t \in \mathbb{R}^6 \) for each time \( t \) and represents the position and velocity of the \( j \)-th particle. Each particle is considered to be a candidate orbit of the object with an assigned weight, corresponding to the probability of that particle being the object. The set of weights is denoted by \( \mathcal{W}(t) = \{ w_1^t, w_2^t, \ldots, w_n^t \} \), such that \( \sum_j w_j^t = 1 \) for all time \( t \). The particles are propagated over time with a two-body orbital dynamics. For instance, if \( x_t = (r_t, v_t) \) are the position and velocity of a particle, then

\[
\frac{d}{dt}r_t = v_t, \quad \frac{d}{dt}v_t = -\frac{\mu}{\| r_t \|^3} r_t,
\]

where \( \mu \) is the Earth’s gravitational constant. The evolution map associated with the particle dynamics is denoted by \( \psi : \mathbb{R}^6 \rightarrow \mathbb{R}^6 \). Furthermore, \( x_t^j \) and \( x_s^j \) denote the state of the object and that of the observing spacecraft, respectively, both of which follow the same dynamics.

Our design variable is the direction to point the sensor at for each time step \( (t_k)_{k \in \mathbb{N}} \). In the search algorithms
considered in this paper, we make use of the particle representation of the distribution to provide an appropriately reduced admissible control set. In particular, at time $t_k$, we define the control set $\mathcal{U}_k$ to consist of the following unit vectors,

$$\mathcal{U}_k = \{ u \mid u = (x^j_k - x^s_k)/\|x^j_k - x^s_k\|, j \in \{1, \ldots, n\} \}. \tag{2}$$

That is, the admissible controls are the unit directions with origin at the observation spacecraft and in the direction of each of the particles $\{x^j_k\}$. Here, the subscript $k$ indicates the time step $t_k$.

We consider the case of search for a single object with a single sensor. A binary sensor observation was used in the prior work [17–19] as a good representation for an initial search problem. In particular, given a control $u_k$, that defines the pointing direction at the $k$-th observation time, the sensor function $y_k = h(x^*_k, x^s_k, u_k)$ returns a 1 if a detection is made, and 0 if no detection is made. Typically, an angles-only sensor provides additional information when a detection is obtained, i.e., the actual angle values. Thus the binary model is a poor approximation if the probability of capturing the object in the FOV is high, such as during the later search stages or during precise tracking of an object. However, the binary model can approximate the initial search problem, where a large percentage of the measurements will be no detections. Given the observation $y_k$ at time $t_k$, the set of weights $W(t_k)$ associated with the particles $X(t_k)$ can then be updated using the likelihood of detection and Bayes’ rule:

$$w^j_k \propto p(y_k | \varphi(x^j_{k-1}); u_k)w^j_{k-1} \tag{3}$$

where $\varphi : \mathbb{R}^6 \to \mathbb{R}^6$ denotes the evolution map associated with the particle dynamics defined above. Denoting the FOV by $\text{FOV}(u_k)$, the likelihood of detection or no detection for the binary model is modeled as follows,

$$p(y_k = 1 | \varphi(x^j_{k-1}); u_k) = \begin{cases} p_{DP} & \varphi(x^j_{k-1}) \in \text{FOV}(u_k) \\ p_{DA} & \varphi(x^j_{k-1}) \notin \text{FOV}(u_k) \end{cases} \tag{4}$$

and

$$p(y_k = 0 | \varphi(x^j_{k-1}); u_k) = \begin{cases} p_{NP} & \varphi(x^j_{k-1}) \in \text{FOV}(u_k) \\ p_{NA} & \varphi(x^j_{k-1}) \notin \text{FOV}(u_k) \end{cases} \tag{5}$$

where $p_{DP}$ is probability of true detection, $p_{DA}$ probability of a false alarm (i.e., false positive), $p_{NA}$ probability of accurate no detection, and $p_{NP}$ probability of a missed detection (i.e., false negative). In the subscripts, the first letter indicates $D$ (detection) or $N$ (no detection), whereas the second letter indicates $P$ (the object present in the FOV) or
A (the object absent in the FOV). It is assumed that \( p_{DP}, p_{DA}, p_{NP}, p_{NA} \in (0,1) \) and that \( p_{DP} > p_{DA} \) and hence \( p_{NP} < p_{NA} \); this relationship indicates that the probability of true detection is larger than the probability of a false alarm. Note that, by definition, the following relationships are true:

\[
p_{DP} + p_{NP} = 1 \tag{6}
\]

\[
p_{DA} + p_{NA} = 1 \tag{7}
\]

One source of false alarms that can be accounted for in \( p_{DA} \) is measurement correlation errors, i.e., when an object other than the intended object is detected. The particle representation is well suited to the binary sensor model. Whereas this type of non-differentiable sensor model cannot be accommodated in an extended Kalman filter, it is directly accommodated in the particle representation via the Bayes update in Eq. (3). Additionally, even if the prior distribution is Gaussian, the binary sensor model can result in a highly non-Gaussian posterior distribution. We refer the reader to Refs. [17–19] for further details of the binary sensor model.

### III. Searching Algorithms

In this Note, we analyze two types of sensor steering algorithms, a maximum-probability one and an information-theoretic one, for searching and detecting the object as quickly and sufficiently often enough. Both algorithms are concerned with finding a control sequence \((u_k)\) such that a specific objective function is maximized at each observation time \((t_k)\). We are interested in the comparison of the expected performance of these two algorithms. Both algorithms are here implemented in a greedy-in-time approach, i.e., planning the next measurement independently from the rest of the search campaign. The limitations of the greedy-in-time approach were studied for the multi-sensor/multi-object tasking problem in Ref. [8].

#### A. Maximum Probability Search Algorithm

The first approach, which is referred to as Maximum Probability Search Algorithm (MPSA) in this work, aims to choose a control \(u_k\) at observation time \(t_k\) from an admissible set \(U_k\), such that the (prior) probability that the object is in the FOV generated by \(u_k\) is maximized. Note that maximizing the probability that the object is in the FOV is equivalent to maximizing the probability of detection because of our assumption: \( p_{DP} > p_{DA} \). Mathematically, this metric takes the following form,

\[
u^*_k = \arg \max_{u \in U_k} p_{k|k-1}(x_k^* \in \text{FOV}(u)), \tag{8}
\]
where FOV\(u\) is the FOV generated by \(u\). With our previously-defined particle representation for uncertainties and weights, Eq. [8] reduces to the computable form

\[
u_k^* = \arg \max_{u \in U_k} \sum_{j \in J(u)} w_{k-1}^j, \quad J(u) = \{ j \mid j \in \{1, \ldots, n\}, x_k^j \in \text{FOV}(u) \}.
\]

This metric for MPSA (i.e., the sum of weights of the particles within the FOV) is denoted by \(W_u\):

\[
W_u = \sum_{j \in J(u)} w_{k-1}^j, \quad J(u) = \{ j \mid j \in \{1, \ldots, n\}, x_k^j \in \text{FOV}(u) \}.
\]

**B. Kullback-Liebler Search Algorithm**

The second objective function is an information-theoretic approach, which chooses the control \(u_k\) such that the expectation of Kullback-Liebler (KL) divergence of the posterior from the prior distribution is maximized at time \(t_k\). We refer to this approach as the KL Search Algorithm (KLSA). The mathematical definition of KL divergence for a distribution \(p\) from \(q\) is given by,

\[
D_{KL}(p||q) = \int_X p(dx) \ln \frac{dp}{dq}(x),
\]

where \(dp/dq\) is the Radon-Nikodym derivative of \(p\) with respect to \(q\). The optimal control from the admissible set \(U_k\), given by Eq. [2] is then defined as

\[
u_k^* = \arg \max_{u \in U_k} \mathbb{E} \left[ D_{KL}(p_{k|k}(x|y); u) || p_{k|k-1}(x|y) \right].
\]

With our previously-defined particle representation for uncertainties and weights, the KL divergence can be written as

\[
D_{KL}(p_{k|k}(x|y); u) || p_{k|k-1}(x|y))
\]

\[
= \sum_j p(\varphi(x_{k-1}^j)|y_k; u) \ln \frac{p(\varphi(x_{k-1}^j)|y_k; u)}{p(\varphi(x_{k-1}^j)|y_{k-1})}
\]

\[
= \sum_j \frac{p(y_k|\varphi(x_{k-1}^j); u)w_{k-1}^j}{\sum_i p(y_k|\varphi(x_{k-1}^i); u)w_{k-1}^i} \ln \frac{p(y_k|\varphi(x_{k-1}^j); u)w_{k-1}^j}{\sum_i p(y_k|\varphi(x_{k-1}^i); u)w_{k-1}^i}
\]

\[
= \sum_j \frac{p(y_k|\varphi(x_{k-1}^j); u)w_{k-1}^j}{\sum_i p(y_k|\varphi(x_{k-1}^i); u)w_{k-1}^i} \ln \frac{p(y_k|\varphi(x_{k-1}^j); u)w_{k-1}^j}{\sum_i p(y_k|\varphi(x_{k-1}^i); u)w_{k-1}^i}
\]

(13)
Acknowledging that in the binary model \( Y = \{ y \} \) is a singleton and either \( y = 1 \) or \( y = 0 \) (i.e. a detection or no detection), then expectation of Eq. \( \text{(13)} \) simplifies nicely to the tractable,

\[
\mathbb{E} \left[ D_{KL}(p_{k|k}(x|Y); p_{k|k-1}(x|Y)) \right] = \\
\sum_j p(y_k = 1|\varphi(x_{k-1}^j); u)w_{k-1}^j \ln \frac{p(y_k = 1|\varphi(x_{k-1}^j); u)}{\sum_i p(y_k = 1|\varphi(x_{k-1}^i); u)} + \\
\sum_j p(y_k = 0|\varphi(x_{k-1}^j); u)w_{k-1}^j \ln \frac{p(y_k = 0|\varphi(x_{k-1}^j); u)}{\sum_i p(y_k = 0|\varphi(x_{k-1}^i); u)}.
\]

(14)

This metric for KLSA (i.e., the expectation of KL divergence of the posterior from the prior distribution) is denoted by \( KL_u \):

\[
KL_u = \mathbb{E} \left[ D_{KL}(p_{k|k}(x|y); p_{k|k-1}(x|y)) \right].
\]

(15)

Note that evaluation of Eq. \( \text{(14)} \) has higher computational cost than the simple summation of weights that is necessary for Eq. \( \text{(9)} \).

**IV. Analysis**

In this section, we compare the metrics for MPSA and KLSA (i.e., \( W_u \) and \( KL_u \)) and analyze their relationship. We start from the metric for KLSA for the binary sensor case. By substituting Eqs. \( \text{(4)} \) into Eq. \( \text{(14)} \) we obtain the following expression for \( KL_u \):

\[
KL_u = \sum_{j \in J(u)} p_{DP}w_{k-1}^j \ln \frac{p_{DP}}{\sum_{i \in J(u)} p_{DP}w_{k-1}^i} + \\
\sum_{j \in J(u)} p_{DA}w_{k-1}^j \ln \frac{p_{DA}}{\sum_{i \in J(u)} p_{DA}w_{k-1}^i} + \\
\sum_{j \in J(u)} p_{NP}w_{k-1}^j \ln \frac{p_{NP}}{\sum_{i \in J(u)} p_{NP}w_{k-1}^i} + \\
\sum_{j \in J(u)} p_{NA}w_{k-1}^j \ln \frac{p_{NA}}{\sum_{i \in J(u)} p_{NA}w_{k-1}^i}.
\]

(16)

where

\[
J(u) = \{ j \mid j \in \{1, \ldots, n\}, x_{k}^j \in \text{FOV}(u) \}
\]

(17)
Noting that
\[
\sum_{j \in J(u)} w^j_{k-1} = W_u \tag{18}
\]
\[
\sum_{j \not\in J(u)} w^j_{k-1} = 1 - W_u \tag{19}
\]
Eq. 16 can be written as:
\[
KL_u = p_{DP} W_u \ln \frac{p_{DP}}{p_{DP} W_u + p_{DA}(1 - W_u)} + p_{DA}(1 - W_u) \ln \frac{p_{DA}}{p_{DP} W_u + p_{DA}(1 - W_u)} + p_{NP} W_u \ln \frac{p_{NP}}{p_{NP} W_u + p_{NA}(1 - W_u)} + p_{NA}(1 - W_u) \ln \frac{p_{NA}}{p_{NP} W_u + p_{NA}(1 - W_u)} \tag{20}
\]
Note that \(KL_u\) can be written as a function of \(W_u\) and constants, which allows us to analyze the behavior between the MPSA and KLSA. Moreover, we note that \(KL_u\) is a concave function of \(W_u\) because \(p_{DP} \neq p_{DA}\) and \(p_{NP} \neq p_{NA}\). Excluding the edge case, the maximum value of \(KL_u\) at \(W_u = W^*\) can be obtained by solving:
\[
\frac{dKL_u}{dW_u} = 0. \tag{21}
\]
The analytical expression for the left side of Eq. 21 is
\[
\frac{dKL_u}{dW_u} = p_{DP} \ln \frac{p_{DP}}{p_{DP} W_u + p_{DA}(1 - W_u)} - p_{DA} \ln \frac{p_{DA}}{p_{DP} W_u + p_{DA}(1 - W_u)} - (p_{DP} - p_{DA}) + p_{NP} \ln \frac{p_{NP}}{p_{NP} W_u + p_{NA}(1 - W_u)} - p_{NA} \ln \frac{p_{NA}}{p_{NP} W_u + p_{NA}(1 - W_u)} - (p_{NP} - p_{NA}) \tag{22}
\]
Leveraging Eqs. 6-7
\[
\frac{dKL_u}{dW_u} = p_{DP} \ln \frac{p_{DP}}{p_{DP} W_u + p_{DA}(1 - W_u)} - p_{DA} \ln \frac{p_{DA}}{p_{DP} W_u + p_{DA}(1 - W_u)} + p_{NP} \ln \frac{p_{NP}}{p_{NP} W_u + p_{NA}(1 - W_u)} - p_{NA} \ln \frac{p_{NA}}{p_{NP} W_u + p_{NA}(1 - W_u)} \tag{23}
\]
Using the above expression, the solution for Eq. 21 can be obtained using a standard numerical solver. Note that for the special case of \(p_{DP} = p_{NA}\), the solution is \(W_u = W^* = 0.5\). Leveraging the fact that \(KL_u\) is a concave function of \(W_u\), we can reach the following interpretation of this solution \(W^*\):

- If the maximum \(W_u\) among all action candidates is smaller than \(W^*\), then both the MPSA and KLSA approaches
would choose that same action (i.e., the one with the maximum $W_u$). This is the region where the maximum-$W_u$ action matches the maximum-$KL_u$ action.

• If the maximum $W_u$ among all action candidates is larger than $W^*$, then the MPSA approach would choose that action with the maximum $W_u$, whereas the KLSA approach would instead choose an action that has $W_u$ equals to $W^*$, or, if such an action candidate does not exist, the action that has $W_u$ closest to $W^*$. This is the region where the maximum-$W_u$ action does not match the maximum-$KL_u$ action, because the latter is realized when $W_u = W^*$ (or $W_u \sim W^*$ if it does not exist), not by the maximum $W_u$.

At the beginning of the search campaign, the particle weights are equally distributed, and so the sum of particle weights in the FOV chosen by the MPSA may be a small value, i.e. less than $W^*$. This implies that the MPSA and KLSA will initially steer the sensor in the same direction. This result is significant because it shows that the MPSA is equivalent to the KLSA (i.e., the MPSA is also maximizing the KLSA objective) for the initial search problem, but with lower computational expense.

However, as the probability distribution is refined, the MPSA will reach a point in the search campaign where $W_u$ is greater than $W^*$. From this point forward, the MPSA will continue pursuing a larger $W_u$, whereas the KLSA will "stall" there and continue taking the actions with $W_u$ approximating $W^*$. For example, for the case with equal probabilities of missed detections and false alarms noted before, $W^*$ equals 0.5; then, the KLSA will prefer to point the sensor in a direction whose FOV contains the object with a probability of 50%. This result can be intuitively understood as the direction that provides the maximum amount of information, as opposed to the directions with small (or large) values of $W_u$ that would likely only confirm the expected result, i.e. absence (or presence) of the object in the FOV. Note that this most information-rich direction $W^*$ depends on the values of $p_{DP}$ and $p_{NA}$; e.g., if $p_{DP} = 0.7$ and $p_{NA} = 0.9$, then $W^* = 0.47$; if $p_{DP} = 0.9$ and $p_{NA} = 0.7$, then $W^* = 0.53$. Note that, in practice, during these later stages of the search, the binary sensor model considered in this Note will be a poor approximation of an optical sensor, and the tasking problem should be transitioned to algorithms built on higher-fidelity sensor models.

V. Simulations

To demonstrate the performance of the MPSA and KLSA approaches, we perform Monte Carlo simulations. In the simulations, the object’s orbit and candidate orbits (i.e. particles) are selected from Gaussian distributions in the position and velocity components. The distribution parameters and other simulation parameters are shown in Table I.

One of the key metrics of interest is the probability of the object being in the FOV, $P[\text{object}]$, defined as the fraction of the Monte Carlo samples having the object in the FOV at a given time. We plot the evolution of this metric over observation steps for each approach in Fig. 2. In this plot, initially, the MPSA and KLSA both experience an increase in $P[\text{object}]$ in a similar way; however, beyond the point of $P[\text{object}] > 0.5$, the $P[\text{object}]$ for the KLSA approach "stalls" around $P[\text{object}] \sim 0.5$, whereas that for the MPSA approach continues to grow beyond 0.5. This interesting trend
can be explained by the aforementioned mathematical analysis result that the information-theoretic KLSA approach prefers to point the sensor at the direction that provides the maximum amount of information to narrow down the uncertainty, whereas the MPSA approach prefers to continue pointing the sensor at the most probable direction. Based on the selected parameters, for an individual Monte Carlo sample, the MPSA and KLSA approaches are equivalent up to when the maximum $W_u$ among all action candidates reaches $W^* = 0.5$. Therefore, over the Monte Carlo samples, the behaviors of the two algorithms initially share a similar evolution trend of $P[\text{object}]$, but diverge as the probability increases toward and exceeds 0.5. The focus of this Note is on the early stage of the search and it is demonstrated that the MPSA and KLSA approaches show a similar performance at this early stage. Note that, in Fig. 2, $P[\text{object}]$ is not strictly increasing over observations even for the MPSA case; this is because we constrain our sensor steering directions to be one of the particles although the true object is not necessarily one of them, which therefore causes the variation of the maximum $P[\text{object}]$ depending on the relative locations of the sensor, object, and particles over the orbit. This issue can be mitigated by resampling the particles or candidate steering directions (e.g., using a regularized particle filter).

To analyze the performance of the KLSA approach further, Fig. 3 shows the mean posterior entropy for the MPSA and KLSA approaches, averaged over the Monte Carlo simulations. Here, the posterior entropy is used as a measure of uncertainty. Again, during the initial observations, the entropy follows a similar trend for the KLSA and MPSA. However, during the later stages of the search, the information-theoretic KLSA reduces the entropy (i.e., reduces the uncertainty) more quickly than the MPSA, because it points sensor at the directions that provide us with the maximum amount of information.

### Table 1 Simulation Settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candidate and Object Initial Position Mean</td>
<td>[5715.1, 3325, 0] km</td>
</tr>
<tr>
<td>Candidate and Object Initial Velocity Mean</td>
<td>[-3.4352, 5.95, 3.9666] km/s</td>
</tr>
<tr>
<td>Candidate and Object Initial Position Variance</td>
<td>[50, 50, 50] km</td>
</tr>
<tr>
<td>Candidate and Object Initial Velocity Variance</td>
<td>[1E-4, 1E-4, 1E-4] km/s</td>
</tr>
<tr>
<td>Observer Initial Position</td>
<td>[6062.2, 3500, 0] km</td>
</tr>
<tr>
<td>Observer Initial Velocity</td>
<td>[-3.2675, 5.6595, 3.7730] km/s</td>
</tr>
<tr>
<td>Number of Candidate Orbits</td>
<td>100</td>
</tr>
<tr>
<td>Number of Observation Measurements</td>
<td>20</td>
</tr>
<tr>
<td>Time between Observation Measurements</td>
<td>100 seconds</td>
</tr>
<tr>
<td>Number of Monte Carlo Trials</td>
<td>400</td>
</tr>
<tr>
<td>Field of View</td>
<td>5 degrees</td>
</tr>
<tr>
<td>$pDP$</td>
<td>0.9</td>
</tr>
<tr>
<td>$pNA$</td>
<td>0.9</td>
</tr>
</tbody>
</table>
Fig. 2  Probability of the object being in the FOV for the Maximum Probability Search Algorithm (MPSE) and Kullback-Liebler Search Algorithm (KLSA). Results correspond to the problem definition given in Table [1]
Fig. 3  Mean posterior entropy for the Maximum Probability Search Algorithm (MPSE) and Kullback-Liebler Search Algorithm (KLSA). Results correspond to the problem definition given in Table 1.

The units for the entropy is natural unit (nats), i.e. $\sum_j -w_j \ln w_j$. 

\[ \text{Posterior Entropy (nats)} \]

\[ \begin{array}{cccccccccccccccccc}
\text{Observation Number} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 \\
\text{MPSA} & 5.0 & 4.5 & 4.0 & 3.5 & 3.0 & 2.5 & 2.0 & 1.5 & 1.0 \\
\text{KLSA} & 5.0 & 4.5 & 4.0 & 3.5 & 3.0 & 2.5 & 2.0 & 1.5 & 1.0 
\end{array} \]
VI. Conclusion

This work analytically and systematically relates the Maximum Probability Search Algorithm (MPSA) and the Kullback-Liebler Search Algorithm (KLSA) for initial sensor search. Our mathematical analysis derived the expressions that govern the relationship between the directions that the MPSA would point the sensor at and those that the KLSA would point the sensor at, as well as deriving the condition under which these directions are equivalent. The equivalency of the MPSA and the KLSA under the derived condition is significant due to the lower computational cost of the MPSA, which helps support the possibility of autonomous onboard implementation. We also run simulations to show the numerical performance of the proposed sensor steering approaches. We believe that this Note provides the foundation for further sensor tasking method development, particularly regarding the role of the information-theoretic approach with respect to the maximum-probability approach. Combination of the search problem where information is gained from no-detection measurements with the global SSA problem where multiple sensors are tasked to observe multiple objects could be considered. Additionally, whereas the MPSA and KLSA have here been compared under a greedy or myopic search, comparison of the algorithms when optimizing over a time horizon could be considered.
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