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SUMMARY

Spacecratft fulfill a myriad of critical functionsr@rbit, from defense and intelligence to
science, navigation, and telecommunication. Spaftecan also cost several hundred
millions of dollars to design and launch, and gitlkat physical access for maintenance
remains difficult if not impossible to date, desmgnhigh reliability and survivability into

these systems is an engineering and financial iatper

While reliability is recognized as an essentialilatite for spacecraft, little analysis has
been done pertaining to actual field reliability sfacecraft and their subsystems. This
thesis fills the gap in the current understandihgmacecraft failure behavior on orbit

through extensive statistical analysis and modedhgnomaly and failure data, and then
leverages these results to develop a theoretisid bad algorithmic tools for the analysis

of survivability of spacecraft and space-based odts:

This thesis consists of two parts. The first padvples extensive statistical results of
recent on-orbit anomaly and failure data of Earthitong spacecraft. Nonparametric
reliability results are derived, and parametric eled including Weibull and mixture
distributions, of spacecraft and spacecraft subgystare developed. These analyses are
then extended to multi-state failures, accountorgahd modeling spacecraft subsystems’
degraded states and partial failures. Culprit ssiesys driving spacecraft unreliability
are identified, including major contributors to ant mortality and anomaly, and it is

suggested that these would benefit most from asiaviof their current testing protocol
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and burn-in procedures. The second part buildshaset results to develop a novel
theoretical basis and algorithmic tools for thelgsia of survivability of spacecraft and
space-based networks. Space-based networks (SBN®) the sharing of on-orbit
resources, such as data storage, processing, amdinlka Spacecraft in SBNs can have
different subsystem composition and functionalityys resulting in node heterogeneity
(each spacecraft being a node in the network). gdtrools for network survivability
analysis assume homogeneous nodes, and as sugclareéheot suited for the analysis of
space-based networks. This thesis proposes therolgeneous networks can be modeled
with a new approach termed interdependent muledanetworks, which is then adapted
for their survivability analysis. The multi-layersgect enables the breakdown of
spacecraft according to common functionalities aalbws the emergence of
homogeneous sub-networks, while the interdependaspgct constrains the network to
capture the physical characteristics of spacecr&fbrmal characterization of
interdependent multi-layer networks, as well asoaigmic tools for the analysis of
failure propagation across the network are developed illustrated with space
applications and proof of concepts. The SBN appboa considered consist of several
networked spacecraft that can tap into other's Camanand Data Handling subsystem
(C&DH), in case of degradation or failure of its mwncluding Telemetry, Tracking and
Command, Control Processor or Data Handling sulsygibms. Results indicate and
quantify the incremental survivability improvemeot the SBN over the traditional
monolith architecture. A trade-space analysis entlsonducted using non-descriptive
networkable subsystems/technologies to exploreigbility characteristics of space-

based networks and help guide design choices. fdue tstudies provide important
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insights into design and architectural choices femhancing survivability of
heterogeneous networks in general, and space-base&drks in particular. For example,
it is shown that such networks shield in prioritg tsystem from the most severe failures,
and their incremental survivability decreases wdtdrreasing severity of subsystems
anomalies at comparable occurrence. Also, netwarkisbility benefits most from
increasing number of nodes for networkable subsysteith increasingly problematic
failure behavior. The analysis also demonstrates dhticality of the wireless link
reliability, and highlights the importance of raagi out infant mortality of this link to

enable any survivability improvements for spaceeblasetworks.
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CHAPTER 1

INTRODUCTION

“Tempus edax rerum”
“Time, devourer of all things”

Ovid, AD 8
MetamorphosesXV, 234

1.1. A Brief Historical Perspective and Motivation

On October 4, 1957, a small beeping spacecraftingguheralded the beginning of the
Space Age. From this humble start, the space indgsew into an impressive $100+
billion industry. Around 6500 spacecraft were lduedt in the five decades after Sputnik.
And although the launch rate has been highly vii@biriart and Saleh, 2010), a rough
estimate would set it at present around 80 to pa@exraft launched per year. Spacecraft
today fulfill a myriad of functions, from Defensendh Intelligence missions (early
warning, reconnaissance, etc.), to Science missjgasth observation, interplanetary
probes), Communication functions (Direct-To-Homexed Satellite Services, and

Mobile Satellite Services) and Navigation servi@pS).



Spacecraft can cost several hundred millions dadoto design and laungland as such
reliability is essential for these systems. Moraggally, reliability is a critical design
attribute for high-value systems operating in resrmtinhospitable environments such as
spacecraft or sub-sea installations. Since physicaéss to these assets is difficult or
impossible, maintenance cannot be relied upon tepemsate for substandard reliability
(Rausand and Hgyland, 2004). As a result, designmiglg reliability into these systems is

an essential engineering and financial imperative.

By an unexpected accident of history, the offiiath of reliability engineering and the
onset of the Space Age took place the same ye&7)1@ndthe first part of this
dissertation is at the intersection of these two adelopments by bringing reliability
engineering to bear on space systemReliability engineering is founded on several
essential ingredients such as probability and s$iedi theoretically formalized in the
seventeen century by Blaise Pascal and Pierre deateor the concept of mass
production, popularized by Henri Ford but alreagigng for several years with the use
of standardized, interchangeable parts. The idetheofstochastic nature of the time to
failure was not immediately accepted by productogineers, but the stark unreliability
of the vacuum tube during World War Il acted asdaelyst that accelerated the coming
of reliability engineering, through studies laundh®y the US Department of Defense. A
more detailed review of the history of reliabiléygineering can be found in Saleh and

Marais (2006) and Saleh and Castet (2011).

! Except for micro-satellites, which are typicallythe $10 — $50 million range, and on-going effares
seeking to significantly reduce this price tag. Wiee useful functions can be performed on orbiotel
this range remains to be seen.



In the case of space systems, statistical anadysistual flight data would provide useful
feedback to the space industry, in relation to pal&ction, redundancy allocation, testing
programs, etc. In addition, a better understandmfigspacecraft failures, and the
determination of the existence of infant mortal#gnong spacecraft subsystems is an
important endeavor for the space industry. Indeddnt mortality can be traced back to
design flaws and manufacturing defects, and as #gucan be reduced or eliminated
through proper equipment testing or burn-in. Ramrtand Stoneking (2003) however
warn against over-testing parts that could leac tdecrease in the overall subsystem
reliability. This raises interesting questions a@fhto do pre-flight testing, and at what
level of integration, of subsystems whose companerhibit different failure behaviors

(e.g., infant mortality for some and wear-out feglfior others).

In its traditional understanding, reliability ansily considers only two states: operational
and failed. Consequently, the system under coregideris only perceived as being in
one of these two states. In reality, engineerintjffagts can experience partial
degradations, and not necessary only catastrophilcirds. To account for this
progression from fully operational towards complites, multi-state failure analysis
introduces “degraded states”, and thus providesenmmights through finer resolution
into the degradation behavior of an item. As suolpwing a reliability analysis of
spacecraft subsystems, this dissertation providbsaetical formalization of multi-state

failure analysis and applies it on spacecraft ssifesys.

Finally, endogenous failures are a subset of thlarés a spacecraft can experience:

exogenous failures such as collisions with orbitabris or attacks from anti-satellite



(ASAT) weapons can trigger degradation in functliypapotentially leading to a total
loss. This broader picture of failure analysisdafi the realm ofurvivability analysis
and is applied to spacecraft and space-based netWBBNs). SBNs are related to a
novel concept recently introduced in the space strgutermed fractionation: by
physically distributing functions in multiple ortmgg modules wirelessly connected to
each other, this new architecture allows the shaoihresources on-orbit, such as data

processing, data storage, and downlinks.

To summarize, spacecraft and space-based netwaskengineering artifacts, degrade
and fail in time; just how they do so, a particudapect of their relationship with time, is

explored in this thesis, and the remainder of dissertation is organized as follows.

1.2.0Outline and Anticipated Contributions

This dissertation is articulated in two parts. Tihiet part is a descriptive analysis of
reliability and multi-state failures of spacecraiihd spacecraft subsystems based on
statistical data analyses (Chapter 2 and ChapterTB¢ second part introduces a
prescriptive or normative analysis of survivabiliigaring on spacecraft and space-based
networks (Chapter 4 and following). It also brirgtheoretical contribution to this thesis

by proposing a novel method to represent and aeadgiawvorks with node heterogeneity.

Chapter 2 presents a statistical analysis of spaftdailure data. As mentioned earlier,
spacecraft reliability analysis are recognized rapartant for the space industry, but

unfortunately, limited empirical data and statigtianalyses of spacecraft reliability exist



in the literature. Abrief literature review of early studies of spaceaft failures is
conducted and highlights their limitations. Thisapter fills the gap by providing a
formal reliability analysis based on a large sample amshparametric spacecraft
reliability results are presented. In additioparametric analysesare conducted and
single Weibull as well as mixture distribution médare derived. Finally, the statistical
failure analysis is extended gpacecraft subsystemsand the relative contribution of
spacecraft subsystems to the global spacecrafiaintfity is examined,highlighting

problematic subsystems that would benefit most fromneliability improvements.

Chapter 3 extends the previous analyses of ralybih its traditionally binary-state
understanding, to account for spacecraft anomalres$ failures of various severity.
Partial failures constitute a significant portioh anomalous events a spacecraft can
experience on-orbit, and as such their analysgsitigal to obtain a complete picture of
the spacecraft and spacecraft subsystems’ failef@wor. This chapter introduces a
formal multi-state failure analysis of spacecraft absystems andprovides practical

implications for the space industry

Chapter 4 is a turning point in this dissertation @nsiderations ofurvivability
analysis are brought orspacecraftand the newly introduced concept sgace-based
networks. Chapter 4 provides a literature review on surviNty analysis, as well as on
network analysis. Aormal survivability framework is introduced and limitations of the
current network analysis to represent and analgaeesbased networks are demonstrated.
To overcome these limitationsa new framework is presented and termed

interdependent multi-layer network approach.



Chapter 5 is devoted to the derivation of @ammmaly and failure propagation for the
interdependent multi-layer network approach introduced in this thesis. Several

algorithms are introduced and illustrated with secatudy space-based network.

Chapter 6 presents the analyses conductedatmlate the failure propagation for
interdependent multi-layer networks introducedhe previous chapter. This validation
procedure is important so that the survivabilitules can be trusted and properly
analyzed. Chapter 6 also evaluate phecision of the model results, by comparing them
with results obtained with an alternative modelieghnique, namely stochastic Petri nets,
as well as limited analytical solutions. Finallyh&pter 6 investigates the potential

scalability of the interdependent multi-layer network modeling

Chapter 7 puts to use the validated interdependeuiti-layer network approach
proposed in this dissertation tterive survivability analysis of selected space-bed
network architectures. This chapter then leverages these results tarobtaights on

design and architectural choices for future spaceystems

Finally, Chapter 8 concludes this works and prosiseveral recommendations for future

research.



PART 1

STATISTICAL ANALYSIS OF SPACECRAFT RELIABILITY

AND MULTI-STATE FAILURES



CHAPTER 2

RELIABILITY OF SPACECRAFT AND SPACECRAFT SUBSYSTEMS

For space systems, statistical analysis of fligltadin particular of actual on-orbit (field)
anomaly and failure data, would provide particyladseful feedback to spacecraft
designers. For example, such analyses can helpge quads selection and provide an
empirical basis for subsystem redundancy and igtiabgrowth plans. Analyzing
spacecraft failure behavior on orbit, and identifyitheir subsystems’ actual reliability
profiles, not their reliability requirements—howethactually degrade and fail on-orbit,
not how they should or are expected to—can helpespaft manufacturers prioritize and
hone in on problematic subsystems that would bengfost from reliability
improvements. Reliability improvements can be aatdethrough redundancy, increased
testing prior to launch, or better design and psetsction, and these efforts would result
in a decreased likelihood of spacecraft experigncfailure events. In addition,
identifying whether specific spacecraft subsysteexperience infant mortality for
example would provide a clear opportunity for sgaaft manufacturers and equipment

providers to develop burn-in procedures for weedingearly failures in said subsystems.

Statistical analysis of on-orbit failure and spaaéaeliability can also provide important
and actionable information to stakeholders othemtlspacecraft manufacturers. For
example spacecraft operators may be particulatbrested in the reliability profiles of
their on-orbit assets, for planning and risk mitigga purposes, and insurers evidently

rely on such analysis and information to set ujr helicy and insurance premiums.



The importance of statistical analysis of on oféilure data was recognized early in the
advent of the space age. The following subsectimoside a brief overview of past

spacecraft reliability studies.

2.1.0n Spacecraft and Reliability: Early Studies

A few years after the launch of the first spacdcrstfatistical analyses of spacecraft
reliability and on-orbit failures began to appeas. discussed by Bean and Bloomquist
(1968), statistical analyses based on empiricah disdm spacecraft on-orbit were an
essential undertaking for the aerospace industnytvfo reasons: gathering data from
spacecraft and determining the failure behaviosatkllites or satellite subsystems 1)
provides feedback to the industry on the performafistrengths” or “weaknesses”) of
designed and manufactured parts and components, aiods efficient reliability
improvement programs, and 2) allows improving th&tineation of “parameters
commonly used in reliability predictive techniqueby comparing estimated and
observed reliability/failure rates. One of the st reliability studies, according to
Leventhalet al (1969), was published in 1962, and it analyzedf#lilure behavior of 16
spacecraft launched before November 1961 (ARING2)190ver the years, similar
analyses would be conducted with larger samplessaespacecraft population. For
example, Bean and Bloomquist (1968) analyzed theréabehavior of 225 spacecratft;
Timmins and Heuser (1971), and Timmins (1974; 1%#3lyzed the failure behavior of
57 spacecraft; and Hecht and Hecht (1985) and Haobt Fiorentino (1987; 1988)
analyzed the failure behavior of some 300 spacecraf

More recent studies revolved around specific spafiesubsystems. For example Cho



(2005) and Landist al (2006) focused on failures in spacecraft powdrsgstem,
Brandhorst and Rodiek (2008) on solar arrays feduand Roberston and Stoneking
(2003) on the attitude control subsystem failuiggerber (2002) and Tafazoli (2009)
analyzed not a single subsystem’s failures butcthraparative contribution of various
subsystems to spacecraft on orbit failures. Andeads of spacecraft subsystems,
Bedingfield et al (1996) focused on spacecraft failures only du¢hto natural space

environment.

Early spacecraft reliability studies assumed anoagptial distribution and constant
failure rate (Leventhatt al, 1969; Bean and Bloomquist, 1968; Binckes, 19B8%ome

of these studies however, discrepancies betweevathes of the observed reliability and
the predicted reliability of the spacecraft alreatiyrted to appear: Bean and Bloomquist
(1968), for example, concluded that observed fedurates were lower than expected
from prediction. The exponential assumption wasllehged by Timmins and Heuser
(1971) who showed that, for their small sample @f MASA Goddard Space Flight
Center spacecraft, the failure rate was in factcootstant but higher in the early days on

orbit:

“The number of failures per spacecraft were abnolyrtabh for the first
30 days in space. The number of first-day faileparted even more

from the longer trend

This finding of spacecraft infant mortality and deasing failure rate was repeated in

subsequent studies (Timmins, 1974; 1975), and kckBand Baker (1980) to comment

10



that “those spacecraft that last, last on and wjth in effect reflects for these authors
the absence of wear-out failures in spacecratft.

Hecht and Hecht (1985) analyzed a different poparatf spacecraft than the one used in
the previous four studies (the 57 NASA spacecrattgir sample consisted of some 300
spacecraft launched between 1960 and 1984, andexb®® different space programs.
Their analysis also found decreasing failure rattheir spacecraft sample, and they took
issue with the constant failure rate models progasehe military reliability handbook,
MIL-HDBK-217 as unrealistic for system reliabilifgredictions. MIL-HDBK-217 was
first developed in 1961 and revised several tinfesnaards. Similar conclusions were
advanced by Krasich (1995) and Sperber (1990; 1@Bé)noted a qualitative agreement
in prior studies “that as the mission goes on, psk unit time to surviving spacecraft

decreases.”

To better represent this non constant failure iseeral models have been explored, and
several studies chose the Weibull distribution aisable for spacecraft or spacecraft
subsystem reliability (Norris and Timmins, 1976;kBa and Baker, 1980; Hecht and
Hecht, 1985; Hecht and Fiorentino, 1987; Krasi®95). However, given the significant
technological changes in spacecraft design indeedecades, these models suffer from
obsolescence and are of limited relevance for tedspyacecraft. As for the more recent
studies mentioned earlier, they reported failurenbers but they did not provide
reliability models. Consequently there is a gapthe literature for recent reliability
models for spacecraft and a need for a thoroudlsttal analysis of recent flight data to
answer this fundamental questidtow reliable spacecraft and spacecraft subsystems

have been?
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2.2.Nonparametric Reliability Analysis of Spacecraft Falure Data

2.2.1.Database and Data Description

The SpaceTrak database (see References) was adloptied purpose of this thesis. This
database is used by many of the world’s launchigers, spacecraft insurers, operators,
and spacecraft manufacturers. The database prowid@story of on-orbit spacecraft
failures and anomalies, as well as launch histaiese 1957. It should be pointed out
that this database is not necessarily “completed statistical sense since some military
or intelligence spacecraft may not have their fagureported. Similarly, the database
cannot be considered “complete” with respect tonzalees or partial failures since
spacecraft operators may not report all partidufas, especially, the ones that can be
recovered from in a timely manner. This being sthd, database is considered as one of
the authoritative databases in the space industty failure and anomaly data for over
6400 spacecraft. The statistical analysis in thiskws enabled by, and confined to, the

failure and anomaly information provided in thigatzase.

The sample analyzed in this section consists of415acecraft. The sample was
restricted to Earth-orbiting spacecraft succesgfldlinched between January 1990 and
October 2008. The observation window has been chimsebtain a spacecraft sample as
large as possible, while limiting the effect ofttaology heterogeneity and obsolescence.
A failure leading to the spacecraft retirementdentified in the database as a Class |
failure, that is, a complete failure leading to tbgs of the spacecraft. In addition, as will

be detailed later, eleven spacecraft subsystemisleméfied in the database. If the cause

12



of a Class | failure is identified and traced b#&elka particular subsystem, that “culprit”
subsystem is noted in the database. When the talgysystem, whose failure led to the
spacecraft failure, could not be identified, theuf@ of the spacecraft is ascribed to an
“unknown” category in the database. This categtiomawas used for analyzing the

relative contribution of each subsystem to the alepacecraft failures.

For each spacecraft in the sample, the followirigrmation was collected: 1) its launch
date; 2) its failure date, if failure occurred;tBg subsystem identified as having caused
the spacecraft failure, hereafter referred to ascthlprit subsystem; and 4) the censored
time, if no failure occurred. This last point isrther explained in the following
subsection, where data censoring and the KaplarerMstimator are discussed. The data

collection template and sample data for the analg®@ shown in Table 2.1.

Table 2.1. Data collection template and sample dafar the statistical analysis of spacecraft

reliability
Sample unit Launch Failure date Culprit Censored time
number* date (if failure occurred) subsystem (if no failure occurred)
Spacecraft #1 11/06/1998 11/15/1998 TTC -
Spacecraft #2 03/01/2002 - - 10/02/2008
Spacecraft #1584  04/26/2004 03/28/2006 Mechanisms =

* Note that spacecraft are not necessarily arratsgesvn in chronological order

2.2.2.Nonparametric Analysis of Spacecraft Failure Data

Censoring occurs when life data for statisticallysia of a set of items is “incomplete”.
This situation occurs frequently in multiple segsn(e.g., medical and engineering

contexts) and can happen because some items isathple under study are removed
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prior to failure or because the test or observatwomdow ends prior to all items failing.
By contrast, a life data set is said to be “congjlét one observes the actual time to
failure of all the items in the sample under stutigt is, if no censoring occurs within the
data. Censoring introduces particular difficulties statistical analysis which, if not
addressed and accounted for, can significantly Kies results. There are multiple
classifications and types of censoring and diffesgatistical techniques for dealing with
them. The reader interested in extensive detaéfexred to three excellent books on the
subject: Lawless (2003), Ansell and Phillips (19841 Meeker and Escobar (1998). In
the particular case of this study, the sample aealys right-censored (random censoring)
with staggered entry. This means the followingthB) units in the sample are activated at
different points in time (i.e. the spacecraft aaariched at different calendar dates), but
all activation times in the sample are known; 2jlufas dates and censoring are
stochastic; and 3) censoring occurs either becausat (spacecratft) is retired from the
sample before a failure occurs or because the sgatés still operational at the end of

the observation window (October 2008). This sitwais illustrated in Figure 2.1.
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Figure 2.1. Censored data with staggered entry

Staggered entries are easily handled by shiftihghal activation times td = 0, which
changes the approach, and #haxis in Figure 2.1, from a calendar-time to a kltime
analysis of spacecraft reliability. Therefore smaa# reliability is investigated as a

function of time following successful orbit insenti.

Censoring of data requires particular attentionrireg a reliability function from
censored life data is not trivial, and it is im@ont that is it done properly if the results are
to be meaningful and unbiased. In this work, thevgrdul Kaplan—Meier estimator
(Kaplan and Meier, 1958) is adopted, as it is kmsted for handling the type of

censoring in the sample.

Starting withn operational units, and because of censoring, rtiyne to failure (n < n)

are collectedAssuming no ties between failures times, let
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ty <ty <..<tm (2.1)

be the failure times organized in ascending ordibe goal is to estimate the reliability

function, defined with respect to the random vdedl (time to failure) as:

R(t)° P(T. >t) (2.2)

The Kaplan—Meier estimator of the reliability fuioect with censored data is given by:

e A A N1
Rt)= Oh= O — (2.3)

alli such alli such {
that t, £t that t, £t

where:
ni = number of operational units right befage
(2.4)
=n — [number of censored units right beferg

— [number of failed units right befdgg

The complete derivation of the Kaplan-Meier estionatnd the treatment of ties in the

data are provided in Castet and Saleh (2009a) ateh &nd Castet (2011). Also in these

references are provided details about the construaf confidence intervals for the
Kaplan-Meier estimate (here using the Greenwoaat'fila, with alternative methods in

Kalbfleisch and Prentice (1980) and Lawless (2Q03))
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The on-orbit spacecraft reliability from the cerebidata set can now be analyzed. For
the 1584 spacecraft in the sample, there are 9&daitimes and 1486 censored times.

The (ordered) failure times are provided in Tabl 2

Table 2.2. Failure times (in days) of spacecraft lmched between January 1990 and October 2008

1 1 1 1 2 3 3 4 4 5 5

7 9 12 15 15 16 16 23 36 51 53
64 68 73 79 89 102 107 123 128 131 167
190 197 221 229 237 252 271 309 314 317 334
364 465 515 696 701 713 722 724 787 1053 1073
1122 1146 1167 1184 1233 1256 1347 1458 1551 1637778 1
1797 1836 1967 2009 2091 2097 2098 2181 2191 2237429 2
2434 2472 2577 2580 2624 2702 2917 2947 2963 3038077 3
3159 3268 3455 3684 3759 4192 4324 4909 5043 5207

The data is then treated with the Kaplan-Meier nestor (Eq. (2.3)), and the
Kaplan-Meier plot of spacecraft reliability showm Figure 2.2 is obtained, with 95%
confidence intervals (that is, a 95% likelihoodtttiee actual reliability will fall between

these two bounds, with the Kaplan-Meier analysts/joling the most likely estimate).

Figure 2.2 reads as follows: For example, after yars on-orbit, spacecraft reliability
will be between 95.4% and 97.8% with a 95% liketile-these values constitute the
lower and upper bounds of the 95% confidence iateatt = 2 years. In addition, the
most likely estimate of spacecraft reliability ist point in time isR = 96.4%. More
precisely:

R(t) =0.964 for 1.982yearsE t < 2.155years

Spacecraft reliability then drops to approximat@$fo after 6 years on-orbit. Past 12

years, spacecraft reliability lies roughly betwed#?% and 91%. Complete tabular data

17



are given in Castet and Saleh (2009a) and SalelCastet (2011). Comments about the

confidence interval spread are made in Chapter 3.

1.00;;;;“““““

0.99 J‘,,L,,_,J—Nonparametricestimation |
0.9811\%
0.97
0.96
0.95
0.94
0.93
0.92
0.91
0.90
0.89
0.88
0.87

Reliability

2 345 6 7 8 9 101112131415
i successful orbit insertion (years)

Figure 2.2. Kaplan-Meier plot of spacecraft reliablity with 95% confidence intervals

These are actual (field) spacecraft reliabilityutess not reliability specifications, and
they provide a first answer to “how reliable spaaéichave been?” (between 1990 and
2008). Several trends can be seen in Figure 2e2mibst noticeable one being the steep
drop in reliability during the first year of spacaft operation, which is indicative of

infant mortality. These trends are better captdwether with parametric models.
2.2.3.Parametric Analysis and Weibull Modeling of SpaeécReliability

Nonparametric analysis provides powerful resultsceithe reliability calculation is
unconstrained to fit any particular pre-definedetiiine distribution. However, this

flexibility makes nonparametric results neitheryeasr convenient to use for various

18



purposes often encountered in engineering desigg., (eeliability-based design
optimization). In addition, some failure trends guatterns are more clearly identified
and recognizable with parametric analysis. Sevasthods are available to fit parametric
distributions to the nonparametric reliability résu(as provided for example by the
Kaplan-Meier estimator), or to derive parametricat®lity distributions directly from the
failure and censored times. Probability plottingused to illustrate that spacecraft
reliability can be reasonably approximated by a Mikidistribution, and the Maximum
Likelihood Estimation (MLE) method is used to cdéta the parameters of the Weibull
distribution. However, as discussed below, sevearands are present in the
nonparametric result of spacecraft reliability thah be better captured by more complex

models, such as mixtures of Weibull distributions.

Weibull distributions and mixtures The Weibull distribution is one of the most
commonly used distribution in reliability analysihe reason for its wide adoption is that
it is quite flexible, and with an appropriate cleif one of its two parameters (the shape
parameter), it can model different kinds of faillshaviors. The Weibull distribution has
two parameters: the shape parametand the scale parameterlts failure rate can be

written as follows:

b-1

/(t)= with >0, >0,t O (2.5)

Q>

t
q

The shape parametelis dimensionless, and the scale parametgexpressed in units of

time. Its probability density function can be exqsed as follows:
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b

t
R(t)=exp - —
() =exp 7 (2.6)

The parametric reliability model with a mixture\Meibull distributions can be expressed

as follows:

k J

Rt)= a;exp- L (2.7)

= g

where:
k is thenumberof distributionsin themixture

0£aj£1 (2.8)

Weibull models for spacecraft reliabilityProbability plots constitute a simple and
visually appealing graphical estimation procedurefitting a parametric distribution to
nonparametric data. This procedure is based ofatii¢hat some parametric models such
as the Exponential or Weibull distribution can hdkreir reliability function linearized
using a particular mathematical transformation.sTtransformation for the Weibull
distribution is presented in Castet and Saleh (ap@8ad Saleh and Castet (2011). In the
case of the estimated spacecraft reliability ole@iabove, its resulting Weibull plot is

shown in Figure 2.3.
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Figure 2.3. Weibull plot of spacecraft reliability

The data points are well alignef®(= 0.9835) and this provides a first indicationt ttree
Weibull fit is indeed a good one, and that spadeariability can be justifiably
approximated by a Weibull distribution. The Maximuakelihood Estimation (MLE)
method provides more precise parametric fits thaplgcal estimation, as long as the
sample size is not exceedingly small (e.g., in $higle digits). The MLE method is
analytically more involved than the graphical esiiilon techniques, and requires 1)
determining the right formulation of the Likeliho@ahction for a chosen distribution and
type of censoring, as will be shown shortly, angls@arching for an optimum of this
function, which can be accomplished through vari@mesnputational or analytical
techniques. The values of unknown parameters of dis&ibution parameters that
maximize the Likelihood Function are termed the Maxm Likelihood Estimates and
the method is known as the MLE. The complete aitallytierivation of the MLE in the
case of a Weibull distribution is provided in Salahd Castet (2011). The resulting

Weibull reliability function for spacecraft is gimeas follows:

21



0.4521

R(t) =exp - %07 ,tinyears (2.9)

The shape parameter of the Weibull distributiéon=(0.4521) is smaller than 1, which

indicates that spacecrafifant mortality is a robust finding.

In addition to the Weibull distribution to parameaidly model spacecratft reliability, other
distributions were investigated, and in particulx MLE lognormal fit was also

conducted, and the resulting p.d.f. is:

- (In(t)- m?

e 252
tsv2p

f(t,ms)=
(2.10)

with 7=9.7646 ands =5.2209 for t in years

The residuals of the lognormal distribution indeahat although it is a relatively
accurate representation of the nonparametric (beadt) satellite reliability results, the
lognormal distribution is less precise and a moasdd fit of satellite reliability than the
Weibull distribution. As a conclusion, the Weibuistribution is retained for the

remainder of this dissertation.

In the case of a 2-Weibull mixture distributionetMLE method yields the following
(method and step-by-step derivation of the MLEWéeibull mixtures provided in Saleh

and Castet (2011). Also in that reference are pexVialternative methods based on
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Dempsteret al (1977), or McLachlan and Krishnan (2008), Tithgton, et al. (1985)
and Kvam and Vidakovic (2007)):
0.3760 29937

+0.0275exp - é ,tin years (2.11)

R(t) =0.9725%exp -
® P 143101

Note that the first Weibull shape parameter< 1 captures spacecraft infant mortality,
whereas the second Weibull shape parameterl captures spacecraft wear-out failures.
These two parametric models of the spacecrafthiétia are shown in Figure 2.4 and

Figure 2.5, superimposed on the nonparametrichiétiaresults.

It can be observed that both parametric modelsigeorelatively precise approximation
of the nonparametric reliability as can been seemfFigure 2.4 and Figure 2.5.
However, upon closer inspection, it is clear tha¢ 2-Weibull mixture distribution
follows with a higher accuracy the trends presemntthe nonparametric spacecraft
reliability. To quantify this difference in accusgaa detailed analysis of the residuals of
both parametric models is conducted with respecth& nonparametric reliability, as
shown in Figure 2.6. Figure 2fresents two box-plots for the residuals of theglein
Weibull and the 2-Weibull mixture distributions. & that the box-plot reads as follows:
the lower boundary of the “box” is determined bg thist quartile (25th percentile) of the
residuals, and the upper boundary by the thirdtdqed75th percentile). The line within
the box corresponds to the median value, and theskers” outside the box represent

the minimum and maximum of the residuals.
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Figure 2.6. Box plots of the residuals between th&eibull fits and the nonparametric reliability over
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Figure 2.6 confirms the higher precision of the twmig of distributions over 15 years.
The residuals of the mixture distribution have aaben spread than those of the single-

function parametric fit:

The 25th and 75th percentile are less dispersethéomixture distribution (i.e.,

smaller box);

The extreme values are less spread (i.e., shohiskers);

The residuals of the 2-Weibull mixture distributioare clearly more

symmetrically dispersed that those of the singlebide In addition, the residuals
between the 2-Weibull and the nonparametric rdligbiresults are quasi-

normally distributed which is a good indication tth@o bias remains in the
parametric mixture model and all failure trends éndoeen captured by the 2-
Weibull mixture distribution. This last comment @lsndicates that it is

superfluous to fit higher order mixture distributsok > 2).
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As a conclusion, the following suggestions are méaole researchers and industry
professionals should they wish to use these spaiteetiability results. First, the use the
nonparametric results is recommended as the mostate reflection of actual spacecraft
reliability. However, if the context of the study mot amenable to manipulating or using
nonparametric results, then the use of the 2-Weinisture fit is recommended. The
single Weibull MLE fit can be used if simplicity sought and the study does not require

a high level of precision.

2.2.4.Discussion and Limitations

A discussion is in order regarding the challengss lanitations of statistical analysis of
spacecraft reliability in general, and the analysisl results in the previous section in
particular. First note that the results here predidepresent the “collective” failure
behavior of Earth-orbiting spacecraft launched leetev1990 and 2008. It can be argued
however that no two spacecraft are truly alike, #mat every spacecraft operates in a
distinct environment, in different orbits or eveithin the same orbit, where spacecratft,
unless they are co-located, are exposed to diffespace environment conditions. The
situation of the space industry is different fronatt for example of the semi-conductor
industry where data on, say, thousands of identrealsistors operating under identical
environmental conditions are available for statatianalysis, or other industries with
items for which failure data can be easily obtaifexin accelerated testing or field
operation. The consequence is that in the absehcspacecraft mass production,”
statistical analysis of spacecraft failure andatglity data faces the dilemma of choosing

between calculating precise “average” spacecrdftbiéty or deriving a possibly
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uncertain “specific” spacecraft platform reliakylitThis dilemma is explained in the

following two possible approaches.

The first approach is to lump together differendcgrraft and analyze their “collective”
on-orbit failure behavior, assuming that the falutimes of the spacecraft are
independent and identically distributedl). The advantage of doing so is that one can
work with a relatively large sample (a few hundmrdhousand of units), as done in this
section, and thus obtain some precision and a wagonfidence interval for the
“collective” reliability analyzed (a single-digit epcentage point dispersion). The
disadvantage is that thid assumption can be challenged, and the “collectieBability
calculated (with precision) may not reflect the @pe reliability of a particular type of

spacecraft in a particular orbit.

The second approach is to specialize the data,efample for specific spacecraft
platform or mission type, or for spacecraft in pgafar orbits. The advantage of doing so
is that the reliability analyzed is specific to ttype of spacecraft considered (it is no
longer a “collective” on-orbit reliability). The sladvantage is that the sample size is
reduced, and as a consequence, the confidenceahtexpands. Given the available
number of spacecraft (a few thousands), inapprtgdata specialization, which could
reduce the sample size to say fewer than a hurdteedpoints, will result in significantly
large confidence intervals, and thus highly dispérand uncertain “specific” spacecraft

reliability results.
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This section provided results based on the firpt@gch, the “collective” failure behavior
of spacecraft recently launched. The second apprea@dopted in Castet and Saleh
(2009b), Hiriart,et al (2009), and Dubos, Castet and Saleh (2010), wiediability

results based on careful data specialization bgexpaft mission type, orbit type, and

mass category are derived.

2.2.5.Spacecraft Subsystem Reliability and Comparativenti@ution to

Spacecraft Unreliability

In this subsection, , the previous statistical gsialof spacecraft reliability is extended to
include spacecraft subsystems, that is, the amalisi narrowed down from the
system-level to the subsystem-level failures, agléability results, nonparametric and
parametric, are derived for spacecraft subsystdrs.two broad questions addressed
here are, 1yvhat are the reliability profiles of various spacecaft subsystems?And 2)

to what extent does each subsystem contribute todloverall failures of spacecraft?
The answer to the second question constitutes gpa@tive analysis of subsystems
failure, from an actuarial perspective, and alldarsexample the identification of culprit
subsystems driving spacecraft unreliability. Theutess here provided should prove
helpful to spacecraft manufacturers by allowingnthéo hone in on problematic

subsystems that would benefit most from increassting and reliability improvements.
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Spacecraft subsystem identificatiomhe statistical failure data analysis at the gstesn

level is enabled by, and confined to, the subsysteientified in the database:

8.

9.

Gyro / Sensor / Reaction Wheel (hereafter refetoess Gyro)

Thruster / Fuel (Thruster)

Beam / Antenna Operation / Deployment (Beam)

Control Processor (CP)

Mechanisms / Structures / Thermal (Mechanisms)

Payload Instrument / Amplifier / On-board Data /n@muter / Transponder
(Payload)

Battery / Cell (Battery)

Electrical Distribution (ED)

Solar Array Deployment (SAD)

10. Solar Array Operating (SAO)

11.Telemetry, Tracking and Command (TTC)

Descriptions of these subsystems can be found xtbhdeks on spacecraft systems

engineering such as in Fortesceteal (2003) or Wertz and Larson (1999). When the

culprit subsystem that led to the failure of thesgxraft could not be identified, the

failure of the spacecraft is ascribed to an “Unknbwategory in the database. Only the

Beam/Antenna operation/deployment subsystem exshitmitClass | failure in the dataset.

Thus the following study is confined to the 10 remray subsystems plus the unknown

category.
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Nonparametric reliability of spacecraft subsysteni$he subsystem failure data is treated
with the Kaplan-Meier estimator (Eq. (2.3)), and Kaplan-Meier plots of the reliability
of all the spacecraft subsystems along with 95%idence intervals are shown in Figure

2.7 and Figure 2.8.

Figure 2.7 and Figure 2.8 read as follows. Consider‘Gyro” subsystem, its reliability
is shown in the upper-left corner of Figure 2.7tedfa successful launch, the reliability of
this subsystem drops to approximately 99.5% after years on-orbit. More precisely :

R(t) =0.9948 for 1146daysE t <1967days
thdis 3.137yearsEt <5.385years

In addition, the reliability of this subsystem widll between 99.1% and 99.9%, its 95%

confidence interval, over this period of time.

This same “reading grid” regarding the estimatdahlodity R(t)and confidence interval

applies to all the other subsystems of Figure 2@ Bigure 2.8. Notice the particular
nonparametric reliability of the Solar Array Dephognt, a constant, which is due to the
one-shot nature of this “subsystem” (or more prdgjsto this phase of the solar array

subsystem).
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Figure 2.8. Spacecraft subsystems reliability witl®5% confidence intervals (2/2)

A general observation can be made regarding thespamametric reliability results,
on orbit (and above 97% for the lower bound of 36&6 confidence interval). However,
the collective failure contributions of these sutisyns lead to spacecraft reliability in the
80% to 90% range as seen in the previous subseetionstly situation, considering that
launch, and they do not benefit from physical as@®d maintenance to remedy on orbit
failures. Consequently, improvements to spaceaufisystem reliability are warranted,

these high-value assets often cost several hunahi#hns of dollars to design and



and the nonparametric results in Figure 2.7 andrEi@.8. provide a first indication of
possible subsystem failure patterns to target antedy. Notice for example the distinct
and marked infant mortality failures of the ThrusteFuel and the TTC subsystems,

which could be eliminated through improved testndpurn-in procedures.

Weibull modeling of spacecraft subsystem relialyilitweibull distributions have been
shown previously to be adequate for modeling spafeaeliability. The same
observation can be extended to spacecraft subsysésnmdemonstrated in Castet and
Saleh (2009c) and Saleh and Castet (2011). Théingsmodels from the MLE methods
are given in Table 2.3. It is shown in these twiemences that the resulting Weibull
distributions are a good fit for the nonparametasults. Improved accuracy, if needed,

can be obtained as done previously through theusexture distributions.

Table 2.3. Maximum Likelihood Estimates of the Weihll parameters for subsystem reliability

Subsystem b —a
years
Gyro / Sensor / Reaction Wheel 0.7182 3831
Thruster / Fuel 0.3375 6,206,945
Control Processor 1.4560 408
Mechanisms / Structures / Thermal 0.3560 2,308,746
Payload Instrument / Amplifier / On-board Data /nquuter / Transponder 0.8874 7983
Battery / Cell 0.7460 7733
Electrical distribution 0.5021 169,272
Solar Array Deployment - -
Solar Array Operating 0.4035 1,965,868
Telemetry Tracking and Command 0.3939 400,982

Note that no values of the Weibull parameters armeviged for the Solar Array
Deployment subsystem. As discussed previously;3btar Array Deployment” is a one-

shot “subsystem” and a Weibull fit is not meaningfuthis case. A Weibull fit can also
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be conducted on the data assigned to the “Unknavatégory. The resulting Weibull

parameters aré = 0.4011 andy = 5836474 years.

The important result in Table 2.3 is thak spacecraft subsystems, with the exception
of the Control Processor, suffer from infant mortaity (shape parametdr< 1). This
finding has important implications for the spacelustry and should prompt serious

considerations for improved subsystem testing amd-in procedures.

Comparative analysis of subsystem failureA comparative analysis of subsystem
failure is provided in this section and the culpstibsystems driving spacecraft
unreliability are identified. More specifically, gélrelative contribution of each subsystem
to the failure of the spacecraft in the sampleuiardified. In addition, a time dimension is
added to this analysis by investigating the evolutiver time of the relative contribution
of each subsystem to the loss of spacecraft. Theadien of the percentage contribution
of subsystenj to the failure of a spacecraft, namegdis not trivial and the complete
original derivation is available in Saleh and Cagk®11) and an illustrative example is

shown in Kim, Castet and Saleh (2012).

Deriving rj for all subsystem addresses the second questitnso$ubsection, namely to
what extent each subsystem contributes to the byailares of spacecraft. The results of
the analysis can be displayed in one figure, shgwihther; forj = 1 to 11 as a function
of time. Doing so however would result in an excegly cluttered figure. For

readability purposes, the results are split into foanels in Figure 2.9.
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Figure 2.9. Relative contribution of various subsy®ems to spacecraft failure

Figure 2.9 shows the evolution over time of thetabation of each subsystem to the loss

of spacecraft. For example, it can be seen indvel-left quadrant of Figure 2.9, that the

Control Processor (CP) contributes approximately t6%he total failures of spacecraft

over 15 years. Similarly in the upper-left quadrahfigure 2.9, it is observed that the
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Gyro and TTC are the major contributors to spadetadures with respectively 20% and

15% of spacecratft failures due to these subsystaersa period of 15 years.

These results clearly mark tihi@C, Gyro, and Thruster/Fuel subsystems as the majo
culprits driving spacecraft unreliability and the ones that would benefit most from
reliability improvements. The Gyro and the Thrubtael are the two subsystems of the
macro spacecraft subsystem Attitude and Orbit @br8ubsystem (AOCS). As a side
node, if the Battery/Cell, ED, SAD and SAO are ¢dersed together within the larger
Electrical Power Subsystem (EPS), their combined contributions to spacecraft
unreliability class them as major protagonists §pacecraft complete loss, as shown in
Kim, Castet and Saleh (2012). A complete discussiotihe results presented in Figure
2.9 is available in Saleh and Castet (2011). Asrclaision, Figure 2.9 provides some
guidance to engineers working on spacecraft desigand corresponding reliability

testing programs

Figure 2.10 provides a more readable version afifei@.9. Instead of the evolution over
time of r;, Figure 2.10 provides a snapshot or static pictofethe subsystems’
contributions to spacecraft failures at four digerpoints in time, after 30 days, after 1
year, after 5 years, and after 10 years on-orliguré 2.10 in effect represents vertical
cuts across Figure 2.9, and while the dynamicalrmétion portrayed in this figure is
lost, readability and accuracy (or finer resoluji@gained at the discrete points in time

selected
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Figure 2.10. Subsystem contributions to spacecrafailures after 30 days, 1 year, 5 years, and 10
years on-orbit

Similar observation can be made on Figure 2.10addition, note in the upper-left
quadrant of Figure 2.10 that the Solar Array (Dgpient and Operating) and TTC
account respectively for 20% and 28% of the faguoé the first 30 days on-orbit. Thus
spacecraft infant mortality is driven to a largaest by these two subsystems, followed

by the Thruster/Fuel subsystem, during the firshth@n orbit
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2.3.Summary

The technical literature has long recognized thpartance of spacecraft reliability, but
little analysis based on actual extensive flightadhas been conducted. The present
chapter helps to fill this gap by 1) conductindharbugh statistical analysis of recent on-
orbit spacecraft reliability data and on a sigrifidy large sample, 2) fitting parametric
models to the actual/observed reliability and )jwieg reliability profiles of spacecraft
subsystems and quantifying their relative contrdyutto satellite failures, enabling the

identification of the subsystems that drive spaggamreliability.

Fundamental results or this chapter includes tHewng: the spacecraft failures
examined in this thesis exhibit a clear infant raliy trends, as well most subsystem
failures (with the exception of the control proaa$s it was shown that the Weibull
distribution is an appropriate model (single or taig) for spacecratft reliability. Finally,
particular subsystems such as the TTC or the Gyre wutlined as major contributors to
spacecraft failures, and the time-dependence toiton of each subsystem was clearly
identified. As such, the TTC and the solar arraledia significant part of the infant
mortality. These analyses provides helpful feedbi@ckhe space industry in providing
results, but also reproducible reliability methdolsredesigning spacecraft and spacecraft
subsystems, their test and screening programs,paovdding an empirical basis for
subsystem redundancy allocation and reliabilityndlhoplans. In the subsequent chapter,
a more detailed approach to the degradation behadiospacecraft subsystems is
developed by accounting for and analyzing theirnaaees and partial failures, i.e.,

failures of different severities, not just Clagsokal) failures.
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CHAPTER 3

MULTI-STATE FAILURE ANALYSIS OF SPACECRAFT SUBSYSTE MS

3.1.Introduction

The previous section dealt with reliability of spaaft and spacecraft subsystems, a
critical design attribute for high value assetse ®vents considered were catastrophic
failures (Class 1) that lead to the complete lokshe spacecraft. As a result, only two
states were considereoperationalandfailed, and the (sub)systems were analyzed and
modeled as being in one of these two states. lhtyeanany engineering artifacts,
spacecraft included, can experience failure evaitsvarying severities, and thus
transition from fully operational to various statgspartial degradations, not necessarily
complete failures. Indeed, the database used éostttistical analysis in the present work
identifies four classes of anomaly and failure &mch spacecraft subsystem: three

degraded states, and one failed state (complétedhi

Class IV: minor/temporary/repairable failure thaied not have a significant
permanent impact on the operation of the spacearats subsystems;

Class lll: major non-repairable failure that causies loss of redundancy to the
operation of a spacecraft or its subsystems onrageent basis;

Class II: major non-repairable failure that affettte operation of a spacecraft or

its subsystems on a permanent basis;
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Class I: subsystem failure causing spacecrafteratints. This effectively means

the total failure of the spacecraft due to a (diahaubsystem failure.

All the anomalies and failure events experiencedhgy spacecraft in the sample were

collected, and their distribution across the déferclasses is shown in Figure 3.1.

Total: 773

Class |,12.7%

Class IV-Ill, 41.3%

Class Il, 46.1%

Figure 3.1. Distribution of anomaly and failure evats by severity for spacecraft successfully
launched between January 1990 and October 2008

Partial failures of different severities constitatsignificant portion of anomalous events
spacecraft experience on orbit, and as such thedtysis provides additional and
important pieces of information toward the underdiag of spacecraft and subsystems’
failure behavior and propensity. The numbers presein Figure 3.1 should not be
overly interpreted beyond the important messagethiey convey, namely that focusing
solely on the reliability of spacecraft, definedtls probability of being in an operational
(not total failure) state, misses an important pérspacecraft on orbit degradation and
failure behavior. This leads to the following quess: How can the functionality
degradation of an item be analyzedandHow does specific spacecraft subsystems

functionality degrade in time?
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3.2. Setting the Stage for Multi-State Failure Analysis

To answer these questions, the investigation dtirfes of spacecraft subsystems is
extended in a new direction beyond the binary cpnhoé reliability to the analysis of

anomalies and multi-state failures, or failure dseof different severities, as shown in
Figure 3.2. Multi-state failure analysis introducelegraded states” or partial failures,
and thus provides more insights through finer nesmh into the degradation behavior of

an item, and its progression towards completeriailu

SPACECRAFT SPACECRAFT

g g -
Spacecratft Spacecraft Multi-state failure analysis of
reliability subsystems reliability spacecraft subsystems

- L oem |
O — Operational state \ @ w
F — Failed state ‘ @ T
D1 — Degraded state 1
D2 — Degraded state 2 ‘ G @ ‘

D3 — Degraded state 3

Figure 3.2. Progression in the statistical analysisf spacecraft and spacecraft subsystem failures

The failure state diagram for each subsystem isvehim Figure 3.3. State 1 (Class |
failure) is referred to in stochastic modeling asabsorbing state: it cannot be recovered

from, and as such no outbound transitions emamaie it. No transitions are shown on
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Figure 3.3 from a patrtially failed state towardkigher functional state (i.e., no directed
arc from $to S{+1) fori 1). In reality, few transitions (3.6%) in the da@ge occur in

this “healing” direction. Incidentally, the argunten support of on-orbit servicing can be
made in relation to these “healing” state trans#ioThis subject however is beyond the

scope of the present work (see Sakdrgl (2003) for details about on-orbit servicing).

Fully operational  { S4 Class IV — Class Il

Minor anomaly/degradation

Total failure S1

Class Il
Class | @ﬂ Major anomaly/degradation

Figure 3.3. Multi-state and transition diagram for spacecraft subsystem failure behavior

Consider the following notations:

Tj: transition between the stdtand statg

P;: conditional probability of transitioning from $¢4 to statg

For example the transition for a subsystem fromlly bperational state (S4) to a major
anomaly (S2) is labeled,,, and the probability of transitioning between théso states
is P42. How to calculate these probabilities of transitng is the focus of the next

section.
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3.3.Multi-State Failure Analysis: Theoretical Developma&t and Application to

Spacecraft Subsystems

3.3.1.Nonparametric Analyses of Subsystems’ Multi-StaikiFes

In this section, the failure and anomaly data fralinthe states previously defined are
used to compute the probability of transitioningnfr one state to another for all the
spacecraft subsystems. The following data is cteéor each subsystem and each state
transition (,j): 1) its date of arrival in staie 2) its date of leaving stateo statg, if this

transition occurred; and 3) the “censored timeh# state transition,|) did not occurred.

Particular attention is required in handling cemsgprin addition, beyond the procedure
for handling right-censored data in the binary cafseeliability analysis described in the
previous chapter, multi-state failures introduceadditional subtlety in the definition of
censored data and its handling. The dataset isatdlom-censored with staggered entry,

meaning the following:

The subsystems in the sample are activated (agridate in state or launch date
fori = 4) at different points in time, but all thesdieation times are known.
Departure dates from stdtéo statg are stochastic (and so is censoring).
Censoring occurs because a spacecraft is retioed thhe sample befor; occurs
or because the end of the observation window ishiegh (October 2008) without
the subsystem experiencing to the transifignin addition, in multi-state failure

analysis, when studyin@; for a given subsystem, censoring also occurs winen
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subsystem transitions to a statdifferent from statg. In this caseTy, with k?* |
is considered censoring for the calculatiorTpfFor example, when studyings,
that is, the transition of a subsystem from théyfaperational state to the minor
anomaly/degradation stafBss is censored by, andTa,, the transitions to state 2

and state 1 (major anomaly/degradation and toilak&).

Accordingly, the Kaplan-Meier estimator needs tcadepted to estimate the conditional
probability P; of transitioning from stateto statg in the context of multi-state failures
with their distinct censoring. To illustrate thi®ipt, consider the transition diagram
shown in Figure 3.4The following focuses on estimating the probabitfytransitioning
from statei to statej, P;. This in effect is a conditional probability, whieneans if the
item is in statd, it is P; likely to have transitioned to stagdy the timet. Recall that
censoring in the binary reliability analysis imglithat an item has been removed from
observation (for various reasons) prior to the ommce of failure. In multi-state failure
analysis, any transition to another state tharotieeof interest, in the example from state
i to statg, is also considered censoring. For example, inrei@.4, the transitions from
the state to the state ors(r* j ands?! j) are considered censoring for the calculation of

GNO

Figure 3.4. Censoring ofP;
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The estimateﬁ;j of P; is written as:

~ _ ~ _ ~ nlj,k - 1

RO=1- Obfi= O —— (3.1)
allk such allksuch ik '
that {4 £t that §j ¢ £t

where:
tij: time to K" departure from stateto statej (arranged in ascending

order)

nj, Kk = number of units in staieight beforet;j( (3.2)

=n— [number of censored units right beftyg)]

— [number of units having transitioned to satight beforet;; )]

The treatment of ties in the data in the contexnatti-state failures is provided in Castet
and Saleh (2010) and Saleh and Castet (2011). iAlsbese references are provided

details about the construction of confidence irdaé¥or multi-state failure analysis.

With the background information, the multi-stateildiee analysis of spacecraft

subsystems can now be applied to the on-orbit alyoarad failure data of the 1584

spacecraft in the sample to obtain the nonparame&;timationséj of P;;.

How many nonparametric calculations al?adare there? The combinatorics of the multi-

state problem involves the following:
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The multi-state analysis covers 11 spacecraft |ibsys and 4 states for each
subsystem (plus one unknown category).
Therefore theoretically, for each subsystem, waikhcalculate 4= 16 transition
probabilities. This number however is reduced bseaaf the following two
reasons:

0 The probabilityP; is a dependent variable on &] (i ? j) and does not

require a dedicated nonparametric calculation. ddresequence is that we

are left with 4 — 4 = 12 transition probabilitieg to estimate (i.e., no

estimation oflsii)
o With the additional assumption of no transitiontle healing direction,

the transitions from a partially failed state tod&ara higher functional
state are eliminated, and 12 — (3 + 2 + 1) = 6sitam probabilitieséj are

left to estimate for each subsystem, as showngarEi3.3.

With 11 subsystems and 6 possible state transifmmsach subsystem to calculate, there
are 66 nonparametric probabilities to estimate I(@iog the unknown category). In
addition, two (nonparametric) calculations for ea@nsition probability are required to
estimate the 95% confidence interval. As a reslf8 nonparametric calculations are
needed to fully characterize the multi-state falbehavior of the satellites in the sample,
given the number of subsystems and the classeslofefs identified. This proliferation
of transition probabilities is in effect one of theain difficulties in statistically handling
multi-state failures compared to the simple (bipagliability analysis, and is rightfully

described as the “dimension damnation” by Lisniamaskl Levitin (2003)However, the
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insights that emerge from multi-state failure asedyare significantly worth this added

complexity, as will be shown shortly.

Figure 3.5 provides an example of the nonparametilculations. Shown are the six
transition probabilities of the Gyro / Sensor / Btemn wheel subsystem. Figure 3.5 reads
as follows. For example, after four years on-orthie Gyro subsystem is roughly 4.8%
likely to have transitioned from state 4 to stat@yBnor anomaly; additionallyP,3 will

fall between 3.5% and 6.0% with 95% confidenced% likely to have transitioned from
state 4 to state 2 (major anomaly), and 0.3% likelyrave transitioned from state 4 to
state 1 (total failure). The probabilities of tramsing P, P3; andP,; provide a finer
resolution in the mechanisms leading to the tatak lof the spacecraft, as opposed to

traditional reliability analyses that lump togethieese transitions.

Several transitions between states for variousystiéis are not present in the dataset
here analyzed. For example, for the Thruster / Rudsystem has no transition that
occurred on orbit between a minor anomaly (Statar8) a complete failure (State 1) in
the dataset. As a result, this transition is ndbjextt to statistical analysis. Other
transitions also do not occur in the dataset, tedsicing the total number of transitions
to 48 and a total of 144 nonparametric calculatimsluding the unknown category).
The absent transitions can be seen in Table 3.Tahkk 3.2 noted as “NA”. All the 144
calculations are not shown here for convenience,niare are provided in Castet and
Saleh (2010) and Saleh and Castet (2011). The eananiits for all these transition

probabilities are provided next.
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Figure 3.5. Probabilities of transitioning for the Gyro subsystem
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3.3.2.Weibull Parametric Models

Since the interest herein is in the cumulativeufail likelihood (the transition to a
degraded state), the shape and scale parametke dbltowing are calculated with the

MLE procedure, and given in and Table 3.1 and TalR2e

t
P, (t) =1- exp - 7 (3.3)

Table 3.1. Weibull parameters for the spacecraft dsystemsP; ( is dimensionlessgis given in years)

Gyro / Sensor / Reaction wheel Thruster / Fuel BN Qg;tla:;rﬁeonp;eratlon U
Pj q Pj q Pj q
Pas 0.4731 2758 Pas 0.3827 171879 | Pgs 0.0019 *
P, 0.3685 336231 | Pg 0.4763 8591 P, 0.2468 436409190
P 0.5635 65547 P 0.3114 29975357| Py NA
Ps, 1.1950 33 Ps, 0.6052 46 Ps, NA
Ps; 0.7551 546 Ps; NA Ps; NA
P,y 0.4653 134 P,y 0.2632 589300 | P, NA
: Payload Instrument / Amplifier
Control Processor Mechanl_f_hm:rzni':ructures/ / gn—board data / Compﬁter/
Transponder
Pi q Pi q Pi q
Pas 0.6585 3562 Pas 0.3840 4952368 | Pgs 0.4474 4065
P, NA P, 0.0060 * P, 0.4691 3170
P41 NA P 0.3572 19794952| Py 0.6701 119171
Ps, 0.5487 1056 Ps, NA Ps, 0.6647 38
Ps; 0.7231 45 Ps; NA Ps; NA
P,y 1* Py1 NA P,y 0.2513 169439610

* Due to the constant form of the nonparametriozeu Weibull fit is not meaningful in these casBEse
values are the probabilities of transitioning o¥Bryears.
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Table 3.2. Weibull parameters for the spacecraft dusystemsP; ( is dimensionlessgis given in years)

Battery / Cell Electrical distribution Solar array deployment

Pi q Pi q Pi q
Pas 0.3855 9946825 | Py; 0.3663 13753674| Pgs 0.0015 *
Pa, 0.4134 357357 | Pu, 0.3526 11893973| P,, 0.0040 *
P 0.9239 4431 Pa 0.5215 144569 | P, 0.0013 *
Ps, NA Ps, 1.1329 38 Ps, NA
Pay NA Pa1 NA Pa1 NA
Py | 02353 1936 | P, | 04618 | 376 | Py NA

Solar array operating TeIemeCtI(')yr,n'rl;]r:r(]:l(;éng e Unknown
Pi q Pj q Pj q
Pas 0.3216 3237079 | P 0.3668 205920 | P NA
Ps, 0.4724 4313 Ps, 0.5249 19577 | P, 0.3766 1471383
Pa 0.2527 3.45E10 | Py, 0.3098 29482835| Py, 0.4020 5578316
Ps, 0.7268 16 Ps, 0.2273 390440 | Py, NA
Pa; 0.5935 646 Pay NA =3 NA
Py 0.4307 4501 Py 0.3374 \ 87 Py NA

* The Solar Array Deployment is a one-shot “subsgstand a Weibull fit is not meaningful in this eas
Thus these are the probabilities of transitionirmgrdl5 years.

Figure 3.6 shows the nonparametric curves (witt9B#é confidence interval) for the,,

of the Gyro subsystem, and tlﬁp2 of the Thruster / Fuel subsystem, superimposed on

their respective MLE Weibull fits. Figure 3.6 prdes a visual confirmation that the

Weibull distributions with the MLE parameters proed in Table 3.1 are good fits for the
P,,Of the Gyro subsystem and tiig of the Thruster / Fuel subsystem. Similar resailes

obtained for the other probabilities of transitimgiof the spacecraft subsystems using the

Weibull parameters given in Table 3.1 and Table 3.2

2 These results exclude the endemic failures offfh@ subsystem of the GLOBALSTAR fleet (47 Class II
failures).
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Figure 3.6. Examples of nonparametric probabilitiesof transitioning and Weibull fits

Given the relative complexity of subsystem modséjeral tests were devised to verify
that the parametric models were properly derived, that they reflected actual on-orbit
data. This validation procedure is presented intéfand Saleh (2010) and Saleh and
Castet (2011). The conclusion of the validationthat the parametric models are

appropriate and exhaustive.

3.3.3.Discussion about Uncertainty and Confidence InteBread

For reliability or multi-state analyses, the unaarty that arises from the censoring in the
data (or the lack of a complete data set) is captlny the confidence intervals. Indeed,
the Kaplan-Meier estimator (for reliability or treapted one for the probabilities of
transitioning) provides a maximum likelihood esttmabut does not inform about the

dispersion around that estimate. As a consequente necessary to build confidence
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intervals to display the uncertainty associatechwiite best estimate, and their analysis
yields interesting observations. Note that the iclamfce interval spread increases with
time, as seen for example in Figure 2.2 (spaceopgaébility), Figure 2.7 and Figure 2.8
(spacecraft subsystems reliability) and Figure (Brobabilities of transitioning between
states for the Gyro subsystem). For example, imréi@.2, after two years on-orbit, the
spacecraft reliability is dispersed over a 2 pem@ge point interval (with 95%
confidence), whereas after 12 years on-orbit, titelle reliability is dispersed over a
3.7 percentage point interval. In the case of thdtiratate analysis, the probability of
transitioning between the fully operational statel he minor anomaly statBys, for the
Gyro subsystem is dispersed over a 1.6 percentame ipterval after 1 year on orbit,
while it is dispersed over 3.9 percentage poirgridl after 15 years on orbit. This is a
direct result of the decreasing sample size wittetand how it is handled in Eq. (2.3) for
reliability analysis as more spacecraft fail or egered from the sample due to censoring
effects or in Eq. (3.1) for multi-state analysisnagre spacecraft transition to the state of
interest or are retired from the sample due to awemg effects. The spread of the
confidence intervals remains small and shows tiegée reliability and multi-state failure

results are precise.

Another observation about uncertainty in multi-stahalysis can be seen in Figure 3.5: in
the case of the Gyro subsystem, the confidencevaltspread is larger fdPs,, P3; and
P, than for any probabilities of transitioning outtb€ fully operational state SB4, P42
andP,1). For example, the maximum confidence intervakagris about 11 percentage
points forPs;, while the maximum spread féY; is about 2.5 percentage points. This is a

direct consequence of the difference in sample dare deriving probabilities of
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transitioning: for the transitions out of S4, treargple consists of all the 1584 spacecraft
in the sample used in Chapter 2, while the sanfplethe transitions out of S3 and S2 are
reduced to the spacecraft among the 1584 spacétaafeffectively transitioned to these
states in the original sample. In the case of the (352 spacecraft transitioned to a minor
degradation state (S3) and 30 to a major degradatiamte (S2). A similar trend can be
observed for all the spacecraft subsystems undeideration in this thesis. The impact
of this uncertainty on the probabilities of residgnn degraded states is lessened due to
the small number of spacecraft that are subjeatethése transitions. Decreasing the
uncertainty (decreasing confidence interval spread)d be obtained by collecting more
precise and complete data about the degradationfahde behavior of spacecraft
subsystems for these states, with improved spdtetede of health (SOH) monitoring,

or running accelerated life testing (ALT).

The multi-state results and further simulationsthrs thesis are confined to the best
estimates of these probabilities. Propagating theaertainties to the final results could
bring an additional piece of information to the datation and failure behavior of the
different space systems considered, and could béuiful avenue for future

improvements.
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3.4.Comparative Reliability and Multi-State Failure Analyses of Spacecraft

Subsystem: the Thruster/Fuel Subsystem Example

In this section, complete multi-state failure résubre provided, resulting from
simulations, for a specific spacecraft subsysteme: Thruster / Fuel subsystem. This
subsystem was chosen in part because it was igehiif the previous chapter as a major
culprit driving spacecratft unreliability. In addin, this subsystem was chosen because its
multi-state failure analysis clearly identifies kigights that cannot be captured by the
traditional (binary) reliability analysis. Howevemulti-state analyses have been
conducted for all subsystems, and plots are predeint the appendix of this chapter.
Analyses of more subsystems (e.g., the Gyro orTih€) are presented in Castet and

Saleh (2010) and Saleh and Castet (2011).

The Thruster/Fuel subsystem is a major contribtd@pacecratft failures, especially over
the early years of the spacecraft service life.d&s@mple, over the first 10 years on orbit,
13% of all spacecraft failures are due to the TieniSuel subsystem, and for the first
year on orbit, 20% of all spacecraft failures ave do this subsystem. Figure 3.7 shows
on the left the reliability curve and the probalilof being in state 4, that is, the
probability of being fully operational for the Tlater/Fuel subsystem. The reliability
curve, or survivor function, represents the proligbof the subsystem not being in the
failed state 1. On the right of Figure 3.7 are shdlae different probabilities of being in

degraded states, from state 1 to state 3
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Figure 3.7. (left) Reliability and probability of being fully operational and (right) degraded states
probabilities for the Thruster / Fuel subsystem

Figure 3.7 highlights an important distinction tl&tmade in multi-state failure analysis
but that cannot be captured by the traditional gty reliability analysis, namely the
distinction between being in a fully operation stahd being in the non-total failure state.
To clarify this point, consider the following. Theo left curves in Figure 3.7 are
separated by a distinct and growing gap, with répghpercentage point difference at
t = 15 years. The upper reliability curve indicatieat the subsystem is 98.5% reliable
after 15 years, that is, the subsystem is 98.5%l\iko be operational (not broken),
whereas the multi-state failure analysis (loweweliindicates that the subsystem is only
91.5% likely to be fully operational after 15 years

The difference is not negligible and can have ingadrconsequences, the most important
probably being that a 98.5% reliable subsystemr dfte years may not trigger any
engineering action whereas a 91.5% fully operatienésystem may prompt a careful

analysis of the subsystem (partial) failure modes$ support improvement efforts.

55



The distinction between these two probabilitiesa gubsystem occupying different states
(fully operational versus non-total failure statBe¥ of course in the partial failures that
are introduced and probed by the multi-state failanalysis. The probabilities of
occupying any one of the failure states over 15s/aee shown on the right of Figure 3.7,
and read as follows. For example,tat 10 years, there is a 1.7% probability that the
subsystem is in a minor anomaly state (S3), 4.4& the subsystem is in a major
anomaly state (S2)—these states and probabilitesnat visible to the traditional
reliability analysis—and a 1.1% that the subsystientotally failed (S1). This last
probability is in effect the complement of the adiility of the subsystem (the failed curve
on the right of Figure 3.7 is the complement of takability curve on the left of Figure

3.7).

The most interesting feature of the multi-statéufai analysis of this subsystem is the
dynamics of the degraded states, and especiallyptbieability of being in the major

anomaly state (S2). The probability of being in @maen anomaly is low (less than 2%),
whereas the probability of being in a major anomatgite is significantly higher,

continuously increasing over the years to eventuadhch approximately 5% after 15
years. The fast increase in the probability of sréoning to state 3 (major anomaly) in
the early years can be termed “infant severe degiad of the Thruster/ Fuel subsystem,

as the multi-state analog of the infant mortalitypcept in traditional reliability analysis.

In summary, when the Thruster/ Fuel subsystemigdigitfails, it is likely to “fail hard”,
i.e., with a transition to a major anomaly/degramtatstate (S2). The Thruster/ Fuel

subsystem has previously been identified as orteeomajor culprits driving spacecraft
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failures. The present multi-state failure analysiso shows that this subsystem
experiences significant degradations in its fun@ldy on-orbit. This provides an

additional indication for spacecraft manufacturangl equipment providers to focus their
attention on improving the Thruster / Fuel subsystand more generally on subsystems

that either drive spacecraft failures or that havegh propensity for major degradations.

3.5.Summary

This chapter provided multi-state failure analys#s spacecraft subsystems as an
extension of the previous chapter results on spafteand spacecraft subsystems
reliability. Multi-state failure analysis introdusédegraded states” or partial failures and
provides additional insights on the failure and rdelgtion behavior of an item. In this
chapter, a formal theoretical framework was essabll to conduct multi-state failure
analyses, and applied to gather information abdw tegradation of spacecraft
subsystems. The models obtained were shown to ppptely capture the multi-state
failure characteristics of the subsystems. Theltegwovided by the multi-state failure
analysis can thus be used to prompt further detargestigation into the “physics of
anomaly and failure” of particular spacecraft sibsmns and guide technical efforts

towards the identification of subsystem failure mednd their elimination.
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3.A. Appendix: Multi-State Failure Analysis of Remaning Subsystems

Gyro / Sensor / Reaction wheel
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Payload instrument / Amplifier / On-board data / Canputer / Transponder
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Figure 3.E. (left) Reliability and probability of being fully operational and (right) degraded states
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Figure 3.G. (left) Reliability and probability of being fully operational and (right) degraded states

probabilities for the Electrical distribution subsystem

Solar array deployment

IS N TR
|
e N
|
Rt
|
Lo
\aﬁqw‘
LB =
= = O
SR
FE®T
| == uw
]
H 1
1
\ 1
1
I
© Yo}
o o
< <
o o
T T T T T T * T T
[ S S
T T | | n | I T
| | | | = H | |
[ 7 [ I R
AN IR - SN
i I | TR0 I I
(A | 0 A O
| | | o ol T | |
FRRE IR (R Y o < © B A (R
| | | | P | |
I (A R | I O
| | | | I | |
L T e e e T = Tl I S
| | | | | [ | |
s e e e e A e
| | | | | [ | |
i e e A il
| | | | | L | |
L et e A e A
| | | | | Ly | |
i e e e A A
| | | | | Iy | |
. .
i 1 | | i [ I 1
\\,\P\L\\F\r\pTL\\F\V\\
i I | | i [ | I I
I S B N Y S R
| | | [ | | |
I L L e’ I |
o O W I~ © U g MO N d O
o O O O O OO OO O O O O
S 2 9 9 9 9 9 9 9
<+ O O O O O o o o o o
Aungeqoid

10 11 12 13 14 15

4 56 7 8 9

3

2
Time after successful orbit insertion (years)

Time after successful orbit insertion (years)

Figure 3.H. (left) Reliability and probability of b eing fully operational and (right) degraded states

probabilities for the Solar array deployment subsygm

61



Solar array operating

T T T T T T
Y | | | | |
e -
I | | | | |
)
e
Y | | | | |
e B Y el e il I S
| S | | | | |
e i T e e e el S
| \ | | | | |
\
S B e e St i | B
| [ | | | |
- ST N T T T T q
| N | | | I
i Mt B § el el it 7
| | \ | | | |
i i Ml i Yl el it B 7
\
. Y
i T TN T I | I
' | | »r, | | I
838 N il
‘@\@\I\ \\\\\\\ N - 2
! I TN | |
Leg el Lo LNy
S TFI i i N I |
A A A N 0
H “ | | | ,'./, 13
! A VR L
1 | | | | ,!f:,...
I | | I I I Trad
[ee] ~ ©o [Tel < [52] N L o
& & © © & & o & g
o o o o o o o o o
Aungeqoid

1 2 3 45 6 7 8 9101112131415

8 9 10 11 12 13 14 15

7

6
Time after successful orbit insertion (years)

Time after successful orbit insertion (years)
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PART 2

SURVIVABILITY OF SPACECRAFT AND SPACE-BASED NETWORK S
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CHAPTER 4
SURVIVABILITY AND INTERDEPENDENT MULTI-LAYER NETWOR  KS:

SETTING A NOVEL FRAMEWORK FOR ANALYSIS

Modeling, analyzing, and predicting failures is @nttal focus to many engineering
disciplines dealing with system design and openaticsuch as civil, aerospace, and
electrical engineering. Given the design and deguaknt of increasingly complex and
interconnected systems, it has become even moreriam to analyze the propensity to
failures of said systems and whether they wouldedarpce catastrophic failures or
graceful degradations following node or componaiitifes for example. These failures
may be triggered by endogenous or exogenous cdasgs attacks), and the analysis
would assess, among other things, how localizddrés or disruptions would propagate

throughout the system. These concerns fall withenrealm of survivability analysis.

In this second part, the survivability assessmérgpacecraft and what is termed in this
work Space-Based Networks (SBNs) is sought. SBNsralated to a novel concept
recently introduced in the space industry termegttionation (Brown and Eremenko,
2006a; 2006b). By physically distributing functions multiple orbiting modules

wirelessly connected to each other, this new agchite allows the sharing of resources
on-orbit, such as data processing, data storage,damwnlinks. Preliminary analysis

suggests that such an architecture, under certamdittons and despite some initial
overhead, offers several advantages over the itvadit monolith spacecraft design in

terms of utility versus cost (details can be foum®ubos and Saleh, 2011).
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As mentioned above, survivability analysis consdsystem component failures, and
among them, endogenous failures. As a consequémeenowledge from the failure
models of spacecraft subsystems developed in Piarieéveraged in this second part to
assess the survivability of spacecraft and spaseebaetworks and answer the following
guestionsHow can the survivability of spacecraft and SBNs bassesse®l andWhat
insights for design and architectural choices of sgrecraft and SBNs can arise from

survivability analyses?

Before describing this thesis’ proposed model fowvivability assessment of spacecraft
and SBNs, an overview of the survivability conceppresented first. The survivability
framework is then followed by literature highlighda network analysis for introducing a

new modeling technique for space-based networks.

4.1.Survivability: Literature Highlights

In this section, a brief overview of the concepsafvivability is provided. Survivability
is extensively used in the technical literaturemasti-disciplinary concept in a variety of

contexts and often with different meanings.

4.1.1.Military Context

Survivability as a system attribute has always beeportant to the military, and its
experimental and analytical assessment was prolieghtened since the 1960’s (Ball

and Atkinson, 1995). Survivability in a military w@xt is applied to platforms (e.g.,
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aircraft), people, systems (e.g., military networkphd nowadays more generally to
missions. Several articles show this evolutionyfrone of the first attempts to assess
survivability of an aircraft in 1967 (Atkinsoret al, 1969; Ball and Atkinson, 1995) to
some more general definitions (MIL-STD-2069, 1981l -HNBK-336-1, 1982; MIL-
HDBK-2069, 1997; DoD Regulation 5000.2-R, 1999)tlas one provided by the DoD
Regulation 5000.2-R1999): “[survivability is] the capability of a sim and crew to
avoid or withstand a man-made hostile environmetttout sustaining an impairment of
its ability to accomplish its designated missionn®vability consists of susceptibility,
vulnerability, and recoverability.” Susceptibility “the degree to which a weapon system
is open to effective attack because of one or nmdrerent weakness”; vulnerability is
“the characteristic of a system that causes ituibes a definite degradation (loss or
reduction of capability to perform its designatedssion) as a result of having being
subjected to a certain (defined) level of effeatsan unnatural (man-made) hostile
environment”; recoverability is “the ability, fodang combat damage, to take emergency
action to prevent the loss of the system, to redueesonnel casualties, or to regain
weapon system combat mission capabilities.” In talli several publications addressed
the issue of survivability of military communicatimetworks, a growing area of interest
and research since the 1990’s, and for which sabiiiy of the network is defined as the
“ability to maintain communication among the nodesen it is subject to deliberate

destruction” (Haizhuang Kangt al, 1998).
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4.1.2.Engineering Context

Following its initial analysis within a military caext, the concept of survivability spread
to other areas than the military, especially tcteleal engineering with an emphasis on
software, telecommunications, and information gysteln particular, survivability has
become of major interest for network systems desgrsince society has become
significantly dependent on a variety of networleading to severe consequences in the
case of network system disruptions or failures. /hhe use of “survivability” is
widespread within the technical community, no débn is unanimously adopted.
Westmark (2004) compiled 53 definitions of surviMigpfrom different publications and
synthesized the following definition: survivabilitgccording to Westmark, is “the ability
of a given system with a given intended usage twigde a pre-specified minimum level
of service in the event of one or more pre-spetifiereats.” One of the more cited
definitions of survivability is provided by Ellisogt al. (1999): survivability, according to
Ellison et al, is the “capability of a system to fulfill its ssion, in a timely manner, in
the presence of attacks, failures, or accidentsiight et al (2003), while focusing on
survivability in a telecommunications and netwokntext, found previous definitions
not precise enough, and proposed a formal defmitd survivability based on six
guantitative parameters (or sextuple). He charae@ra system as “survivable if it
complies with its survivability specification,” anthe survivability specification is
mathematically defined, gathering all acceptablelk of service from the system, the
associated services values and relative valuesdped by the user), its probabilistic
requirements and its possible transitions in a ifipdc operating environment.

Accordingly, survivability definitions teeter betes the informal and the formal, and
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occasionally, they include probabilistic terms. Bas the previous definitions indicate,
survivability is context-specific, related to thgstem studied and its environment, the
services it provides to users, and the requiremémas have been set for it. This
specificity explains why often survivability seertsbe a more generic word defined or
measured in terms of other notions, like avail@piliperformance, traffic capacity,

connectivity, etc.

4.1.3.Survivability Concept Summary

Since the definition of survivability is contextespfic, the environment, the threat(s),
and the performance index have to be specified ¢awh an analysis is conducted.
Figure 4.1 provides a notional representation &ystem response facing a shock or
disruption. The survivability of the system is teléto the performance degradafior.
The extent of the performance drop depends onuhavability features of the system:
the more survivable (with respect to the defineckdl), the smaller the drop (in the
performance metric of interest). The response efsiystem after the shock characterizes
the recoverability of the system, which in simpéems can be thought of as the time
needed for the system to return within a certaincgr@age of its initial level of
performance. However, the study of the system rexality is out of the scope of the

thesis and will not be addressed in the following.

3 As a side note, graceful degradation, which igigaarly desirable for systems with high-availatyil
requirements, allows a system to keep operating @ostiding some level of service by staging the
system’s performance degradation over time.
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(survivability)
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(recoverability)

> Time

Figure 4.1. Notional system response following a sbk

4.2.Survivability Framework

This dissertation introduces a notiofr@mework for survivability analysis is shown in
Figure 4.2 and this framework captures the diffegeps through which survivability

analysis proceeds.

Classes of threats / shocks System / networkl System / network model System response:
definiti . e architectural and design development performance degradation
(definition and characterization) choices (for performance analysis) following shocks

Figure 4.2. Survivability framework

Figure 4.2 starts to the left with the definition delineation of the classes of threats or
types of disruptions the analyst is interestedsseasing the system’s survivability with
respect to. Survivability, like the concept to opization, remains ill-defined unless an

additional information is provided: what the systemoptimized with respect to for the
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latter, and what the system is survivable with eespto for the former. The

characterization of the classes of threats or tyeisruptions of interest constitutes the
first step in a survivability analysis. The secatdp in Figure 4.2 is design-centric and
seeks to characterize the architecture of the systeder consideration, its (functional)
structure and design choices (e.g., modularityptiog, redundancy, etc.), in particular
the features that pertain to its performance. T tstep in Figure 4.2 transforms the
previous step into an analytical or computationadel of the system to assess its
survivability with respect to the classes of thseat types of disruptions of interest.
Finally the last step in Figure 4.2 consists ineassg the system’s performance
degradation—its survivability assessment—followindgsruptions, using the system
model previously developed and the characterizatioie classes of threats or types of

disruptions of interest (step 1).

Step 3 requires the modeling of the architecturenfoich a survivability assessment is
desired. This thesis is particularly interestednwestigating the survivability features of
spacecraft and space-based networks. Modeling dyzsasl networks falls in the realm
of network analysis, and a brief literature reviefvnetwork analysis is provided next.
This literature highlights the limitations of thp@ication of current models and tools for
space-based networks in particular, and stresgeseéd of introducing a new approach

to remedy the underlined shortcomings.
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4.3.Networks: Literature Highlights and Limitations for Space-Based Networks

Networks have been widely studied (Newman, 2010gAland Barabasi, 2002), as they
can describe a large number of technical, bioldgicasocial systems: the World Wide
Web and the Internet, power grids, telecommunioatiesystems, social relationships,
food webs, to cite a few. Graph theory and analyge®al networks allowed a better
understanding of network properties (random graphale-free networks, etc.) and the
definition of metrics to describe network charastézs (Newman, 2010; Albert and

Barabasi, 2002).

Networks have also been studied with respect tlur&ipropagation and cascading
failures (Motter and Lai, 2002; Crucitet al, 2004; Ash and Newth, 2007; Kurant and
Thiran, 2007; Buldyrevet al, 2010; Zio and Sansavini, 2011; to cite a few)sifple
model for cascading failures in communication/tporgation network was to
dynamically redistribute the flow on the networkteaf the failure of a node, this
redistribution leading to the overload of other esdn a cascading fashion (Crucitit,
al., 2004). More recent analyses pointed that tHarabehavior of a significant number
of modern networks could not be independently sidis these networks are coupled
together: for example, the electrical power netwamkl the Internet network rely on each
other for communication and control on one handl alectricity supply on the other
hand (Buldyrev,et al, 2010). Such analyses showed that while an intige single
network will break down after the removal of a sfigant number of nodes,
interdependent networks can fail catastrophicattgrahe removal of a small fraction.

This approach led to the introduction of interdegent network analyses to characterize
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properties of networks (e.g., Rinaldi, 2004; Newiainal, 2005; Kurant and Thiran,
2006; Knippel and Lardeux, 2006; Wong-Jiet, al, 2007; Buldyrev,et al, 2010;
Donges,et al, 2011; Xuet al, 2011). More particularly, Kurant and Thiran (800
introduced the concept of a two-layered network siody the dynamics of a
transportation system: they noted that the reptatien of such systems as a single
network was inappropriate as it did not allow btitt modeling of the physical topology
of the network and the traffic flow on it. Also, Xat al (2011) introduced the concept of
interconnecting bilayer networks, where networks lwoth layer could share some
common nodes (e.g., the networks of scientistsmausicians can share similar persons,

as a person can both be a scientist and a musician)

However, these analyses and tools cannot be dirapplied to the study of space-based
networks for a fundamental reason pertaining to rinture of SBNs. These analyses
usually assume homogeneous (or identical) nodéseimetworks, while spacecraft in an
SBN can have different components due to the fsaation of the functionality, resulting

in node heterogeneity

To illustrate this, let us take the example thagasng to be a case study later in this
dissertation: the space-based network (SBN) hensidered is simple and consists of
two networked spacecraft that can tap into therathbacecraft's TTC in case of damage
or failure of its own TTC. This architecture is shoin Figure 4.3. In essence, the
wirelessly connectivity in the SBN enables a newetyof redundancy — functional

redundancy — of the TTC between the two spaceurdfie network. Each spacecraft is

composed of the following subsystems:
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The first spacecraft, S/C#1 contains all subsystdescribed in Part 1. For an
easier representation, S/C#1 is composed of thoeenponents”. a payload
component (generating utility), a TTC component an'supporting subsystems
component” composed of the remaining subsystemsC@®OEPS, Beam, CP,

Mechanisms plus Unknown) necessary for the operatiahe spacecratft.

The second spacecraft, S/C#2, is composed of acbhitponent and a supporting
subsystems component (equivalent of the one of B/Q¥ote that S/C#2 has no

payload component, as it is envisioned as a baftkup/C#1’'s TTC.

SBN S/C #1
Beam / Antenna
operation /
deployment
Control
Processor
Mechanisms /
Structures /
Thermal
Amplifier/On-board
data/ Computer/
Transponder

Electrical
distribution
-
)
Solar Array
deployment
Solar Array
Operating
Telemetry
Tracking and
Command #1

=
3
o
=
=
B
=
-4
«
=
s
a

SBN S/C #2
Beam / Antenna
operation /
deployment
Mechanisms /
Structures /
Thermal
Telemetry
Tracking and
Command #2

)

Electrical
distribution
Solar Array
deployment
Solar Array

Operating

Figure 4.3. Example of a space-based network

It is immediately clear that if we were to represthis particular SBN as shown in Figure
4.4, the nodes could not be considered as identasalS/C#1 possesses a payload
component, while S/C#2 does not. The representaimwn in Figure 4.4 could be
adequate at a high-level representation, indicatwag S/C#1 and S/C#2 are networked,
but would be meaningless and misleading for anroffurposes: for example, what

would the link represent from the payload’s persipe@
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@ SIC#2

Figure 4.4. Inadequate representation of the caséusly SBN

Some attempts at considering heterogeneous nogtesblean conducted in the literature,
but are too limited to properly model SBNs. Forrmapée, some studies considered nodes
with different capacities (Motter and Lai, 2002;uCitti, et al, 2004), but the function of
the nodes remains identical, when a SBN might hapeacecraft with different
functionalities. The Internet network has raise@gjions about heterogeneity as it is the
union of different networks (wireless devices, comeps, routers, etc.). However, the
efforts in these studies were put on the transomssf data among the nodes rather than a
modeling of heterogeneity in networks. As a consege, a first question must be
answered before analyzing the survivability of SBNww can networks with

heterogeneous nodes be represented and analyzed?
4.4.Introduction to Interdependent Multi-Layer Networks

Building on the concepts of interdependency anckrayin network presented in the
literature review, we propose in this thesis torespnt a network with heterogeneous
nodes as aninterdependent multi-layer network (IMLN), where each layer
corresponds to a particular node characteristitunctionality and is represented as a
network with homogeneous (or identical) nodes. Tbowing paragraphs aim to
introduce and present this new concept, as welloagrovide a formal mathematical

characterization in the next section.
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To illustrate the proposed concept, let us go kacthe case study example: the three
identified functionalities in that particular SBNea the payload, the TTC and the
supporting subsystems. Three layers are then cretterepresent each of these
functionalities, and homogeneous networks can bated on each of the layers: a link is
present between two nodes in the same layer ietieea relationship of sort between
these nodes (e.g., flow of data, or in this disdenm, a node that provides resources to
another one). A link can be directed (from the ndtus provides the resources to the
receiver node) or undirected (which can be concea® two opposite directed arcs). A
multi-layer network representation of the SBN ithasing the previous step is shown in
Figure 4.5. Note that in each layer, the nodes reve “identical”. However, this
representation is incomplete because some nodessatite layers physically belong to

the same spacecraft and are not independent asqudh Figure 4.5.

S/C#1 S/C#2

“TTC” LAYER Q O

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 4.5. Incomplete representation of the caséusly SBN

A complete representation is obtained by addirtgrdependenciesbetween layers to
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capture the breakdown of S/C#1 and S/C#2. Sevgpalstof interdependencies can be

conceived between layers. In the present casetypes of interdependencies éxit

The failure of the supporting subsystems resultthenimmediate failure of the
whole spacecraft, leading to the unavailabilityotiier nodes (TTC, payload) in
different layers belonging to that spacecraft.his thesis, this effect is called the
“kill effect” and is represented with solid diredtarcs from the “killer node” to
the “victim node”.

The failure of the TTC does not necessarily resuthe immediate failure of the
spacecraft. Indeed, the functional redundancy enTthC can allow the survival
of the spacecratt if it can tap in the TTC of thkey spacecraft. This is possible if,
in the TTC layer, both the link to another TTC nadel that TTC node are both
functioning. In this thesis, this effect is callékde “precursor effect” and is

represented with dashed directed arcs from théetkilode” to the “victim node”.

In the case of S/C#1, the “supporting systems” rfadere renders unavailable the “TTC”
node and the “payload” node through the “kill effecthe “TTC” node renders
unavailable the “supporting subsystems” node arel “frayload” node through the
“precursor effect”. The “payload” node failure has impact on the other nodes as the
loss of the payload does not doom the spacecrdit,its ability to generate utility.

In the case of S/C#2, “supporting systems” nodrifairenders unavailable the “TTC”

node through the “kill effect”; the “TTC” node reexs unavailable the “supporting

* Similar or other types of interdependencies betwagers have been used in the literature: for gtem
Zio and Sansavini (2011) used interdependency linksansfer loads from a failed node, or &ual
(2011) used interdependent links to model coopmmabietween sub-networks. The interdependency
scheme used by Buldyrext al (2010) is similar to the kill effect describedthis thesis.
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subsystems” node through the “precursor effect”.
The complete representation of this SBN as an defgndent multi-layer network is

shown in Figure 4.6.

S/C#1 S/C#2

“TTC” LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 4.6. Interdependent multi-layer network representation for the case study SBN

One last component in the IMLN representation istik called in this thesis a “virtual
node”. Let illustrate this node with an example:nsider the addition of another
spacecraft, S/IC#3 to the current space-based rletWowever, this new spacecraft has a
payload component and a “supporting subsystems’pooient, but does not have a TTC
component. S/C#3 can however be operational byingppto the TTC of the other two
spacecraft. A node must be added in the “TTC” ldgerepresent this, but the node does
not correspond to a physical subsystem, hencedcall&irtual node”. Also this node is
peculiar as S/C#3 does not provide any TTC ressu@ehe other spacecraft, as shown
by the directed arcs towards that node in the “TT&yer. This “virtual node” is

represented by a dashed circle and this space-ba$edrk is shown in Figure 4.7.
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“TTC” LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

S/C#1 S/C#3

S/C#2

Figure 4.7. lllustration of a “virtual node”

In summary, the IMLN representation consists of eoglaced on several layers
representing different types of functionality. Witha layer, nodes form a network by
connecting to other nodes with directed or undeedinks. Arcs also connect nodes
across layers to capture the physical reality cdcepraft and model two types of
interdependencies related to the kill and precursffect. A formal definition of

interdependent multi-layer networks is presented.ne

4.5. Formal Definition of Interdependent Multi-Layer Net works

4.5.1.IMLN Representation Using Graphs

Building on the notation of Gat al (2011), the interdependent multi-layer netwbiks

defined asN(G,, .G, ,E,.E,), where:
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(L is the number of layers, each numbered sequentiaih 1 toL
G, ,G, are the graphs on each layer
1ML 1.6 =V, E) with:
< | I¥ the set ofy vertices (or nodes) iG, (4.1)

| IE the set of edges (or links) G

Ex is the set of interlayer edges representing tlieeKect”

L E, is the set of interlayer edges representing theclrsor effect”

L
The total number of vertices Mis n= n, and the vertices are numbered uniquely and
1=1

sequentially from 1 ton. As indicated in Newman (2010), “it does not matiéich
vertex gets which label, only that each label igjua so that we can use the labels to
refer to any vertex unambiguously.” However, itsisown later in this chapter that a
particular scheme for numbering vertices leads tonoae efficient way of representing
IMLNs.

Figure 4.8 presents the vertices numbered in tee ohthe case study SBN presented in
Figure 4.6. For that particular case, the interddpat multi-layer network is

N(G,,G,,G,,E,,E,) where:

G =(V1, El) with V; ={l4} and g ={(l4),(4,1)} is the graph for the “TTC” layer;
G2:(V2,E2) with V, :{2,5} and E, =@ is the graph for the *“supporting
subsystems” layer;

G = (V3, Eg) with V, ={E} and E; =@ is the graph for the “payload” layer;
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E, ={(21).(23)(54)

E, ={(12).(13).(45)}
The set of functionally redundant layéigsis defined as:

E ={i N|E* 2 (4.2)

S/C#1 S/C#2

“TTC” LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 4.8. Interdependent multi-layer network with numbered vertices for the case study SBN

4.5.2.IMLN Representation Using Matrices

A more practical representation bf is given by using 1) classic adjacency matrices
A, ,A for the respective grapHs,, ,G_, 2) what is introduced in this thesis as the

“interlayer” matrixC, and 3) a mapping functidn
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As said before, the vertices are numbered fromrt tbis numbering scheme is called in
this thesis thedverall numberingy An additional numbering of the vertices is irduzed,
called the fayer numberinty for each layerl, the vertices are numbered sequentially

from 1 ton,. The functionf maps the labelky of each node in the “overall numbering”
scheme to a pair of integeﬂskL) wherel is the layer number, ard is the label of the

node in the “layer numbering”. Note that indiceghe “overall numbering” scheme have
a subscript ©O”, while the indices in the “overall numbering” sghe have a subscript

143 L”_

For example, in the case of the case study SBN:

In the “TTC” layer, numbered layer 1, the node lthe “overall numbering” is
given the “layer number” 1, while the node 4 in thgerall numbering” is given
the “layer number” 2;

In the “supporting subsystems” layer, numberedr&ye¢he node 2 in the “overall
numbering” is given the “layer number” 1, while tim®de 5 in the “overall

numbering” is given the “layer number” 2;

In the “payload” layer, numbered layer 3, the n8de the “overall numbering” is given

the “layer number” 1. Then the mapping functias:
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f @ =(11)
f(2)=(21)
< 1@ =(31) (4.3)
f (@) =(12)
f(5)=(22)

Because of the layers and the nodes in both nuntbsdhemes are numbered uniquely,
the functionf is bijective. As a consequence, the inverse maphinction f * is also

defined.

For each layet, the graphG, can be represented by the associated adjacenaix mat

A= [aJL i LI, , such that:

aJL i, =1ifthere is an edge from vert@xtoi

(4.4)
a, ; =0 otherwise
In the case study SBN example:
The adjacency matri&; for the “TTC” layer (layer 1) is defined as follew
01
- 4.5
A= g (4.5)

The adjacency matrice® for the “supporting subsystems” layer (layer 20l &g

for the “payload” layer (layer 3) are trivial astle is no edge in these layers:
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A, =0,,and A, =0, (4.6)

The “interlayer” matrixC = [qo jo]n’ _ is defined as follows:

p
C,j, —1lif there is an edge from vert@xtoio belonging tcEx

(kill effect)

<G, = 2 if there is an edge from vertgxtoio belonging taE, (4.7)

(precursor effect)

G, j, =0 otherwise

\

In the case study example, the interlayer magrig as follows:

(4.8)

(@]

1
o O NN DN O
O Ok O B
o O O O O
N O O O O
o r O O O

As mentioned earlier, the overall numbering scherae be chosen to facilitate the
representation of the IMLN, and in particular theterlayer matrix C. Indeed, if the

“overall numbering” is chosen such that verticekbging to the same spacecraft were
numbered sequentially (vertices 1, 2 and 3 beldngS/C#1, and vertices 4 and 5 to
S/C#2) as in the present case study, the interlanarix C can be reduced to a block

diagonal form:
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010
2 00 O,

C=210 (4.9)
o 01
23 20

As the number of spacecraft increases in the spased network, the interlayer matrix
growth can be alleviated using this numbering saheas only the blocks around the
diagonal need to be populated. Also, from a contmurtal point of view, this can allow

for the matrix to be saved as a scarce matrix @ve snemory during the simulation.

Examples of larger networks will be shown latethia dissertation.

The setsEy, E, andE, can also be defined from the adjacency matricesiaterlayer

matrix as follows:

E, ={(j'i)‘(%j =]} (4.10)
E, ={(.1)]c, =2 (4.11)
E, :{l A 0n|’n|} (4.12)

As a conclusion, the interdependent multi-layemvogk N can be uniquely defined as

NG, .G, Ek,Ep) or N(A, A,C, f), as the two characterizations are equivalent.
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4.6.Summary

This chapter discussed the concept of survivabiliym its origin in the military context
to its expansion to engineering systems. Buildingh® works published in the literature,
this thesis introduced a framework for the studytloé survivability of engineering
systems in general, and applied to space systertssirdissertation. The chapter then
discussed the state of the academic study of nktawalysis and its practical use for
understanding real-world network. However, it waghhghted that the classic network
representation failed to capture an essential asjfespace-based networks, namely, the
potential heterogeneity in their respective funadilities. To enable the modeling of such
architectures, a new concept was introduced arsdajhproach describes the space-based
networks as “interdependent multi-layer network&”formal definition of the IMLN
representation was then introduced. However, onestgqpn was not addressed in
conjunction with the survivability considerationsalussed earlier in the chapter: how
can this new representation be used for survivglahalyses? This topic is the subject of
the following chapter dedicated to the study anddetiog of the failure propagation

across an IMLN.
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CHAPTER 5
FAILURE PROPAGATION IN INTERDEPENDENT MULTI-LAYER

NETWORKS: FORMAL ANALYSIS AND THEORETICAL DEVELOPME NT

Modeling the space-based networks through intemtgre multi-layer network has been
presented in the previous chapter. However, asgge#ise survivability features of such
networks requires estimating an objective functiefated to the failure times of the
network nodes. Due to the interdependencies imtbdel, this estimation is not trivial
and requires understanding the propagation ofrislthrough the network. Part of the
failure propagation is due to the kill and precursdfects introduced earlier. The
following sections are dedicated to study theseot$f but note that other cascading
mechanisms such as the ones described in thetlitereeview can be easily added and
implemented.How does the failure of one node propagate in thenterdependent

multi-layer network through the kill and precursor effect?

The proposed method comprises three steps:

1. Generate the times to failur@gs for each vertex and edye
2. Propagate failures through the kill effect

3. Propagate failures through the precursor effect

®In the following, the following convention is adep: T verexi refers to the time to failure of vertéxn
the overall numbering scheme. AlsG, represents the random variable time to failureljeath represents
an instantiation of the random variafle
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Let characterize mathematically the last two st&ogpose that the interdependent multi-

layer network of interest has been defined\l{s{{, A LC, f).

The remainder of this chapter is split in two smusi the first section investigates the
propagation across the network of catastrophiaf@d only; the second section builds
onto this propagation scheme and expands the ms$tatl algorithm for the more

complex treatment of multi-state failures (minodanajor anomalies).

5.1.Complete Failure Simulation

5.1.1.Time to Failure Generation

To propagate failures through the network, one nfiusit generate times to failures for
the different objects in the space-based netwdr&: vertices and the edges. Using the

cumulative distribution functions representing tfelure behavior of each vertex,
random times to failure for the verticBsyerexi (i1 N,) can be generatdNote that it is

not necessary for each node in a common layeraweshe same failure behavior.

Two steps are needed to generate the times tadaitw the edgeJreqqej i: the link
between two spacecraft is established through alegis unit embedded in each
spacecraft. For the link to function, both uniteddo be operational, the failure of one

leading to the failure of the link.

%n the case of a virtual node, its failure timedmsidered as null.
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Generate the times to failure of the wireless uwits each spacecraft using
predetermined cumulative distribution functions;
Generate the times to failures for each efiggge i by taking the minimum of

the time to failures of the two associated wirel@siss (uniti and unit).
5.1.2.Failure Propagation Through the “Kill Effect”

The information about the kill effect is containedthe interlayer matrixC, and the first
step consists in extracting froBthe pairs of “killer” and “victim” vertices. As slwn in

the previous chapteEy can be defined fror@ as follows:
E ={i.i)|s; =1 (5.1)
Define the “killer” vectork; and the “victim” vectow; such that:

ky,v 1 NI&
"ql N\*Ek\’(k1(Q)’V1(Q))T E, (5.2)
"r,sl N‘*Ek‘ andr s, (k,(r),v,(r))* (ky(s),v,(9))

The last step consists in computing time to unabdity T)" of the “victim” vertex

using the time to failure of the “killer” vertex. &thematically, this is expressed as:
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n T * k,F —_
C|| N\Ek\ 'TU,vertexvl(q) _TF,vertexkl(q) (53)

In the case that a victim vertex has several l|lg" is equal to the minimum of the

times to failure of the killer vertices.
5.1.3.Failure Propagation Through the “Precursor Effect”

As for the killer effect, the information about tipeecursor effect is contained in the
interlayer matrixC, andC is used to extract the pairs of “killer” and “viot’ vertices. As

defined in the previous chapté, is defined as follows:
g, =10.)]c; =2 (5.4)

The “killer” vectork, and the “victim” vectow, are defined as:

Ky, V1 NI

*

"al Nig . (k,(@). v, (@)1 E, (5.5)
"r,sl N‘*E | andr 1 s, (k ,(r),v,(r))?* (k,(3),v,(3))

Computing the time to unavailability due to thequmesor effect is not as straightforward
as for the kill effect. Indeed, the failure of atex that has a functional redundancy will
not necessarily propagate immediately to the vestizelonging to the same entity (here,

spacecraft). The time at which the function repmése by the vertex will become
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unavailable depends on the time to failure of teeex itself, but also on the times to

failure of the other vertices and edges part ofdhme layer. For example, in the case
study SBN, the failure of node 1 will propagatentwdes 2 and 3 if node 1 is not able to
tap into the resources of node 4, i.e., if eitlinr link between node 4 and 1, or node 4
has failed. Hence it is necessary to compare the to failure of the node, to the ones of

the pairs link/node it is connected to. Severgdst@re needed and are described below.

1. To know when a vertex becomes unavailable aftekilheffect, the “minimum

time to unavailability”T*" is introduced and is defined as:

m,F o CF . .
"ol N° TU,vertexq =min TF,Vertexq’TU,vertexq if TU,vertexq exists
q n: Tm,F =T olse (56)
U,vertexq ~ 'F,vertexq

2. To compare the time to failure of the vertexand the ones of the pairs

edge [ 1)/vertexj it is connected to (i.e., edgaswvardsthat vertex) , a useful

object is introduced — the matrbt” = [h';F ]n,n defined as follows for1 E, :

e _ o pl,F _mF
ifi= thj _Tu,vertexf’l(l,i)
B § e ), . 5.7
I E., if i1 ] if &; =1 _mmhF,edgefl(l,j)®fl(l,i)’TUnjvertEXfl(Li) o0
if 3, =0, =0
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This matrixH is helpful as it presents in line the time todadl of the vertex, and

the ones of the pairs edge/vertex it is conneded t

. The time to unavailability considering the func@rredundancyT|" of the

vertex of interest can be found as the maximum tionfilure in the associated

line. Consider the column vectar] = [m"F]nl,l defined forlT E, as:

"IT E.,mF :mjaxh'f (5.8)

T.'F can now be computed as:

n T n -7 * ,F — IyF
I EL' H an 'TUr,vertexf'l(I,i) =m (59)

. The same process than for the kill effect can bw mpplied, that is, the

propagation of the “failure” of a node across Iay&r nodes belonging to the
same entity. This step consists in computing timeunavailabilityT"" of the

“victim” vertex using the time to failure of the ifler” vertex. Mathematically,

this is expressed as:

" QT N‘*Ep‘va’F =TUr:'\:/ertexk1(q) (510)

U, vertexv, (q)
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In the case that a victim vertex has several l6)Il&f" is equal to the minimum of

the timesT " of the killer vertices.

6. Due to the fact that several layers of redundaraylte considered concurrently,
the interdependence of the precursor effect betwestices belonging to the
same spacecraft but in different layers can reqameiterative scheme for

unavailability times to converge to their correeiues. The following condition

indicates if more iterations are required: "y e £ T teneq » the failure

propagation due to the precursor effect is comp(&te step 7). If not, continue

to next step.

7. While T >TPf SetT™ s = TP e g @Nd repeat steps 2-5.

U, vertexq U, vertexq ! U, vertexq U, vertexq

5.1.4.Combination of All Effects

Finally, for each vertex in the interdependent idajer network, the time to

unavailability is obtained as:

n N * F — H F k,F F
q I N n’ TU ,vertexq — min [maX(TF , vertexq ’TUr vertexq )’ TU , vertexq ’TUp, vertexq (5 . 1 1)
Where T Teien» To terexq @NA T ferenq @re included in if they exist
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5.1.5.Summary of the Failure Propagation Algorithm

Below is a summary of the algorithmic process usegropagate catastrophic failures
across the network. The following inputs are reegirthe adjacency matrices and
interlayer matrix, the mapping function (these éhrelements defining a network

architecture), and the c.d.f.s for the failure ritigttion of the vertices and edges.

1. Generate for each verteXr yernexi (Section 5.1.1)

2. Generate for each ed@eedqge i(Section 5.1.1)

3. ComputeEg using Eq. (5.1)

4. Computek; andv; using Eq. (5.2)

5. ComputeT*F for each victim vertex using Eq. (5.3)

6. ComputeE, using Eq. (5.4)

7. Computek, andv, using Eqg. (5.5)

8. ComputeT*" for each vertex using Eq. (5.6)

9. Forallll E_, computeH,” using Eq. (5.7)

10.For allIT E_, computem; using Eq. (5.8)

11.ComputeT, " for each vertex for all layerd E, using Eq. (5.9)
12.ComputeT,”F for each victim vertex using Eq. (5.10)
13.Repeat steps 9-12 until)"y e £ T vereq TOr all victim verticesq in the

precursor effect

14.ComputeT; for each vertex using Eq. (5.11)
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5.1.6.Failure Propagation Examples

The first example uses the TTC functional redunglatase study, and the IMLN under
consideration is shown in Figure 4.8. To illustratew the algorithm is working,
deterministic times to failures for the nodes anéld will be used in this example. These

times to failures are given in Table 5.1, and shawiigure 5.1 for clarity purposes.

Table 5.1. Times to failure of the nodes and linkni the case study example

Time to failure

years
Spacecraft #1
TTC 2
Supporting subsystems 6
Payload 7
Spacecraft #2
TTC 9
Supporting subsystems 8
Link between spacecraft 12

S/CH2

“TTC” LAYER @
< \‘ tF '4= 9

“SUPPORTING N —
SUBSYSTEMS’ ,

LAYER te,= 6 trs=8
“PAYLOAD”

LAYER
tgs=7

Figure 5.1. IMLN representation with node and linktimes to failure
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If spacecraft #1 was to be by itself, it would hdaged at 2 years, when the TTC failed.
However, in this network configuration, the secapécecraft can help maintaining the
functionality up to 6 years on-orbit. How this nuenlwas obtained is explained below
using the 14 steps given in section 5.1.5. Stegpsd]12 are already completed as the times

to failure for the nodes and link are given in tx@ample.

3. According to section 4.5.1,

E, ={(21).(23),(54)} (5.12)
4. Then,

k,=(2 2 5)andv,=(1 3 4 (5.13)

5. Propagating the kill effect yields:

F

1

'; =, = (5.14)
F

4

6. According to section 4.5.1,

E, ={(12).(13), (45} (5.15)

95



7. Then,
k,=(1 1 4 andv,=(2 3 5) (5.16)
8. The minimum time to unavailability after the kilifect is given as:

thy = min[tFl,tl'j'E ] =min[26] = 2

0’2 =te, =6

g5 =minft ,,t55] = min[76] =6 (5.17)
thy = min[tFA,tt'j’,'Z] =min[9g8] =8

t0's =trs =8

9. The only functionally redundant layer in this IMLM the TTC layer. The

associatedd matrix is expressed as:

e 0 min[tFy4®l,tLT;Z] 2 minf12g8] 2 8
i = min[tF,l®4,t5”;1F] ™ ~ minf12,2] 8 238 (5.18)
10.Then,
2
i s I (5.19)

™7 maf2g T 8

11.The times to unavailability for the TTCs due to tluactional redundancy are

expressed as:

96



toF = mlLF -8
T (5.20)
ths = my; =8

12.Propagating the precursor effect yields:
2 =15 =8
t95 =tj; =8 (5.21)
s =t =8

13.The convergence condition is met in this particldaample, so the algorithm

continues to the

final step.

14.Combining all the effect, the final times to undahility for the nodes are:

th,= min[ma><(tF’1,ttj’E )tﬂjf ] = min[max(28),6| = 6

t§ , =min
t) 5 =min
t§ , =min
F

t) 5 =min

5.2. Multi-State Failure

thz,td"’;] =min[68] =6

te b5 ,tgg] =min[ 7,68/ =6 (5.22)
max(tFA,tLj*i),TUk;f] =min[max(98)8 =8

tF,5,tLj"’§] =min[8g| =8

Simulation

In the case of a multi-state failure approach, sadditions must be made to the

algorithm presented in

the previous section. Letissider two degraded states for each

vertex and edge: a minor degradation state andjar m@gradation state. The respective
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time to event random variable is notég and Ty. It is shown below that modeling
directly the probability distributions of these twandom variables is not practical, and
two related random variables are used instead @nnibdeling processtyr and Tymr
The former represents the time at which a vertexedge is in either the major
degradation state or the complete failure stae]dtier represents the time at which the

vertex or edge experience any degradation evemofmmajor or catastrophic).

5.2.1.Generation of the Times to Failure and Degradation

Instantiations to the time to failurB- and the two times to degradatidfpr and Twve
cannot be generated independently. Knowilig how can instantiations tdyr be
generated? And knowinf andTyg, how can instantiations fG,vr be generated? This

subsection is presenting a possible solution tegda these times concurrently.

A event leads to the major-failed stakdH) either if this event is a major degradation or
a complete failure of the (sub)system under comatam. As such, there is a competition
between these two types of severity for which wdtur first. A transition diagram of
this failure and degradation behavior is shown iguFe 5.2a. Both the probabilities of
being in the failed stateF] and the major-failed stateMf) can be modeled using
cumulative distribution functions as they are absay states. However, the probability
of being in a major state cannot be modeled sitgilaas time goes to infinity, the
probability of being in that state goes to zero.geb around this problem, an equivalent
representation for the failed state and the majoed state is shown in Figure 5.2b. The

major state{1) has been replaced by a virtual st&g)(where the probability of being in
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that state is represented by a c.d.f. The majtedastate can now be thought as the failed
state and the virtual state in series from a bltiagram point of view. As a consequence,

the probability of being in the major-failed statn be expressed as:
Pue =1- (1' PF)(]'- Psu) (5.23)
Rearranging the terms yields:

P, =1- _(%1 ITDMFF)) (5.24)

Then, the random variables for the time to comptatleire (Tg), major degradation or

complete failure Tur) and time to the virtual statd{ ) are related as follows:

Tye =min(T, T, ) (5.25)

(@) (b)

Figure 5.2. Transition diagram for the major-failed state @) and its equivalent model )
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Let us examine the expression I%gg‘1 for different types of distribution foFr andTye.

Exponential distributions

Consider that botir andTyr are modeled as exponential distributions and thelif.s

are expressed as:

P. =1- exp- /; %) (5.26)

Py =1- exp(- /¢ %) (5.27)

Using these expressions in Eq. (5.24) yields:

—1. exit- /e t)
S, exil- /, %) (5.28)
Simplifying Eq. (5.28) leads to
Py, =1- exd- (/e - /¢ )1] (5.29)

Note that the resulting probability is also expdr@nwith a parameter equal to

(/e - 1¢). Generating random times to the virtual stateraightforward and given by:
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te, (5.30)
/¢

v
Weibull distributions with the same shape parameter

Consider that botA= and Tyr are modeled as Weibull distributions sharing thme

Weibull shape parameter Their c.d.f.s can be expressed as follows:

P.=1-exp- —— (5.31)
9r
t b
Py =1-exp- — (5.32)
Qe

Substituting these functions in Eq. (5.24) yields:

P, =1- exp LI (5.33)

ar Qvr

As shown in Volovoi and Vega (2012), Eg. (5.33) ¢enreduced to a single Weibull

distribution characterized by the shape parametand the following scale parameter

s, -
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L (5.34)

Also in this case, generating random times to iheal state is straightforward:

ts, =qs |- nfi- R )| 5 (5.35)

General Weibull distributions

In the case of two different Weibull distributiofts Te and Ty,

P =1-exp- —— (5.36)
Gk
t by
Py =1- exp- —— (5.37)
Qvr

the resulting expression fd¥ given in Eq. (5.38) cannot be reduced to an egental

single Weibull distribution.

P, =1- exp qL - — (5.38)
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As a consequence, there is no closed-form soldtiorthe time to the virtual state (as
seen above, a closed-form solution exists if= b,,- ). Generating random times requires
solving fort in Eqg. (5.38). In this thesis, a root-finding aigiom (MATLAB fzero

function) was used and the initial guess was detethby fitting P with a single

Weibull distribution using a non-linear least-sqiaggression.

Algorithm for Tg and Tyg. In this thesis, the times to failure and severgrddationTr
and Tyr for each vertex and edge are modeled as Weibsitilolitions that might or
might not have the same Weibull shape parametes (£86) and (5.37)). Consequently,

instantiations tdr andTyr are generated concurrently as follows:

=

Using Eq. (5.36), generate randomly an instantiatiiol, namely t;

2. If be = by, generate randomly an instantiation 9 , namely,ts using the
straightforward Eq. (5.35). Ib; * b, then numerically solve E¢5.38) fortg,

as described above;

3. From Eqg. (5.25), calculatg as follows:

tye =min(te ts, ) (5.39)

4. To obtain a representative sample, repgat times steps 1-3 in a Monte Carlo

simulation.

103



After the Monte Carlo simulation, the c.d.f.s fog and Tyr (P and Pyg) can be

recreated anB)y, can be obtained as follows:
Pu =Pur - P (5.40)

Generation of instantiations of fur. Knowing Ty, the same process can be applied to
generate an instantiation ®f,ve. A similar equivalent representation involving ti-

state and another virtual stag,f leads to modify Eq. (5.23) as follows:
Pove =1- (1' PMF)(]-' PSﬂ) (5.41)
Similarly, Eq. (5.24) is modified, yielding:

1- (1' PmMF)

PSVZ ) (1' PMF)

(5.42)

In addition, the random variables for the time tajon degradation or complete failure

(Twr), the time to degradatioW{mr) and time to the virtual statel{ ) are related as

follows:
Tome = min(TMF 1Ts,2) (5.43)

Similarly, assuming thafwr and Tmvr are modeled using Weibull distribution, can

be expressed as follows:
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t byr t brmr
Ps, =1-exp — -
Avr Gromr

(5.44)

In general,ts, must be solved numerically. B, = b, =5, P, has a closed-form

solution given by:

ts, =3s, [ In(l- Ps,, )] Yo (5.45)

where:

1 1 Yo (5.46)

(QmMF)b (QMF )b

General algorithm for & Twe and Tnuwe. Assuming Weibull distribution for these

random variables, instantiations fix Tyr and Tvr are obtained as follows:

1. Using Eg. (5.36), generate randomly an instantiatiol =, namely tr;

2. If be = by, generate randomly an instantiation 9 , namely,ts using the
straightforward Eq. (5.35). Ib; * b, then numerically solve E@5.38) fortg

as described above;

3. From Eg. (5.25), calculatgr as follows:
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tye =minlte tg, ) (5.47)

4. If bye = bye, generate randomly an instantiationTg , namely,ts using the
straightforward Eq. (5.45). Ib,,- * b, then numerically solve E¢5.44) for
ts, as described above;

5. From Eqg. (5.43), calculatgur as follows:

towe = Minltye ts, ) (5.48)

6. To obtain a representative sample, repgattimes steps 1-5 in a Monte Carlo

simulation.

5.2.2.Algorithm Maodification for Failure Propagation ié Multi-State Case

Both propagations through the kill effect and tilglouthe precursor effect need to be
expanded to take into account the multi-state fediwoccurring at the vertices and edges.
OnceTg, Twr andTyure have been generated for each vertex and edgeseaska in the

previous subsection, the kill effect and the preoueffect are derived as follows.

Kill effect. Ex, ky andv; are derived as previously using Egs. (5.1) an#)(3.he time to
unavailability for the failed case~) for the victim vertices is given by Eq. (5.3), as

recalled below:
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! QT N\*Ek\ ’TUkYF TF,vertexkl(q) (549)

, vertexv, (q) =

Similarly, the time to unavailability for the majdegradation or complete failure case

(MF) and for the degradation caseNF) are derived as:

n A7 * k,MF —

ql N\Ek\ 'TU,vertexvl(q) _TMF,vertexkl(q) (550)
n o7 * k,mMF _

ql N\Ek\ 'TU ,vertexvy(q) — TmMF, vertexk 1 () (551)

In the case that a victim vertex has several l&jl&"" and T are equal to the

minimum of the times of the killer vertices.

Precursor effectE,, k, andv, are derived as previously using Eqgs. (5.4) angl)(&fter
the kill effect, a victim node becomes unavaildolethe failed case as given by Eq. (5.6)

and rewritten below:

m,F — i k,F . K,F .
" C{T N* TU,vertexq - mInTF,vertexq1TU,vertexq if TU,vertexq exists (552)
N —mF -
TU,vertexq _TF,vertexq else

However, in the case of tihMF andmMF states of the victim vertices, the functionalgy i
truly lost only due to the complete failure of tkiler vertex Twr and Tyue have no

impact on the functionality of the victim vertexAs a consequence, the equivalent

expression fofl""F and "™ are modified as follows:

107



" f|~ N* TUn,L\'Xle'r:texq =min TMF,vertexq vTUk,Ysertexq if TUk,’sertexq exists
RS . | (5.53)
U, vertexq MF, vertexq else
" f|~ N* TUn,L\r/Txequ = mmeMF,vertexq-TUk,’ Sertexq if TUk,’sertexq exists
q n TMMME | (554)
U, vertexq mMF, vertexq else

The matricesH ' = [h"-MF]n,

"], and H,™F =[h']mMFL,n are defined foil E,_ in the same
1

fashion thanH in Eq. (5.7):

|f | — j,hl,'MF :Tm,MF

i U, vertexf “1(l,i)
W P T V S \MF 5.55
H EL' if i1 j if &) _lhi - mm[TMF,edgef'l(I,j)® T ( ,i)’TUn?vertexf'l(l,j) ( )
if g, =0,hiF =0

P I,mMF _ -+ mmMF
if i = J,hj _Tu,vertexf'l(l,i)

" IT E|_1 |f a'IJ — 11 hl,}mMF — minhm Tm,mMF (556)

e . i MF,edgef "2(1,))® f-1(,i)’ 'U,vertexf (]
Ifllj, gef ~(1,}) (M) (1)

if a'lj — O, hl,ijF =0

In the same fashiom " =[m"MF]nI'1 and m™* =[m"m“"F]nl,l for IT E_ are defined as

m/ using Eq. (5.8):
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"IT E,m™M = mjaxh'iMF (5.57)

n I T EL , ml.mMF - maxhlimMF (5.58)
J

The times of unavailability due to the functionatlundancy in th&é1F andmMF cases

(T and T,™F respectively) can now be computed as:

" ~ n:1 * s _ |Y
ITEL" T NG T Vet gy =M (5.59)

n |'|‘ EL," |T N;| ,Tr,mMF — r.T.]|,I’1’1|\/”: (560)

U, vertexf 1(l,i) ~

Finally, the times to unavailability due to the quesor effect for thtMF andmMF cases

are:

n n * p,MF — r,MF

ql N‘Ep 'TU , vertexv, (q) _TU , vertexk ; (q) (561)
n n * p,mMF — r,mMF

q I N‘Ep‘ 'TU ,vertexv, (q) — TU , vertexk , (q) (562)

Once again, in the case that a victim vertex hasragkillers, TV and T"™" are equal

to the minimum of the times of the killer vertices.
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Similarly to the failed caseFj, the convergence condition of the algorithm igegi by

T ETPE cand TV g PP for all victim verticesq in the precursor effect.

U, vertexq U, vertexq U, vertexq U, vertexq

While these conditions are not met, SEf g = T berexg @NA T vanexq = T %

vertexq U, vertexq U, vertexq U, vertexq

(precursor times for the failed case for similaas@ns withT]"in Egs. (5.53) and (5.54))

and repeat the precursor effect process outlinedeab

Combination of all effects The final times to unavailability in théF andmMF cases
are derived in a similar way than Eq. (5.11):

"gl N, T :min[max(T T, ),Tk'MF TN ] (5.63)

U, vertexq MF, vertexq® "U, vertexq U, vertexq'® "U, vertexq

T mME ),Tk,mMF T p.mMF ] (5.64)

MF, vertexq® "U, vertexq U, vertexq'® "U, vertexq

gl N T e = min[max(Tm

U, vertexq
r,MF k,MF p,MF r,mMF k,mMF p,mMF H H H
WhereTU vertexq ! TU vertexq ! TU vertexq ! TU vertexq ! TU vertexq arldTU vertexq are InCIUded n If

they exist.
5.2.3.Summary of the Anomaly and Failure Propagation Atpm

Below is a summary of the algorithmic process usegropagate multi-state failures
across the network. The following inputs are reggirthe adjacency matrices and
interlayer matrix, the mapping function (these éhrelements defining a network
architecture), and the c.d.f.s for the anomaly faildre distributions of the vertices and

edges.
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1. Generate for each verteXe vertexi, TMFvertexi» @NATmmEvertexi (S€CtION 5.2.1)

2. Generate for each ed@eecdgej i, TMFedgej i» aNdTmmredge i (S€CtiON 5.2.1)

3. ComputeEg using Eq. (5.1)

4. Computek; andv; using Eq. (5.2)

5. ComputeT " T*YF and T*™Ffor each victim vertex using Egs. (5.3), (5.50) and
(5.51)

6. ComputeE, using Eq. (5.4)

7. Computek, andv, using Eqg. (5.5)

8. ComputeT*", T""Fand "™ for each vertex using Egs. (5.6), (5.53) and (5.54)

9. Forallll E_, computeH,”, H" and H™" using Egs. (5.7), (5.55) and (5.56)

10.For allIT E_, computem , m* and m™"using Egs. (5.8), (5.57) and (5.58)

11.ComputeT) ", T, and ;™ for each vertex for all layersi E, using Egs.
(5.9), (5.59) and (5.60)
12.ComputeT ", TP and TP™Ffor each victim vertex using Egs. (5.10), (5.61)

and (5.62)

13.Repeat steps 9-12 for victim vertices in the precursor effect until

T e £TDE T e ET P e and TME £ TPY

U, vertexq U,vertexq ' U, vertexq U, vertexq U, vertexq U, vertexq

14. ComputeT, , T and """ for each vertex using Egs. (5.11), (5.63) and (5.64
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5.2.4.Failure Propagation Example in the Multi-State Case

Let us revisit the first example presented in sech.1.6 by considering théF case
additionally (themMF case can be applied in a similar fashion). Thesito failuresTg)

and toMF state Twr) are given in Table 5.2, and shown in Figure br3cfarity purposes.

Table 5.2. Times to failure and degradation of th@odes and link in the case study example

Time to failure Tg Tue
years years
Spacecraft #1
TTC 2 1
Supporting subsystems 6 6
Payload 7 5
Spacecraft #2
TTC 9 4
Supporting subsystems 8 0.5
Link between spacecraft 12 11
S/C#1 SIC#2
.......... ey 4= 12
“TTC” LAYER @ e o= 11 @
““‘\ tF 11 = 2 f \‘\ tF Y4: 9
f o=l - tyr.4a= 4
“SUPPORTING !
SUBSYSTEMS”
LAYER te.
|/ IvF 2
“PAYLOAD”
LAYER

Figure 5.3. IMLN representation with node and linktimes to failure and degradation
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If spacecraft #1 was to be by itself, it would hdaded at 2 years and been iV state

at 1 year, when the TTC failed and degraded. Howenehis network configuration, the
second spacecraft can help maintaining the funalitgnup to 6 years on-orbit for a non-
failed state, and 4 years for a niif~ state. How these numbers were obtained is
explained below using the 14 steps given in sechigh2. Steps 1 and 2 are already

completed as the times to failure for the nodeslakdare given in this example.
3. According to section 4.5.1,
E. ={(22),(23),(54} (5.65)
4. Then,
k,=(2 2 5)andv,=(1 3 4 (5.66)

5. Propagating the kill effect yields:

F

1

57, = (5.67)
F

4

And:

113



5y =tye, = (5.68)

6. According to section 4.5.1,

E, ={(22).(13).(45)} (5.69)
7. Then,

k,=1 1 4)andv,=(2 3 5) (5.70)
8. The minimum time to unavailability after the kilifect is given as:

= min[thl,tl'j*v'i]z min[26] =2

W' =tr2 =6

t :min[tFVS,tt'j”';]:min[7,6] =6 (5.71)
min[tFA,tt'j','j] =min[9g8] =8

tr =8

F
U3
k,F
s
F

5

0

And:
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= min[tMF,l,tl'j*f]= min[16] =1

02" =ty =6

gy = min[tMF,slttlj’,g] =min[56] =5 (5.72)
tyh" = min[tMFA,tt'j"'j] = min[48] = 4

s =tyrs =05

9. The only functionally redundant layer in this IMLM the TTC layer. The

associatedd matrices are expressed as:

e 0 min[tFy4®l,tLT;Z] 2 minf12g8] 2 8

i = min[tF,l®4,t5”;1F] ™ ~ minf12,2] 8 28 (5.73)

And:
M = t" min[tMFv4®1,tLT;TF] _ 1 min[11,4] _14
! mintMF,1®4,tLTi'1"'F] " min[111] 4 1 4 (5.74)
10.Then,
- ma{28 8

m = ma{2g 8 (.75)

And:
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we _ ma{14] 4

L oma{14 4 (5.76)

11.The times to unavailability for the TTCs due to tlwactional redundancy are

expressed as:

Ui =m: = (5.77)
05 =mif =8
And:
G =i =
r (5.78)
O =mye =
12.Propagating the precursor effect yields:
2 =15 =8
t95 =tj} =8 (5.79)
s =t =8

And:

116



th3 =ty =4 (5.80)

13.The convergence condition is met in this particidaample, so the algorithm
continues to the final step.

14.Combining all the effect, the final times to undahility for the nodes are:

th,= min[ma><(tF,1,tLj*E )tt'j'j ] = min[max(28),6] =6

th , =min thz,tj"E] =min[68] =6

tg 5 = minjte o,t575 1@25] = min[7’618] =6 (5.81)
t5 , =min ma><th4,tG’i),TUk;§] = min[max(9:8).8 =8

t) s =min tF’S,tj"g] =min[8g] =8

And:

) = min[max(tMF’1,t{J"'IIF ),tt'j'g"F ] = min[max(14).6| = 4

t)'5 =min tMF,Z,ttﬁ’LQ"F] =min[64] =4

W = minftye 5 U547 (94| = min[564] = 4 (5.82)
"% =min max(tMFA,tLj','Z'F ),Tuk;f] = min[max(4,4) 05| = 05

"% = min tMF,S,tLﬁ’;g”F] =min[054] = 05
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5.3.Summary

This chapter was entirely dedicated to the studthefanomaly and failure propagation

across interdependent multi-layer networks. Thieptér developed several contributions:

The formal description of the mechanisms that emétd propagation of failures
and anomalies across the network, supporting a enpurvivability analysis of
the network under consideration;
The establishments of several algorithms for:
o the propagation of complete failures of nodes amkslacross the network;
o the concurrent generation of times to failure aagrddation in the context
of multi-state failures;
o0 the concurrent propagation of multi-state failunesoss the network.

The illustration of the failure propagation procds®ugh case-study examples.

The following chapter aims to validate the modelamgl simulation tool presented in this

chapter, quantify its precision and its scalahility
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CHAPTER 6
VALIDATION AND SCALABILITY OF INTERDEPENDENT MULTI-  LAYER

NETWORK MODELING

6.1.Introduction

The previous chapters have introduced the needhefinterdependent multi-layer
approach and developed the necessary tools toetacklivability analyses for space-
based networks. This chapter aims to test thaptbposed tool correctly perform what it
is designed for, as well as quantify the simulateartput precision and evaluate the

scalability of the model.

The first objective will be tackled using an altatime modeling scheme, namely the
stochastic Petri nets, as well as analytical smhgtithat can exceptionally be derived for
simple forms of networks: the output probabilities the IMLN approach will be
compared to the output of these two alternativesaafyobtaining them, and it will be
shown that the IMLN results are in excellent agreetiwith the other two set of results
as shown in sections 6.2 and 6.3. Consequently/MheN output can be trusted for

further analysis in the following chapter (Chapigr

The second objective arises from the fact thatréselts from the IMLN approach are
obtained by running Monte Carlo simulations. Asamsequence, there is an inherent

variability in the probabilities outputted by thiensilation associated with the number of
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runs selected for the Monte Carlo. Section 6.4 stigates the spread of the confidence
intervals and ways to maintain the precision of N results. This discussion is

continued in section 6.5.

Finally, section 6.5 also addresses questionsiveldd the scalability of the IMLN
approach, such as: how does precision requirenadfdst the simulation time? How
flexible is the IMLN representation in handling dar network size? How does this

network size affect the simulation time?

6.2.Stochastic Petri Nets

6.2.1.0verview of Stochastic Petri Nets

Petri nets were introduced in 1962 by the Germanpeder scientist, Carl Adam Petri

(1926—-2010). A Petri net is a bipartite directeédpyr used to model discrete-event
systems that can display concurrent or asynchrompoasesses (Peterson, 1977). The
Petri net graph has 2 disjoint sets of verticesn@mes): places and transitions. Directed
arcs are drawn between a place and a transitidleddaput arc) or conversely between a
transition and a place (called output arc). Plamm®mected to a transition by input arcs
are called input places of that transition, andvessely places connected to a transition
by output arcs are called output places of thaisiteon. In addition to places, transitions,
and directed arcs, Petri nets also have “tokensimarkings that can be associated with

each place.
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As explained by Peterson (1977), a Petri net B&it” and “dynamic” properties: the
Petri net graph describes its “static propertiesid its “dynamic properties [...] result
from its execution”. The evolution of the Petri netmarked by the movement of the
tokens from places to places, through the “firing’transitions. However, the firing of a
transition occurs only if this transition has béenabled” beforehand, i.e., if tokens are
present in all the input places of the transitidhe firing rules of the transitions define
the dynamic behavior of the system, and the contibimaf the locations of the tokens,
called the marking, characterizes the current sthtéhe system. Thus, places model
particular “conditions” of the system (e.g., sulisys X experienced a major anomaly),
while transitions model “events” affecting the syst(e.g., failure of subsystem X). The
condition associated with a place is realized wbea (or several) token(s) are in that
place. Formal mathematical definitions of Petrisnedn be found in Peterson (1977; 1981)

or Haas (2002).

Stochastic Petri Nets (SPNs) are a subfamily ofi Petts, and they add a stochastic
behavior to the modeling scheme by introducing eamaess in the firing of transitions,
modeled for example with exponential, Weibull, eghormal distributions. Details about
stochastic Petri nets, or other Petri net subfasile.g., colored or hierarchical Petri nets)

can be found in Hag2002) or Ajmone Marsan (1989).

Two additional types of arcs exist in Petri net oy, the inhibitor and the enabler arcs.
The inhibitor arc prevents a transition from firimdhen a token is present in the place
linking the transition and the place. Its usefuiesll be shown in an example shortly.

Conversely, the enabler arc is a “negative inhibi{®olovoi, 2006) that enables or
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forces the transition to occur. In essence, thébitdr and enabler arcs “override” the
stochastic nature of a transition in an SPN modeb(deterministic temporal delay in a

regular Petri Net).

To better understand the construction and evolutioa Petri net, consider the following
example. A system is composed of two subsystemd,emch can be in two states:
operational or failed. After a failure, each sultegys can be repaired and brought back to
the operational state, but only one subsystem &ma. In other words, only one

subsystem can be repaired at a time. This systsimomwn in Figure 6.1.

S, operational S, operational

token1 -- .>. token2 - -

failure
transition 1

failure
transition 2

A

repair
transition 2

repair . .
transition 1 o S, failed S, failed

immediate
transition 1

immediate
transition 2

S, ready inhibitor arcs S, ready
for repair for repair

Figure 6.1. Two-subsystem system with repair queue

(initial configuration with subsystem 1,§%nd subsystem 2 {$oth operationdl

All the elements previously mentioned can be sadfigure 6.1:

six places (shown as circles) representing theilplesstates” the subsystems can

evolve towards;
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two tokens initially in the operational places tbe subsystems, indicating that
initially the systems is in this configuration/stat

the failure and repair transitions are displayedlaage black rectangles and
represent the stochastic or deterministic laws gomg the failure and the repair
time of the subsystems; the immediate transitioegepresented differently here
(with thin black rectangles) to ensure the claotyhe model.

These immediate transitions can be overridden byrthibitor arcs to ensure than
only one subsystem get repaired at a time: if sstegy 1 (9 fails first for
example, the token 1 initially in the place labet&d operational” transitions to
the place labeled “Sfailed”, and as the subsystem 2 is still operatiprhe
immediate transition is enabled and the token 1 ediately transitions to the
place labeled “Sready for repair”. Since now a token is preserthat place, the
inhibitor arc overrides the immediate transition & a consequence, if the
subsystem 2 fails while the immediate transitiors 2till inhibited, the token 2
will stay in the place labeled 3Sailed” until the token 1 transitions back to the

place labeled “Soperational.”

6.2.2.Stochastic Petri Nets for Multi-State Failure anagn8vability Modeling

In multi-state failure or survivability analysesetfiner resolution into the degradation
and failure behavior of systems introduces addiiocomplexity compared with the

traditional reliability analysis, and requires agsansequence more advanced analytical

" As a side note, enabler arcs could have beeninsthd of inhibitor arcs in this example: an eaahrc
between “$ operational” and the immediate transition 2, andther one between ;®perational” and the
immediate transition 1 would have modeled the shefavior.
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techniques for modeling and analysis, such as MieNI framework proposed in this

thesis, Markov chains or more broadly stochastiet automata.

SPNs have several advantages over Markov chainmdaleling and analyzing multi-
state systems. One argument in support of thiemsett is the following: consider a
simple example, where a system is composddsobsystems and each subsystem can be
in m different states. In the case of a Petri net mpaibn, “only” km places are
necessary to model the state evolution of thisesysithe presence of tokens in places
will reflect which state the system is in). Howeweith a Markovian approachy states
are necessary. The ratio of the number of statesssary for a Markovian approach to
the number of places required in a Petri net ambras plotted in Figure 6.2. The figure
shows this ratio with respect to the number of gstesnsk, and for 4 different values of
the number of states per subsystem(m = 2 for the lowest curve tm = 5 for the uppest
curve). The figure is plotted with a logscat@xis due to the explosion of this ratio for

higher values ok andm.

Figure 6.2 reads as follows: for example, kor 5 andm = 5 (the upper-most curve), a
Marvokian model requires 125 more states than planea Petri net model. The

proliferation of states or places whé&nor m increases is rightfully described as the
“dimension damnation” of multi-state failure anasydy Lisnianski and Levitin (2003),

but is significantly more acute in the case of Markovian approach. Figure 6.2 also
shows for example that for systems with 7 or ma®gonents, even in the case of the
traditional binary reliability analysis, Markov Gha require at least an order of

magnitude more states to model the system thar®l@acan equivalent Petri net. More
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broadly, this feature of Markov chains—their (a¢utgnension damnation—results from
the fact that Markovian modeling requires “globtdtes” and a “global clock” for the
system to run the state evolution against. Thahessystem can be in only one state at a
time, and this state describes the status of alstlbsystems evolving in time with respect
to the unique “global” clock. In contrast, Petritq@llow local modeling (places per
subsystem) and local clocks, where each subsystelves with its own token(s) and the

system state is given by the marking of the Petti n

10’
10°
10°
10*
10°
107

10"

Ratio of MC states to SPN states

10°

-1 !
10 I I I I I
0 1 2 3 4 5 6 7 8 9 10 11 12 13

Number of subsystems

Figure 6.2. Numbers of states in Markov Chains verss Petri nets

(the lower curve represents subsystems with 2 statesthe upper curve represents subsystems with 5
state$

Another advantage of SPNs is their intrinsic apiid handle any distribution for the time
to transition, for example non-exponential trawsii such as the Weibull or the
lognormal, as opposed to the Markovian approactchviaiould require more complex
and involved operations to manage time-varyingufailrate (e.g., systems exhibiting

infant mortality or wear-out behavior).

125



Although initially used for the modeling and anaty®f manufacturing systems and
computer networks, stochastic Petri Nets are sldwityincreasingly being adopted for
reliability studies, as well as for maintenance ais#t analysis, because of the many
advantages they provide over Markov chains for gtar(Volovoi, 2004). The adoption
of SPN is still hampered however by the limited iality of Petri net software,
especially when compared with the widespread awiditha of software tools for other

modeling approaches. In this thesis, the softw&d®& (Volovoi, 2006) was used.

In the space application developed in this work, aeasider 12 subsystems on-board
spacecraft, and each of these subsystems cardbdiffierent states of functionality. Thus
48 places are necessary in the case of a Petto etpture the overall state of only one
spacecraft, whereas more than 16 million statesxacessary in a Markovian approach.
The state space for a Markov chain (or a semi-Markaodel) would make it
unmanageable and impossible to visualize. Also, thenber of transition laws to

calculate and populate in the model would be unmealle.

6.2.3.Stochastic Petri Net Representation of a Spaceeanadt of the Case Study

Space-Based Network

The traditional monolith and the case study SBNhiéectures were introduced in
previous chapters but are recalled here for re&tiabpurposes. The monolith
architecture consists of a single spacecraft witht1 subsystems introduced in Chapter

2 and Chapter 3, plus the unknown category:
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1. Gyro/ Sensor / Reaction Wheel (hereafter refetoess Gyro)

2. Thruster / Fuel (Thruster)

3. Beam / Antenna Operation / Deployment (Beam)

4. Control Processor (CP)

5. Mechanisms / Structures / Thermal (Mechanisms)

6. Payload Instrument / Amplifier / On-board Data /n@uuter / Transponder
(Payload)

7. Battery / Cell (Battery)

8. Electrical Distribution (ED)

9. Solar Array Deployment (SAD)

10. Solar Array Operating (SAO)

11.Telemetry, Tracking and Command (TTC)

The Gyro and Thruster subsystems can be lumpethg@to a macro-subsystem called
Attitude and Orbit Control Subsystem (AOCS), and ®Battery, ED, SAD and SAO

subsystems are part of the macro-subsystem nameettiEhl Power Subsystem (EPS).

The traditional monolith architecture is presenbedhe upper part of Figure 6.3. The
case study space-based network consists of twesrst (S/C #1 and S/C#2): S/IC #1 is
similar to the spacecraft in the monolith archiieei while S/C #2 possesses all the
subsystems but the payload. The two spacecrafneigorked wirelessly together to
provide a functional redundancy for the TTC. ThBNSis shown in the bottom part of

Figure 6.3.
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Figure 6.3. Architecture of the monolith spacecraf{top) and the case study SBN (bottom)

As developed in Chapter 3, four classes of failwents were recognized and analyzed

for each subsystem:

Subsystem state 4 (SubS4): fully operational

Subsystem state 3 (SubS3): minor anomaly/degradatio

Subsystem state 2 (SubS2): major anomaly/degradatio

Subsystem state 1 (SubS1): total failure

Each subsystem can transition to a more severe stategradation or failure and the

associated probabilities of transitioning were vt in Chapter 3 as Weibull

distributions.
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To evaluate the survivability of these two archiiees, four states were considered by

the author at the system level:

System state 4 (SysS4): fully operational: 0 —@ormance loss
System state 3 (SysS3): minor degradation: 5 — @&fformance loss
System state 2 (SysS2): major degradation: 33% @&formance loss

System state 1 (SysS1): total failure: 85 — 1@@¥6ormance loss

These states determine the level of precisionHersurvivability analysis of the models.
Additional precision can be obtained by defininglitidnal states, which comes at the
cost of increased analytical and computational derity, as discussed previously. The
probabilities of being in these four states aredbgut of the SPN model. Comparisons
between the probabilities obtained provide the camajve survivability analysis of these

two architectures, as will be shown shortly.

In the case of the monolith spacecraft, the follaywules are used to link the subsystem

and system levels of degradations and failures:

The system is in the operational state (SysS4)l itha subsystems are in their

operational states (SubS4);

The system is in the failed state (SysS1) if onlesgstem is in its failed state

(SubSsl);

SubS3 state of the subsystems does not have & elifect on the system level;
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The SubS2 state can lead to minor, major degradatiofailed system states
(SysS3, SysS2 and SysS1 respectively) accordingotalitional probabilities
peculiar to each subsystem, as given in Table &iuél on-orbit data derived
from the database). The probabilities given in €aBll are “conditional” since
they represent the probability that the system wahsition to a degraded state
given that a particular subsystem is in SubS2 state example, for the Gyro /
Sensor / Reaction wheel subsystem, given thatstiisystem is in SubS2 (major
anomaly), there is 25.7% chance that the systemsitans to a minor
degradation state (SysS3), 54.3% chance to a rdagradation state (SysS2) and

20% chance to a failed state (SysS1).

Table 6.1. Impact on the system level of subsystemajor degradation (conditional probabilities)

Conditional probability that a SubS2 state

Subsystem leads to system:

minor degradation  major degradation total failure
Gyro / Sensor / Reaction wheel 25.7% 54.3% 20%
Thruster / Fuel 50.9% 47.3% 1.8%
Beam / Antenna operation / deployment 70.6% 23.5% .9%5
Control processor 0% 0% 100%
Mechanisms / Structures / Thermal 100% 0% 0%
Payload instrument / Amplifier / On-
board data / Computer / Transponder 33.4% 59.1% 7.5%
Battery / Cell 56.2% 18.8% 25%
Electrical distribution 40% 40% 20%
Solar array deployment 40% 60% 0%
Solar array operating 61% 31.2% 7.8%
Telemetry Tracking and Command 43.5% 34.8% 21.7%
Unknown 58.4% 33.3% 8.3%
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A summary of the subsystem and system states, lendinks between is provided in

Table 6.2.

Table 6.2. Summary of subsystem and system statechtransitions

States Transitions between states

For each subsystem, four states
based orsubsystem anomalies and
failures

SubS4: operational
Subsystem | SubS3: minor anomaly
level SubS2: major anomaly
SubS1: total failure

Weibull distributions derived from
statistical data analysis
(see Chapter 3)

derived from the classes of events
present in the database (see
Chapter 3)

Transitions between system states depend on
subsystems states:
Four states based on the

performance degradation of the | If a subsystem then the system transitions
system transitions to... to...
System SysS4: operational SubS3 no transition (no impact on
level SysS3: minor degradation system states)
SysS2: major degradation
SysS1: total system failure SysS3
SubS2 or SysS2 - (see Table 6.1)
defined in this dissertation or SysS1
SubS1 SysS1

Given the stochastic transition laws between tffferéint states summarized in Table 6.2,
the SPN model of a monolith spacecraft facing dntofailures and anomalies was
developed (using SPN@ (Volovoi, 2006)) and is showirrigure 6.4. To clarify this

model and enable an easy identification of itsedéht parts, Figure 6.5 is provided

showing the overall SPN model, the spacecraft techire, the various subsystem
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models, and the system transition diagram. In addita zoom-in or enlargement of two
subsystems SPN models is shown in Figure 6.5, tlidsthe Gyro, and the TTC

subsystems. The system level states are cleanhyifiéel and illustrated by a schematic
transition diagram. The remaining states are lab&tgermediary states” and are used to
link the subsystem level to the system level adogrdo the empirical data and the

previously stated rules.

A similar SPN model has been developed for the sasdy SBN, and is provided in the
appendix of this chapter instead of the main badyréadability purposes. Its derivation
is presented in detail in Castet and Saleh (2012) Saleh and Castet (2011). Also

explained in these references is the extensivimtedbne to validate these SPN models.
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Results Running the Monte Carlo simulation of the SPN elooh the case of the
monolith spacecraft provides the evolution in timiethe probabilities of the system
being in operational or different failed statese.(i.operational, minor and major
degradation, failed). Figure 6.6 presents theseltegsshown in two different plots for

readability purposes given their different rangeghey-axis.

Operational state Degraded states
10 ——+—F""w— 0.14 ;
I
I
0.90 0.10 |
. I
0.85 :
z 2 0.08 |
Z 080 g 1 |
8 S 0.06 o ;
a 0.75 o | | |
0.70 0.04 R R R
S T minor degradation
0.65 0.02}- N major degradation |
| | | | | | | — failed
0.60 0.00 Il Il Il Il Il Il Il L L L L L L L
01 2 3 45 6 7 8 9 1011 12 13 14 15
Time after successful orbit insertion (years)

Figure 6.6. State probability results of the monoth spacecraft SPN model

Figure 6.6 reads as follows: for example afterysars on-orbit, a monolith spacecraft
has a 75.6% likelihood of being fully operation&l4% of being in minor degradation,
8.1% of being in major degradation state, and 703%eing in a failed state. Similarly,
after 10 years for example, a spacecraft has on§0% likelihood of being fully
operational, that is, of not experiencing some fofranomaly or degradation. This result
offers a significant opportunity, can be thoughtefa call to arms, to improve spacecraft

design and testing.
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For the space-based network, running the simulaifats SPN model leads to the same
kind of plots. This in turns allows the comparisufrthe probability of residency in each
state for both architectures. Figure 6.7 for exarpsplays the probability of residency

in the operational and failed states for the mdho$ipacecraft and the space-based

network.
Operational state Failed state
1.00 0CUd————
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Figure 6.7. Comparison between the monolith spaceait and the SBN for the fully operational (a)
and failed (b) states

Figure 6.7a is confined to the operational staté e@early shows that the space-based
network is more likely to be in an operational stahan the traditional monolith
spacecraft at any point in time, given stochastieotbit anomalies and failures. For
example, after 15 years, there is a 65.9% likelihtiat the space-based network will still
be in the operational state, compared with 63.9¢4He monolith spacecraft. This two-
percentage point increment is provided by the netaa nature of this architecture and
the ability of one spacecraft to tap into a reseuin this case the TTC, of the second

spacecraft. Similarly, Figure 6.7b shows that thace-based network is less likely to be
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in a failed state than the traditional monolithaay point in time. For example, after 15
years, there is 11.2% likelihood that the spacetbametwork will be in the failed state,

compared with 13.1% for the monolith spacecratft.

A detailed analysis of the implications for desmmd architectural choice of the results
presented above is conducted in Chapter 7. Asarside, other space-based network
architectures were modeled with stochastic Pets,res presented in Castet and Saleh
(2011). As seen above, the SPN modeling allow tbeerption of probabilities of
degradation and failure of the space-based netwoanle. might wonder why SPNs were
not chosen as the principal modeling tool for seability analysis, in place of the
proposed IMLN representation. A Petri net is byunata graphical representation of
processes, and the generation of even the morgpilcecraft model was complex, as
attested by Figure 6.5. The simple case study spased network also required a
complex SPN model, created manually. In comparigbe IMLN approach only
requires the creation of three sets of input: tth@@ency matrices, the interlayer matrix
and the mapping function. As explained in sectidn3 their determination can be quite
simple and the algorithm presented to propagatarés is not specific to any type of
network. Consequently, the survivability exploratiaf several architectures is conducted
by varying inputs in the case of the IMLN framewonkhile a graph must be specifically
created for each architecture in the case of the &proach. As a conclusion, the IMLN
approach is superior in terms of generalizatiomgiexity and practicality. The actual

introduction and use of SPN in the context of &N modeling is presented next.
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6.2.4.Use of SPN Model to Partially Create and Validdte tMLN Model

The monolith and space-based network SPN were tosegtate inputs for the IMLN, as

well as using SPN results to (partially) valida#d_N models.

IMLN input creation. Remember that the required inputs for the IMLNdels are based
on design and architectural choices of the netwadjacency matricedy, ..., A., the
interlayer matrixC and the mapping functioiy as well as on the failure behaviors of the
vertices and edges of the network. The formersnaneediately defined from an arbitrary
architecture, while the latters are not trivialheir derivation. In this dissertation, it was
chosen to represent the failure behavior of theéicess and the edges using cumulative
distributions functions of the random variables Tyr and Tue (all three of them for a
complete multi-state failure simulation, or a suldee other simulations (e.g., a complete
failure simulation requires only the c.d.f.s fdg)). These c.d.f.s are represented
parametrically here using single Weibull distrilous characterized by two Weibull

parameters eachg, r, mr, MF mmeand mwe

In this dissertation, derivings, £, mr, mr, mmrand mveiS not trivial as the severity

levels at the subsystem level do not match therggwd the impact at the system level.
Indeed, as summarized in Table 6.2, a subsysteannmnor degradation state (SubS3)
does not translate in the overall spacecraft ttiamsing to the system minor degradation
state (SysS3) for example. However, the IMLN inptharacterize the impact of failure
behavior of the vertices and nodes at the systewi.|lélence, for example in the case

study, the Weibull c.d.f. for the total failur®H) of TTC vertex is not defined by the
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results derived in Chapter 3 (that correspond tbalility of the TTC being in SubS1),
as Table 6.1 and Table 6.2 clearly show that tlaeegraft will experience a total failure
(SysS1) due to the TTC if the TTC experiences alttdilure (SubS1) or a major
degradation event (SubS2) that leads to a syst@hfailure in 21.7% of the occurrences

of such event.

The SPN model of the monolith spacecraft becomé&emely helpful in determining the
Weibull parameters of the c.d.f.s fok, Ty and Tmhue Of the vertices in the IMLN
models. For example, in the case of the case $MUN, the required c.d.f.s are the ones
of the TTC vertex, the supporting subsystems vedrd the payload vertex. These
probabilities can be obtained by running subsetthef SPN monolith model with the
subsystems of interest and tracking the resultygiesn state probability output of the
Monte Carlo simulation. For example, in the casehef supporting subsystems vertex,
the subset of subsystem under consideration censistthe AOCS, EPS, Beam,
Mechanisms and CP subsystems; the arcs in the Sfeldlrfor the remaining subsystems
modeling their impact on the system level beingcammected. To obtain the Weibull
parameterse, r, mr, mr mmrand mumr @ non-linear least-square regression is used to
fit single Weibull distributions to the output oheé SPN simulation. In this space
application, these Weibull models are very preciseexample, in the case of the TTC
vertex, the average errors of the Weibull modekh wespect to the probability output of
the SPN simulation are 0.003, 0.02 and 0.04 peagenpoints forTg, Tyr and Tome

respectively. The resulting Weibull parameterstha case study are shown in Table 6.3.
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Table 6.3. Weibull parameters forTg, Tyr and T Of vertices in the IMLN case study model

Vertex Pr Pue Pove
TTC E= 0.4650 ME — 0.4680 mME — 0.4402
g = 47700 years vE = 28040 years mvE = 28210 years
. E= 0.5529 ME — 0.5052 mME — 0.4638
Supporting subsystems r=918.5 years vi = 435.0 years mvE = 203.6 years
E= 0.5921 ME — 0.5561 mME — 0.5599
Payloa@ g = 30150 years v = 1731 years mvE = 813.3 years

Partial validation of the IMLN model Now that a subset of the SPN model has been
used to create inputs for the IMLN model, it is §ibte to use the complete SPN model

and its results to partially validate the IMLN sikation results.

A Monte Carlo simulation of the SPN model of theeatudy space-based network was
run (5 million runs, as justified in Castet andeba(2012)), and the results are provided
in Table 6.4. For example, according to the SPN ehodfter 5 years on-orbit, the
probability that the space-based network has camlgldailed @r) is 6.0 percentage
points, that it is in a major degradation stdg)(is 7.3 percentage points, and that it is in

a minor degradation statB) is 7.7 percentage points.

The IMLN model using the Weibull distributions given Table 6.3 and assuming a
perfect link between spacecraft was run 100,00@4irfsee section 6.4 for more details
about the number of runs). The results are alssepted in Table 6.4. Similarly,

according to the IMLN model, after 5 years on-qrtiie probability that the space-based

8 In this particular example, the “payload” verteansists of the payload instrument, as well as data
handling components. These components will be apdlgeparately later in the dissertation.
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network has completely failedPf) is 6.1 percentage points, that it is in a major

degradation statd’(y) is 7.4 percentage points, and that it is in aanohegradation state

(Pm) is 7.7 percentage points.

Table 6.4 gives the full results for all degradataend failure states at four times in the

lifetime of a spacecraft (1, 5, 10 and 15 years)biath models. Table 6.4 also provides

the absolute difference (in percentage points) eeimhe results of the two models. It

can be seen that these results are similar, andxenum error is 0.29 percentage point

and the average error over all the results is @tgntage point, a significantly small

difference. A detailed analysis of the resultsrisspnted in Chapter 7.

Table 6.4. Results from the SPN and IMLN simulatios of the case study and comparison (in

percentage points)

Time SPN IMLN Absolute difference
on-orbit Pe Pu P Pu F M m
1 year 2.78 3.70 2.53 3.50 1 0.24 0.19 0.02
5 years 5.96 7.32 6.09 7.38 $) 0.12 0.07 30.0
10 years 8.78 9.89 8.79 9.88 A 0.01 0.04 030.
15 years 11.22 11.78 10.93 11.66 0

0.29 130 0.04

The small, but existing differences can be explhinem two sources:

The IMLN model was simulated with 100,000 runs.réasing the number of

runs will increase the precision of the results, &tuthe cost of computing time.

This source of error is investigated in the follogisection. Also the Monte Carlo

simulation can introduce some variability in theNsResults, even if 5 million
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runs were chosen to reduce it as much as possitileaneasonable simulation
time.

The Weibull laws derived in Table 6.3 are closerappnations of subsets of the
SPN model, hence the fitting errors mentioned alareentroduced in the IMLN

simulation.

6.3. Comparison with Limited Analytical Solutions

In the case of the simple space-based network thencase study, a closed-form solution
for the probabilities of being in a total failureate, a major degradation state or a minor
degradation state can be derived analytically. Nbé¢ the existence of a closed-form
solution is not generalizable to all space-basenvaris, justifying the need of the

general interdependent multi-layer approach preskeintthis dissertation.

Assuming that the link is perfectly reliable, thean be expressed as:

P =1- (1' PstFjppsub.)(l' Ppi\yload){l' (1' (1' I:)TFTC)(l' PsEppsub-))PTFTC} (6.1)
Pur =1- (1' Ps'\lprpsub.Xl' Pp'\;;oad 1- (1' @' P#E)(l' PSlFJppsub-))PT'\#E} (6.2)
Pove =1- (1' PsTr’:/rl)Zub.Xl' Ppne:s’)fgad 1- (1' (1' PTn;?ZAF)(l' IDsEppsub-))PTn;L\élF} (6.3)

Plugging in the Weibull models shown in Table 6t3s then possible to investigate the

precision of the IMLN results from 100,000 runs.eThumerical results from the
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equations are presented in Table 6.5. Note thaethalues differ from the SPN results
presented in Table 6.4 as tReypp. sun. Ppayload and Prrc are modeled using the same
Weibull distributions than the IMLN model. As a sidode, the SPN results can be found

by plugging instead the SPN simulated values.

Table 6.5. Results from the analytical and IMLN moels of the case study and comparison (in
percentage points)

Time Analytical solution IMLN Absolute difference
on-orbit Pe Pu P P Pu P F M m
1 year 2.51 3.55 4.25 2.53 3.50 4.34 0.02 0.05 0.09
5 years 6.08 7.39 7.76 6.09 7.38 7.69 0.01 001 700
10 years 8.86 9.93 9.72 8.79 9.88 9.74 0.06 0.04 02 0.
15 years 11.01 11.69 10.93 10.93 11.66 11.p0 0.08 .030 0.07

The IMLN simulation results are in good agreemerithwhe analytical results: the
maximum error for all degradation and failure staéad for all time is 0.1 percentage

point and the average error is 0.05 percentagé.poin
It results that the comparison of the IMLN resukigh the SPN and analytical results
yields very good agreement, partially validating ttMLN approach and establishing

trust for the IMLN outputs.

6.4.IMLN Model Precision

The IMLN results presented in Table 6.5 were oladirby using a Monte Carlo
simulation with 100,000 runs. However, due to ttaiability associated with Monte

Carlo simulations, these results are not fully espntative of the precision of the IMLN
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model. This precision was investigated on the cigdy by running 10 times the same
Monte Carlo simulation with 100,000 runs. Then oderice intervals can be built to
characterize the variability associated with thd_NVisimulation. For each on-orbit time
(4, 5, 10 and 15 years) and for each degradatiofaiture state, a sample of 10
probabilitiesP is gathered: the sample mean is definedPand the sample standard
deviation iss. Then, using the Studenttsdistribution with 9 degrees of freedom, the

two-sided 95% confidence interval is expressed as:

— s — s
P - Eto.ozs,g : P+Eto.025,9 (6.4)

Wheret s, = 2.2628S P(- toose £T £ 100 ) = 095f0r 9 degrees of freedom

The sample averages and the confidence intervabhdprare provided in Table 6.6. The
spread of the confidence interval is relatively Bm#ne maximum spread is 0.15
percentage point and the average spread is 0.ldemage point, with most of the

analytical results falling between the confidenaeival bounds.

Table 6.6. Confidence intervals for 100,000 runs seilts

Time Sample average Confidence interval spread
on-orbit Pe Pu P F M m
1 year 2.48 3.54 4.21 0.08 0.10 0.08

5 years 6.03 7.40 7.76 0.11 0.13 0.07
10 years 8.79 9.91 9.77 0.11 0.13 0.08
15 years 10.94 11.68 10.99 0.13 0.15 0.07
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Improving the accuracy of the results can be obthiny increasing the number of runs in
the simulation, hence increasing the computatidnatien. This is discussed in more

details in the following section.

6.5.Model Scalability

6.5.1.Confidence Interval and Simulation Time

For the case study IMLN (2-spacecraft network repnéed with 5 nodes), four series of
Monte Carlo simulations were conducted to deterntieaccuracy improvement of the
IMLN model results with the increase in the numbgruns by tracking the spread of the
confidence intervals, as well as the impact of thizease on the computational time.
Each series of Monte Carlo consists in runningid@s$ the total failure simulation (no
degradation states considered) in order to buildidence interval with that sample. The
number of runs for each series is increasing frdy0d0 runs for the first series to
100,000 runs for the second series, 500,000 runthéothird series and 1,000,000 runs
for the fourth series. The resulting variation onfidence interval spread (average and
maximum over four on-orbit dates: 1, 5, 10 and &&rg) is presented in Figure 6.8. Also
shown on the secondagyaxis in Figure 6.8 is the time required for propi@gg the
failures across the IMLN depending on the numberuofs. The configuration used in
this thesis consists of the MATLAB software runnioig an Intel Core 2 Duo 2.66 GHz

processor with 2 GB of RAM.
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Figure 6.8. Confidence interval spread and simulatin time variations with the number of runs for
the case study IMLN

Figure 6.8 shows an exponential decrease in theadpof the confidence interval (both
for the average and the maximum values) by incngatsie number of runs, trend that can
be translated in an increase in accuracy for theNNnhodel. For example, the average
confidence interval spread is 0.4 percentage domf.0,000 runs and 0.04 percentage
point for 500,000 runs. Figure 6.8 suggests thabsimg a too high number of runs will
not translate in a significantly higher accuraclafgau effect after 500,000 runs in this
particular example). This is all the more signifitaas Figure 6.8 shows that the
simulation time linearly increases with the numbéruns, from 0.2 second for 10,000
runs to 24 seconds for 1 million runs. Consequeantimedium number of runs associated
with most of the precision improvement and an atadd@p computational time can be
selected as a trade-off. The simulation times shiogre remain low, but the IMLN under
consideration consists of a small number of nodiés. next paragraph investigates how

the simulation time increases with the complexityhe network.
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6.5.2.Network Size and Simulation Time

Four different space-based network architecturescansidered here, each with four
layers: two layers of functional redundancy (layérand 2), one layer of supporting
subsystems (layer 3) and one layer for the pay{tza@r 4). The first network consists of
3 networked spacecraft (3-IMLN), the second of dcggraft (4-IMLN), the third of 5
spacecraft (5-IMLN) and the fourth of 10 spacec(afi-IMLN). These IMLNs are not
intended to be realistic space architectures: thene chosen to increase the complexity
of the failure propagation and observe its impatttlee simulation time. The IMLN
models (graph representation, adjacency matriceterlayer matrix and mapping
function) of these four architectures are showthenAppendix of this chapter, instead of
the main body for readability purposes. The nundfefertices increases from 8 in the 3-
IMLN, to 11 in the 4-IMLN, 14 in the 5-IMLN and 2#& the 10-IMLN. The simulation
times necessary to propagate total failures (tlaesenot multi-state failure simulations)
across the networks during Monte Carlo simulatiith 100,000 runs are given in Table
6.7. Even in the most complex IMLN (10 spacecréfig simulation time for 100,000
runs remain low with a value of about 13 secondssharter simulation time or the
possibility of considering a higher number of rwwmild be obtained by using a more

efficient programming language or a more poweréuhputer configuration.

Table 6.7. Simulation time variation with number ofvertices

Simulation time

Network type Number of vertices

seconds
3-IMLN 8 4.8
4-IMLN 11 5.8
5-IMLN 14 6.9
10-IMLN 29 12.8
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In addition to the results for the architecturessidered above, the failure propagation
took about 2.3 seconds for 100,000 runs in the o&sge 2-IMLN case study as shown
in Figure 6.8. The previous calculations were otadifor total failure simulations. In the
case of a full multi-state analysis (here includihg MF andmMF degraded states), the
degradation and failure propagation takes abous@&cénds, short of three times the time
necessary for the total failure simulation. As aseyjuence, the computational burden

remains low even for the multi-state simulation.

However, an additional computational time existsthe generation ofg, Tyr andTmvre

for the vertices (and edges). In the case of tted failure simulation, onlyl¢ is required

to be generated from Weibull distributions, andyamlfraction of second (0.2 second) is
added to the 2.3 seconds required for the failuopayation across the network in the 2-
IMLN case. This is not the case for the multi-stapproach, a$g, Tyr andTmvre Need to

be generated concurrently using the algorithm mteskin section 5.2.1. In the case of
the 100,000-run Monte Carlo simulation for the casedy IMLN, 585 seconds are
necessary to generaige, Tyr and Tyue for the vertices (the link between spacecraft is
assumed to be perfectly reliable). This generaisosignificantly time consuming for
vertices with Weibull distributions foFg, Tyr andTmue that do not share the same shape
parameter and thus require the use of a potentilby root-solving algorithr.
Increasing the number of runs to high levels withigh number of such vertices in the
network might lead to a significantly high simutatitime that might become prohibitive.

To balance this problem, it was shown in FiguretBa considering a too high number

° The vertices with Weibull distributions sharingethame shape parameters induce a low computational
burden ag, Ty andT,,wr can be generated using straightforward equaticesepted in 5.2.1.
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of runs might not significantly improve the accwra the results. To help improve the
time necessary for the generationTef Tyr and Tmwr, Several paths can be considered:
using a more efficient programming language, usingnore efficient root-finding
algorithm, approximating the failure behavior madelith Weibull with the same shape
parameters as much as possible or using a morerfubwwardware configuration. Also,
one might consider creating in parallel a librafytimes to degraded states for pre-
determined node and link anomaly and failure bedrayiso that the changes in the
architecture and reruns of the simulations candsedvithin the order of times presented
in Table 6.7 (i.e., uncoupling the generation f Tyr and Tyoue and the failure

propagation algorithm).

6.5.3.Network Size and Scalability of Adjacency and latar Matrices

Another consequence of scaling up the network lgewith the increasing size of the
adjacency and interlayer matrices. This increasepmse significant issues for creating
and stocking matrices as well as performing effitimatrix operations. However, it is
shown below that most interlayer matrices can besicered as sparse matrices, as well
as some adjacency matrices. A sparse matrix istaxnmaainly populated with zeros, and
it is extremely useful for lowering the computatbrburden associated with large

matrices, as only the non-zero elements need towhsidered.

The maximum number of elements in an adjacencyixngtows as the square of the
number of spacecraffis in the network: for example, in the case of the_NMwith ns= 4

spacecraft (4-IMLN) presented in the appendix, thadjacency matrixA; has
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ny, =4" 4=16elements (maximum possible size), while feematrix hasn, =2" 2=4
elements. The actual size of the adjacency ma#pedds on the number of nodgsn
the associated layé(bounded by the number of spacecraft), and thebeumof non-zero

elements in it depends on the number of edgesainldyer (¢, =|E| with E defined in

Eq. (4.1)). For undirected edges with no self-edgi@s maximum number of edges is

given by nEl'maxznl(r\-l)/Z (Newman, 2010). As a consequence, the associated

adjacency matrix is symmetric, its diagonal onlyngists of zero, and there are

n(n - 1)/2 remaining elements to fully defin&. In the case of a low connectance (or

density) of the layer (i.e., a low number of edgésfan be considered as a sparse matrix.
For example in the case of the 10-IMLN presentethénappendix, the adjacency matrix

A; has 100 elements, but only 5 elements are negetsshurily characterized it.

The number of elementsc in the interlayer matrixC scales with the square of the
number of vertices in the network. For example, in the case of tH®BN presented in

the appendix,n. =14 14=196 elements. This number can grow very quickly and
determining, entering and stocking the interlayeatnr elements can pose significant
practical and computational issues. However, thaber of non-zero elements) in

the interlayer matrix is generally relatively low.able 6.8 shows for each of the
architectures considered in the appendix the totamhber of elements i, the total

number of non-zero elements @Gand the ratio of these two numbers. For example, i
the case of the 10-spacecraft network, the interlayatrix has 841 elements, but only 55
of them are non-zero: in other words, 7% of thenelets in that specific matrix are non-

zero. For all four of the architectures, this ratiays below 20 %. As a consequence, the
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interlayer matrixC can be considered as a sparse matrix to improyedmputational

treatment of this matrix.

Also, as mentioned in section 4.5.1, a particutdresne of numbering the vertices in the
network can help determining more easily elemeritshe interlayer matrix: if the
vertices belonging to a same spacecraft are numbersequential order, the interlayer
matrix can be written with a block diagonal forrhcén be seen in the appendix that the
interlayer matrix for the 10-IMLN architecture isrgply written, despite its 29x29 size.
Note that the seven 3x3 non-zero blocks are sim#ar the two 2x2 blocks. To
summarize, the fact that the interlayer matrix banconsidered as a sparse matrix, and
that an informed numbering scheme can significargtiuce the issues of scaling up the

network size.

Table 6.8. The interlayer matrix as a sparse matx

Total number of Number of non-zero

Network Number of elements in the C elements in the C Ratio N. /n
type vertices . . * c/hc
matrix (nc) matrix ( N¢g)
3-IMLN 8 64 13 20%
4-IMLN 11 121 19 16%
5-IMLN 14 196 25 13%
10-IMLN 29 841 55 7%
6.6. Summary

This chapter explored technical considerationstedldo the IMLN representation and
simulation tool: (partial) validation of the IMLNutputs, relationship between precision

and number of runs in the Monte Carlo simulatiard &s impact on scalability through
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the simulation time and matrix size. It was demiaistl that the IMLN concept
introduced in this thesis is able to handle proptre exploration of the design space of
space-based networks. Indeed, the results frorfivthBl simulation were shown to be in
good agreement with results derived from an eqaivastochastic Petri net model, as
well as analytical solutions, for a reasonable neidd runs and simulation time. It was
also shown that the precision of the results, thhatlne proxy of the spread of confidence
interval, is increasing (smaller confidence intésyavith the number of runs in the Monte
Carlo simulation. However, the incremental benefitprecision are also decreasing with
an increase in the number of runs, while the sitraatime increases. A resulting
compromise between precision and simulation timeeisessary, but it was demonstrated
that the failure propagation algorithm is suffidigrefficient so that the simulation time
remains acceptable. Finally, through an informeg efanumbering nodes in the network
and the fact that most matrices considered aressp#mwas shown that the determination
of the elements of the adjacency matrices andriteglayer matrix could be significantly

simplified, allowing for the consideration of coreglspace-based networks.
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6.A. Appendix

6.A.1. Stochastic Petri Net of the Case Study SBased Network
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Figure 6.A. SPN model for the case study space-badseetwork
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Figure 6.B. Construction clarification of the spacebased network SPN model

153



6.A.2. IMLN Models of the Four Architectures in.8.3-IMLN architecture

3-IMLN architecture

Layerl

Layer3 b %

Layer4 @

Layer?2

O=

Figure 6.C. IMLN representation for the selected 3IMLN architecture
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1 3 NaN
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10 Using a matrix representation. For examplé(2,1) = 4
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4-IMLN architecture

Layerl

Layer2

Layer4

Figure 6.D. IMLN representation for the selected 4MLN architecture
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5-IMLN architecture
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Figure 6.E. IMLN representation for the selected 3MLN architecture
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10-IMLN architecture

Layerl

¥y

g T < T T v
v \ \ \ \ \ \
v v o \ v v \ !
]
[ v W v v W '
i ] i i ] i r
\( ' \(t ' \? | ! ' ' .l !
! ' ' ) ' ! / !
! L S / ! |" S/ /

s

Layer4

Figure 6.F. IMLN representation for the selected 1dMLN architecture
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CHAPTER 7
RESULTS, ANALYSES AND INSIGHTS ON DESIGN AND ARCHIT ECTURAL

CHOICES FOR SPACE-BASED NETWORKS

7.1.Introduction

Chapter 4 introduced a new concept to enable thaelimg of space-based networks and
Chapter 5 described a framework to assess thevability of such architectures.
Chapter 6 investigated the ability of this framekvdo properly capture subsystem
anomaly and failure propagation across the netw@rkvalidation process) and its
scalability. The objectives of this chapter are foid: the first is to provide examples of
application of the survivability framework and teointroduced in this dissertation
through the evaluation of specific space-based ordsvas a proof of concept; the second
is related to the purpose behind the introductibthis framework, that is, exploring the
survivability features of a new concept for spaggteams, namely space-based networks,
and their implications for conceptual design. Tlylouthe use of the survivability
framework and the interdependent multi-layer neknaggproach developed in this thesis,
what insights can be gathered for the design aedatichitecture selection of space

systems for which survivability is a metric of ireet?

Before providing more details about the two objedi of this chapter, a caveat is in
order to clarify the use of the tool introducedhrs thesis, as well as the interpretation of

the results provided in this chapter. This thesiesdnot advocate for or against the
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development of space-based networks by the spacestiy. This thesis introduces and
develops a framework and tools to explore the sahility of space-based networks, in
the case that space-based networks are under ecatsosh by the designer due to
particular drivers. This thesis enables the analysi survivability implications of
networks for design, and helps inform the desigd architectural choices of space
systems. The survivability tools and results présgmere are not the only elements that
will determine the design decision of the retaiaechitecture: other considerations, such
as cost, complexity, technology maturity, delivesghedule, customer requirements or
shareholder risk tolerance, will also influence tesigner’s decision. In summary, this
thesis provides the means to explore the survivglabpect and implications of space-
based networks, if networks are one option amooidgrs on the design table, as part of

a decision support process.

The first objective is tackled in section 7.2 whéweo particular cases of functional
redundancy are explored, leveraging the subsysteabapilities of experiencing
anomalies and failures derived earlier in this eliggion from a 1584-Earth orbiting
spacecraft sample. The first case of functionalneldncy is devoted to the Telemetry,
Tracking and Command (TTC) subsystem: the rolehef TTC is critical in the proper
operation of a spacecraft as it links the spacetoathe ground station and operators,
enabling the proper tracking of the spacecraft,tfomitoring of its subsystems and the
upload of commands from the operators. The TTC tfancis a good candidate for
fractionation, as the communication link with theognd can be distributed among

neighboring spacecraft: through the network, thacspraft could either pool their
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computing and communication capabilities or stegaipupport a networked spacecraft

that lost its ability to communicate with the cantcenter.

The second case builds on the TTC and adds two surgystems for consideration of
functional redundancy: the Control Processor subayqthe computer “brain” of the
spacecraft) and the Data Handling subsystem (tlaed“drive” of the spacecraft that
stores and handles data). This aggregation of stdrsg is termed the “Command and
Data Handling subsystem” (C&DH) and Berget sumneis function as the subsystem
that “receives, validates, decodes, and distribotgsmands to other spacecraft systems
and gathers, processes, and formats spacecrafelkemmsng and mission data for
downlink” (Berget, 1999). Consequently, the C&DHosystem appears also as a good
candidate for networking and sharing on-orbit resesi among a constellation of co-
located spacecraft. The TTC and C&DH examples aptoeed by considering specific
types of networks, with two or three spacecraft] aarve as a proof of concept of the

survivability evaluation process designed in thesdrtation.

The second objective extends the survivability ysialof the TTC and C&DH in a more
general direction in section 7.3, by consideringemeral non-descriptive networkable
subsystem or technology and the parameterizatiots @nhomaly and failure behavior to
explore broader and more general survivability abgaristics of space-based networks
and insights gleaned for design and architecturaioes of future space systems. Section
7.3 also demonstrates advanced capabilities ofrtbdeling setup and simulation and

introduces useful tools to the conceptual desiglyais.
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Before pursuing the stated objectives, the survivgldramework and its application in

four steps introduced in Chapter 4 is briefly reszhbelow:

Step 1: definition of the classes of threats oresymf disruptions for the
survivability analysis;

Step 2: functional characterization of the architex of the system under
consideration;

Step 3: transformation of the functional charaetgion into an analytical or
computational model of the system to assess itgvalnility with respect to the

classes of threats or types of disruptions of eger

Step 4. assessment of the system’s performanceadegyn—its survivability

assessment—following disruptions, using the systesdel previously developed

and the characterization of the classes of thiwatgpes of disruptions of interest.

7.2.C&DH Survivability Analysis

7.2.1.Telemetry, Tracking and Command Functional Reduagan

The first space-based network considered in thss $ubsection is simple and is the case
study model used in previous chapters (for exarsptavn in Figure 6.3), which consists
of a network of two spacecraft that can share tm&€ resource. As seen in previous
chapters, the TTC subsystem is a major driver atspraft unreliability.The wireless
connectivity in the SBN enables a type of redundagcin the TTC between the two

spacecraft in the network This space-based network has already been disduat
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length in previous chapters, but it was used ipex#ic fashion to illustrate the definition
and construction of the IMLN modeling, its (par}ighlidation with stochastic Petri nets
and analytical solutions, the IMLN modeling precisiand its scalability. In this
subsection, the focus is on showing the completeivability analysis process, the

results themselves, and their implications for glesind architectural choices.

The four steps in the survivability analysis aregemted below.

Step 1.The focus of this section is on endogenous fasluemabling the leverage of the
studies conducted in earlier chapters on the anoarad failure behavior of spacecraft
subsystems. The models used to represent thesgitishare presented in step 3. As a
consequence, the survivability results are limitedhis particular class of threat, and

they should not be extrapolated to other classes-afrbit shocks.

Step 2 A compact representation of the SBN architecisiprovided in Figure 7.1.

Figure 7.1. Simplified representation of the spaceased network architecture

Step 3 The anomaly and failure behavior of the subsysteas derived in Chapter 6
(subsection 6.2.4), but the single Weibull modeis wecalled below in Table 7.1 for

readability purposes.
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Table 7.1. Weibull parameters forTg, Tyr and Twe for the case study space-based network

Weibull shape Weibull scale

Functionality Severity level parameter
parameter
years
Telemetry Tracking total failurg 0.4650 47,770
and Comrr,1and (TTC) ' severe degradapon 0.4680 28,040
any degradation 0.4402 28,210
total failure 0.5529 918.5
Supporting subsystems severe degradation 0.5052 435.0
any degradation 0.4638 203.6
total failure 0.5921 30,150
Payload* severe degradation 0.5561 1731
any degradation 0.5599 813.3

The IMLN representation of this space-base netwsrkhown in Figure 7.2, and the

different elements necessary to define the IMLNI@ted below:

: : 01
Adjacency matricesA, = 10 A =0,,and A, =0, ,;

01000
2 0000
Interlayer matrixC= 2 1 0 0 O ;
0 0001
00020
1 4
(Inverse) mapping functionf *= 2 5
3 NaN

M n this particular example, the “payload” vertesnsists of the payload instrument, as well as data
handling components. These components will be apdlgeparately later in the dissertation.
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S/C#1 SIC#2

“TTC” LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 7.2. IMLN representation of the case studymace-based network

Step 4 The survivability analysis here consists of irtigeging the utility generation
capability of the space system, that is, the proibalthat the payload node (hode 3)
remains fully operational for full performance, tbe probability that this node degrades
or fails and results in performance degradationaA®nsequence, the metrics of interest
are P(TUF,3 <t) , P(TU“”'3 <t) and P(Tu”f3 <t) (or the equivalent combinatioﬁ’(TUF,3 <t) ,
P(Tu“f'g <t) and P(TU”TQ"F<t)). Also here, the survivability results are limitéo these

specific metrics and should not be generalizechjoather performance metrics.

After running a 500,000-run simulation, the resigtoutput is shown in Figure 7.3 fog,
Twre and Tyme. The probabilities for being in the minor degraoiatstate T, and the
major degradation statdy() are obtained by linear combinations of the presicesults,

and are shown along with the probability of totlure in Figure 7.4.
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Figure 7.3 and Figure 7.4 share the same formatkong example, Figure 7.4 reads as
follows: after 5 years on orbit, the probabilityaththe space-based network will have
ceased to generate utility (failed state) is 6.08%, probability that it will have a major
degradation in performance is 7.38% and a minoratkgion 7.69%. As a consequence,
the complementary probability that the space systéibe fully operational is 78.85%

after 5 years on-orbit.

0.35

failed state
severe degradation state

0.30 degraded state | | -

Probability

Figure 7.3. Output probabilities for Tg, Tyr and Ty of the payload node with TTC redundancy
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Figure 7.4. Processed probabilities fol g, Ty and T,,, of the payload node with TTC redundancy

The equivalent survivability analysis of the motiolarchitecture was conducted in the

previous chapter and the results are recalledgargi7.5.

T
failed state

Auigeqoid

10 11 12 13 14 15

9
Time after successful orbit insertion (years)

8

7

Figure 7.5. Survivability characteristics of the mmolith architecture
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At the same on-orbit time, the probability of themolith space system will have ceased
to generate utility (failed state) is 7.31%, theolmbility that it will have a major
degradation in performance is 7.57% and a minoratkdion 7.97%. As a conseguence,
the complementary probability that the space systéibe fully operational is 77.15%

after 5 years on-orbit.

The difference between the probability of residemesyeach state between the two
architectures Rsen — Pmonoiit) @nd it can be computed to conduct a comparative

survivability analysis. This is shown in Figure 7.6

3 T T T T T T T T T T T T T T
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | L L -
2F ****‘\:_:_r:_:,,.u—**—‘!""*\**T**F**\**T**
| | | |l | | | | | | | |
| | -_\_-,o"!" | | | | | | | | | |
| =" | | | | | | | | | | | |
P
[l | | | | | | | | | | | |
1F - 1~ T e e T
4
K | | | | | | | | | | | | |
4 | | | | | | | | | | | | |
i | | | | | | | | | | | | |
| | | | | | | | | | | | |
0 + | + [ e e I == 4 —=F ===+ - —

| |
| |
| | | | | | |
e e e T e
|
|

Difference between the monolith and SBN state
probabilities (percentage points)

Ar IR
----- Fully operational ] : - ‘ ‘
-2r Minor degradation state |~~~ =~ 7~ "~ " "7 "]
—— Major degradation state ! ! | | | | | |
Total failure : : : : : : : :
_3 L L L L L L L L L L L L L L
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Figure 7.6. Survivability superiority of the spacebased network with TTC redundancy over the
monolith spacecraft

The important results than can be seen in Figdari& the following:
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The probability thatin this specific case (TTC functional redundancy ad
endogenous failures)the space-based network will be able to generateility

at full capacity is higher at any point in time than the one of the monolith
architecture (the difference between the two is positive onuFég7.6). After 15
years, the incremental likelihood is about 2 petage points. A careful cost-
benefit analysis should be conducted to assess hethethis incremental
probability of remaining fully operational is worthe cost of obtaining it. While
such studies are beyond the scope of this diseeriat is worth pointing out in
this regard that communication satellites for exkengan generate in excess of
$50 million per year and these increments in lomgetihe probability of failure
can represent the equivalent of several monthsttwof revenues. Similarly, it
can be of significant importance for defense celligence space assets.
Regarding the distribution of this incremental gamong the reduction in the
probability of entering degraded states, itigor improvement was related to a
decrease in the probability of total failure of thearchitecture by about 1.9
percentage points. Thidecrease represents a 14% variatiomompared to the
probability of total failure of the monolith arcliture, which could be regarded
as a significant improvement over the current depa@radigm.

A significant share of the difference occurs early inthe life of the space-based
network, consistent with the fact that most spacecraftsgsiems suffer from
infant mortality. This shows that the networkingstehigh efficiency as soon as
the operational life starts (this notion of efficty will be revisited later in the

dissertation).
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As a consequencegdding a networked spacecraft to the traditional maolithic
spacecraft will increase the survivability aspecthe space system with respect to

endogenous failures in the case of the TTC functi@hredundancy.

The previous analysis was conducted with a netwadri2 spacecraft (2-IMLN). The
following explores the addition of a third spacdtta the network (3-IMLN) in order to
root out the anomaly and failure behavior of theCTqubsystem, as illustrated in Figure
7.7. Note that the S/C #2 and #3 do not communiedtie each other. The associated

IMLN representation is given in Figure 7.8.

Figure 7.7. Architecture of the space-based netwonkith 3 spacecraft (3-IMLN) for TTC

redundancy
SIC#2 S/IC#1
“TTC” LAYER @
“SUPPORTING
SUBSYSTEMS”
LAYER
“PAYLOAD”
LAYER

Figure 7.8. IMLN representation of the space-basedetwork with 3 spacecraft for TTC redundancy
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The different elements necessary to define the IMddel are listed below:

010
Adjacency matricespA = 1 0 1 , A,=0;,and A; =0, ,;
01
01 00O0O00O0
2 000000
0001000
Interlayer matrixxC=0 0 2 0 0 0 O ;
0021000
0 00OOO0O1
000O0O020D0
1 3 6
(Inverse) mapping functionf *= 2 4 7
5 NaN NaN

After running the IMLN simulation, the probabiliié’r, Pyr andPyvr are obtained for
the survivability features of the 3-IMLN, that igatures related to the performance

degradation of the utility generation (Figure 7.9).

The probabilities shown in Figure 7.9 can be prsedgo obtairPs, Py andPy, for the

payload node in the network. These probabilitiesgaiven in Figure 7.10.
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Figure 7.9. Output probabilities for T, Tyr and Tpue Of the payload node with TTC redundancy (3-

IMLN case)
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Figure 7.10. Processed probabilities fof ¢, Ty, and T,, of the payload node with TTC redundancy (3-
IMLN case)

172



After 5 years on-orbit for example, the probabibifythe 3-IMLN space system will have
ceased to generate utility (failed state) is 5.989é, probability that it will have a major
degradation in performance is 7.43% and a minoratkdion 7.79%. As a conseguence,
the complementary probability that the space systéibe fully operational is 78.86%
after 5 years on-orbit. How does this 3-spacecrafiivork compare with the 2-spacecraft
network? Figure 7.11 presents the probability tdtal failure (total loss of utility due to
the complete unavailability of the payload node) file monolith architecture, the 2-
IMLN and the 3-IMLN space systems. This probabiigychosen as it is the one that

presents the greatest difference with the moneptcecratft.

0_14 T T T T T T T T T T T T T
----- Monolith
2MLN | e
012w T
o100 T
g I R R i L
é | | | | | | ',(" | | | | | |
Soost T
S N A
£ R Y N S N N
E 0-06777\777\777\;"&777\77777777777777777\777\777\777\777
© | [y | | | | | | | | | |
o | 1 | | | | | | | | | | |
e | /’ | | | | | | | | | | |
Tooar LSS
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0021/
ool
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Time after successful orbit insertion (years)

Figure 7.11. Comparison of the probability of unavdability of the payload for the monolith, 2-IMLN
and 3-IMLN architectures

The greatest gap between the curves occurs atdrs:yafter that duration on-orbit, the

monolith spacecraft would have totally failed wit2.84% chance, the 2-IMLN with
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10.98% chance and the 3-IMLN with a 10.74% chatiices clear that the incremental
benefit of adding a spacecraft to the 2-IMLN aretitire decreases sharply compared to
the benefit of networking a monolith spacecraftifB-N): adding one spacecraft to the
traditional monolith spacecraft for TTC functionaédundancy improves by 1.86
percentage points the probability of payload unawdity, but adding two spacecraft to
the monolith for the same purpose improves it dmyjyan additional 0.24 percentage
point. This indicates that, if networks are an optconsidered by the designarthree-
spacecraft network for mitigating the TTC anomaly and failure behavior might not
be worth it compared to the cheaper and slightly Igs survivable two-spacecraft
network. Note that this comment holds in the case of &epdy reliable wireless link
between spacecraft in the network. The impact eflik failures is treated later in the

dissertation.

7.2.2.C&DH Functional Redundancy

Other spacecraft subsystems can be selected fonghmn-orbit resources: for example,
the Control Processor (main computer of the spaf@ctan be a good candidate as
spacecraft could pool their processing power, @ gpacecraft could run processes and
command another spacecraft if the Control Proce@3SB) subsystem of that spacecraft
failed, given that sufficient processing power nwargs built into the supporting
spacecraft. An additional fractionable subsystemictde the Data Handling subsystem
(DH) (responsible for storing and exchanging ddia)example, one spacecraft could be
envisioned as the “hard drive” of the constellation which networked modules upload

their data, data then sent to the ground statiothéyollector spacecraft.
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The macro subsystem combining the TTC, the CP aHdidDalso referred to as the
Command and Data Handling (C&DH) subsystem. Theaated Weibull models are

presented in Table 7.2.

Table 7.2. Weibull parameters forTg, Tyr and Twe for the space-based network with C&DH

redundancy
. Weibull scale
Functionality Severity level Wweibull shape parameter
parameter
years
total failure 1.251 691.2
Control Processor (CP) severe degradation - -
any degradation — —
total failure 0.6266 350,000
Data Handling (DH) severe degradation 0.5603 119,900
any degradation 0.5571 67,940
Telemetry, Tracking total failurg 0.4650 47,770
and Comrr,1an d (TTé) severe degradapon 0.4680 28,040
any degradation 0.4402 28,210
total failure 0.5181 1405
Supporting subsystems severe degradation 0.4856 543.5
any degradation 0.4523 230.2
total failure 0.5767 49,990
Payload® severe degradation 0.5529 2117
any degradation 0.5568 981.4

The IMLN model needs to account for these new sgpdunctionalities: there are now
five functionalities to represent: the CP, DH, TT8opporting subsystems and payload.
As a consequence, the IMLN representation will czind five layers, one for each of the
aforementioned functionalities. Two spacecraft g@t of the network: the first
spacecraft has all the subsystems, while the selcasdll the subsystems but the payload
and acts as a functional redundancy for the fipstcecraft for the CP, DHS and TTC.

The associated IMLN representation is then showfignre 7.12.

2TheCP subsystem only impacts the complete fadfithe spacecraft: as sudiy, = Tyr = Tnwr
13n this particular example, the “payload” verteonsists only of the payload instrument. Data hamgli
components are analyzed separately in the DH layer.
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“CP” LAYER

“DH” LAYER

“TTC" LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 7.12. IMLN representation of the space-basedetwork with C&DH redundancy

The different elements necessary to define the IMddel are listed below:

Adjacency matricesa = (1) ; , A, = (1) é , A= (1) é ,A,=0,,and A, =0, ,;
022100000
202100000
220100000
222000000
Interlayer matrixC=2 2 2 1 0 0 0 0 O;
000O0O0OO0221
000002021
000002201
000002220
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1 6
2 7
(Inverse) mapping functionf *= 3 8
4 9
5 NaN

Running a 500,000-run IMLN simulation yield thel&Ving results presented in Figure
7.13 for the probabilitiePr, Puyr and Pnwe for the payload node. The processed
probabilities of residency in each degraded st&e Py and P,) are shown in the

following figure, Figure 7.14.

The difference in the probability of residency witthe monolith spacecraft
(Psen — Pmonoiit) can be computed and Figure 7.15 demonstratesstinavability

improvements brought by the “networkness” introadlizethe C&DH subsystems.

0.35
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030  jegadedstate

degraded state
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Figure 7.13. Output probabilities for Tg, Tyr and Twe Of the payload node with C&DH redundancy
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Figure 7.14. Processed probabilities fofg, Ty, and T,, of the payload node with C&DH redundancy
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For example, it can be seen in Figure 7.15 thar df6 years, the space-based network
under consideration here has 3.1 percentage pwiate chance to be fully operational
and generate utility at full performance than thenolith architecture. Regarding the
total failure of the architectures, the network@eses the risk of payload unavailability
by 2.6 percentage poinfBhis represents a 20.5% decrease compared to the nwith

risk of losing payload utility (with respect to C&DH endogenous failures)and could
be one of the elements justifying the consideratbrspace-based networks into the
conceptual design process of the acquisition of\a space system. The fractionation of
the three subsystems in the C&DH subsystem mightelaéized in upcoming space
systems, but extending this paradigm shift to othdrsystems such as the Electrical
Power Subsystem or the Attitude and Orbit Contralbsystem might require
technological breakthroughs. However, the resuktsgnted with the C&DH demonstrate
certain survivability advantages of such architextuover the traditional monolithic
design, but they should not be generalized to eflighs of space-based networks or
monolith architectures and they should not be exiieted to other classes of on-orbit
shocks. Also, survivability is one design aspecbagiothers under consideration by the
designers, and survivability advantages alonemnatldetermine the final design decision.
Complementary analyses on the cost and utility compns between space-based

networks and monoliths can be found in Dubos andhS2011).

7.3.General Subsystem/Technology Survivability Analysis

The previous section explored the survivability reltéeristics of specific subsystems

associated with specific failure behavior deriveohf a 1584-Earth orbiting spacecraft
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sample. However, spacecraft designers might beestied in the impact of various
subsystem or technology failure behaviors and lmkslesign choices for the selection of
networked architectures. To capture this variattbe,anomaly and failure behavior of a
general subsystem/technology, and further of theless link, is parameterized in this
section, and the survivability characteristicswb tarchitectures are explored. These two
space-based networks are termed “2-IMLN” and “3-WILin the remainder of this
section and their complete representation is givelow. The 2-IMLN and 3-IMLN
architectures are similar to the ones used stugrediously in the dissertation, and
consist of two or three spacecraft networked tovige functional redundancy for the
general subsystem/technology. Their representataresrecalled in Figure 7.16 and
Figure 7.17, and their adjacency matrices, interlagatrices and mapping functions are

given in section 7.2.1.

“GENERAL
SUBSYSTEM”
LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 7.16. IMLN representation of the 2-IMLN
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SIC#2 S/IC#1 S/C#3

“GENERAL
SUBSYSTEM”
LAYER

“SUPPORTING
SUBSYSTEMS”
LAYER

“PAYLOAD”
LAYER

Figure 7.17. IMLN representation of the 3-IMLN

These specific architectures are simple but areemdly useful to explore the
survivability trends of space-based networks inegah as they illustrate the basic
building blocks of a more complex network. The dedl behavior of the supporting
subsystems and payload functionality remain sintdathe ones used previously and the
Weibull distributions for their respectivi:, Twr and Tre are recalled below in Table
7.3. Note that the sensitivity of the results atal for the general subsystem/technology

case will be investigated in this section.

Table 7.3. Weibull parameters forTg, Tyr and Ty for the supporting subsystems and payload

Weibull scale

Functionality Severity level Weibull shape parameter
parameter
years
total failure 0.5181 1405
Supporting subsystems severe degradation 0.4856 543.5
any degradation 0.4523 230.2
total failure 0.5767 49,990
Payload* severe degradation 0.5529 2117
any degradation 0.5568 981.4

n this section, the “payload” vertex consistsyowil the payload instrument (no data handling).
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As previously done, the survivability of each atebiure is benchmarked by the
traditional monolithic architecture, and the suability metric is defined as the
probability of being in a degraded staf,(P" and P™) for the payload node. As a
consequence, the results and design implicationsiged next are limited to these

choices.

7.3.1.Parameterization of Probability of Total Failure

The parameterization of the probability of failufiethe networked subsystem/technology

is conducted as follows. Let assume that the piidibabf failure is given bya. (t). Five

different failure behaviors are modeled in thissdigation, from a subsystem/technology
that experiences few anomalies and failures tdbayaiem/technology that is plagued by
anomalies and failures. Let us first look into tdtalures. To characterize the different
levels of severity of the failure behavior, the lpability of total failure of the networked
subsystem/technology after 15 years is usgdt =15yeary=ar°. Five values of a;’

are chosen here, from a low severity level to & lmige: 0.01, 0.05, 0.10, 0.15 and 0.20.

In this dissertationa. (t) is modeled using a single Weibull distribution tiwa fixed

shape paramete: = 0.5, and a varying scale parameterto match the differeng s’
values. The choice of a single Weibull distributisnjustified as this distribution type
was shown in the previous chapters to be appr@pt@tmodel spacecraft subsystems.
The shape parameter is chosen to be common toisttibdtions so that only one

parameter in the Weibull distribution varies atraet, and its value is set at 0.5 as it is in
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the range of the shape parameters derived for mioshe spacecraft subsystems in

previous chapters.r can be calculated using the expression of the Wlethd.f. as

follows:
I = t (7.1)
[ In(- a. @) Yo
Using Eq. (7.1), setting= 15 years andg = 0.5 yields:
15 (7.2)

o [ In(l- a}:s)]z

The different values ofg are given in Table 7.4.

Table 7.4. Weibull scale parameter values for theetworked subsystem/technology’s failure behavior

15 Scale parameter
F years
0.01 148,501
0.05 5,701
0.10 1,351
0.15 568
0.20 301

The choice of a Weibull distribution affects themmarical results, but the IMLN models
are general enough so that the reader can usearaatydplug in different distributions to

compute his own results.
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7.3.2.IMLN Probability of Total Failure

The probabilities of catastrophic failure of theasp-based networks under consideration
are obtained by running the IMLN models, as well using analytical expressions.
Analytical expressions are possible in some casgs, tbut are already significantly
complex for the relatively simple IMLN models praged in this section. Analytical
expressions generally do not exist for interdepandeulti-layer networks, and in the
case they exit, they can be difficult to derive ars#. Analytical expressions are used
when possible in this section, as they providegimsi complementary to the IMLN

simulation on the survivability features of the spdased networks.

The probability of catastrophic failure of theditgonal monolith architecture is given by:

Phonoin=1- (L P JL- RS Jae (7.3)

where: P{ is the probability of total failure of the suppodi subsystems ani is the

probability of total failure of the payload.

Similarly, the probabilities of catastrophic fagurfor the 2-IMLN and 3-IMLN

architectures are given by:

15 For example, in the case of the IMLN presenteRligure 7.12, no closed-form solution exists.
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Pran =1- - PEJa- BE - (- (1 a0 )i- P )Jac |

P3'—:IMLN =1- (1' PSF )(1' PPF ){1' (1' (1' aF)(l' PSF) aF}

(7.4)

(7.5)

Egs. (7.3), (7.4) and (7.5) can be calculated for taimet spent on-orbit as shown in

Figure 7.18. Also, for readability purposes heoeyrfon-orbit times have been selected to

compare architectures: 1 year, 5 years, 10 yeatslaryears on-orbit. The probabilities

of catastrophic failure (in percentage points)tfog three architectures at these times are

shown in Table 7.5. Note that no results are preditbr the monolith architecture using

the IMLN simulation as the interdependent multidayapproach was proposed in this

thesis for networked architectures (it is howevesgible to build a trivial model for the

monolith case). The IMLN simulation results and #malytical results are in very good

agreement, as the average error is 0.008 perceptage a significantly low difference.

Table 7.5. Probabilities of failure for monolith ard networked architectures (in percentage points)

P" — IMLN simulation P" — Analytical results
,1:5 Architecture Time spent on-orbit (years) Time spent on-orbiafgg
1 5 10 15 1 5 10 15
Monolith - - - - 2.76 6.26 8.85 10.82
0.01 2-IMLN 2,51 5.73 8.16 10.00 2.51 5.74 8.16 10.01
3-IMLN 2.50 5.71 8.11 9.93 2.50 5.71 8.11 9.93
Monolith - - - - 3.79 8.46 11.87 14.42
0.05 2-IMLN 2.54 5.93 8.53 10.54 2.55 5.93 8.53 10.53
3-IMLN 2.50 5.73 8.16 10.02 2.50 5.73 8.15 10.00
Monolith - - - - 5.12 11.28 15.68 18.93
0.10 2-IMLN 2.63 6.30 9.23 11.54 2.63 6.31 9.24 11.56
3-IMLN 2.51 5.77 8.27 10.21 2.51 5.78 8.27 10.22
Monolith - - - - 6.51 14.15 19.52 23.43
0.15 2-IMLN 2.77 6.88 10.28 13.00 2.76 6.87 10.26 12.99
3-IMLN 2.52 5.86 8.49 10.60 2.52 5.87 8.51 10.62
Monolith - - - - 7.96 17.11 23.42 27.94
0.20 2-IMLN 2.94 7.63 11.61 14.84 2.93 7.62 11.60 14.83
3-IMLN 2.54 6.04 8.91 11.27 2.54 6.03 8.90 11.26
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Figure 7.18 and Figure 7.19 read as follows: foareple, after 5 years on-orbit, the
probability of catastrophic failure is 0.085 foetimonolith spacecratft (i.e., 8.5% chance
of experiencing a catastrophic failure during thietf5 years on-orbit), 0.059 for the 2-
IMLN architecture and 0.057 for the 3-IMLN architere. In this particular example, the
2-IMLN architecture allows reducing the probabilay a catastrophic failure during the
first 5 years on-orbit by 2.53 percentage pointd #me 3-IMLN by 2.73 percentage
points over the monolith architecture. These ddfees between the networked
architectures and the monolith one is referredhia tlissertation as the net gain and is
labeled as . The net gain is an interesting indicator to the dagner as it represents
the absolute improvement or decline in survivabiliy of one architecture with
respect to another (with respect to the chosen peMfmance metric and the class of

threat of interest). It is mathematically defined as follows in thellM approach:

DEZ—IMLN = Prrfonolith_ PZI—:IMLN (7.6)

D?%—IMLN = Prrfonolith' P3'-:IMLN (7.7)

Developing the terms in Egs. (7.3), (7.4) and (yiélds for the analytical solutions:

Pronain =ar (L~ P Ju- P )+1- t- L Jo- PY) (7.8)
Prwn = (@ P- PEFO- BE)+a.Pr (- PEJa- BF)+1- (1- PE)a- PF) (7.9)
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Pha = (@c Pl- PP Q- PE)+2(a, PPER- PEV Q- P

va, (PEP - PE Y- PE)+1- - PEJo- PE) (7:10)

Substituting in Eqgs. (7.6) and (7.7) results in:
D = - PEF - PENL- a0 )ac (7.11)
Dimn = 1 PF - Pf )[ 1 F>F 2a Pl +1+PS ]a (7.12)

Figure 7.20 shows that for that particular setang for this range of on-orbit time shown
in Figure 7.19, the net gain increases in timesTuggests that tHenger the space
architecture is planned to operate, the greater thebenefit of the space-based
architecture for survivability in the case studied here. Indeed, if the architects
designed to operate 1 year, then a networked apthie does not significantly improve
over the traditional architecture (about 1 percgatgoint improvement), while an
architecture designed to operate 15 years migheflieinom the space-based network
option (about 4 percentage points, to balance thiéhcost of adding spacecraft). Note
that this trend is not valid for all times, as whgne goes to infinity, goes to zero. Also
in this particular example, the difference betweemnn and 3 min is relatively small
(0.53 percentage point after 15 years), suggestiagadding a third spacecraft to the

network might not be the best option.
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Another way to look at the data presented in Tabfeis to observe the impact of the
failure behavior of the networked subsystem/teabgwl on the probability of

catastrophic failure of the monolith and networledhitectures, i.e., its variation with

ap’. Figure 7.21 shows this variation after 5 yearsdit.

Figure 7.21 reads as follows: for example, afteee&rs on-orbit, and foat’ = 005, the

monolith architecture has 11.3% chance of expemgna catastrophic failure, while the

2-IMLN architecture has a 6.3% similar chance a&3-IMLN a 5.8% chance.
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As expected, the probability of a catastrophicui&lat the system level increases with
atr>. However, each architecture responds differentlyttte variation ofa:r>. The

monolith architecture is significantly affected htg variation, while the networked

architectures tend to be less affected: the prdibalaf a catastrophic failure for the

monolith architecture varies from 6.26%: = 001) to 17.11% &> = 020); on the other
hand, the probability of a catastrophic failureigarfrom 5.74% &;> = 001) to 7.62%

(ag’> = 020) for the 2-IMLN, and from 5.71%4} = 001) to 6.03% @y = 020) for the

3-IMLN. To quantify this variation, let define theelative failure growth of the

architecture as follows:
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g5 — Pa':chitectm(t = 5years} POF (t = 5years)
E =

7.13
Pf (t =5years) (7.13)

where: P (t) is the probability of a catastrophic failure forettarchitecture with a
perfectly reliable networkable subsystem/technolpgy= 0)*°.
F represents the relative error between a systemm aviperfectly reliable networkable

subsystem/technology and the system under consimeravith a networkable
subsystem/technology prone to failures. In the gmesasepy (t = 5yearsy 0.0571 and

using the values at 5 years presented in TablethieSyalues forg can be computed and
are presented in Table 7.6. The results from T&lBeare also presented graphically in
Figure 7.22. Table 7.6 results and Figure 7.22 ioonthat the monolith architecture is
severely affected by the failure behavior of themoekable subsystem/technology, with
its probability of failure varying by 9.6% for a lssystem/technology failing little to
almost 200% with a severely degrading subsystetmitdogy. On the other hand, the

networked architectures handle better the faildrdn® networked subsystem/technology,
as in the worst case considered hezf € 020), the 2-IMLN architecture has a relative

failure growth of 33.6% after 5 years, an ordemwgnitude lower than the one of the
monolith spacecraft, and the 3-IMLN probability cdtastrophic failure varies only by

5.7%, one additional order of magnitude lower.

16 PF is common to the three architectures
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As a conclusionthe networked architectures have a “shielding effdt (in the sense
that they shield the system from the failures & tletworked subsystem/technolagy)
and this effect grows stronger with the addition ofspacecraft to the network
Consequently, this positive behavior of the netwzak allow the design of a system with
unproven subsystems or technologies, for exampléefthnology testing, as it limits the
sensitivity of the network to (potentially) problatic subsystems/technologies. Also, the
relative failure growth can help informing the daon about the relevance of a
networked architecture (and its number of spacBcedcording to shareholder risk

tolerance.

Table 7.6. Relative failure growth (in percentagedf the architectures att = 5 years

5
Architecture F
001 005 010 015  0.20
Monolith 9.6% 48.2% 97.5% 147.9% 199.7%
2-IMLN 0.4% 3.8% 10.3% 20.5% 33.6%
3-IMLN 0.0% 0.4% 1.1% 2.6% 5.7%
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Figure 7.22. Relative failure growth after 5 yearsn-orbit with a logarithmic scale
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7.3.3.Network Efficiency Relative To Failure

Another way to look at the shielding effect of tetworked architecture is to investigate
how efficiently they capture and eliminate catgshio failures.The network efficiency

is an interesting indicator to the designer as it@presents how much of the potential
improvement (or decline) in survivability available is actually realized by the
architecture (with respect to the chosen performance metric elads of threat of
interest). The maximum net gain a monolith can wagpts limited to the complete

elimination of the networkable subsystem/technoltagyres:
Ds (t) = Pronaiet) - P (1) (7.14)
On the other hand, the net gain of a networkeditaatiare over the monolith architecture

is defined using Egs. (7.11) and (7.12). The dficy of the networked architecture

compared to the monolith in rooting out failureéhen defined in the ILMN approach as:

1F (t) = Ponoin(®) ~ Prin @) _ Pronotin(®) - P (1

= (7.15)
Pn':onolith(t) - POF (t) Ij(:) (t)
Specifically for the 2-IMLN and 3-IMLN architectuse
hynan (®) :M (7.16)

Do (t)
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D (1)

/73F-|M|_N )= o (t)

(7.17)

As analytical expressions exist in this particutase of space-based networks, EQs.

(7.14), (7.16) and (7.17) can be expended using E9), (7.11), (7.12) and the

following:

RF @) =1- [i- PF Ja- PY) (7.18)
Then:

o5 (t) =a. [1- PF Ja- FF) (7.19)
And:

s = T @ (- PEPO- P acdae ey (7.20)

D; () acll- Pf Ju- PF)

E o () = D ) b- PEPO- PE) (o Pl PE)- 2P +1+ R,
A0 ac(l- P Ji- P (7.21)

:(1' P )[‘ (aF)Z(l' PSF)' 2a.Ps +1+P5

These last two equations can be further manipulatédghlight the dependence op

194



AE wan =- a (1= PE )+1- PE (7.22)

73 :'(aF)Z(l' P )2 - 2a;Pg (1' PSF)+1' (PSF )2 (7.23)

The IMLN simulation was run to determine the e#iuties of the two space-based
networks, and the results at 4 points in time (&vipusly, 1, 5, 10 and 15 years) were
selected for readability purposes. 100,000 runewepeated 10 times to obtain average
efficiencies and confidence intervals on the simataresults. In addition, plugging in
the equations above the distributions ferandPs, the efficiency of the 2-IMLN and 3-
IMLN architectures is also obtained for all timgs to@ 15 years in orbit, for comparison
with the IMLN results. Figure 7.23 shows the effincy of the 2-IMLN architecture and
Figure 7.24 for the 3-IMLN, with the solid line shimg the analytical results, and the x-
mark showing the simulation results. The numenedlies for the simulation are given in
Table 7.7, along with their equivalents from thealgtical formulas. Also Table 7.8
presents the confidence interval spread for theulsition results. The simulation and
analytical results are well in agreement, with a&erage difference of 0.003 for the 2-

IMLN and 0.001 for the 3-IMLN. Note that on Figui®e23 the simulation results are
following closely the solid lines foey from 0.05 to 0.20 (for the 0.01 case, the
simulation results are less precise); similarly fbe 3-IMLN in Figure 7.24, the

simulation and analytical results are close 4gtfrom 0.10 to 0.20 (the cases 0.05 and

0.01 are less precise). The less precise resultespmnd to the simulation results with

larger confidence intervals, and their precisiomldobe largely improved by running
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simulations with higher numbers of runs (at theemge of time and hardware power, not

done here as the absolute precision of the resutisvertheless high).

Table 7.7. Efficiency for the networked architectues

F _ IMLN simulation F _ Analytical results

,1:5 Architecture Time spent on-orbit (years) Time spent on-orbiafgg
1 5 10 15 1 5 10 15
0.01 2-IMLN 0.981 0.956 0.921 0.907 0.974 0.942 0.918 900.
' 3-IMLN 1.000 0.996 0.988 0.987 0.999 0.997 0.993 990.
0.05 2-IMLN 0.969 0.922 0.888 0.862 0.964 0.920 0.888 860.
' 3-IMLN 0.999 0.992 0.984 0.979 0.999 0.994 0.987 980.
0.10 2-IMLN 0.952 0.894 0.852 0.82( 0.951 0.892 0.849 818.
' 3-IMLN 0.997 0.989 0.978 0.967 0.998 0.988 0.977 960.
015 2-IMLN 0.934 0.861 0.809 0.772 0.937 0.863 0.811 7786.
' 3-IMLN 0.996 0.982 0.966 0.949 0.996 0.981 0.964 948.
0.20 2-IMLN 0.920 0.832 0.771 0.727 0.922 0.833 0.772 7280.
' 3-IMLN 0.994 0.971 0.947 0.925 0.994 0.972 0.948 926.

Table 7.8. Confidence intervals on the efficiencyfehe networks from the IMLN simulation

Confidence interval spread on ©
15 . IMLN simulation
F Architecture Time spent on-orbit (years)
1 5 10 15
0.01 2-IMLN 0.058 0.036 0.046 0.048
' 3-IMLN 0.025 0.040 0.034 0.029
0.05 2-IMLN 0.006 0.008 0.004 0.006
' 3-IMLN 0.016 0.014 0.012 0.010
010 2-IMLN 0.008 0.006 0.004 0.004
' 3-IMLN 0.008 0.004 0.004 0.004
015 2-IMLN 0.008 0.006 0.004 0.004
' 3-IMLN 0.004 0.004 0.004 0.002
0.20 2-IMLN 0.006 0.004 0.004 0.004
' 3-IMLN 0.004 0.002 0.004 0.004
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Figure 7.23 reads as follows: for example, aftely@@rs on-orbit and foar> = 010, the
efficiency of the 2-IMLN architecture is about 0,8%., the network was successful in
capturing 85% ofDj. Similarly on Figure 7.24, for the same conditioine efficiency of
the 3-IMLN architecture is about 0.98. It can imnagely be seen that in all the
conditions explored herg¢he architecture with a higher number of spacecrdfhas a
higher efficiency. Nevertheless here, as seen on Figure 7.23, flmenty of the 2-
IMLN remains relatively high for all times, even rfothe worse-case
subsystem/technology failure under consideratiae:he lowest efficiency recorded is
about 0.73. This shows that the addition of a netew spacecraft to the traditional
monolith spacecraft allows capturing at least 73%he failure probability share of the
networked subsystem/technology, which is quite ifigant. The 3-IMLN architecture
performs even better, as the lowest efficiency méed here is about 0.93. This could
suggest that adding a fourth or more spacecrafétoork would not be the best option in
this case as the 3-IMLN almost capture all theufa$ that can be. However, a
networkable subsystem/technology with a worse faihehavior than studied here could
warrant more spacecraft for a more efficient nekwés a consequencthe efficiency
can be a useful tool to the designer to select naivked architectures depending on

performance requirements

Several trends can be seen in both figures. Rhstefficiency decreases with time: it

means that the networks are more successful indgigethe system of failures early in

the orbital life rather than later. Second, thécefficy also decreases witt}> increasing:

198



the networks are more efficient in shielding thetsgn from a subsystem/technology

failing little than from a heavily degrading subm/technology.

These two observations means thiagn efficiency lower bound is fixed, then a time
horizon exists for the network, and this horizon Wil occur earlier with major

contributors to failure than with minor ones. For example, considering two systems in
a 2-IMLN configuration withat> = 010 and ar> = 020 respectively, if a 85% efficiency

threshold is required, then the first architectomeets this requirement for about 10 years
on-orbit, while the second meets it only for thstfi4d yearsThis time horizon will also

occur later for architectures with more spacecraft For example, considering
ag’ =020, if a 95% efficiency threshold is required, thée 2-IMLN architecture will

meet this requirement for only half a year, while 8-IMLN will meet it for 9.5 years.

It is mentioned above that the 3-IMLN architecttees a higher efficiency for the same

ar’—level than the 2-IMLN architecture. Compares thwge efficiencies after 15 years
on orbit when varyingat>. This figure is obtained by a direct applicatidnEgs. (7.22)

and (7.23): indeed, whenis fixed (here at 15 years), thé is also fixed, and the
efficiency becomes only a function at® (linear effect for the 2-IMLN and quadratic for

the 3-IMLN). Figure 7.25 clearly shows that theieéincy decreases withr’, but more
sharply for the 2-IMLN than the 3-IMLN in the 0—0.2ange (due to the quadratic effect,

there is a range of high’ for which the slope is higher for the 3-IMLN).
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7.3.4.Efficiency Versus Net Gain

While it can be tempting to choose architectureth whe highest efficiency, the net gain
should also be considered in the decision procassan architecture with a high
efficiency but a very small net gain might not be best candidate from a cost-benefit
point of view. To combine both pieces of informati@ new graph is introduced in this
thesis and presents the network efficiency orxtaris and the net gain from the network
on they-axis. Four notional areas can be envisioned on-thegraph as shown in Figure
7.26, and some characteristics of the architectcmasbe deduced from their location on
this graph (all the following survivability implit@ns are considered with respect to the

chosen performance metric and class of threattefast):
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the area marked with a number 1 encircled corredpdno a network that has a
high efficiency and a high net gain: it means thatmonolith architecture failure
behavior is such that a significant potential inygnment exists and is fully
captured by the space-based network under consmerds a consequence, the
architecture can be considered as insensitive ¢ofdilure of the networked
subsystem/technology and is potentially a betteoicgh than the monolith
architecture for survivability considerations;

the area marked with a number 2 encircled corredpon a network that has a
low efficiency and a high net gain: it means tln monolith architecture failure
behavior is such that a significant potential iny@nment exists but the space-
based network under consideration failed to captursignificant share of it.
Contrary to the case in the previous point, théigecture is significantly affected
by the failure of the networked subsystem/techmpl®@gspite its low efficiency,
the space-based network remains worth considegngfares significantly better
than the monolith architecture (high net gain) frasurvivability point of view;
the area marked with a number 3 encircled corredpdno a network that has a
high efficiency and a low net gain: it means tln tmonolith architecture failure
behavior is such that not much of a potential improent exists in terms of
reducing the probability of failure of the systetmit however small is this
improvement, it is fully captured by the space-basetwork under consideration.
The failure behavior of the networked subsysterhfietogy is eradicated, but it

was not affecting the monolith architecture in tingt place;
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the area marked with a number 4 encircled corredpdn a network that has a
low efficiency and a low net gain. Two possible esasarise: the potential
improvement over the monolith architecture in temwhseducing the probability
of failure of the system can be either low or hight in both cases, the space-
based network under consideration failed to captute the first case, the space-
based network might not be worth considering asctig¢ of adding a spacecraft
does not buy a significantly better probabilityfaflure. In the second case, the
space-based network might be worth consideringngdgnme modifications to the

network as explained in the following.

Netgain( )
A

low efficiency high efficiency
highnetgain | high net gain

®@ ©

high efficiency
low net gain

®

1 Networkefficiency ( )

Figure 7.26. — graph with four types of architecture performance

The practical implications of the- graph are given below, and visually represented in

Figure 7.27.
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In the case of high efficiencies, the practical imgation consists of not
adding more spacecraft to the networkfor mitigating the failure of the
networked subsystem(s)/technology(ies)s the current architecture fully capture
the shortcomings of the monolith architecture (aréaand 3 in the— graph).
Removing some functionally redundant modules miegkb be an option to be
considered according to the performance of thaatgatlarchitecture.

The fact that a space-based network has a low efiéncy should translate in
considering the addition of functionally redundant modules for the
networked subsystem(s)/technology(iesas seen earlier, networks with a higher
number of networked spacecraft have a higher efiicy (areas 2 and 4).

The previous two points should be adapted in funabn of the net gain A
space-based network with high efficiency gains laigth gain efficiency (area 1 in
the — graph) does not require any improvement and cacoheidered as is: as
a consequence, it should follow the “do not addcepeaft” implication. A space-
based network high efficiency but with low gaingar3) might not be cost-
effective as is, and consequently no more spadeshafuld be added to the
network for the benefit of the networked subsysteainology failure behavior
(other modules such as payloads for example mightdmsidered). The case of a
space-based network with low efficiency but highnggarea 2) implies that a
significant share of a high potential improvemennot captured by the current
version of the network. More spacecraft should therconsidered being added to
the network. Finally, actions on space-based nétsvarith low efficiencies but

high gains (area 4) are not straightforward, aspthiential improvement over a
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monolith architecture is not readily observable doie¢he low efficiency of the
network. If the potential improvement is high, thadding spacecraft to the
network might result in significant gains; howevetit is low, then the space-
based network might not be a worthwhile alternativehe monolith spacecraft

from a survivability point of view.

Netgain( ) 4

Add more
spacecraftto the
network

Do notadd more
spacecraftto the
network

low efficiency
high net gain

Fail to capture high
gains
Sensitive to

subsystem failure

high efficiency
high net gain

Fully capture high
gains

Insensitive to
subsystem failure

Space-based
network worth
considering

high efficiency
low net gain
Space-based 9 Space-based
network maybe Efficient architecture network not
worth with few necessary
considering improvement needed
prospects interms
of gain

1 Network efficiency ( )

Figure 7.27. Practical implications of the — graph for survivability considerations

7.3.5. — Graphs for 2- and 3-IMLN Architectures

Let us build the — graph for the 2-IMLN architecture defined earlierthis section.

Recall that the efficiency and the net gain botmyvaith time and withat’. The

resulting graph forar> = 005 is presented in Figure 7.28, and the differenédirand

markers are explained in the caption of the figure.
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Figure 7.28. — graph for the 2-IMLN architecture as a function of time for ,1:5 =0.05

(the black solid line corresponds to the evolutiotime of the efficiency and net gain of the 2-IMLN
architecture, and the grey dashed lines corresponidstant in the orbital life of the system: 1,18,and
15 years from bottom to top. The square markethatntersections of the solid line and dashedsligive
( , ) for the specified time (ageing from lighter takker colors). The diamond-shaped markers represent
the time-associated maximum net gaip$also referred to as potential improvements froomoiithg

Figure 7.28 reads as follows: after 5 years ontdfigiht-grey square), the efficiency of
the 2-IMLN is 0.92 and the associated net gain38 dercentage points. The maximum
net gain possible at the same time is 2.75 (light+gliamond). Note that the numbers are

consistent a75” 092= 253. As observed previously, it can be seen that lygims
come at the expense of efficiency and time. The graph for the 3-IMLN forar’ = 005

can be compiled in the same fashion, and is adulétet2-IMLN curve in Figure 7.29.
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Figure 7.29. — graph for the 2-IMLN (square) and 3-IMLN (triangle ) architectures as a function of
time for ,1:5 =0.05

(Same formatting than the previous figure

Figure 7.29 shows that the 3-IMLN architecture hagher gains and higher efficiencies
than the 2-IMLN for the same time. Also, the 3-IMldurve stays closer to the “ideal”

vertical curve at = 1. A two-point comparison yields the following:

After 5 years on-orbit, having added one spacec¢oathe 2-IMLN architecture
improves efficiency from 0.920 to 0.994, but théatige net gain associated is
limited to 0.20 percentage point (from 2.53 to 2o0éBcentage points).

After 15 years on-orbit, the same operation yieddisimproved efficiency of
0.981 from 0.864, and the relative associated aih53 percentage point (from

3.89 to 4.42 percentage points).

206



A careful cost-benefit analysis should be condudtedssess whether these incremental
improvements (from a monolith architecture to av2-N, and from a 2-IMLN to a 3-

IMLN) are worth the cost of obtaining them.

Impact of 2. Let us now vanar, that is, modify the failure behavior of the netied
subsystem/technology (an increase a° translates in a networked subsystem/

technology more prone to failure). As previous#y; varies from 0.01 to 0.20 and the
resulting — graph is shown in Figure 7.30 for the 2-IMLN anidu¥e 7.31 for the 3-

IMLN (the lowest curve has the lowest®> and the highest curve the highest).

Net gain (percentage points)

0 : 1 1 : 1
0.70 0.75 0.80 0.85 0.90 0.95 1.00
Network efficiency

Figure 7.30. Variations of the 2-IMLN network efficiency and net gain with ,1:5

(As previously, the color of the square markers egponds to the on-orbit times, 1, 5, 10 and 15gjear

from lighter to darker colors. The different cunasrespond to the variation ai,lf, from 0.01 in the
bottom curve to 0.20 in the top cuyve
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Figure 7.31. Variations of the 3-IMLN network efficiency and net gain with ,1:5

(Same formatting than the previous figure

Several interesting trends can be seen on Fig®@ and Figure 7.31: increasing’

results in increasing net gains at all times. B@meple, increasing+ from 0.05 to 0.15

increases the net gain from 2.53 to 7.28 at 5 yearthe 2-IMLN architecture, and from

2.73 to 8.28 for the same time for the 3-IMLN atebiure. This trend comes from the
fact that increasingar means that the probability of failure of the netiex

subsystem/technology increases and it resultsghehnipotential net gains. Note that the
3-IMLN net gains are higher than the 2-IMLN as segmaviously, and also that the

relative net gain increase is higher in proportionthe 3-IMLN than for the 2-IMLN.

Finally, in the case of a problematic subsysterhfietogy (such agp’ = 020), the net
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gain reaches 13 percentage points after 15 yeathdd®-IMLN and almost 17 points for

the 3-IMLN, a significant improvement over the motioarchitecture.

In parallel, increasing+ results in decreasing efficiency at all times. @uring the

same example than above, the efficiency of the PNMrchitecture at 5 years decreases

from 0.920 to 0.863, and from 0.994 to 0.981 fax 8IMLN architecture by increasing

ag’ from 0.05 to 0.15. The 2-IMLN experienced a 6.2%slin efficiency relative to the

ag’ = 005 value, while the 3-IMLN limited its loss to 1.3%his results is consistent
with the fact the 3-IMLN architecture is more insgive to the networked
subsystem/technology failures than the 2-IMLN: lve tworst case considered here, the
efficiency lower bound for the 3-IMLN is a relatiyehigh 0.926, when it is 0.727 for the

2-IMLN. Figure 7.32 presents a compact versiorhefttends discussed above.

Figure 7.32 clearly shows the impact of the netwdrksubsystem/technology’s
probability of failure and the difference betweée nhetworks with 2 or 3 spacecraft here
under consideration. Figure 7.32 highlights theeptél interest in adding a spacecraft
for networkable subsystems/technologies with a Ipigtbability of failure. For the range
of times anday’ considered here, networks with more than 3 spaftefor the same

functionality are difficult to justify, as the 3-IMN performance is significantly high in

capturing the networkable subsystem/technologyrfed.
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Figure 7.32. 2- and 3-IMLN comparison for ,1:5 =0.05and ,1:5 =0.20

(The grey curves correspond & =0.05and the black curves correspondag® =0.20. The square

markers represent the 2-IMLN, and the triangle neaskrepresent the 3-IMLN. As previously, the caolor
the markers represents the on-orbit times, 1, Sardd 15 years from lighter to darker colprs

By fixing the time (called here time horizon), th&riations of the network efficiency and
net gain are solely function ot as seen in Egs (7.11), (7.12), (7.22) and (7.23)he
previous paragraph, only the 0.01-0.20 range wamaed. The full range from 0 to 1 is

examined in Figure 7.33 for the 2- and 3-IMLN atebiures with a time horizon of 15

years (r becominga®’ in the equations mentioned abdye

" Generating Figure 7.33 for times other than 15s/éare is more delicate, but feasible: the vabfes
at other times used in the equations need to bsistent with the Weibull distributions fok.
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Figure 7.33. Variations of network efficiency versa net gain for a time horizon of 15 years

Figure 7.33 reads as follows: the black curve regmes the 2-IMLN architecture, while

the grey curve represents the 3-IMLN one. The dashes represent different values for

at’, the upper one being represented with a diffetgoé of dashed line as it is the

limiting case. Indeed, a pair of network efficien@yd net gain in the space above that

line is not physically possible. Looking at the@dashed line, the values for the network

efficiency and net gain for the 2-IMLN and 3-IMLNe be read: (0.455, 20.5) for the 2-

IMLN and (0.703, 31.6) for the 3-IMLN.

If the probability of failure of the networkable subsystem/technology is known and

fixed, then adding more spacecraft to the network rake the pair (network efficiency,

net gain) moves up and right along the associatecaghed line for a specified time

horizon.
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Another effect can be noted on Figure 7.33: folheachitecture, a unique maximum for
the net gain exists for a specific valueajf: 0.50 for the 2-IMLN maximum net gain of

20.5 percentage points (with an associated effigiaf 0.455) and 0.58 for the 3-IMLN
maximum net gain of 32.3 percentage points (withaasociated efficiency of 0.629).
This means thator a specific time horizon, space-based networksake a limiting
capability to handle the failure of the networkable subsystem/technology (this
limited capability increasing with the size of the network), over which the
advantages of the network fadeFor example here, a probability of failure atyEars

superior to 0.50 for the networked subsystem/teldgyoresults in a net gain for the 2-
IMLN smaller than the maximum value and on a desirgatrend (highear> will result

in decreasing net gain values).

Families of curves for different types of netwodnde generated in the same fashion on
Figure 7.33 and are of great help to inform thee@n of a space architecture, by

providing network efficiency and net gain trendsl aralues. Indeed, these trends and
values can be mapped to the risk tolerance of llaeebolders and complementary cost

studies can bring the last piece to choose antfaitisolution.

7.3.6.Impact of Variations in the Probability of Failuref the Supporting

Subsystems

In the subsections above, the probabilities olufailfor the supporting subsystems and
the payload were assumed to be equal to the omdgedefrom our sample of the

SpaceTrak database (hereafter referred to as “rdminase). However, these
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probabilities might be different for some speciatizspace platforms and this section
investigates the impact on the efficiency of thevoek if these probabilities are changed.
It can be seen in Egs. (7.22) and (7.23) that tieiency of the networks under
consideration actually depends only on the proligbdf failure of the supporting
subsystems, and not on the one of the payload.nAisguthat the probability of failure of
the supporting subsystems at 15 years varies byo+0m the nominal case, while

keeping the same shape parametgr=(0.5181), the new values for the scale parameter
are: gt " =969 years andg” =2202 years. Generating again the network efficiencis f
the 2-IMLN and 3-IMLN architectures fozr> = 005 and ar° = 020 yields the following

results, shown in Figure 7.34 and Figure 7.35.
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Figure 7.34. Effect of a +20% variation in PSF on the 2-IMLN efficiency

(The “nominal” case is represented with solid lireesd the “perturbed” cases are represented with
dashed lines. The family of grey curves represlxiema‘.s:‘:5 =0.05and the family of black curves

corresponds taz;” =0.20)
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Figure 7.35. Effect of a +20% variation in PSF on the 3-IMLN efficiency

(Same formatting than the previous figure

The maximum deviation from the nominal case oceirs5 years and is equal to 2% for
the 2-IMLN and 0.4% for the 3-IMLN a#f> = 005, 2% for the 2-IMLN and 0.8% for

the 3-IMLN atar’ = 020. As a consequence, the efficiency results changedmains

close to the nominal case. Thus, the results pteden the previous section give a good

approximation for the trends of the network effiasg.

7.3.7.Impact of the Probability of Failure of the Wiretedink Between

Spacecraft

Another assumption made in the previous sectiorsrefated to the perfect reliability of

the wireless link between spacecraft. In realitys may not be the case, and, as a result,
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the survivability advantages of the space-basedorkt over the monolith spacecraft
may not be fully realizable. This section investggathe impact of an imperfect wireless
link on the network efficiencies and net gains. assume that the wireless link between
spacecraft is generated by two units in each spaitethe link works only if both units
work (no link attenuation from distance for examdeconsidered). The probability of

failure of the link is labeled as(t), and the probability of failure of the units labeled

R’ . The two probabilities are related as follows:
ue (1) =1- 1- R - RE) (7.24)

Two types of distributions are considered Rjy: exponential and single Weibull. For the

exponential distribution, the probability of faiuof the unit is expressed as:

t
PF =1-exp - — (7.25)

For a 2-IMLN with identical wireless units on batpacecraft:

Up (t) =1- exp - (7.26)

t
s
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As was done withg, ris parameterized according to its values at 15sydabeledur:

0.05, 0.10, 0.20, 0.50, 0.90. The associated vdbres are given in Table 7.9.

Table 7.9. Exponential parameter values for the weless link’s failure behavior

15 Exponential mean parameter
F years

0.05 584.8

0.10 284.8

0.20 134.4

0.50 43.28

0.90 13.02

The probability of failure given in Eq. (7.4) fdne 2-IMLN can be modified to include

the probability of failure of the link between thpacecraft as follows:

P, =1- (- PEJi- BF Ji- - - ap )0- PEJi- o ))ac | (7.27)

This equation can be reduced to (as done for Eg))(7

PFns = (@¢ - PEPA- PEYL- 0 )+acfi- - PEYL- o oo PEJ- PF)

+1- - PE Yoo PY) (7:28)

2-IMLN architecture’s probability of complete failte — exponential casd_et us look at
an example: assumingy’ = 005, and vr = 050 (the link has a 50% chance to be

operational after 15 years), Figure 7.36 givespiababilities of failure of the monolith
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architecture, of the 2-IMLN architecture with a feet link (¢£° =0), and of the 2-IMLN

with a 50% reliability link after 15 years/f> = 050).
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Figure 7.36. Impact of an imperfect link (exponentl case)

Figure 7.36 clearly show that the probability ofcamplete failure is significantly

impacted by the unreliability of the link: the twourves for the 2-IMLN architecture

depart from each other from year 2 approximatelye Gap continuously increases in

time as the imperfect link curve tends towards mmenolith curve. At 15 years, the

probability of failure of the 2-IMLN with a 50% ueliable link is 0.125, compared to the

perfect link case at 0.105. The monolith probapibt total failure at 15 years is 0.144: as

a consequence, of the 3.9 percentage point imprenthy considering an ideal 2-IMLN,

only 1.9 percentage points are effectively realizgth a 50% reliable link.
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2-IMLN architecture’s net gain and efficiency — exmential case Equations for the net

gain and network efficiency can also be derivethia particular case as done previously:

D manw = (1' Ps )2(1' P )(1' ue J1- ar)ar (7.29)

hZF-IMLN,u :(1‘ Py )(1' U )(1' aF)aF (7.30)

Figure 7.37 shows the impact of an imperfect limktbe network efficiency of the 2-
IMLN architecture in the casar’ = 005. For low values oi/’, the efficiency remains
close to its ideal value: for a link reliability amd the same order of reliability of

spacecraft subsystems, the efficiency slightly geapto 0.821 fowp> = 005 from its
ideal value of 0.864, or to 0.777 fot> = 010. However, the efficiency dramatically
drops with an significant increase ap°: with a 50% chance of link failure at 15 years
(u° = 050), the efficiency dropped to 0.432 from its idealue of 0.864; in a more

extreme case, with a 10% of still working after yigars ¢/ = 090), the efficiency is

down to 0.086. As a consequence, riblebility of the link is critical in capturing th e

survivability advantages of the space-based netwaosk

The information about the net gain is also of iestrto assess the interest of an
architecture. Combing the results about the efficyeabove with net gain calculations,

the — graph can be generated and is given in Figure 7.38
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Figure 7.38 shows a family of curves for th¢’ = 005 case with the dashed lines
representing four on-orbit times: 1, 5, 10 and &&rg from the lower line to the upper
one. Increasing/z’ results in a decrease in efficiency as seen irpteeious figure. An
additional piece of information yields with the rgdin: the higher the probability of
failure of the link, the smaller the net gain oé thrchitecture. For the 0.10 and 0.20 cases,
the maximum gain is obtained at 15 years, while@f® maximum gain is reached at
about 9 years and the 0.90 maximum gain at abogdaBs. In the last two cases, the
maximum gain is not reached at the end of the @hien period, indicating a time

horizon for an “effective performance” of the netwoFor example, in the case of
u = 090, the network becomes less attractive past 3 yaagisthe net gain captured

continuously decline past that point.

2-IMLN architecture’s probability of complete failte — Weibull caseThe failure of the
link was assumed to be exponential above. A mepelfle distribution to model the link
failure is the Weibull distribution. Two types dillure behavior are investigated in the
following: an infant mortality behavior with a steparameter equal to 0.5 (less than 1),
and a wear-out behavior with a shape parameter (oid@de than 1). In the case of the

single Weibull distribution, the probability of fare of the unit can be expressed as:

b

t
P =1-exp- — (7.31)

Ui

For a 2-IMLN with identical wireless units on batpacecraft:
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t
;U

This can be further reduced to:

t

q%w)

U (t) =1- exp -

(7.32)

(7.33)

An illustrative case is explored aroumg’ = 050: the values of the shape and scale

parameter for the Weibull distribution are givenTiable 7.10.

Table 7.10. Weibull parameters values for the wirealss link’s failure behavior

15 Weibull scale parameter

= Weibull shape parameter
years
0.5 124.88
0-50 3 21.36

The probability of failure of the 2-IMLN architeats can be computed and is shown in

Figure 7.39.
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Figure 7.39. Impact of an imperfect link (Weibull ase)

As it was the case above with the exponential faildistribution, the probability of
failure for the 2-IMLN architecture with an impectelink diverges from its ideal case,
for both failure behavior (infant mortality and weaut). The divergence however does
not occur at the same time for the two failure véra: in the case of the infant mortality,
the gap between the curves become noticeable befgear on-orbit, while in the case of
a wear-out behavior, the divergence occurs betweaam 5 and 6. Thus it is clearly
shown that an infant mortality behavior for the klirwill be significantly more
problematic than the wear-out behavior. Despiteft#ut that at 15 years, both failure
behaviors result in the same probability of failulee wear-out case allowed to fully
capture the survivability advantage of the spacebtanetwork for the first 5 years on
orbit. As a consequencefant mortality failures in the link should be rooted out for

the space-based network option to be of interest
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2-IMLN architecture’s net gain and efficiency — Weull case The trend mentioned
above can also be shown with the evolution of netwefficiency in time shown in
Figure 7.40. Figure 7.40 presents the ideal 2-IMéfficiency (link with a perfect
reliability), the exponential link failure case & 1 makes the Weibull distribution
equivalent to the exponential distribution), théamt mortality case (= 0.5) and the
wear-out failure case (= 3). It can be seen on the figure that increasheg shape
parameter from 1 results in shifting the efficiency curvewards the right (hence
retaining higher efficiency value at the same dnitatime), while decreasing the shape
parameter from 1 results in shifting the efficienoyrve towards the left (and hence

worsening the efficiency at a comparable on-oibie).
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Figure 7.40. Impact of the link unreliability on the 2-IMLN efficiency ( ;1:5 =0.05and éS =0.50
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Including the information about the net gain, tlssariated — graph can be generated
as shown in Figure 7.41. Again, the dashed linpsesent four on-orbit times: 1, 5, 10

and 15 years from the lower line to the upper @readditional figure is given, Figure

7.42, to give a comparative case with a less proatie link (£ = 010) relative to the

case studied above/f = 050).
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Figure 7.41. — graph for the 2-IMLN with an imperfect link, £ =0.50

(exponential and Weibull cases)
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Figure 7.42. — graph for the 2-IMLN with an imperfect link, ,%5 =0.10

Figure 7.41 and Figure 7.42 confirm that the ibfaortality case is the worst in terms of
network efficiency and net gain. However, in theeaf a more problematic link (i.e., a
link that fails more), the difference between th&ant mortality case and the wear-out
behavior is more pronounced (Figure 7.41 versusirBig.42). As a consequendke
more the link fails, the more critical the infant mortality failures become In addition,
note that in the/t> = 050 case, a maximum in the net gain appears for the-met and
exponential cases around 9 years on-orbit. Thisdcimglicate that a time horizon for a
true effective performance of the network can bindd in these cases. Finally, it can be
seen that varying the failure behavior of the liimem ¢t = 050 to 0.10 results in
shifting the end points of the efficiency—net gainves along the 15-year dashed line, as

seen in Figure 7.38.
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All the figures above were generated such thaptbbability of failure of the networked
subsystem/technology is equal to 0.05 after 15syéay’ = 005). A final examination of

the behavior of the 2-IMLN network with respectthe link failure is to explore whether
the sensitivity of the efficiency to the failure thfe networked subsystem/technology is

impacted by the failure of the link (exponentiatep and this is shown in Figure 7.43.
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Figure 7.43. 2-IMLN efficiency variations due to tte failures of the networked subsystem/technology
and link

It can be seen in Figure 7.43 that in a perfedt §ituation, the 2-IMLN efficiency drops

from 0.864 to 0.727 at 15 years due to the incréasthe failure behavior of the
networked subsystem/technologg: from 0.05 to 0.20), a 16% variation. Considering

now a link that has a 90% chance of failing by #arg, the same variation &> results

in a drop from 0.086 to 0.073, a similar relativariation. However, the impact on the

absolute numbers dramatically changed: the diffexen efficiency for a network with a
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problematic link is smaller than for a healthy lifkhis is consistent with the fact that the
more failure-prone the link is, the less networkieel spacecraft are, and the less relevant
the failure of the networked subsystem/technol@gyNiote that f and ¢ have a similar

role on efficiency as shown in Eq. (7.30).

3-IMLN architecture. The previous results were generated for the 2NMicchitecture.

In the case of the 3-IMLN, the analytical solutimnnot obvious or possible, and the
IMLN simulation is the only solution to generate throbability of failure of the network
in presence of link failure. Indeed, the two linkghe 3-IMLN do not fail independently:
the failure of the wireless unit on board of theinmgpacecraft (with the payload) causes
the failure of both links. Hence the time to fadwf the links are computed by generating
the times to failure of the 3 units, and taking themimum of the times to failure of the
two respective units for both links. The IMLN modéklandles very easily this

computation and the probability of failure of thestem, the network efficiency and the
net gain can be simulated. In the caseapf= 005, three simulations were run, fof’

equal to 0.20, 0.50 and 0.90 (exponential distrdmst with parameters given in Table 7.9)
to obtain a representative sample of the impacthef link failures on the 3-IMLN

architecture, presented in Figure 7.44.
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Figure 7.44. — graph for the 3-IMLN with an imperfect link (expon ential case)

Figure 7.44 presents four curves: the black doliteel without “plus” markers is the
perfect case (i.e., the links are perfectly rekapand the curves with “plus” markers are
the cases with links prone to failure. For readbgurposes, it was chosen to output the
results of the simulation every on-orbit year (1a&rkers per curve for 15 years spent on-
orbit). The black short-dash lines link the markamnsa curve, but do not represent results
from the simulation (their unique purpose is tohhtight the curve). Figure 7.44 shows

that the 3-IMLN architecture is also affected by tlailure of the links, although to a

lesser extent than the 2-IMLN, as demonstratedgarg 7.45 forug® = 050.
Finally, Weibull distributions were considered ftire link failure behavior, with the

Weibull parameters given in Table 7.10. Similar coemts than for the 2-IMLN can be

made regarding the results of Figure 7.46.
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7.3.8.Multi-State Considerations: IMLN Behavior Facing jdaDegradation

Up to this point, section 7.3 considered only théastrophic failure of the monolith or
space-based network architectures. However, asionedt in earlier chapters and in
section 7.2, other types of events can occur omebtiee space systems that lead to a
degradation of its functionality, and not necesstycomplete loss. In this subsection,
another level of severity in the performance degtiad is investigated, namely, the
major degradation state. Assuming that the prolabdf major degradation of the
networked subsystem/technology is given hyt), the impact of such an event is

investigated in a similar fashion than for the céetg failure, by parameterizing the

value of the probability of major degradation at yi&ars:a,, (t =15yeary=a;;’. Four

levels are explored in this subsection, wit)f equal to 0.05, 0.10, 0.15, 0.20.

This probability y is not directly useable in the IMLN model and slaiion, as
explained in Chapter 5. The state considered in dineulation is not the “major
degradation” state directly, but the aggregationthef “major degradation” and “total
failure” states into the “major—failed” state (alsderred to as “severe degradation” state).
The probability of being in a major degradationtestior the space architecture is then
calculated by taking the difference between thebabdity of being in the aggregated
major—failed state, labeledug(t), and the probability of being in the total fadustate
(simulated in the previous subsections), as evigehy Eq. (5.40). In similar fashion, we

have for g, v and wue:
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ay(t)=aye(t)- ag(t) (7.34)

Note that the value ofyr is bounded by 1, constraining the valugsand \ can take

concurrently @2°> = 06 and a,; = 0.7 at the same time is not physically possible).

To investigate potential changes in the probabititymajor degradation for the space

architecture due to variations in the probabilitly total failure of the networkable
subsystem/technology, two levels foms were chosen, representative of

subsystems/technologies with lower or higher tengein complete failures: 0.05 and

0.20. Table 7.11 presents a summary of the lewsad in the following simulations. It is

interesting to note that the,, value of 0.25 can be obtained by two different

combinations ofar> and a;> ((0.05, 0.20) and (0.20, 0.05) respectively).

Table 7.11. Parameterization of the failed, major ad major—failed probabilities

15 15 15

F M MF
0.05 0.10
0.10 0.15
0.05 0.15 0.20
0.20 0.25
0.05 0.25
0.10 0.30
0.20 0.15 0.35
0.20 0.40

As done for the probability of failure of the netikable subsystem/technology, the
probability of being in a major—failed state of thetworkable subsystem/technology is

modeled using single Weibull distributions (witle@nstant shape parameter 0.5), and
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the values of the scale parameters associatecetspicified values are given in Table

7.12.

Table 7.12. Weibull scale parameter values for theye distribution of the networked
subsystem/technology

15 Scale parameter yr
MF years

0.10 1,351

0.15 568

0.20 301

0.25 181

0.30 117.9

0.35 80.8

0.40 57.5

Using the IMLN models, simulations were run for leag,- value, and generated as
output the probability of being in a major—failsthte of the space architecture (as
previously: monolith, 2-IMLN and 3-IMLN). Also asode previously, analytical results

can be found as the subscripts and superscript€dr’be replaced by “MF” (except in

some cases of the supporting subsystems probdBilitythe equations derived for the

probability of complete failure. They are modifiad follows:

PV i =1- - PV N1 RYF (7.35)

monolith

Pl =10 (1 PP JL- P - (- (- 2 )i PE e (7.36)

%1n the case of the functional redundancy, speati@ntion must be given to the supporting subsystem
state: the functional redundancy is inhibited oifilthe supporting subsystems fail completely, itajon
degradation having no impact in this representation
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PErNIII\F/ILN =1- (1' PSMF )(1' PPMF ){1‘ (1‘ (1' avr )(1‘ PSF ))ZaMF} (7.37)

For readability purposes again, four on-orbit tintemve been selected to compare
architectures: 1 year, 5 years, 10 years and 155 ygrorbit. The probabilities of being in
a major—failed state (in percentage points) forttivee architectures at these times are

shown in Table 7.13.

Table 7.13. Probabilities of being in a major—faild state for monolith and networked architectures
(in percentage points)

P“F — IMLN simulation P“F — Analytical results
%,,5F Architecture Time spent on-orbit (years) Time spent on-orbiafgg
1 5 10 15 1 5 10 15
Monolith - - - - 8.49 18.02 24.53 29.18
0.10 2-IMLN 6.08 13.42 18.75 22.72 6.09 13.44 18.77 B32.7
3-IMLN 5.97 12.95 17.91 21.58 5.97 12.94 17.91 81.5
Monolith - - - - 9.83 20.68 27.97 33.12
0.15 2-IMLN 6.20 13.94 19.67 23.98 6.21 13.95 19.69 P4.0
3-IMLN 5.98 13.04 18.12 21.93 5.98 13.03 18.12 21.9
Monolith - - - - 11.23 23.42 31.46 37.06
0.20 2-IMLN 6.36 14.62 20.88 25.61 6.37 14.64 20.88 25.6
3-IMLN 5.99 13.16 18.46 22.47 5.99 13.18 18.47 92.4
Monolith - - - - 12.70 26.22 34.98 41.00
0.25 2-IMLN 6.58 15.49 22.35 27.56 6.59 15.52 22.37 87.5
3-IMLN 6.04 13.41 18.99 23.31 6.02 13.40 18.99 23.3
Monolith - - - - 14.23 29.10 38.53 44.92
0.30 2-IMLN 6.87 16.59 24.17 29.92 6.86 16.59 24.16 29.9
3-IMLN 6.06 13.72 19.73 24.43 6.06 13.73 19.73 24.4
Monolith - - - - 15.86 32.07 42.15 48.86
0.35 2-IMLN 7.20 17.90 26.25 32.58 7.21 17.89 26.26 82.5
3-IMLN 6.13 14.20 20.72 25.92 6.12 14.19 20.72 25.9
Monolith - - - - 17.58 35.13 45.80 52.79
0.40 2-IMLN 7.64 19.42 28.68 35.61 7.63 19.43 28.69 35.6
3-IMLN 6.20 14.82 22.03 27.82 6.20 14.81 22.02 27.8

It can be seen in Table 7.13 that the results ftbm IMLN simulation and from
analytical solutions are in strong agreement: therage difference is 0.01 percentage

point and the maximum difference is 0.03 percentagiat. As given by Eq. (5.40),
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combining the results from Table 7.13 and Table(@rbbability of complete failure), the
probability of being in a major degradation staie the architecture under consideration

can be computed, and the final result is givenabl& 7.14.

Table 7.14. Probabilities of being in a major degrdation state for monolith and networked
architectures (in percentage points)

15 15 15 P — IMLN simulation PY — Analytical results
F M MF | Architecture Time spent on-orbit (years) Time spent on-orbit(ge
1 5 10 15 1 5 10 15
Monolith 470 956 12.66 14.76

0.05 0.10 2-IMLN 3.53 749 10.23 12.1§ 3.54 751 10.25 1221
3-IMLN 3.46 7.22 9.75 1156 3.46 7.21 9.76 1157
Monolith - - - - 6.04 1222 16.10 18.69
0.10 0.15 2-IMLN 3.66 8.02 11.14 1344 3.66 8.02 11.16 13.46
3-IMLN 3.47 7.31 9.96 1191 3.47 7.30 9.97 1192
Monolith - - - - 744 1495 19.59 22.63
0.15 0.20 2-IMLN 3.82 870 1235 15.07 3.82 8.71 1236 15.07
3-IMLN 3.49 743 10.30 12.4% 3.49 745 10.32 12.48
Monolith - - - - 891 17.76 23.11 26.57
0.20 0.25 2-IMLN 4.04 956 13.82 17.02 4.04 9.59 13.85 17.05
3-IMLN 3.53 768 10.83 1329 3.51 7.67 10.84 13.31

0.05

Monolith - - - - 4.73 9.11 1157 13.06
0.05 0.25 2-IMLN 3.64 786 10.74 1271 3.66 790 10.77 12.74
3-IMLN 3.50 7.38 10.08 12.04 3.48 7.37 10.09 12.05
Monolith - - - - 6.27 1198 1512 16.98
0.10 0.30 2-IMLN 3.93 8.96 1256 15.07 3.94 8.98 1256 15.06
3-IMLN 3.52 7.69 10.82 13.1¢ 3.52 770 10.82 13.18
Monolith - - - 790 1496 18.73 20.92
0.15 0.35 2-IMLN 426 10.27 1464 17.74 428 10.28 14.66 &7.7
3-IMLN 3.60 8.16 11.81 14.6¢ 3.58 8.16 11.82 14.66
Monolith - - - 9.62 18.02 22.38 2484
0.20 0.40 2-IMLN 470 1179 17.07 20.7¢ 470 1182 17.09 80.7
3-IMLN 3.66 8.79 13.12 16.5% 3.67 8.78 13.12 16.55

0.20

A more practical representation of the results game=d in Table 7.5, Table 7.13 and
Table 7.14 is shown in Figure 7.47, for the cagg = 010 (ar = 005 and a,; = 005)

for example.
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Figure 7.47. Probabilities of complete failure andnajor degradation for monolith and networked
architectures

Figure 7.47 reads as follows. For each of the foororbit times, three bars are
represented: the leftmost of the three represetsnonolith architecture (“M” on the
figure), the middle bar represents the 2-IMLN atetture (“2”) and the rightmost bar of
the three represents the 3-IMLN architecture (“3'he numbers associated with the
black part of the stacked bars represent the pitityabf catastrophic failure of the
associated architecture, while the grey part ofstiaeked bars represents the probability
of being in a major degradation state for the assed architecture. As a consequence,
the numbers on top of the bars resulting from tthditeon of the other two represent the
probability of being in a major—failed state (orveee degradation state) for the
architecture of interest. An example of the infotimaread on the figure is, after 5 years

on-orbit;
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The monolith architecture has a probability of lpein a failed stateR’) of
8.46%, a major degradation staR"( of 9.56% and a total probability of being
in a severe degradation sta®'{) of 18.02%;

The 2-IMLN architecture has a probability of beiimga failed state of 5.93%, a
major degradation state of 7.51% and a total pntibalof being in a severe
degradation state of 13.44%;

The 3-IMLN architecture has a probability of beiimga failed state of 5.73%, a
major degradation state of 7.21% and a total prdibalof being in a severe

degradation state of 12.94%.

In this particular case, the space-based netwanksave on both the failed and the major

degradation states, but with a small differencevben the networks of 2 and 3 spacecraft.

The next step consists in looking at results inl&@ahl1l3 and Table 7.14 obtained by
increasinga,; while keepingar’ constant, to observe the effect of increasing the

probability of being in a major degradation stater fthe networkable

subsystem/technology on the system level. The titeguthange is presented in Figure

7.48, witha,,- = 025 (ar° = 020 and a,; = 005): a;; was increased from 0.05 to 0.20,

while keepingat® constant at 0.05.
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Figure 7.48. Increase in the probability of major a&égradation for the networkable
subsystem/technology

As expected, the probabilify" (represented in grey) has increased whlfl(in black)
remained constant: from Figure 7.47 where, at Ssyea-orbit,P for the monolith was
equal to 9.56%, it is now 17.76%; in the case ef2ZHMLN, it went from 7.51% to 9.59%
and for the 3-IMLN, it increased from 7.21% to A&7Note that the increase was the
most dramatic for the monolith spacecraft, while 8aIMLN was the least affected. This
result mirrors the behavior of the networks in tlase of total failures. Also note that for
higher a;?, the difference between architecture becomes mpparent: for example at

15 years, there is now a difference of 4.27 pesmgnfpoints irPV", while it was only

1.17 percentage points fan, = 005.
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Let investigate the complementary effect: keepadp fixed at 0.05 (as in Figure 7.47),

let us increase; from 0.05 to 0.20. This is shown in Figure 7.49.
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B Major degradation

0.35 1
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0.00 -
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Figure 7.49. Increase in the probability of total &ilure for the networkable subsystem/technology

Several interesting phenomena occur in Figure F#8t, as the combination @ft> and

ay> were chosen to add up to 0.25, the saje than in Figure 7.48 (obtained with the
reverse combination), the probabilities of beingiimajor—failed stateP{"", given by the
numbers on top of the stacked bars) for the threl@tactures are the same than in Figure
7.48. The splits between the black share and tbg glnare changed to accommodate for
the new degradation and failure behavior of thevogted subsystem/technologi”

increased (in black) whil®" (in grey decreased). A more interesting findinggslin

carefully examining Figure 7.47 and Figure 7.4%ath casesa;’ = 005; the variable is
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ar® which increased from 0.05 to 0.20. As expected,increased, buP™ was also

impacted: for example, after 15 years, the proigbdf major degradation for the
monolith architecture shifted from 14.76% to 13.06f6m 12.21% to 12.74% for the 2-
IMLN and from 11.57% to 12.05% for the 3-IMLN. Thimplies that for a constant
probability of major degradation for the networlaldubsystem/technology \), the
probability of major degradation of the completehdiecture is affected by the variation
in the probability of total failure of the netwotla subsystem/technologyH). As a

consequencé is not solely a function of v, but depends on both yand .

As mentioned above, and similarly for catastropfaitures, the space-based networks
studied here are less sensitive to the variatiotméndegradation and failure behavior of
the networkable subsystem/technology. This shigldiffect from major anomalies and
failures is clearly shown in Figure 7.50«5 years).

In the worst-case scenario here after 5 years bitwith (a2%,225)=(020,020), P varies
by 151% for the monolith (from an ideal value of 7% (perfect subsystem/technology,
with no anomaly or failures, i.e(aéS,aﬁ,,S)=(O,0)) to 18.02%), by 65% for the 2-IMLN
(from the ideal value of 7.17% to 11.82%) and byo2for the 3-IMLN architecture
(from the ideal value of 7.17% to 8.78%). Overtik probability of severe degradation
for the space syster®M", varies by 173% for the monolith, 51% for the 2LINland 15%
for the 3-IMLN. As a conclusionthe networked architectures confirm their
“shielding effect” for severe anomalies in additionto failures, and this effect grows

stronger with the addition of spacecraft to the nework.
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Net gain and network efficiency in the case of majanomalies Net gains for the
major—failed state " can be defined for the IMLN approach in a simftashion than

for catastrophic failure as:

D\;—'I:MLN = Prr':/l)iolith_ szLN (7.38)
D\;'I:MLN = Pnlqvl;';omh' Pal\?n'leN (7.39)

Using Egs. (7.35), (7.36) and (7.37), these expas<an be manipulated to obtain:
DIV :(1' = )(1' PSMF)(]-' R )(1' aMF)aMF (7.40)

Ijgl—lleLN :(1' PSF )(1' PSMF)(]-' PPMFX' (aMF)z(l' PSF)' 24\ PSF +1+ PSFJaMF (7.41)

Due to the relationship betwe®h, P™ andPM* established in Eq. (5.40), the net gain for

the major degradation stat&' can be computed from the knowledge 6fand M

DZI-H\/H_N = Pn,;/lonolith' PZIYIlMLN zljzl—’I:MLN - DZ—IMLN (7.42)
Ij:‘f—IMLN = Pnlqvlmolith' PSNIIMLN zd?fI:MLN - DE&IMLN (7.43)
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Note that the values of" are also dependent on the choiceadt. In addition, network

efficiency for major—failed state ", can also be defined for the IMLN approach in the

same way than for catastrophic failures as:

DYF
hlfan = B:A'\T:LN (7.44)

0

DVF
3w % (7.45)

0

with:

Dy = Pronoit™ B (7.46)

where P)F (t) is the probability of a major anomaly or catastiopfailure for the

architecture with a networkable subsystem/technolagthout anomalies or failure

( v =0). As:

RYF =1- (1- PF J1- RYF) (7.47)
Eqg. (7.46) can be manipulated to obtain:

DY =ay [1- PV Ju- PYF) (7.48)

Using Egs. (7.40), (7.41) and (7.48), Eqs. (7.4%) &.45) can be expressed as:
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hS{HI:MLN :'aMF(l' PSF)+1' Ps',: (7.49)

h:;\{"I:MLN =- (a MF )2 (1' PsF )2 - 2aye PsF (1' PsF )+1' (PsF )2 (7.50)

Similarly, the network efficiency with respect taajor degradation,", can be obtained

for the IMLN approach as:

D)4
n i = ZIE;?LN (7.51)
DY
3w :$ (7.52)
where ™ are found in Egs. (7.42) and (7.43) aBfi is simply computed as:
Oy =05 - D (7.53)

Note that the values of" andD! are also dependent on the choicez@f.

Net gain and network efficiency knowns- graphs can be generated to investigate the
reaction of the architecture to anomalies and fadu in the networkable

subsystem/technology. Let us start with the globedjor—failed state. Figure 7.51
presents the family of curves obtained from theatian of a;,- from 0.10 to 0.40 by

0.05 increments in the case of the 2-IMLN archiiest
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Net gain (percentage points)

Network efficiency

Figure 7.51. Network efficiency versus net gain fothe major—failed state for the 2-IMLN

(As previously, the color of the square markers egponds to the on-orbit times, 1, 5, 10 and 15gjear

from lighter to darker colors. The different cunesarespond to the variation osf,f,,sF , from 0.10 in the
bottom curve to 0.40 in the top cuyve

It can be seen in Figure 7.51 that the graph presents similar results fof'{, “F)

than for (7, F): for the same on-orbit time, the efficiency dexes, but the net gain
increases withay; increasing. Network efficiency continuously deses as the
spacecraft ages on-orbit, and the net gain injtialtreases, then decreases (the inflexion
in the curve is only visible for the highest valoka,,-). Finally, the more severe the

degradation is for the networkable subsystem/teldgyo the steeper the decrease in the

network efficiency.
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The 2-IMLN and 3-IMLN can also be compared for exere degradation state, and this
is shown in Figure 7.52. As previously seen foand F, the 3-IMLN handles better the

decrease in efficiency, as well as provides higietmgains.

Net gain (percentage points)

0
0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
Network efficiency

Figure 7.52. 2- and 3-IMLN comparison for - =0.10and - =0.40

(The grey curves correspond &, =0.10and the black curves correspondagy. =0.40. The square

markers represent the 2-IMLN, and the triangle neaskrepresent the 3-IMLN. As previously, the caolor
the markers represents the on-orbit times, 1, Sarid 15 years from lighter to darker colprs

How does compare the efficiency of space-basedarktim rooting catastrophic failures

with major anomalies? This question is investigatedhe following by considering
equivalent values foat’> and a;;, at two levels (0.05 and 0.20). As such, the

networkable subsystem/technology has an equal pildgao be in a total failed state
and in a major degradation state. Figure 7.53 shbessesulting network efficiencies

and M for the 2-IMLN architecture, and Figure 7.54 foet3-IMLN architecture.
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Figure 7.53. Comparison of " and ™ for the 2

equal to 0.05, while the black curves corresponiddii

15
M

(The grey curves correspondaé5 anda
parameters equal to 0.20. The triangle markers espnt © (network efficiency for catastrophic failures),

and the circle markers represenif (network efficiency for major anomaligs)

10 11 12 13 14 15

8 9

7
Time after successful orbit insertion (ye

Kousioiye ylomaN

ars)

-IMLN architecture

and M for the 3

Figure 7.54. Comparison of "

(Same formatting than the previous figure
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It can be seen on Figure 7.53 that the 2-IMLN igerefficient at rooting out catastrophic
failures than major anomalies in the networkablesyatem/technology (at both levels,
0.05 and 0.20): for example, after 15 years ontoabithe 0.05-level, the network

efficiency © is equal to 0.864, while" is equal to 0.757, a value 12% lower. In the most
problematic case considered heag*(anda’’ at 0.20), " is equal to 0.727, while" is
equal to 0.302, a value 58% lower. This suggess ith the case of more and more

problematic subsystem/technology, the space-baswabrk concentrate more and more

of its efforts on catastrophic failures, to thergasing detriment of major anomafigs

Figure 7.54 confirms a similar phenomenon for tAdBN architecture: for example,
after 15 years on orbit at the 0.05-level, the mekvefficiency " is equal to 0.981, while

M'is equal to 0.948, a value 3% lower. In the masblematic case considered here
(at® andal’ at 0.20), " is equal to 0.926, while" is equal to 0.616, a value 33% lower.

However, the sacrifice of the major anomalies s&slpronounced in the case of the 3-

IMLN compared to the 2-IMLN architecture.

As a conclusion, the space-based networks demtmstma interesting qualitythe
networks attempt to eliminate anomalous events by etreasing levels of severity,
catastrophic failures first, then major anomalies.This “sacrifice” is less pronounced

in architectures with more networked spacecratft.

9n the case of very high probability of failuretbe networkable subsystem, the probability of héina
major degradation state for the space system can mxrease between a monolithic architecture and a
space-based network, leading to negative efficencHowever, the overall probability of being in a
major—failed state remains lower for the space-thasswork (the network completely sacrificed major
anomalies to the advantage of catastrophic faijures
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To complete this analysis, two more cases are etuidir the 2-IMLN architecture with

the same value of the probability of being in a ondjiled state for the networkable
subsystem/technology 4> =025): case 1 consists in a networkable subsystem/
technology that has a higher tendency to experiemgj@r anomalies over catastrophic
failures (@ = 005 and a,; = 020); case 2 consists in the reverse situation whiege t
networkable subsystem/technology that has a hitgmetency to experience catastrophic
failures over major anomaliesaf® =020 and a,; = 005). Figure 7.55 allows the

comparison of the network efficienci€sand M resulting from cases 1 and 2.

H
~

e e e
O RLr N W

Net gain (percentage points)
\‘

0O 01 02 03 04 05 06 07 08 09 1
Network efficiency

Figure 7.55. Comparison of " and ™ for the 2-IMLN architecture with %ASF =0.25

(The grey curves correspond to casef(anda,, equal to 0.05 and 0.20 respectively), while thekla

curves correspond to case 2&(5 andaﬁf equal to 0.20 and 0.05 respectively). The triangérkers

represent © (network efficiency for catastrophic failures),dathe circle markers represent (network
efficiency for major anomaliek)
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Figure 7.55 confirms that the behavior of the netws different for catastrophic failures
and major anomalies. For case 1 (grey curveS)is consistently higher than at
comparable on-orbit times (circle markers are abveythe left of the triangle markers
with the same color on the grey curves), but thtega@s are higher in the case of major
degradation compared to catastrophic failures (sta® with the fact that the
networkable subsystem/technology is more pronedmmnanomalies). For case 2 (black
curves), " is also consistently higher thaf! at comparable on-orbit times, but in this
case the net gains are higher in the case of oapast failures (consistent with the fact

that the networkable subsystem/technology is mooagto major anomalies). For the
samea,—level, the network had the potential in case $igmificantly help in terms of

major degradation despite its associated lowecieffty, while in case 2, the network
almost completely focused its efforts on rootind catastrophic failures, resulting in a

marginal improvement for the major degradationestat

7.3.9.Multi-State Considerations: IMLN Behavior Facingrdr Degradation

The last part of the multi-state analysis lies viita consideration of minor anomalies in
the networkable subsystem/technology. As it wasedion the major anomaly case, we
assume that the probability of minor degradatiothefnetworked subsystem/technology
is given by n(t), the impact of such an event is investigated isinailar fashion, by

parameterizing the value of the probability of mmajdegradation at 15 vyears:

a,(t=15year}=a~’. Only two levels are explored to give a senseheftype of analysis

enabled by this dissertatioa;; equal to 0.05 and 0.20.
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Again, the state considered in the simulation isthe “minor degradation” state directly,
but the aggregation of the “minor degradation”, jonadegradation” and “total failure”
states into the “minor—-major—failed” state (alsmgly referred to as “degraded” state).
The probability of being in a minor degradationtstéor the space architecture is then
calculated by taking the difference between thebabdity of being in the aggregated
minor—major—failed state, labeled,u(t), and the probability of being in the major
degradation state and the total failure state (lgited in the previous subsections). As a

consequence, we have faf, v, m, wmrand mve

ape®=act)+ay t)+a,t)=ay:(t)+a,) (7.54)

Note that the value of e is bounded by 1, constraining the valugs y and ,, can

take concurrently.

Three representative cases are investigated tosexp@ends associated with minor

degradation:

Case l:ar>=005, a,, =005, a. =005and resulting inay,- =010 and
am e = 015;

Case 2:a=020, a,, =005, a->=005and resulting inay. =010 and
ar> .- =030: only ,was increased from case 1;

Case 3:a’=020, a,, =020, a->=020 and resulting inay. = 040 and

amwe = 060: only e was increased from case 2.
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As done for the probability of failure and major oamly of the networkable
subsystem/technology, the probability of being immaor—major—failed state of the
networkable subsystem/technology is modeled usimgesWeibull distributions (with a
constant shape parameter 0.5), and the values of the scale parametersiased to

the specified values are given in Table 7.15.

Table 7.15. Weibull scale parameter values for the,r distribution of the networked
subsystem/technology

15 Scale parameter yr
mMF years

0.15 568

0.30 117.9

0.60 17.87

Using the IMLN model, simulations were run for eagly,- value, and generated as
output the probability of being in a minor—majaiéd state of the space architecture (as
previously: monolith, 2-IMLN and 3-IMLN). Also asode previously, analytical results
can be found as the subscripts and superscriptbecagplaced by “mMF” (with the same

exceptions than previously). The equations are figadas follows:

Pronain =1+ (- P i R (7.55)
Pzr-T;l\'\ﬁLFN =1- (1' PSmMF)(l' P;qMF){l' (1' (1' amMF)(l' PSF ))amMF} (7.56)
P;TMEN =1- (1' PSmMF)(l' PFTMF){l- (1' (1' amMF)(l' PsF ))zamMF} (7.57)
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For readability purposes again, four on-orbit tintfemve been selected to compare
architectures: 1 year, 5 years, 10 years and 15 ygrorbit. The probabilities of being in
a major—failed state (in percentage points) forttivee architectures at these times are

shown in Table 7.16.

Table 7.16. Probabilities of being in a minor—-majorfailed state for monolith and networked
architectures (in percentage points)

P™F _ IMLN simulation P™F _ Analytical results
rlnSMF Architecture Time spent on-orbit (years) Time spent on-orbiafge
1 5 10 15 1 5 10 15

Monolith - - - - 13.84 27.65 36.40 42.35
0.15 2-IMLN 10.39 21.51 29.08 34.48 10.38 2151 29.08 .484
3-IMLN 10.17 20.67 27.71 32.71 10.16 20.66 27.70 .782

Monolith - - - - 18.05 35.32 45.72 52.52
0.30 2-IMLN 11.00 23.92 33.04 39.58 11.01 23.91 33.03 .589
3-IMLN 10.24 21.32 29.14 34.88 10.24 21.30 29.12 .834

Monolith - - - - 29.08 53.18 65.63 72.87
0.60 2-IMLN 14.49 3495  48.87 58.06 14.48 34.95 48.87 .0%8
3-IMLN 11.15 26.92 39.45 48.65 11.14 26.90 39.45 .688

It can be seen in Table 7.16 that the results ftbm IMLN simulation and from
analytical solutions are again in strong agreemnteetaverage difference is less than 0.01

percentage point and the maximum difference is pdi2entage point.

In a similar fashion than for other severity levdlse probability of being in a minor

degradation state for the architecture is given by:

p™ = pmMF _ pMF (7.58)

From the results given in Table 7.13 and Table ,7itléan be calculated and the results

are shown in Table 7.17.
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Table 7.17. Probabilities of being in a minor degrdation state for monolith and networked
architectures (in percentage points)

P™ — IMLN simulation P™ — Analytical results
L v 15| Architecture | Time spent on-orbit (years) Time spent on-orbia(gd
1 5 10 15 1 5 10 15

Monolith - - - - 536 9.62 11.86 13.17
0.05 0.05 0.05| 2-IMLN 432 809 1033 11.76¢ 430 8.07 1031 11.74
3-IMLN 420 772 979 1113 420 772 979 11.13

Monolith - - - 9.57 1730 21.19 23.34
0.05 0.05 0.20{ 2-IMLN 493 1050 14.28 16.86 4.93 10.48 14.25 36.8
3-IMLN 427 837 1122 1330 428 836 11.21 13.29

Monolith - - - 11.50 18.04 19.83 20.08
0.20 0.20 0.20{ 2-IMLN 6.85 1553 20.18 2246 6.85 1552 20.18 324
3-IMLN 496 12.09 1743 20883 494 12.09 17.43 20.8

All the results regarding the total failure, maglegradation and minor degradation can be

presented in a more practical representation, f@mgle for the caseiy,: = 015

(af® = 005,a;> = 005 and a-> = 005) as shown in Figure 7.56.

0.55

W Total failure
0.50 +- M Major degradation ----=-=-=--===mmssommmmmm oo oooooooooooooooooooooos
[J Minor degradation

0.45
0.40
0.35

= 0.30

o]

8

g 025
0.20
0.15
0.10

0.05

0.00

1 year 5 years 10 years 15 years

Time after successful orbit insertion

Figure 7.56. Probability of being in degraded statefor the space architectures in case 1
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Figure 7.56 represents the probability of totdui@ of the architecture in black, of major
degradation in grey and minor degradation in whitee total probability to be in a
degraded state (i.e., not fully operational) isveha@t the top of the stacked bafsgure
7.56 gives a complete comparative survivability argsis of the architectures under
consideration in the case of the considered endogars failures and performance
metric, as all the degraded states are represented togEtrezxample, it can be seen in
Figure 7.56 that after 15 years on orbit, the pbdlig of being in a degraded state has
been reduced by 7.9 percentage points by consglar@+IMLN architecture, and by 9.7
percentage points with a 3-IMLN. This reductionedity translates in a gain in the
probability of being fully operational. In the sam&y than for total failures and major
anomalies, the networked architectures behaverbeitie respect to minor anomalies in
this particular setting, with an advantage to neksavith more spacecratft related to the

networkable subsystem/technology.

The results for case 2 and case 3 are given FigGiand Figure 7.58 respectively.
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Figure 7.57. Probability of being in degraded statefor the space architectures in case 2
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Figure 7.58. Probability of being in degraded statefor the space architectures in case 3
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In carefully examining Figure 7.57 and Figure 7.88familiar phenomenon can be

observed, as it was the case B in both cases (case 2 and casea3)= 020; the

variable isar» which increased from 0.10 to 0.40. As expecBdandP" increased, but

P™ was also impacted: for example, after 15 yeas piobability of minor degradation
for the monolith architecture shifted from 23.346420.08%, from 16.83% to 22.45% for
the 2-IMLN and from 13.29% to 20.84% for the 3-IMEN This implies that for a
constant probability of minor degradation for tregworkable subsystem/technology.),
the probability of minor degradation of the comeletrchitecture is affected by the
variation in the probability of being in a severegtadation state of the networkable
subsystem/technology \r). As a consequenc®” is not solely a function of ., but

dependson n,, mand .

Net gain and network efficiency in the case of mmanomalies Net gains for the

mMF

minor—major—failed state can be defined for the IMLN approach in a similar

fashion than for other severity level.

DS-'\IAI\}I:LN = angnth' PZTII\\/IAI'_:N (7.59)
DS-I:AN'I:LN = Prrr::)'\r?t'):lith' P;?l'\\/IAI'_:N (7.60)

Due to the relationship betwe@i, PM andP™, the net gain for the minor degradation

m

state " can be computed as:

2 Note that the probabilities of being in a minogd®lation state are higher for the space-basedonietw
than for the monolith architecture. This phenomeirmreommented in more depth later with efficiency
considerations.
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— pm m —_ MF F
DV;—IMLN ~ Pmonolith ~ P2—IMLN _DS—IMLN - D\ZA—IMLN (7-61)

— pm m —_ MF F
DVZT‘:—IMLN ~ Pmonolith ~ P3-||V|LN —DEH\ALN - Ij\elyl-nvu_N (7-62)

Note that the values of™ are also dependent on the choiceag .

In addition, network efficiency for minor—majorifed state, ™", can also be defined as:

ME DnMF
VN ZW (7.63)
DnMF
hy ll\lA\AFLN = Sm,L:N (7.64)
0
with:
DSMF = Pénohrqguth' IDomMF (7.65)

where P,"VF(t) is the probability of an anomaly or failure for tlagchitecture with a

networkable subsystem/technology without anomalidsilure ( muwr = 0).

Finally, the network efficiency with respect to magegradation,™, can be obtained as:

i = on (7.66)
0
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m IMLN
3-IMLN —
D)
where:
— MF F
Dy =D - D

(7.67)

(7.68)

The network efficiency in the case of the minor-onafailed state (") behaves in the

same fashion than™

F

15

and T with their corresponding™ : it decreases wit:,

increasing. Let us concentrate instead &n this efficiency represents how well the

network tackles minor anomalies in the networkahlbsystem/technology. Figure 7.59

presents the variations of" according to the anomaly and failure behavior lué t

networkable subsystem/technology.
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Figure 7.59. Network efficiency ™ for the 2-IMLN architecture
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In Figure 7.59, the light grey curve correspondscese 1, the dark grey curve
corresponds to case 2 and the black curve to caftecan be seen that the network
efficiency for minor degradation decreases betwease 1 and case 2, where the
probability of minor anomaly in the networkable system/technology increases while
keeping constant major anomaly and total failu@bpbilities. A more dramatic decrease
occurs between case 2 and case 3: minor anomakekept at the same level of
occurrence, but the major anomalies and total fiesl@are drastically increased. It results
in a large decrease in efficiency for rooting ouhon anomalies. The efficiency even
becomes negative for longer periods on-orbit, tedimgy the fact that the space-based
architecture has a higher probability of being irm&or degradation state than the
monolith architecture at these times. This phenanaran be observed in Figure 7.58 at
10 and 15 years on-orbit. This dependence™ofvith major anomalies and total failures
mirrors the one for major anomalies with total dedls. A similar effect is shown in

Figure 7.60 for the 3-IMLN architecture, in a lasaay.
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Figure 7.60. Network efficiency ™ for the 3-IMLN architecture

The variations observed in™ are related to the fact that the networks exterair th
shielding priority rules to minor anomalies: it waesen earlier that networks shielded the
architecture from catastrophic failures first, atiden from major anomalies. Minor
anomalies come last after major anomalies, asnitbeaseen in Figure 7.61 and Figure
7.62 for the 2-IMLN and 3-IMLN architectures respeely. For the same level of
occurrence in all anomaly and failure types®(is equal to 0.05 for minor, major

anomalies and total failures in case 1), the netvafiiciency are ranked by decreasing
severity level:a™ 3 AM 3 4™, As a side note, the overall network efficiency degraded

state (™) is given as a reference of the overall perforneanfcthe network with respect

to any anomalous event (dashed line in the figures)
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Figure 7.61. Comparison of network efficiencies different severity levels for the 2-IMLN

architecture in case 1
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Figure 7.62. Comparison of network efficiencies different severity levels for the 3-IMLN

architecture in case 1
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7.3.10.Survivability Analysis and Use of the Graph

All the degradation states defined in this dissemahave been investigated in the
previous subsections, and a global evaluation efstirvivability of the architectures can
be conceived through the- graph. Indeed, for a chosen performance metre, th
graph visualizes the potential gains or lossesnadrahitecture under consideration with
respect to the reference monolith architectureaddition, if several architectures are
under studied concurrently, the- graph allows a quick comparative analysis of the
survivability characteristics of these architecturds a consequence, the graph
introduced in this thesis is a useful tool for thalesigners to explore the design space
for survivability considerations and help inform architectural choices based on

shareholder preferences

Some examples of the ways the graph can be used are presented next by congiderin

the three cases introduced in section 7.3.9. Theyezalled below:

Case l:ar>=005, a,°=005, a->=005and resulting inay. =010 and
am e = 015;

Case 2:ar>=020, a,, =005, a. =005and resulting inay,- =010 and
amwe = 030: only 1, was increased from case 1;

Case 3:a:>=020, a,°=020, a-> =020 and resulting inay. = 040 and

arye = 060: only e was increased from case 2.
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For a given time and for each architecture, thegagts -, ™, ™ MFand ™F as
well as the associated network efficienci€&s M, ™ MF and ™F For the case 1

and att = 5 years, the resulting- graph is shown in Figure 7.63.
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Figure 7.63. Complete — graph for 2-IMLN and 3-IMLN in case 1

Figure 7.63 is organized as follows:

Marker shape:
o The diamond markers represent the ideal case ichwthie networkable
subsystem/technology does not experience anomaliefilures, and
show the maximum net gain a space-based archieeatan obtain.

Referring to notations introduced earlier in thesértation, the associated

net gains correspond @, , Oy, Oy, D¢~ , and D™ ;
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0 The square markers represent the 2-IMLN architectur
0 The triangle markers represent the 3-IMLN architeet
Marker color:
o The white markers represent the network efficiemcéand net gains
associated with minor degradation, i.€’,and ™
o The solid grey markers represent the network efficies and net gains
associated with major degradation, i.&' and ™;
o The black markers represent the network efficiescaad net gains
associated with total failure, i.ef, and F;
o The markers with dense dots represent the netwifidieacies and net
gains associated with major degradation or tofalrg i.e., " and M;
o The markers with scarce dots represent the netwfiiiencies and net
gains associated with any type of degradation, & and ™",
As an example, it can be seen on Figure 7.63 fer 2ZHMLN architecture that the

network efficiencies and net gains (in percentamjatp) at 5 years on-orbit are:

(™ ™ =(0.787, 1.55);
(M ™ =(0.859, 2.05);
(7, F)=(0.920, 2.53);
( MF, MFy=(0.892, 4.58);

( ™F, ™" =(0.863, 6.14);
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This shows that, for example, the space-based metwith two spacecraft improves the
probability of experiencing a severe degradatiomjgmdegradation or total failure) of
the on-orbit performance by 4.6 points with resgedhe monolith architecture under the
considered conditions. This architecture perforraasonably well for this level of

severity as the associated efficiency is about 0.9.

In addition of assessing the survivability improwents related to the consideration of a
2-spacecraft network, Figure 7.63 allows the comsparwith an additional architecture
consisting of a 3-spacecraft network. It can benste example, that the 3-IMLN

architecture provides an additional half percentpgmt on the net gain for the severe
degradation statelly' .. = 508), with a much higher efficiency (about 0.99 conguhto
the 0.9 efficiency of the 2-IMLN). In the same fash the 3-IMLN adds an additional
0.8 percentage pointDy',, = 698) with a 0.98 efficiency. These high efficiencies d

not translate in significantly higher gains, ancdhaoonsequence, adding a third spacecraft
(or more) to the network might not be the bestapfrom the survivability point of view

in this particular case.

Let us now consider case 2: the probabilities ef nietworkable subsystem/technology
experiencing a major anomaly and a total failureai® the same, but the probability of
experiencing a minor anomaly increased signifigarfthe resulting — graph is shown

in Figure 7.64.
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Figure 7.64. Complete — graph at 5 years for 2-IMLN and 3-IMLN in case 2

The formatting in Figure 7.64 is the same thanFigure 7.63. Note that the solid grey

markers, black markers and markers with densereatsin at the same location than in
Figure 7.63: this is consistent with the fact that anda,; did not change between case
1 and case 2. However, the locations of the wha&ers and the makers with scarce dots
change, to reflect the changeary’. The net gains at 5 years associated with the mino

degradation state and the degraded state are rgiverhifor example for the 2-IMLN

architecture:

(™ ™=(0.707, 6.82);

(™" ™R =(0.771, 11.4);
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As explained before, the associated network effmes are lower than in case 1 due to
the increase im>’. The difference between the 2-IMLN and 3-IMLN rénsasmall for
severe degradation states, but becomes potergtighyficant for any type of degradation:
the 3-IMLN adds an additional 2.6 percentage poi{nEy',, , =1402) with a 0.95
efficiency, only 0.8 percentage points from thealdease. For stakeholders with high
requirements on spacecraft to be fully operatiotiad, 3-IMLN architecture might be a
good candidate to consider. Adding more spacedmfthe network might not be
interesting as the 3-IMLN performance is very closéhe ideal case. Figure 7.64 clearly

shows that the differences between 2-IMLN and 3-Nverchitectures mainly come from

the minor anomalies in the networkable subsystamfiglogy.

The last case, case 3, is obtained from case hdrgdsing the probabilities of the
networkable subsystem/technology experiencing majmmalies or total failures. The

resulting — graph is shown in Figure 7.65.
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Figure 7.65. Complete — graph at 5 years for 2-IMLN and 3-IMLN in case 3

Figure 7.65 clearly shows a significant jump in gains for the major degradation state,
the total failure state, the severe degradatiore §the sum of the previous two) and the
degraded state. For example, the net gain at 5 yearthe severe degradation state is
15.7 percentage points for the 2-IMLN architectuvih an associated efficiency of 0.71,
while it is 20.3 points for the 3-IMLN architectuvgth an associated efficiency of 0.91.
For this type of severity, the space-based netwwak a clear advantage over the
monolith spacecraft (over 18 or 26 percentage pdiiférence with the 2-IMLN and 3-
IMLN for all types of anomalies and failures), wighsignificant edge for the 3-IMLN
over the 2-IMLN. The 2-IMLN suffers from low effiencies as it can be seen in Figure
7.65. Also note that the net gains and efficiendtr the minor degradation state are
lower in case 2 than in case 3. This is consistétht previous findings that show that the

networks prioritize their shielding effect to theosh severe degradation type with higher
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a® . Finally, it can be observed that the results frdma 3-IMLN are significantly
different from the ideal case, indicating that natike with more spacecraft could be

considered for survivability improvements.

The three — graphs shown above present interesting trendsetalésigner, especially

when considered dynamically, as illustrated in Fégd.66. This figure gathers the three

previous figures and can be considered as thetrebtiveakingar’,a,, anda.’ . This

could be for example integrated in a real-time $ation interface (see future work
section for more details). Note that the scalelieen altered so that it is common to all

graphs for an easier visualization of the trends.

0.05 0.20 0.05 0.20 0.05 0.20

o '.A‘$

02 03 04 05 06 07 08 09 10 02 03 04 05 06 07 08 09 10 02 03 04 05 06 07 08 09 10
Network Efficiency Network Efficiency Network Efficiency

Figure 7.66. Evolution of the — graph at 5 years for 2-IMLN and 3-IMLN with the failure behavior
of the networkable subsystem/technology

Another axis to study the behavior of the netwarkelated to the time on-orbit. In the

previous figures, the time was set to 5 years.milar dynamic representation along the
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time axis is shown in Figure 7.67, for case 1, ardghlights all the trends discussed in

the previous sections.
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Figure 7.67. Evolution of the — graph for 2-IMLN and 3-IMLN with respect to on-orb it time
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7.4. Summary of selected results

This chapter provided a significant amount of ressahd this conclusion summarizes a
selected number of them. The first section investid specific subsystems: the
Telemetry, Tracking and Command (TTC) subsysterd,than proceeded to analyze the
bigger Command and Data Handling (C&DH) subsystitnnas demonstrated that the
consideration of a simple 2-spacecraft network jgles a significant improvement in
terms of survivability with respect to endogenoaslufes within these subsystems.
Adding more spacecraft to the network for this @se was shown to provide limited

incremental benefits.

The following section then took a more general apph by considering a general non-
descriptive networkable subsystem/technology andestigated the survivability
characteristics of space-based networks chosehegsrépresent the building brick of
more complex space-based networks. Several impgicatfor space-based network
design were observed, and a selected number ismtess below. For example, it was
shown that the worse degradation and failure behnavthe networkable
subsystem/technology has, the biggest benefit faosarvivability point of view comes
by adding more spacecraft to the network. It was @lemonstrated that the space-based
networks shield in priority from the worse failuresd then progress towards anomalies
with decreasing levels of severity. A final exampdsides with the conclusion that the
reliability of the wireless links in the network witical to ripe all the survivability
advantages enabled by the network, and especidiiyti mortality failures should be

rooted out.
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It is important to keep in mind the settings (edjass of threat, architecture functional
structure, performance metric) of the survivabilégalysis to interpret the domain of
applicability of the results provided in this chapand not over-estimate their generalities.
The results should not be generalized without pr@ealysis to all designs of space-
based networks or monolith architectures and eamtedd to other classes of on-orbit
shocks or threats to space systems. The survixabiimework proposed in this thesis
offers fruitful venue for further research and ad#ipn towards the survivability analysis
of a broad range of architectural and design clsoime space systems (and other
engineering artifacts) and given different classieshocks. Indeed, beyond survivability
analyses pertaining to chosen architectures in dlssertation, this chapter introduced
useful tools and metrics for the spacecraft desigmeonduct his own conceptual design
analyses, such as the net gain, the network efigi@and the dynamically evolving-
graph. In conclusion, beyond specific results, tHissertation introduced a general
framework and techniques that allow precisely gifgng survivability features of

spacecraft and space-based networks.
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CHAPTER 8

CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

8.1.Summary

This dissertation explored the relationship of sgaaft and space-based networks with
time, and more particularly how they degrade andl ifa time. The focus of this
dissertation was twofold: the first part dealt witgliability and multi-state failure
analyses based on the statistical analysis of ge laample of Earth-orbiting satellites,
when the second part introduced a novel frameworkttie survivability analysis of

space-based networks.

Chapter 2 and Chapter 3 are the two installmeh®aot 1. Chapter 2 was devoted to
spacecraft catastrophic failures and presented »xdangve reliability analysis of

spacecraft and spacecraft subsystems, through reonptic studies, parametric model
development and comparative analyses of subsystentrilmution to spacecraft

unreliability. Chapter 3 extended the reliabilityadysis beyond the binary approach of
reliability analysis in its traditional understandi(an item being either operational or
failed) to analyze anomalies (or partial failurbattdo not necessary result in the total
loss of the spacecraft) of spacecraft subsysterhapt€r 3 presented both a theoretical
approach to conduct multi-state analyses and igctigal application to spacecraft

subsystems. The results refined the comprehengitmegrogression towards complete
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failure of the spacecraft subsystems, and helptifgeproblematic subsystems (in

addition to the results in Chapter 2) for spaceatasigners to hone in.

As mentioned above, Part 2 was dedicated to thavalnility analysis of space-based
networks, a newly introduced concept in the spadestry that promotes the sharing of
on-orbit resources with neighboring orbiting spaaéc After reviewing the survivability
concept and the current state of network analysigpter 4 introduced a survivability
framework and proposed an approach to model spasedbnetworks, namely the
interdependent multi-layer network approach, to pensate for the perceived
shortcomings of current tools. As survivability tise focus of this part, Chapter 5
established the theoretical basis for anomaly ardré propagation across the network
interdependent multi-layer model. Chapter 6 wasadeeld to the technical validation and
characteristics of the survivability analysis usthg interdependent multi-layer network
modeling, by comparing its performance to alteneatmodeling techniques such as
stochastic Petri nets, or by exploring the scallgbbf the proposed model. As the
validation process demonstrated that the outpthe@fnterdependent multi-layer network
modeling can be trusted, Chapter 7 presented sabNity analyses of specific and non-
descriptive subsystems/technologies, and thendegeer these results to provide insights
into the conceptual design of future space systant potentially space-based networks,

from a survivability point of view.

8.2.Contributions

In summary, the contributions of this thesis aréodews:
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Development of reliability models for spacecrafdaspacecraft subsystems, in
response of the identified need for recent andhitfllzased spacecraft reliability.
This will provide a useful feedback to the spacdustry and help spacecraft
manufacturers prioritize and hone in on problematibsystems that would

benefit most from reliability improvements;

Development of formal techniques to evaluate nsiklite failure behavior and
their application to spacecraft subsystems, to amprthe understanding of the
spacecraft subsystems failure behavior beyondr#thitibnal binary approach of

reliability;

Introduction of a survivability framework, as wels an interdependent multi-

layer approach to represent and analyze networtksheterogeneous nodes;

Development of theoretical foundations for the wiébn of interdependent multi-
layer network proposed in this dissertation, fore tanomaly and failure
propagation across the network through algorithmg &s validation of for

survivability analyses ;

Leverage of the survivability results from the naependent multi-layer network

approach to gain insights for architectural chomkspace-based networks.
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8.3.Recommendations for future work

8.3.1.Spacecraft Failure Data, Further Reliability Anagss and Physics of

Failure Considerations

As mentioned in the thesis, failure data for speaféecs limited and the current publicly
available databases are not complete, in partiouitr respect to minor or temporary
failures. It is worth addressing a common argumehich is that competitive sensitivity
is one reason for the lack of published data aatissital analysis of on-orbit reliability.
Although this might be true for spacecraft manufeats, it is not the case for spacecraft
operators (private or government agencies) whoderests are better served by
transparent reliability analyses of different smaa# buses. Furthermore, spacecraft
manufacturers could also benefit, in the long-teim,having spacecraft reliability
analyzed and published. For example, such studiesldwvconstitute a transparent
benchmark against which spacecraft manufacturereempete and hence improve their
products. The creation of such databases wouldvalising the tools presented in this
thesis to improve the reliability and multi-staééldre models. It could also be interesting
to have access to the raw telemetry data, instéaldeoalready processed information
shown in current databases. Another reason fomitmmpleteness of spacecraft failure
databases lies with the following: Chapter 2 shoited 5% to 10% of on orbit failures
are ascribed to an “unknown” cause and subsystdms. i$ indicative of the extent of
spacecraft State Of Health (SOH) monitoring aneénhtry points. Spacecraft health
monitoring and diagnostic issues deserve to bdudbranalyzed and discussed in future

work.
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In this dissertation, it was implicitly assumedtteabsystem failures are independent. In
reality, some subsystems may have dependent aresreatid failures, for example the
thermal and power subsystems. Unfortunately, th@nmation available in the database,
and sometimes in the satellite operator’s incideport itself, does not explicitly address
failure dependence. For example, a spacecraft Gléggure is ascribed to only one

subsystem, and a partial failure of a subsystemiteasming and severity recorded. As

noted previously, the statistical analysis in thigrk is enabled by and confined to the
data available. As a result, common-cause and depéranomalies and failures of
spacecraft subsystems cannot be clearly identified statistically analyzed. Such
analyses however are of importance and constituigui avenues for future research

when the requisite data are collected.

Finally, the statistical approach adopted in thagkvyushed the limit in the development
of actionable results of spacecraft reliability audbsystems multi-state failures. The next
step ought to focus on and investigate the physidailure of spacecraft and spacecraft

subsystems—their actual failure modes and mechanism

8.3.2.Interdependent Multi-Layer Network Tool

This dissertation presented the theoretical fouadatof the interdependent multi-layer
networks, as well as the failure propagation acspsse-based networks. This thesis also
introduced metrics and tools to efficiently gaupe survivability characteristics of the
architectures under consideration. Future work fma gubject could be related to the

creation of an integrated software with a graphictrface to allow the quick building of
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the space-based network and dispense of the mameation of the adjacency and
interlayer matrices and the mapping function. Thisgrated tool could also be coded in
a more performing language, such as C or Fort@mmompensate for the memory and
speed shortcomings of MATLAB, used in this diss@sta The use of these languages
could enable the use of Monte Carlo simulationshviiigher numbers of runs for an
enhanced output precision, and bring the simulatiome to allow quasi-real time

network modifications. Finally, a graphic interfaice the presentation of the simulation
output, using the— graph dynamically by exploring different on-orbihe horizons, or

subsystems failure behaviors as done in 7.3.10dcbela useful tool for the spacecraft

designer.

8.3.3.Generalization and Extension of Applicability

In this thesis, non-repairable subsystems wereideresl: it can be seen in the multi-state
failure diagram (Figure 3.3) as there is no arcas less severe degradation states. This
choice comes from the fact that maintenance isiqogmssible on spacecraft (no easy
physical access) and that very few actual tramstmccurred in the “healing” direction in
the spacecraft sample studied in this dissertatioraddition, the definition of some
classes of events in the SpaceTrak database ctgmtyfies that the anomalies or failures
pertaining to these classes were non-repairableaweier, the multi-state approach
presented in this thesis could be applied to reprsystems as part of future work by
extending the process to derive their associatedatnilities of transitioning (in the same
fashion than for the transitions presented in thssertation). Further work could also

capture additional aspect of different repair peBc (corrective versus preventive
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maintenance, or different types of repairs (e.g.,gaod as new)) by modulating the
probability distributions. In the case of the inlependent multi-layer approach, repairs
could also be handled by considering an additiefigct that would re-enable the node

functionality that was rendered unavailable throtlghinterdependency effects.

Also in this thesis, all the nodes belonging to $hene layer were assumed to share the
same degradation and failure behavior. Dissimiaundancy (i.e., the redundant node
does not have the same degradation and failurevimehaan be considered in future

work by implementing different probability distribons for the nodes of interest.

Finally, the interdependent multi-layer approachsvegpplied to space-based networks
and the modeling of the nodes and links, as welthasinterdependency effects were
tailored to this type of systems. However, theradpendent multi-layer approach has a
potential broad appeal to the modeler, as it cdaddextended in future work to model
different types of networks, or even other engimgesystems (not necessary networks in
the traditional sense) where clear functionalitas be defined and are distributed across
the architecture: the proposed approach in thisishean be adapted to these systems by
properly defining the nodes and links, as well agoducing other interdependency
schemes if need be. For example in the case okespgmtems, it is suggested that the
interdependent multi-layer framework can be adapgtedanalyze redundancy within

monolith spacecraft subsystems.
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8.3.4.Multi-Criteria Analysis

In this dissertation, the survivability charactéds were studied by determining the
probability of unavailability of the payload nodMore complex architectures with
several payloads for example, might require mokeaded survivability metrics and part
of the future work on space-based network surviitgbcould be related to the

investigation of appropriate metrics pertaininghtese cases.

All the analyses conducted in this dissertationengone from a survivability point of
view by considering endogenous failures, implyingttthe failures arising in the network
were generated according to failure distributiom®rnnal to the spacecraft subsystems.
However, recall that survivability can be defineslthe “capability of a system to fulfill
its mission, in a timely manner, in the presencatt#cks, failures, or accidents” (Ellison,
et al, 1999). As a consequence, another aspect of uhavability of space-based
networks is their ability to withstand targetedaaks, such as collisions with orbital
debris, or anti-satellite (ASAT) attacks from ardapt entities. Exploring the space-
based network response with respect to the modulati the threat profile (random or
targeted failures) might lead to interesting inssghor the choice or design of

architectures.

Also, survivability enhancements are usually comatga cost. In the case study, the
survivability improvement was obtained by designintanufacturing and launching an
additional spacecraft. Future work would be in finen of systematically evaluating the

cost of space-based networks in addition to itsigability metrics.
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The consideration of survivability metrics, costlgotentially other performance metrics
for space-based networks paves the way for muter@ or multi-objective analyses,

with the use of multi-criteria decision supportl®for the spacecraft designer.
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