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Time changes all things; there is no reason why language should escape this universal law

Ferdinand de Saussure
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SUMMARY

Natural languages constantly change over time. These changes are modulated by social

factors such as influence which are not always directly observable. However, large-scale

computational modeling of language change using timestamped text can uncover the latent

organization and social structure. In turn, the social dynamics of language change can

potentially illuminate our understanding of innovation, influence, and identity: Who leads?

Who follows? Who diverges?

This thesis contributes to the growing body of research on using computational meth-

ods to model language change with a focus on quantifying linguistic leadership of change.

A series of studies highlight the unique contributions of this thesis: methods that scale to

huge volumes of data; measures that quantify leadership at the level of individuals or in

aggregate; and analysis that links linguistic leadership to other forms of influence. First,

temporal and predictive models of event cascades on a network of millions of Twitter users

are used to show that lexical change spreads in the form of a contagion and influence from

densely embedded ties is crucial for the adoption of non-standard terms. A Granger-causal

test for detecting social influence in event cascades on a network is then presented, which

is robust to both the presence of confounds such as homophily and can be applied to model

both linguistic or non-linguistic change in a network. Next, a novel scheme to score and

identify documents that lead semantic change in progress is introduced. This linguistic

measure of influence on the documents is strongly predictive of their influence in terms

of the number of citations that they receive for both US court opinions and scientific arti-

cles. Subsequently, a measure of lead on any semantic change between a pair of document

sources (e.g. newspapers) and a method to aggregate multiple lead-lag relationships into

a network is presented. Analysis on an induced network of nineteenth century abolitionist

newspapers, following the proposed method, reveals the important yet understated role of

women and Black editors in shaping the discourse on abolitionism. Finally, a method to

xix



induce an aggregate semantic leadership network using contextual word representations is

proposed to investigate the link between semantic leadership and influence in the form of

citations among publication venues that are part of the Association of Computational Lin-

guistics. Taken together, these studies illustrate the utility of finding leaders of language

change to gain insights in sociolinguistics and for applications in social science and digital

humanities.
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CHAPTER 1

INTRODUCTION

An inescapable fact about all active natural languages is that they change (Labov 2001).

From sounds (Zeller 1997) to morphology (Anderson 2015), from syntax (Roberts 2007)

to semantics (Traugott et al. 2001), languages change at multiple levels. Words, often the

most recognizable linguistic units in natural languages, are not immune to changes. New

words get added to the inventory of a language (Brinton et al. 2005); for example, the verb

googling has only become a part of our lexicon after the internet search engine made it

ubiquitous. Existing words get replaced by new words; for example, the word radiogram

was once used synonymously with X-ray but has now mostly fallen out of favor (Petersen et

al. 2012). Words go out of existence or become obsolete; the term nuncheon, for example,

referred to a mid-morning snack but is now scarcely used (Keller 1994). Words also shift in

meaning; the history of the word girl shows it was originally ungendered but only became

exclusively referred to a young female since the 15th century (Bybee 2015; Dubossarsky

2018). Countless such examples and overwhelming evidence from research makes one

thing abundantly clear: the universality of language change is indisputable.

Discovering what has changed in a language is a vast research enterprise, one which

not only builds our understanding of the progression of language but also of the societal

and cultural evolution from a linguistic perspective (Lehmann 2013). Alternatively, and

perhaps more importantly, finding who is leading or lagging language change brings to fore

the underlying social factors that mediate the process of change. The manifest changes in

language are a product of multiple latent factors such as identity, demographic attributes,

level of contact, geography, and social networks (e.g., Labov 2001; Trudgill 2000; Wilson

et al. 2011). Focusing solely on the social question of language change offers a lens to

deepen our knowledge about the social structure and organization, which may also not be
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directly observable; it can help in identifying innovators, adopters, influencers, and resistors

of language change. This thesis investigates the social dynamics of language change as it

pertains to linguistic leadership, with a particular emphasis on combining computational

methods from network and text analysis to quantify leadership.

A core, well-established concern of sociolinguistics — the research area within lin-

guistics that studies the interplay between language and society — is the ability to find

leaders of language change. This thesis takes inspiration from the traditional sociolinguis-

tic research paradigm but differs in four key respects. While sociolinguists have outlined

the determinants of change, much of their research is concentrated in investigating sound

or morphological change. In contrast, this thesis studies changes in frequency and mean-

ing of words. The linguistic variables in sociolinguistic studies are typically limited, high

frequency or a prioiri known. This thesis, on the other hand, applies methods on large

amounts of text that can unearth changes that are rare and previously unknown. Under the

traditional paradigm, most studies analyze changes in apparent time — that is, by compar-

ing the language patterns of individuals from different age groups at the same time. Instead,

this thesis analyzes timestamped text to detect changes in real time — that is, by compar-

ing the usage at two different times (Bailey 2002). Finally, with respect to the study of

language change in a social network, sociolinguistic studies have considered networks of

small, local networks obtained by snowball sampling. In contrast, this thesis uses network

methods to model change on networks of size as small as a few dozen to as large as a few

million nodes, without restricting to a local ego-centric view of a network that may lead to

biases inferences.

The quest of finding leaders of language change is not restricted to sociolinguistics

alone. Language change can serve as a proxy to other changes; for example, the increase in

frequency of terms such as web and cell in the last three decades is correlated with changes

and the widespread adoption of communication and information technology. Finding the

influential actors behind language change can equate to finding innovators whose ideas
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were picked up or ignored (e.g. Barron et al. 2018). Language change can thus be an

instrument for finding and evaluating the impact of cultural innovations and the leaders of

cultural changes.

Finding linguistic leaders of language change is not short of methodological challenges.

One should ideally have methods that can automatically make inferences about linguistic

leadership without running into the limitations of scale. Methods should also be equipped

at finding leaders at different granularity: at the level of an individual change, a set of

changes, among individuals, or aggregating individuals into groups. This methodological

flexibility can help in assessing the influence of linguistic leaders more holistically: from

how language spreads through interpersonal influence along network ties for individual

changes to the global role that individual leaders play in language change when aggregated

over multiple changes.

Once again, the methodological challenges are extended to disciplines other than soci-

olinguistics. For example, in digital humanities, distant reading is a mode of macro-analysis

on a large amount of data using computational methods that often requires making aggre-

gate inferences (Moretti 2000; Underwood 2017). As a further point, scalable methods

to find leaders or influencers in, for example, the transmission of lexical innovations (as

described in the studies of chapter 3 and chapter 4) can be applied to the spread of other

types of innovations such as memes (Leskovec et al. 2009; Gomez-Rodriguez et al. 2012).

The desiderata then is the following: find leaders of language change from timestamped

text by devising methods that scale to large amounts of data; have the ability to aggregate

leadership over multiple changes; and make inferences about linguistic leadership at indi-

vidual or group level. No single method is fully equipped to satisfy all the requirements.

This thesis proposes a series of computational models that can all operate on diachronic

text to satisfy the broad aforementioned desiderata.

The rest of the chapter is structured as follows. A brief description of the the method-

ology to study linguistic leadership by modeling peer influence over a network is in § 1.1,
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followed by an overview of methods to infer the leaders of semantic change from diachronic

text in § 1.2. Each contain the more specific research questions that fall under the broad

agenda described so far. This chapter is concluded by stating a concise summary of the

thesis and its contributions in § 1.3.

1.1 Sociolinguistic influence on a network

Peer influence in a network is the process in which nodes adopt a behavior knowing that

their peers have adopted it. Such imitation of behavior is one reason for node activities to

be socially correlated, leading to the production of network cascades. The mechanics of

this purely social process are akin to how diseases spread from person to person, and hence

peer influence is aptly termed as social contagion. Not surprisingly, a variety of social

phenomena — ranging from adoption of fashion, communication technology, and memes

— have been shown to spread in the network as a result of peer influence (Crane 1999;

Yang et al. 2010; Karsai et al. 2014).

Social influence in networks also shapes language change: for example, through the em-

beddedness of the ties (Labov 1973), the strength or multiplexity of ties (Milroy 1987; Mil-

roy et al. 1992), or the position in the network (Dodsworth 2019). Sociolinguists, having

identified the transmission of language change as a fundamental problem to study (Wein-

reich et al. 1968), have gathered supporting evidence about this fact from relatively small,

dense, and self-reported networks. However, quantitative evidence from large behavioral

networks, which can additionally show the pathways of influence, has remained elusive

both because of a lack of data and tools to validate this claim. Moreover, finer questions

about the nature of the ties (e.g., the strength of ties, reciprocity of ties, locality of ties etc)

and their relation to language change have not been fully answered.

Data-driven models, such as the Hawkes process (HP; Hawkes 1971) models, have

been proposed to model influence from different ties in network cascades (e.g., Zhou et al.

2013; Zhao et al. 2015), but they suffer from three issues: first, their parameter space is
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quadratic in the number of nodes in the network, making them difficult to scale to networks

of millions of users; second, the learning procedure typically requires many cascades to

reliably estimate the influence parameters; and third, even with scalable modifications (e.g.,

Li et al. 2014b), these models have not been purposed to test hypotheses about influence,

such as if specific ties are more or less influential than others. These issues have made the

direct application of these models to test claims about language change difficult.

Aside from sociolinguistics, there has also been a massive historical and contemporary

interest in devising methods to detect influence given a network cascade of events in the

form of node and timestamp pairs. But many issues make this a challenging task. First,

the presence of confounds such as homophily (the tendency of like-minded individuals to

get connected) and external stimulus (when some exogenous factor leads to a coordinated

behavior) makes this a hard causal inference problem (Shalizi et al. 2011; Shalizi et al.

2016). Second, in many scenarios, network cascades can only be partially observed lead-

ing to the possibility of incorrect inferences about influence. Third, the generative process

of the cascade, such as the typical temporal spacing of events in a cascade, is not always

known in advance, so any method to detect influence should be agnostic to the data gen-

erative process. Finally, even if influence is detected, irrespective of the method used, it

is also important to characterize the precise role of the underlying social relationships that

are more propitious for influence. As relationships between individuals can be articulated

differently and networks can be constructed on that basis, it is vital to recognize the rela-

tionships that act as conduits for influence from the ones that act as barriers. Experimental

methods, despite their success at this task, are not always plausible — for reasons of cost,

scale, ethics, or accessibility — so it still remains a goal to detect and characterize influence

in purely observational settings.

Despite advances in computational modeling of peer influence, existing methods still

remain inadequate to address the aforementioned issues. This part of the thesis uses com-

putational approaches to answer the following research questions about peer influence in
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network cascades with the aim to close the gap in existing research.

RQ1. Does language change spread on a behavioral network of Twitter mentions and are

strong and local ties more likely to lead to adoption of language change? Can HP

models be scaled to millions of nodes to answer these questions?

RQ2. Under what conditions can social influence be detected from observational data

about event cascades, given the presence of homophily, missing events, and mis-

specification?

This thesis proposes two modeling ideas that can answer the above questions. The first

is to model the temporal dynamics of a cascade as a function of past history, shared network

features, and their parameters. This parameterization allows testing the effect of individual

features through feature ablation against a goodness-of-fit measure of model performance

on the observed cascade. This idea is the basis to answer RQ1. By selecting specific

features to proxy for strong and local ties, exploiting the sparsity in the network and the

temporal distribution of events in a cascade, the proposed model can be scaled to millions

of users on Twitter’s social network. The model finds that in adoptions of several non-

standard words, peer influence is more effective through a network of densely embedded

ties, in comparison to a network of geographically proximate ties.

The second idea is to modify the modeling objective from generating the entire cascade

to ranking nodes in the network by their prospect of being the next participant in the cas-

cade, using historical node and dyadic features. This subtle tweak, however, encourages

embracing a fully discriminative, Granger-causal approach to detect social influence. Fea-

ture ablation can again be utilized to answer RQ2: for example, to test whether peer influ-

ence is likely, two competing rankers are designed – one accounts only for homophily and

another accounts for both homophily and peer exposure – and their predictions are com-

pared. If prediction improves with the later ranker then peer influence is said to Granger-

cause the generation of the cascade; otherwise there is no evidence of peer influence. On
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synthetic data, in which the conditions of homophily, social influence, missing data, and

misspecification is simulated, this discriminative approach is shown to be robust in com-

parison to existing methods. The effectiveness of this style of testing influence is explored

in political finance networks of legislators as well as the propagation of rumors on social

media.

1.2 Linguistic leadership for semantic change

Lexical innovations can happen when new wordforms (signs) are introduced or when exist-

ing wordforms are repurposed for newer meanings (signifieds) (De Saussure 1916). Words

whose meaning change, or semantic innovations, can indicate major linguistic and socio-

cultural shifts. As an example, the meaning of the word gay changed from being happy to

being homosexual, reflecting the cultural shift over the years (Wijaya et al. 2011; Hamilton

et al. 2016b). Researchers have contributed many methods to identify semantic innovations

from timestamped corpora (see surveys in Kutuzov et al. 2018; Tahmasebi et al. 2018). Oth-

ers have shown that tracking the semantics of words over time can help in making cultural

inferences (Garg et al. 2018; Kozlowski et al. 2019).

Despite the success of these methods, they can only determine what the semantic in-

novations are from text. By themselves they are inadequate to answer who was leading

or lagging a particular semantic change. For example, even if a word is identified as a

semantic innovation, methods cannot distinguish individual usages of the innovation in a

document as leading or lagging i.e. if they are used with the contemporary sense of the

word or otherwise. Even producers of documents or sources (e.g. authors, newspapers,

subreddits, cities, etc) can use a semantic innovation with a new meaning before others.

Existing methods fail to identify these lead-lag relationships between pairs of sources.

Identifying the leader and follower of an individual semantic change gives a finegrained

but isolated view of semantic leadership. Leadership on one change, however, does not

necessarily imply leadership on a different change (Raumolin-Brunberg 2006). Without
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aggregating the changes, it is impossible to reveal whether a source is an overall leader

or follower. Aggregation can also reveal the macro-structure of leaders and followers by

inducing a leadership network on the sources whose analysis can highlight their roles. Once

again, no method has the ability to navigate from reasoning about leadership of individual

changes to aggregate leadership over multiple changes, a gap that this thesis aims to fill.

Finally, a relatively recent breakthrough in language research is the use of contextual

representations for words in various natural language processing (NLP) tasks (e.g., Peters

et al. 2018; Devlin et al. 2019; Raffel et al. 2020). While there have been some attempts

to identify semantic changes using contextual word representations (e.g., Giulianelli et al.

2020; Kutuzov et al. 2020), similar to methods that use non-contextual word representa-

tions, they are not equipped to identifying leaders of semantic change. One application

where this can prove useful is in identifying semantic leaders among publication venues

in NLP research such as conferences, journals, workshops that are part of the Association

of Computational Linguistics (ACL) anthology, and exploring the connection of linguitic

leadership to other explicit notions of influence such as the number of citations.

This part of the thesis asks questions about who is leading or lagging semantic changes.

The specific research questions are as follows:

RQ3. Given a timestamped collection of documents, can computational methods identify

which documents and producers of documents lead with respect to a semantic inno-

vation?

RQ4. Can lead-lag relations for individual semantic innovations be aggregated to induce a

semantic leadership network on the producers of documents? Can overall leaders be

identified from such a network?

RQ5. Can contextual word representations be used to investigate the connection between

semantic leadership and other explicit markers of influence such as the citations?

To answer RQ3, statistical measures based on diachronic word embeddings — dense
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vector representation of words over time — are used. Semantic innovations are first dis-

covered by comparing the diachronic word embeddings. Then the lead of a document for

a semantic innovation is calculated by scoring and aggregating every instance of the inno-

vation in the document for how well the surrounding context can be predicted using the

different meanings of the innovation; a usage in the document is said to be “progressive”

if the future meaning of the innovation predicts the context better than its past meaning.

Qualitative and quantitative evaluation show that this measure of progressiveness of a doc-

ument indexes important documents in two genres: legal opinions and scientific abstracts.

Furthermore, progressiveness of a document is also highly correlated with the documents

citation impact in both the domains.

To measure the lead between document sources, a method is proposed to augment tem-

poral embeddings to be conditioned on the source. In effect, the method learns diachronic

word embeddings that can further account for the variation in meaning as a result of the

source. These specialized embeddings are then used to calculate a statistic by comparing

the auto- and cross-correlation between the embeddings for a pair of sources.

To answer RQ4, the method of measuring the lead between document sources is ap-

plied on a collection of articles produced by different abolitionist newspapers during the

antebellum period and the civil war years. Lead-lag relations between the newspapers for

individual semantic changes are filtered by statistically comparisons of their value against

randomized data. The retained lead-lag pairs are aggregated to form a network between the

newspapers. Centrality analysis on this network using algorithms such as Pagerank (Page

et al. 1999) and HITS (Kleinberg 1999) reveals the role by black and women editors in

advancing the discourse around the abolition of slavery.

Finally, for RQ5, this thesis proposes a methodological pipeline that combines contex-

tual word embeddings (e.g., BERT; Devlin et al. 2019) with a Hawkes process (HP) model

and applies it to the full text of papers from the ACL anthology. Semantic changes and

their transition times are first identified; then a classifier is trained to distinguish usages
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from their “old” sense to “new” sense; usages with the more contemporary sense of any

innovation are combined to form event cascades; and finally a HP model is trained to learn

the latent influence network between the publication venues of the papers. This setup has

multiple advantages: first, it enables the use of the more powerful contextual word embed-

dings, which, unlike the static embeddings (e.g., Mikolov et al. 2013a; Pennington et al.

2014), are capable of representing multiple co-existing senses to detect semantic changes;

second, it uses the probabilistic machinery of HP to induce a network without the need to

calculate any lead-lag statistic. This setup shows early promise in investigating the link

between the influence of these venues in terms of the citations they get to their linguistic

influence.

1.3 Thesis statement and contributions

This thesis can be concisely summarized as follows:

The computational modeling of timestamped text can reveal social dynamics of leadership

in language change.

To expand upon the above statement, this thesis makes the following contributions that

span multiple research areas through the findings from the different studies.

1. Sociolinguistic insights about language change on social media

This thesis finds that lexical change on social media spreads through the social net-

work in the form of a contagion, highlighting the key role that social influence has in

the propagation of language change online. Words follow different contagion char-

acteristics: innovations that are new to the written medium exhibit a complex conta-

gion (Centola et al. 2007), characteristically similar to the propagation of other online

innovations (Romero et al. 2011; Karsai et al. 2014; Mønsted et al. 2017), whereas

innovations whose origins are from the spoken medium show simple contagion char-

acteristics. Furthermore, linguistic influence in the spread of lexical change is more
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strongly exerted through densely embedded ties; in contrast, geographically local

ties have limited linguistic influence. This contribution complements earlier insights

about the spread of language on social media (e.g. Eisenstein et al. 2014; Grieve

2016), and has since spurred interest in deeper computational investigations into

other facets of social network structure that affect the spread of lexical change (e.g.

Zhu et al. 2021).

2. Repurposing and scaling event cascade models to detect social influence

This thesis proposes methodological extensions to HP models making them suitable

to test hypotheses about network structure and language change, at the same time

scaling these models to networks of millions of individuals. Both these objectives

are achieved by parameter sharing, optimization tricks, and approximations. The

diachronic modeling of lexical innovations as event cascades on an underlying so-

cial network using these modified HP models reveal insights into the local network

mechanism behind diffusion of lexical change on social media; for example, it en-

ables a comparison between different types of ties in the spread of language change.

Similarly, a novel discriminative event cascade model is proposed to detect social

influence in the presence of homophily and other confounds.

3. Relation of linguistic influence to other forms of influence

This thesis finds evidence that linguistic innovations transmit in the form of a social

contagion. This link between social influence on a network driving language change

is validated through large-scale network modeling. This thesis also finds many links

between linguistic influence or leadership to other forms of influence. In particular,

this thesis proposes methods to create diachronic models of semantic change that

associate leadership scores to individual documents or between a pair of sources that

produce documents. These measures of leadership strongly correlate with influence

measured in terms of citations: first, in science and legal domain, documents that are
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scored highly for their leadership consistently get more citations; and second, venues

in computational linguistics that lead other venues on semantic changes are also the

also the ones that have more impact. These connections to citation influence are

particularly important for the study of science itself (Merton 1973; Fortunato et al.

2018a; Hofstra et al. 2020).

4. Insights into cultural analytics

Language and culture are inseparable (Nida 1998; Jiang 2000). Digital text records

— both in historical text archives and from emergent technologies such as social

media — encode our cultural history. This thesis proposes computational methods

and techniques that can ingest data at scale to summarize what is changing and who

is leading changes, which makes it possible to gain insights in the analysis of cul-

ture. In the analysis of historical text collections from the legal domain, this thesis

can index landmark court opinions based on whether they are at the forefront of se-

mantic change: for example, court opinions that are taken as precedent on issues of

abortion are found by methods described in this thesis to be semantically innovative

with respect to terms such as fertilization. Similarly, in the analysis of abolitionist

newspapers from the nineteenth century, the computational methods proposed in this

thesis highlight the role of editors from minority groups in the abolition of slavery.
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CHAPTER 2

BACKGROUND

This chapter reviews the relevant prior work for this thesis. An overview of past work on

language change is presented first in § 2.1. This section presents a brief historical account

of research on language change but emphasizes the more recent and computational research

work on language change that is relevant to situate the linguistic contributions of this thesis.

Next, in § 2.2 a brief summary of related methods is presented. This section covers key

background about computational methods to model the diffusion dynamics on a network

(§ 2.2.1), and language processing methods to detect lexical semantic change from text

(§ 2.2.2). This section will help in situating the methodological contributions of this thesis.

Finally, this thesis makes contributions to to other research disciplines, which are drawn

out with the background work in those areas in § 2.3.

2.1 Language change

The study of language change has a long history in sociolinguistics. Sociolinguists seek

to understand both the fine structure of language but also the social dimension by studying

variation and change. For example, it is not merely of interest to know that the pronoun

thou was abandoned in favor of you but the motivation behind the change uncover the

regional and social differences that led to the change (Trudgill 2009). To this end, soci-

olinguists have established strong connection of language variation and change to a variety

of social factors, such as the construction and evaluation of social identities (e.g., Bucholtz

1999a; Bucholtz et al. 2005); individual attributes such as race (e.g., Bucholtz 1999b), gen-

der (e.g., Eckert et al. 2013); constructs such as social class (e.g., Labov 1990); all the way

to differences in the organizational structure based on geography (e.g., Trudgill 1974) and

social networks (e.g., Milroy et al. 1985; Kerswill et al. 2000).
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Much of the traditional sociolinguistic work on language change, however, differs with

the work in this thesis along three salient aspects. First, the traditional studies operate on

limited data either elicited from interviews (e.g., D’Arcy et al. 2015) or from observations

within a speech community (e.g., Eckert 1989). Second, they rely heavily on the method of

apparent time (Bailey 2002), in which changes in progress are identified by comparing the

speech of younger and older individuals. Older individuals are considered to lag changes

compared to younger individuals who are considered the drivers of language change. The

key assumption is that each person’s use of language is stable throughout their adult life,

a hypothesis that has been broadly supported by prior work on changes in phonology and

grammar (Sankoff et al. 2007). Third, the studies are almost exclusively focused on sound

(e.g., Labov 1963) and morphosyntactic change (e.g., Eckert et al. 2013; Tagliamonte et al.

2009).

In contrast, this thesis develops methods and bases its findings from written times-

tamped text. This difference, in conjunction with using computational methods, helps

scale to large amount of language data and potentially study more and varied changes in

language. Moreover, instead of comparing the rate of variation between speakers of differ-

ent age groups, changes are identified by comparing usage across time, or as is technically

called real time analysis. This difference is key as it enables identifying and studying accel-

erated language changes that may affect the language in a single generation (Dannenberg

2000). Finally, this thesis studies changes in language at the level of words — both in

the introduction and transmission of non-standard terms in a network, and the shift in the

meaning of words and their propagation on a latent network. While the goal of studying

transmission of language in the network is not new, it has not been studied in the context

of semantic changes. Sociolinguists have long been cognizant of the opportunity to study

semantic changes but lacked the methodological tools for detecting and analyzing their

spread in the network (see discussion in Labov et al. 1973), a gap that this thesis fills.

The core question of this thesis concerns with finding linguistic leaders of change
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from diachronic text data. This is considered by studying the dynamics of transmission of

change, a problem of fundamental importance to sociolinguistics (Weinreich et al. 1968),

and in identifying the leaders of lexical semantic change. The relevant prior work for both

is discussed next.

2.1.1 Language change and social networks

Social networks have been considered important for language change (e.g., Labov 2001;

Milroy et al. 2013; Bot et al. 2002). Prior work in sociolinguistics has linked the net-

work characteristics of individuals with their positioning with respect to language change:

for example, Labov (2001) argues that individuals with many weak ties tend to be lead-

ers, Milroy (1987) finds that dense sub-networks of strong ties are less welcoming of

change, analysis of real as well as synthetic networks also points to the importance of

network position to language change (e.g., Fagyal et al. 2010; Dodsworth 2019).

Traditional sociolinguistic approach to connect social networks and language change

is restricted by the small scale of these networks typically because they are obtained by

snowball sampling. Another important limitation is the overreliance on ego-networks or

local sociograms, in part due to difficulty in collecting and analyzing social network data,

which restricts inferences to individual or properties of individuals in a network (Sharma

et al. 2020). This thesis, on the other hand, uses large networks, going beyond just the

ego-alter links, that makes it possible to connect individual, dyadic, and network structural

characteristics to language change.

More recently, the computational research in sociolinguistics has investigated the net-

work aspect of language change on social media. On Twitter, Eisenstein et al. (2014)

construct a network of sociolinguistic influence between cities in the United States. Simi-

larly, Grieve et al. (2018) identified the hubs and pathways of diffusion across cities for

the lexical innovations that emerged on Twitter, though without explicitly constructing a

network. This thesis shares similarities with these works but deviates in two ways: first,
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for lexical innovations the thesis aims to model the influence of structural characteristics of

the network of Twitter users; second, the thesis extends the notion of inducing a network

to lexical semantic changes.

Outside of sociolinguistics, some attempts to quantify network influence in text corpora

have been made. Almost exclusively, these approaches operate at the level of change in in-

dividual word frequencies or change in topics: for example, Guo et al. (2015) measure

influence within small groups by the use of individual words, on the assumption that Alice

is likely to have influenced Bob if words used by Alice tend to be subsequently used by

Bob. Similarly, text reuse has been used as a signal to induce an influence network between

newspapers (Smith et al. 2013). Topic models (Blei 2012) have also been used to measure

influence in networks (Tang et al. 2009; Liu et al. 2010). In contrast to these works, a large

part of this thesis focuses on quantifying network influence for lexical semantic changes,

a topic that has not been explored sufficiently. While lexical frequencies can be informa-

tive — particularly in cases that fit theoretical models like communicative accomodation

theory (Giles et al. 1991) — they are often caused by outside events (e.g., new people or

keywords) rather than conceptual changes in the discourse which are captured by semantic

changes.

2.1.2 Lexical semantic change and leadership

The dynamics of change in a language are extended to the entire lexicon, which links

words and their semantics (Pierrehumbert 2012). One of the two types of language change

considered in this thesis is lexical semantic change — when meaning of words shift over

time (Traugott et al. 2001). These changes are ubiquitous: they are observed in different

languages (Hamilton et al. 2016b); at different timescales (e.g., gay changed over decades

in the twentieth century (Kulkarni et al. 2015) whereas lit has gained an additional slang

sense in a matter of years (Shoemark et al. 2019)); and in different styles (e.g., the skull

emoji in online writing; Robertson et al. 2021).
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This linguistic phenomena has been studied qualitatively and through philological meth-

ods (e.g., Zalizniak et al. 2012; Geeraerts 1990). Early quantitative methods to detect

semantic changes focused on operationalizing the change through frequency statistics of

words (e.g., Bybee 2007). The more recent advance in semantic change detection is due

to models that represent meaning of words as vectors in space (Mikolov et al. 2013a; Pen-

nington et al. 2014; Baroni et al. 2014). This idea has further been extended to diachronic

text where many methods learn to represent word meaning as a sequence of vectors over

time (e.g., Hamilton et al. 2016b), and semantic changes are detected by comparing the dif-

ferences in these vectors (e.g., Hamilton et al. 2016a). A more thorough review of semantic

change detection methods is in § 2.2.2.

The utility of temporal word vectors has been shown both to gain linguistic and social

insights. Hamilton et al. (2016) treat temporal word vectors as evidence for structural

constraints on semantic change, while Garg et al. (2018) trace shifts in public attitudes

towards race and ethnicity by tracking timestamped word vectors in large-scale corpora of

books. In the digital humanities, temporal word vectors have been used to trace the history

of concepts: for example, Shechtman (2020) explores the “technical, ideological, and

environmental valences” of the idea of media by comparing near neighbors of media and

related terms across a corpus of 20th century magazines.

Much of the focus of the aforementioned research, is in finding semantic changes when

when these changes are used as artefacts that represent broader changes in society or cul-

ture. Despite an array of methods to detect semantic changes, very few go the extra yard

to find the leaders of semantic changes. Methodologically, this thesis diverges from this

prior work by focusing on identifying leaders of individual semantic changes, and then

computing and analyzing aggregate leadership networks over hundreds of changes. This

thesis also proposes the combination of network and contemporary computational linguis-

tic methods, such as contextual word embeddings (e.g., BERT; Devlin et al. 2019), to learn

the semantic leadership network from timestamped text. Finally, this thesis demonstrates
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the links between lexical semantic leadership to broader notions of influence.

2.2 Methodological foundations

Throughout the thesis, a network perspective to model the propagation of linguistic innova-

tions is presented with the objective of identifying the leaders and followers. These models

are applied to two types of changes: lexical and lexical semantic change. Identifying the

latter type of change requires the application of computational methods to large volumes

of language data. Here, a brief background of network propagation models and semantic

change detection models is provided in relation to the methodological contributions of this

thesis.

2.2.1 Network cascade models

Research in the diffusion of innovations has an extensive history (Rogers 2010), includ-

ing more specifically on diffusion in a network (Valente 1996). Diffusion models have

been used to understand the propagation processes in a variety of social and information

networks: for example, in finding influential nodes in the network that maximize diffu-

sion (e.g., Kempe et al. 2003; Aral et al. 2012); in the propagation of information (e.g.,

Adar et al. 2005; Romero et al. 2011; Leskovec et al. 2007b; Gomez-Rodriguez et al.

2014); in the adoption of new products (e.g., Watts et al. 2007; Aral et al. 2011a); in viral

marketing (e.g., Leskovec et al. 2007a; Lappas et al. 2010), etc.

Recently, cascades of events (e.g., adoption of a new product or a word) on a network

have been modeled as point processes (e.g., Du et al. 2016; Upadhyay et al. 2018; Mei et

al. 2017; Zuo et al. 2020);1 particularly popular are a family of parametric inhomogeneous

Poisson processes called as the Hawkes process (HP; Hawkes 1971). The key idea in HP is

that the rate and timing of events in the future depend on the entire history of past events; in

multivariate HP, the timing and the source of the event depends on the entire history across

1A more comprehensive and theoretical review of point processes is in Daley et al. (2003)
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all sources. HP models have attractive features: first, the influence from every individual

event in the past to the future is considered in modeling; second, the influence — even from

different sources — can be aggregated and adjusted in a probabilistic learning framework

with the choice of temporal kernels and model parameters.2 HP models and their extensions

have been used successfully to forecast the size of network cascades (e.g., Zhao et al. 2015)

and to recover the latent network structure from event cascades (e.g., Zhou et al. 2013).

However, estimating the number of parameters in multivariate HP can become quadratic

in the number of nodes in the network making inference computationally intractable; the

learning also comes at the cost of computing complicated integrals that limit scalability

to large-scale networks. The basic formulation of HP is not suitable to test hypotheses

about the structural properties of the network in the spreading processes. This thesis uses

HP models and proposes solutions to overcome these disadvantages (see chapter 3 and

chapter 4).

2.2.2 Semantic change detection models

Aside from network propagation models, computational models to detect semantic change

from text are also a focus of deeper investigation throughout this thesis. Though early

computational approaches to detect semantic changes were either based on frequency (e.g.,

Clarke et al. 1991; Bybee 2007) or topic models (e.g., Sagi et al. 2011), the more contem-

porary methods are based on word embeddings — vector representations of words learned

from text. Representing word meaning as vectors in space is in keeping with the distribu-

tional hypothesis in language (Harris 1954; Firth 1957), which asserts that the meaning of

a linguistic element can be ascertained by the contexts in which it appears; the vector space

models learn to map words to vectors by accounting the contexts in which words appear,

such that words with similar meanings are closer in vector space.

This idea has further been extended to diachronic text where many methods learn to

2The subsequent chapters review HP models more thoroughly but a historical and mathematical review of
HP models can be found in Rasmussen (2011)
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represent word meaning as a sequence of vectors — called diachronic word embeddings

— evolving over time (Cook et al. 2010; Jatowt et al. 2014; Gulordava et al. 2011; Kim

et al. 2014; Kulkarni et al. 2015; Hamilton et al. 2016b; Frermann et al. 2016; Rudolph et

al. 2018). A typical approach is to estimate embeddings on multiple corpora from different

time periods and then align the embedding vectors to make them comparable; however,

there are many alternatives (for an overview, see Kutuzov et al. 2018; Tahmasebi et al.

2018; Tang 2018). Semantic changes are then detected using diachronic embeddings by

measuring the differences in the position of the vectors or through auxiliary measures that

consider the neighboring vectors (Hamilton et al. 2016a; Schlechtweg et al. 2019; Gonen

et al. 2020).

While most semantic change detection methods rely on static embeddings — that is,

a single vector per word — to represent meaning, the recent introduction of contextual

language models (e.g., Peters et al. 2018; Devlin et al. 2019), which assign a vector to

every single usage of a word, has also been explored by some methods to detect semantic

changes (e.g., Giulianelli et al. 2020). Though the effectiveness of using contextual word

embeddings to detect semantic changes is still an open question (Kaiser et al. 2020; Laicher

et al. 2020), an advantage they offer over static embeddings for change detection is the

potential to tease apart co-evolving senses of the same word over time. In chapter 7 of this

thesis, contextual word embeddings are used to detect semantic changes in papers that are

published in the ACL anthology.

A longstanding impediment in semantic change detection is the lack of groundtruth

for systematically evaluating the semantic change models. Researchers have resorted to

creative evaluations that include, checking if the models pick out words that are known to

have changed (e.g., Kulkarni et al. 2015); comparing the changes from a model to human

judgments (Del Tredici et al. 2019); predicting document timestamps using the changes as

features (Mihalcea et al. 2012); synthetically injecting changes in a corpus that the model

picks out (Shoemark et al. 2019); and through hypothesis testing (Hamilton et al. 2016b).
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More recently, researchers have started annotating semantic changes in well-known cor-

pora which has the advantage of a precision-recall style evaluations (Schlechtweg et al.

2018; Schlechtweg et al. 2020); however, a limitation is that the changes are specific to

the corpora that was used for annotation. This thesis takes the approach of evaluating the

utility of semantic changes by using them to test hypotheses about leadership.

2.3 Intersections with other research areas

2.3.1 Computational social science

One of the most recognized interdisciplinary research areas where computational methods

have made a big impact is computational social science (Lazer et al. 2009). Computational

social science as a disciplinary area involves a rich variety of data, tools, and methods to

study social phenomena. The past decade has seen rapid advancement in computational

linguistic methods which has also coincided with a huge surge of text data produced by

users who use the digital medium, but also in the mass digitization of historical archives.

Text as data is an emerging paradigm in which computational methods are applied on dig-

ital texts to make sociocultural inferences (Gentzkow et al. 2019). The increase in the

availability of digitized text coupled with advances in computational methods has ushered

in a new era in which this paradigm has flourished (Salganik 2019). Recent works have

demonstrated the promise of this paradigm across a range of phenomena - for example, in

inferring power relationships between interlocutors (Danescu-Niculescu-Mizil et al. 2012;

Prabhakaran et al. 2012), estimating political slant from text (Gentzkow et al. 2019; Sim

et al. 2013), pointing racial disparities in conversations between law enforcement officers

and community members (Voigt et al. 2017), and many others.

There is also a long line of work in applying the text-as-data paradigm to timestamped

text. This comprises of works in computational sociolinguistics towards studying the un-

derlying factors of a change (Danescu-Niculescu-Mizil et al. 2013; Eisenstein et al. 2014);

developing methods to model the changes in text (Blei et al. 2006; Wang et al. 2006;
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Kulkarni et al. 2015; Hamilton et al. 2016b); and using text to make sociocultural infer-

ences (Golder et al. 2011; Underwood et al. 2018; Garg et al. 2018). Two particularly

relevant lines of work in computational social science that are relevant for this thesis are

modeling the diffusion in social networks (e.g. Bakshy et al. 2012; Cheng et al. 2016) and

the study of science (e.g. Fortunato et al. 2018a)

This thesis makes contributions to the field of computational social science. chapter 3

describes scalable computational models for diffusion of language change on social net-

works that are fully equipped to test network hypothesis about change. Though applied

in the setting of language change, similar ideas from modeling can be used for general

problems such as detection of social influence in event cascades that are relevant in other

applications(see chapter 4). On the other hand, chapter 5 and chapter 7 describe methods

that establish previously unexplored links between semantic innovativeness to other proxy

measures of influence in science, such as the number of citations.

2.3.2 Cultural analytics

Over the years, cultural analytics has shaped up as a new highly encompassing research

area. Cultural analytics encourages the use of computational methods to operate on cultural

data at scale (Manovich 2020). A key objective of the field is to take a “big data” approach

to study cultural forms with the view that this can bring out the variation and diversity in

both the cultural artefacts and the processes that produce them (Manovich 2016). Based on

its stated objectives and the emphasis on using data-driven methods, cultural analytics has

unified seemingly disparate areas such as social computing and digital humanities.

Text is one source of social and cultural data (Nguyen 2017; Nguyen et al. 2020). As

digitization has increased, research showcasing longitudinal analyses of text to understand

the evolution of culture have increased hand in hand (e.g. Michel et al. 2011; Leetaru 2011,

i.a). This thesis makes contributions to the field of cultural analytics. Methods that cul-

tural analysts can find useful irrespective of the type of text they want to understand are
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proposed throughout the thesis. In chapter 5, a scheme is proposed to score a unit of text

(e.g. sentence, paragraph, document, chapters, books, etc) for its semantic progressive-

ness — that is, the extent to which one or more words are used with a meaning before

that meaning became dominant. Such a method can potentially offer a text analytic tool

for a humanist to navigate the spectrum of distant to close reading (Jänicke et al. 2015).

In chapter 6, a method that goes from a collection of timestamped documents produced by

different sources to a network of leadership on semantic innovations is shown. On a set of

abolitionist newspapers, which are an important historical and cultural artefact, this method

brings to attention the importance of editors from minority groups that have not been given

enough credit for their role in the abolition of slavery.
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CHAPTER 3

NETWORK DYNAMICS OF LEXICAL CHANGE

3.1 Motivation

Language change is fundamentally a social phenomenon (Labov 2001). For newer linguis-

tic forms to become widespread, two conditions need to be met: first, speakers (and writers)

should come into contact with the new form; second, they must decide to use it. The first

condition implies that language change is related to social network structure (Milroy et al.

1992), since the exposure of linguistic variation often comes from network ties. But while

the first condition is necessary, it is by no means sufficient. The second condition implies

that even after exposure individuals make strategic choices, often to construct and evaluate

their own social identity, when deciding whether to adopt new linguistic forms (Bucholtz

et al. 2005; Johnstone et al. 2002; Labov 1963). The analysis of language change patterns

can thus uncover the latent structure of social organization: to whom people talk, from

whom they are influenced, and how they see themselves.

Though the basic outline of the interaction between language change and social struc-

ture is known, the fine details are still missing: What local mechanism explains the overall

spread of language change in a large social network? What types of social network connec-

tions are most important for language change? To what extent do considerations of identity

affect linguistic differences, particularly in an online context? Traditional sociolinguistic

approaches lack both the data and the methods for asking such detailed questions about

language variation and change.

This work shows the use of large-scale social media data to answer the above questions.

A large, temporally distributed data set of Twitter users that contains all public messages

for several million accounts, and augmented with social network and geolocation metadata,
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is collected with the aim to tracking, and potentially explaining, every usage of a linguistic

variable1 as it spreads through social media.

Citation Rahul Goel, Sandeep Soni, Naman Goyal, John Paparrizos, Hanna Wallach,

Fernando Diaz, and Jacob Eisenstein. “The social dynamics of language change in online

networks”. In: International Conference on Social Informatics. Springer. 2016, pp. 41–57

3.2 Hypotheses

This work tests three main hypotheses related to the transmission of linguistic variables.

Our variables are non-standard words with strong and well-known geographic associations.

The details on how these variables were selected are in § 3.3.

H1 Non-standard words propagate between individuals who are connected in the Twitter

social network in the form of a contagion.

H1 implies that language change can be viewed as social influence or a contagion, one

in which the adoption likelihood of linguistic markers depends on past exposures from

network ties. Qualitative evidence in support of H1 is limited to networks of few individ-

uals (Milroy et al. 1992). This work tests H1, however, at a scale of millions of users in

examining the link between peer influence and language change in online networks.

The next two hypotheses test whether specific types of social network connections

are more influential than others. The sociolinguistic theory of local covert prestige—

i.e., the positive social evaluation of non-standard dialects affects the adoption of new lin-

guistic forms—suggests that geographically local ties are more influential than non-local

ties (Trudgill 1972). But quantitatively validating the theory has been difficult, in part be-

cause many explanations fit the observation that people often use similar language to that of

their geographical neighbors. One is exposure: due to geographical assortativity in online

social ties (Al Zamal et al. 2012), people are likely to be exposed to local linguistic forms
1Sociolinguistic and dialectogical literature refer to a basic unit of linguistic differentiation as a “vari-

able” (Wolfram 1991)
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through local ties. Alternatively, language similarity can be the reason for individuals to

prefer social ties with other local individuals.2 Here, the aim is to test the following hy-

pothesis about the influence of local ties in language change using a model that makes it

possible to tease apart the roles of geographic assortativity and local influence.

H2 Local ties are better conduits for transmission of non-standard words.

Similarly network connections can be differentiated in terms of strong and weak ties (Gra-

novetter 1973; Milroy et al. 1992). Strong ties signify more important social relationships,

and are often densely embedded, meaning that the nodes in question share many mutual

friends; in contrast, weak ties act as bridges between disconnected communities. Past re-

search investigating information diffusion, through resharing of URLs on Facebook, found

weak ties to play an important role: URLs shared across strong ties were likely to be re-

shared, but the abundance of weak ties and the higher chances of them being a source of

novel information made propagation through weak ties more likely (Bakshy et al. 2012).

In some respects, language change is similar to traditional information diffusion scenarios,

such as resharing of URLs. But, in contrast, language connects with personal identity on a

much deeper level than a typical URL. As a result, strong, deeply embedded ties may play

a more prominent role in the adoption of language change markers. This motivates to test

the following hypothesis.

H3 Strong or densely embedded ties are better conduits for transmission of non-standard

words.

3.3 Data

The dataset for this study is acquired via an agreement between Microsoft and Twitter. It

contains all public messages between June 2013 and June 2014 by several million users.

2This is an instantiation of a general problem about detecting social influence in cascading behavior that
it is often confounded with homophily (Shalizi et al. 2011; Shalizi et al. 2016); a modeling solution to this
more general problem is the focus of chapter 4.
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Additional metadata for these users — the social network and geolocation — is also in-

cluded. Any retweets, non-English tweets and tweets from outside the United States are

excluded during preprocessing. The acquisition of this dataset is aimed to overcome the

main limitation of selection biases that persist in small-scale network studies of language

change using traditional methods.

3.3.1 Linguistic variables

There is overwhelming evidence that written language on social media continues to change

at all levels, from spelling all the way up to syntax structure and semantic meaning across

the lexicon (Eisenstein 2015a; Tagliamonte et al. 2008; Del Tredici et al. 2017). But the

focus for this study is on words, which are strategically chosen as the linguistic variables

because they are most easily observable and measurable using computational methods.

A set of non-standard words with a strong geographical association to eight cities in the

United States—representing a diverse mix of geographic regions, population densities and

demographics—are taken as the linguistic variables. These variables are identified using

SAGE (Eisenstein et al. 2011), following the approach described in (Eisenstein 2015b).3

The words and their associated cities are shown in Table 3.1.

The words are also divided into three main classes: (a) Lexical words (e.g. cookout,

graffiti, jawn, hella4, phony, and stamp), whose origin can almost certainly be traced back

to spoken language; (b) Phonetic spellings (e.g. ain, ard, asl, dese, inna, and yeen), which

are non-standard spellings based on phonetic variation by region, demographics, or situa-

tion; and (c) Abbreviations (ctfuu, lls, mfs, and tfti), which are intrinsic to social media

writing.

3After running SAGE to identify words with coefficients above 2.0, a manual step was taken to remove
hashtags, named entities, non-English words, and descriptions of events.

4hella (Bucholtz et al. 2007), and jawn (Alim 2009) are dialect markers that are not widely used outside
their regions of origin, even after several decades of use in spoken language.
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Table 3.1: Linguistic variables and their associated cities. The words are distributed
across 8 major metropolitan areas. The meaning of some words that are not widely known
are provided in parentheses.

City Linguistic variables

Atlanta ain (phonetic spelling of ain’t), dese(phonetic spelling of these),
yeen (phonetic spelling of you ain’t)

Baltimore ard (phonetic spelling of alright), inna (phonetic spelling of in a
and in the), lls (laughing like shit), phony (fake)

Charlotte cookout

Chicago asl (phonetic spelling of as hell, typically used as an intensifier on
Twitter), mfs (motherfuckers)

Los Angeles graffiti, tfti (thanks for the information)

Philadelphia ard (phonetic spelling of alright), ctfuu (expressive lengthening of
ctfu, an abbreviation of cracking the fuck up), jawn (generic noun)

San Francisco hella (an intensifier)

Washington D.C. inna (phonetic spelling of in a and in the), lls (laughing like shit),
stamp (an exclamation indicating emphasis).

3.3.2 Social Network

The social network between the Twitter users is constructed from their mutual replies.

Specifically, every Twitter user is represented as a node in a graph and an undirected edge

between a pair of users is placed if each replied to the other. The decision to use the reply

network (rather than the follower network) is both a pragmatic and an informed choice:

the follower network is not widely available and previous research from Huberman et al.

argues that Twitter’s mention network is more socially meaningful than its follower net-

work (Huberman et al. 2008). The focus on mutual replies alleviates the problem of a large

number of unrequited replies directed at celebrities. The network characteristics of the

undirected social network constructed from mutual replies is compared to the characteris-

tics of a directed social network of replies in Figure 3.1.
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Figure 3.1: Degree distributions. The degree distribution for the mutual-reply network
and the in and out networks shown on log-log scale. Visually, the network shows a power
law distribution for the degrees.

3.3.3 Geography

The geographical information is obtained from the metadata from Twitter’s location field,

populated via a combination of self reports and GPS tagging. The metadata is aggregated

across each user’s messages, to geolocate each user to the city from which they most com-

monly post. The data set contains 4.35 million geolocated users, of which 589, 562 were

geolocated to one of the eight cities listed in Table 3.1.

3.4 Methods

A combination of statistical testing and data-driven modeling is used to test all the hypothe-

ses in § 3.2.

Validating H1 This involves estimating the fraction of users who used one of the words

listed in Table 3.1 only after being exposed to that word by one of their social network con-

nections. Formally, user i EXPOSES user j to word w at time t if and only if the following

conditions hold: i used w at time t; j had not used w before time t; the social network con-

nection i ↔ j was formed before time t. The individual exposures are aggregated across
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Figure 3.2: Infection risk as a function of number of exposures. The relative infection
risks for words in each of the three linguistic classes defined in § 3.3. The figure depicts
95% confidence intervals, computed using the shuffle test (Anagnostopoulos et al. 2008).

all users in the network to calculate INFECTION RISK for word w, defined as the number of

users who use word w after being exposed divided by the total number of users who were

exposed. To consider the possibility that multiple exposures have a greater impact on the

infection risk, the infection risk after exposures across one, two, and three or more distinct

social network connections is also calculated.

The infection risk of a word cannot be interpreted directly as evidence for social con-

tagion: since infection risk is a measure of social correlation, high infection risk can also

be explained by homophily or external confounds. To address this, the SHUFFLE test is

used, which compares the observed infection risk for a word to infection risks under the

null hypothesis that event timestamps are independent (Anagnostopoulos et al. 2008). The

null hypothesis infection risks are computed by randomly permuting the order of word us-

age events. If the observed infection risks are substantially higher than the infection risks

computed using the permuted data, then this is compatible with social influence.

Figure 3.2 depicts the ratios between the words’ observed infection risks and the words’

infection risks under the null hypothesis, after exposures across one, two, and three or

more distinct connections. For all the linguistic classes defined in § 3.3, the risk ratio

for even a single exposure is significantly greater than one, suggesting the existence of

social influence. The risk ratio for a single exposure is nearly identical across the three
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classes. For phonetic spellings and abbreviations, the risk ratio grows with the number

of exposures, suggesting that words in these classes exhibit COMPLEX CONTAGION—i.e.,

multiple exposures increase the likelihood of adoption (Centola et al. 2007). In contrast,

the risk ratio for lexical words remains the same as the number of exposures increases,

suggesting that these words spread by simple contagion.

For linguistic markers that have not undergone widespread adoption, such as phonetic

spellings and abbreviations, the adopters risk negative social evaluations of their linguis-

tic competency, as well as their cultural authenticity (Squires 2010). In contrast, lexical

words are already well known from spoken language and thus carry low social risk. This

difference may explain why lexical words do not exhibit complex contagion.

Validating H2 and H3 Testing H2 and H3 requires a more sophisticated modeling tool

than simply estimating exposure counts. To compare the impact of exposures across dif-

ferent types of social network connections requires asking who exposed the user to the

linguistic marker. Moreover, exposures need to be credited considering their temporal

properties—for example, exposure from a weak tie in the past hour should be treated dif-

ferently to an exposure from a strong tie in the past day. This motivates a probabilistic

modeling approach, in which the Twitter data set is seen as a set of cascades of times-

tamped events, one per geographically distinctive word described in Table 3.1. Each event

in a word’s cascade corresponds to a tweet containing that word, and each cascade is mod-

eled as a probabilistic process whose parameters are learned.

The core modeling framework is based on a HAWKES PROCESS (HP; Hawkes 1971)—a

specialization of an inhomogeneous Poisson process—which explains a cascade of times-

tamped events in terms of influence parameters. In a temporal setting, an inhomogeneous

Poisson process says that the number of events yt1,t2 between t1 and t2 is drawn from a Pois-

son distribution, whose parameter is the area under a time-varying INTENSITY FUNCTION
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over the interval defined by t1 and t2:

yt1,t2 ∼ Poisson (Λ(t1, t2))), (3.1)

where Λ(t1, t2) =
∫ t2
t1
λ(t) dt. Since the parameter of a Poisson distribution must be non-

negative, the intensity function must be constrained to be non-negative for all possible

values of t.

An HP is a self-exciting inhomogeneous Poisson process, where the intensity function

depends on previous events. For a cascade of N events {tn}Nn=1, where tn is the timestamp

of event n, the intensity function is

λ(t) = µt +
∑
tn≤t

α · κ(t− tn), (3.2)

where µt is the base intensity at time t, α is a parameter that captures the influence of

previous events, and κ(·) is a time-decay kernel to adjust the influence of previous events.

Though there can be many choices for the temporal decay kernel, an exponential decay

kernel, which ensures that events in the distant past carry much less influence, is the typical

choice in many applications.

The framework can be extended to vector observations yt1,t2 = (y
(1)
t1,t2 , . . . , y

(M)
t1,t2) and

intensity functions λ(t) = (λ(1)(t), . . . , λ(M)(t)), where, in this setting, M is the total

number of users in the data set. For a cascade of N events {(tn,mn)}Nn=1, where tn is the

timestamp of event n and mn ∈ {1, . . . ,M} is the source of event n, the intensity function

for user m′ ∈ {1, . . . ,M} is

λ(m′)(t) = µ
(m′)
t +

∑
tn<t

αmn→m′ · κ(t− tn), (3.3)

where µ(m′)
t is the base intensity for user m′ at time t, αmn→m′ is a pairwise influence

parameter that captures the influence of user mn on user m′, and κ(·) is a time-decay
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kernel. In the experiments, the exponential decay kernel is κ(∆t) = e−γ∆t and γ is set so

that κ(1 hour) = e−1.

Researchers usually estimate all M2 influence parameters of HP (e.g. Li et al. 2014a;

Zhao et al. 2015). However, when M > 106, as is the case for this study, estimating

O(1012) influence parameters is computationally and statistically intractable, given that our

data set includes only O(105) events. More critically, directly estimating these parameters

does not help in quantitatively testing the social evaluation hypotheses. Instead, Li and

Zha’s parametric HP model is utilized (Li et al. 2014b). This model defines each pairwise

influence parameter as a linear combination of pairwise features:

αm→m′ = θ>f(m→ m′), (3.4)

where f(m→ m′) is a vector of features that describe the relationship between usersm and

m′. Thus, one only needs to estimate the feature weights θ and the base intensities. This

modification drastically simplifies estimation, enables the model to share statistical strength

across dyads, and scale the framework to millions of users. The reduction in parameters

can take away some of the predictive power of the model but equips the model to compare

explanations, a tradeoff that is favorable to this study. Since the timespan considered is only

for an year, as a further simplification, all the base intensities are assumed to be independent

of time.

To ensure that the intensity functions λ(1)(t), . . . , λ(M)(t) are non-negative, θ and the

base intensities are assumed to be non-negative. The parameters are learned through coor-

dinate descent by maximizing the constrained likelihood of the cascade data. To increase

efficiency, several approximations that exploit the sparsity in the temporal distribution of

the cascades are made to scale the estimation procedure to millions of users. The details

about optimization and various approximations are in appendix A.
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3.5 Experimental setup

Four binary features are designed to enable testing the hypotheses about the roles of differ-

ent types of social network connections:

F1 Self-activation: This feature fires when m′ = m. It captures the scenario where

using a word once makes a user more likely to use it again, perhaps because they are

adopting a non-standard style.

F2 Mutual reply: This feature fires if the dyad (m,m′) is in the Twitter mutual-reply

network described in § 3.3. This feature is also used to define the remaining two

features, which ensures that features F2, F3, and F4 were (at least) as sparse as the

mutual-reply network.

F3 Tie strength: This feature fires if the dyad (m,m′) is in in the Twitter mutual-reply

network, and the Adamic-Adar value for this dyad, a measure of tie strength (Adamic

et al. 2003), is especially high — i.e., above the 90th percentile among all dyads where

at least one user has used the word in question. Thus, this feature picks out the most

densely embedded ties.

F4 Local: This feature fires if the dyad (m,m′) is in the Twitter mutual-reply network,

and the users were geolocated to the same city, and that city is one of the eight cities

listed in Table 3.1. For other dyads, this feature returns zero. Thus, this feature picks

out a subset of the geographically local ties.

A separate set of parametric HP models for each of the geographically distinctive lin-

guistic markers is used. Specifically, for each word, a set of nested models is constructed

by first creating a baseline model using features F1 (self-activation) and F2 (mutual reply)

and then adding in each of the experimental features—i.e., F3 (tie strength) and F4 (local).

The hypothesis H3 (strong ties are more influential) is tested by comparing the goodness

of fit for feature set F1+F2+F3 to that of feature set F1+F2. Similarly, H2 (geographically
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Figure 3.3: Hypothesis testing results. Improvement in goodness of fit from adding in
features F3 (tie strength) and F4 (local). The dotted line corresponds to the threshold
for statistical significance at p < 0.05 using a likelihood ratio test with the Benjamini-
Hochberg correction (Benjamini et al. 1995).

local ties are more influential) is tested by comparing the goodness of fit for feature set

F1+F2+F4 to that of feature set F1+F2.

3.6 Results

Figure 3.3 shows the improvement in goodness of fit from adding in features F3 and F4.

Under the null hypothesis, the log of the likelihood ratio follows a χ2 distribution with one

degree of freedom, because the models differ by one parameter. Features F3 and F4 did not

improve the goodness of fit for less frequent words, such as ain, graffiti, and yeen, which

occur fewer than 104 times. Below this count threshold, there is not enough data to statis-

tically distinguish between different types of social network connections. However, above

this count threshold, adding in F3 (tie strength) yielded a statistically significant increase

in goodness of fit for ard, asl, cookout, hella, jawn, mfs, and tfti. This finding provides

evidence in H3’s favor—that the linguistic influence exerted across densely embedded ties

is greater than the linguistic influence exerted across other ties. In contrast, adding in F4

(local) only improved goodness of fit for three words: asl, jawn, and lls. Therefore, the

support for hypothesis H2—that the linguistic influence exerted across geographically lo-
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cal ties is greater than the linguistic influence across than across other ties—is limited at

best. Both the strength of ties and their locality are important factors for improvement in

performance for words such as jawn and asl, which have a long history of being part of

African American Vernacular English (AAVE) (Eisenstein 2017) and have been described

as forming “street language” (Alim 2009). It is, therefore, no surprise that these words

show improvement both due to the network and geographical cohesion in the way speakers

organize.

3.7 Validity

The results empirically demonstrate that words diffuse in a social network as a contagion;

furthermore, it is the strong ties, in comparison to local ties, that channel linguistic influ-

ence in the social network. These results, if taken on face value, suggest a fully endogenous

mechanism at play in word diffusion. However, the models used in this work cannot dif-

ferentiate the linguistic influence through social ties on Twitter from exogenous forms of

influence, ranging from as simple as exposure to variation offline, exposure to speech on

broadcasting media such as television, or exposure from other culturally important means

such as music. While these are important distinctions that future work can tease out, the

overall findings of this work still remain valid: irrespective of external influence, this work

reveals influence pathways within the social network.

The limited number of geolocated users, and consequently the sparsity in the activation

of the locality feature, in our dataset also raises another concern about the validity and gen-

eralization of the results. However, getting geolocation for only a small subset of Twitter

users is quite common (e.g., Jurgens et al. 2015). A more subtle concern is that geolocation

data can be biased towards certain demographics (e.g., Pavalanathan et al. 2015). Though

well-founded, this concern is somewhat orthogonal to the substantive goal of this study,

which focuses on finding the importance of shared geography, irrespective of multiple la-

tent factors that could contribute to this shared geography.
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3.8 Summary

This study demonstrates that language change in social media diffuses across a social net-

work and is modulated by a number of sociolinguistic factors. Non-lexical words, such

as phonetic spellings and abbreviations, spread in the form of a complex contagion: the

likelihood of their adoption increases with the number of exposures. For both lexical and

non-lexical words, densely embedded ties act as better conduits for transmission compared

to other ties. In contrast, geographically local ties are only moderately effective. These

findings indicate that language change is not merely a process of random diffusion over an

undifferentiated social network, as proposed in many simulation studies (Fagyal et al. 2010;

Griffiths et al. 2007; Niyogi et al. 1997). Rather, some social network connections matter

more than others, and social judgments have a role to play in modulating language change.

In turn, this conclusion provides large-scale quantitative support for earlier findings from

ethnographic studies.

This study also demonstrates the use of computational models on diachronic text for the

study of language change. The substantive findings of this study and the methodological

modifications to the HP modeling framework that were necessary to test the hypotheses

not just directly help answer RQ1 posed in § 1.1 but are also coherent with the theme set

out with the broad substantive and methodological questions about linguistic leadership in

language change in chapter 1.

Finally, HP models can be used for quantifying social influence in other social networks

and for linguistic or non-linguistic applications. However, HP is a generative probabilistic

model that makes certain parametric assumptions about how the cascade data is generated.

The efficacy of HP models to detect social influence from event cascades is not known

when the assumptions are violated. This can be potentially limiting to the adoption of HP

models as a framework to study language change in social networks. The next chapter takes

a general look at this problem and suggests an approach to overcome this limitation.
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CHAPTER 4

SOCIAL INFLUENCE DETECTION IN EVENT CASCADES

4.1 Motivation

Peer influence or contagion is the reason for the spread of many online social behav-

iors (Crane 1999; Karsai et al. 2014; Yang et al. 2010). In chapter 3, I described how

language change in online networks, pertaining to the adoption of non-standard words, can

be viewed as a contagion on a network. But, despite its ubiquity, detecting peer influence

from a network cascade is a challenging — or, in some cases, nearly impossible — enter-

prise in causal inference using just observational data (Shalizi et al. 2011). This is because

network correlated behaviors, an outcome of peer influence, can also arise in its absence

due to factors such as homophily— the tendency of individuals in a network to link with

each other because of their similarity (McPherson et al. 2001)—and exogenous events be-

cause of sharing the same environment. To overcome these challenges, a slate of methods

have proposed approximating the observational setting to a randomized experiment with

varied success (Anagnostopoulos et al. 2008; Aral et al. 2009; La Fond et al. 2010).

However, a key question is whether existing methods are robust to phenomena such as

missing data and misspecification. In realistic scenarios ranging from social media anal-

ysis to criminology, researchers lack complete records of event cascades: social media

platforms may provide only a small sample, or relevant data may go unreported. Second,

parametric models such as the Hawkes process require specifying hyperparameters, such

as the timescale of the cascade. In real scenarios, there may be only a single cascade, mak-

ing cross-validation impossible. These concerns motivate the following central research

question for this work.

Can we develop a computational approach to detect peer influence in event cascades
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on a network to both account for the presence of a confound such as homophily, and

be robust to practically important considerations of missing data and misspecifica-

tion?

This chapter presents a simple Granger-style computational modeling test for social in-

fluence, which builds on predictive analysis of event cascades to answer the above research

question.

Citation Sandeep Soni, Shawn Ling Ramirez, and Jacob Eisenstein. “Detecting social

influence in event Cascades by comparing discriminative rankers”. In: The 2019 ACM

SIGKDD Workshop on Causal Discovery. 2019, pp. 78–99

4.2 Method

The setup is similar to chapter 3, meaning that an event cascade and a network are the only

observational data. Each individual event in the cascade is a pair of timestamp and source,

indicating when the event happened and which node in the network is associated with it.

The core of the proposed approach is an online, discriminatively trained ranker, which

learns to assign a high rank to nodes that are likely to host the next event in a cascade.

The scoring function that the ranker uses is feature-based and incorporates both node and

dyadic features. The score for node i at time t is given by,

Ψi(t;θ;φ) = h(gi;φ) +
∑
e:te<t

θ · fse→iκ(t− te;ω), (4.1)

where both gi and f·→i are node and dyadic feature vectors for node i, and e indicates an

event with source se and time te.

Node and dyad features The features g capture node level properties as vectors such

as node embeddings (Grover et al. 2016; Tang et al. 2015), which are further transformed

through a neural network h. The transformed features are intended to act as a proxy for ho-
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mophily, which might otherwise confound the detection of social influence. Even observed

covariates related to homophily (e.g. political party of a legislator, or the age of members

in a social network), when available, can be incorporated in g. The features f , on the other

hand, summarize dyad-level interactions a node is part of, such as self-activation or expo-

sure to past participants which proxies social influence. The dyad features are multiplied

by a decay kernel κ, and aggregated over the entire history of past events. The decay kernel

captures the intuition that events in the distant past should have less impact on the score

than more recent events.

Parameter estimation The scoring function has similarities to the intensity function of

Hawkes process in § 3.4 with two key differences: the score can be negative and compli-

cated integrals to estimate the survival probability are not needed to be calculated. The

parameters of the scoring function are learned by minimizing the pairwise loss called

WARP (Weighted Approximate Rank Pairwise; Usunier et al. 2009) between the predicted

host of the ranker and the true host at the time of every new event. This enables the ranker

to make online updates to the parameters and make predictions at every time, which is an

added advantage. To avoid evaluating a quadratic number of node comparisons, the well-

known WSABIE approximation (Weston et al. 2011) is used, which samples pairs until a

violation is found.

Model comparison The operational methodology for testing peer influence involves train-

ing two competing rankers on a cascade—a baseline ranker and an experimental ranker—

that differ only in the features used to make predictions. Specifically, the baseline ranker

has all the features except the network exposure feature i.e. a dyadic feature indicating a tie

with previous host of an event in the cascade. In contrast, the network exposure feature is

additionally accounted by the experimental ranker. Each ranker is then applied to heldout

data, and evaluated according to a ranking metric. To determine whether the performance

difference between the two rankers is unlikely to have arisen due to chance alone, a non-
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parametric permutation test is applied for checking statistical significance (Smucker et al.

2007). The test repeatedly exchanges (permutes) the predictions between the two rankers

to create an empirical distribution of the difference in ranker performance under the null

hypothesis that the two rankers are identical. This equivalently tests the null hypothesis

that adding social influence features does not improve ranking accuracy on heldout data,

which is the Granger-based proxy of the null hypothesis of no social influence.

The combination of the discriminative ranker and the permutation test for social influ-

ence has two main advantages over contemporary models. First, the ranker makes no as-

sumption about the data generation process which is a huge limitation of similar parametric

models. This helps avoid potential issues arising from missing data and misspecification.

Second, the ranker is light-weight to train but can still incorporate highly expressive fea-

tures like node embeddings, which enables accounting for homophily. The next section

describes the setup used to evaluate the ranker on the task of detecting social influence.

4.3 Evaluation

To determine the validity and efficacy of the proposed test for social influence, we evalu-

ate it on a set of synthetic cascades generated over a real social network. Some cascades

are generated without social influence, to test the Type I error rate of our method (incor-

rect rejection of the null hypothesis); other cascades are generated with social influence,

to test the power (correct rejection of the null hypothesis). In both cases, the impact of

homophily, self-excitation, missing data, and model misspecification is considered. The

choice of synthetic data makes it possible to quantify these characteristics precisely.

Data generation Event cascades are generated using a multivariate Hawkes Process (HP)

(see Equation 3.3) with the parameters tuned specifically to simulate conditions of social

influence and various confounds. More concretely, the parameters are specified as follows:

41



αj→i = a1[j = i] + bAj→i1[j 6= i] (4.2)

µi = σ
(
βv

(2)
i + η

)
(4.3)

where v(2) is the second eigenvector of the Laplacian matrix of the network; σ(·) is the

sigmoid function, which ensures that the base rate is positive; andA is the adjacency matrix

of the network. Cascades can then be generated under various conditions of interest as:

Social influence. Setting b = 0 generates cascades without social influence, which

are used to measure the Type I error rate of our test. As b increases, so does the impact

of social influence. Throughout the evaluation, b is varied between 0 to 1 in increments of

.1, depending on the experimental setting.

Homophily. To make similar nodes adopt at a similar rate, the base adoption rate of

nodes is conditioned on their spectral components. This facilitates the generation of cas-

cades with strong network correlation, even without social influence, corresponding to the

case in which nodes form ties due to shared interest, and then participate in cascades that

reflect that same interest. By varying the parameter β, the importance of homophily in

shaping the cascades can be increased or decreased. β is varied between 0 to 7 in incre-

ments of 1, depending on the experiment condition. In all experiment settings, η is set to

−5 for all the nodes.

Self excitation. In some cascades, nodes can participate repeatedly. This tendency

can be controlled by setting a > 0. a is varied between 0 to 1 in increments of .25,

depending on the experiment condition.

Network structure. Rather than generating a synthetic network, a real “mention”

network from Twitter is considered. This static and directed network was constructed by

first selecting all individuals who used a partisan political hashtag (e.g., #clintonkaine2016)
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between October 1-15, 2016, followed by identifying all individuals who were mentioned

by someone in the initial set. The directed edge i → j indicates that i mentioned j on

Twitter during this time period. The largest weakly connected component is selected as

the underlying network for all synthetic cascades.

Evaluation metrics The ranking test is evaluated on two metrics: validity and power. A

test is statistically valid if its p-values are well calibrated: at the threshold p = α, the test

should reject a true null hypothesis with probability less than or equal to α. To establish

validity, the test is evaluated on cascades where the null hypothesis is known to be true. The

rate at which the test rejects the null hypothesis is the Type I error rate. On the other hand,

a test has high statistical power if it consistently rejects a false null hypothesis. Failure to

reject a false null hypothesis leads to a Type II error and the power is the probability of not

making a Type II error. To establish power, the test is evaluated on multiple cascades where

the null hypothesis is known to be false. The rate at which the test fails to reject the null

hypothesis is the Type II error rate. An ideal test should be valid under all conditions and

should have high statistical power.

Baselines The performance of the ranking test is compared against two alternatives: (1)

the shuffle test from (Anagnostopoulos et al. 2008), and (2) a test that compares the good-

ness of fit between two parametric Hawkes Processes: one with access to social influence

parameters, and one in which these parameters are clamped to zero (see § 3.4 for details).

These are referred in discussing the results as shuffle and HP respectively, whereas the

discriminative rank comparison test is referred as ranking.

4.4 Results

Full data First consider the case when every test has access to full data—all the events

in the cascade and all the edges in the network are known to each test—and the generative

process is correctly specified, meaning that the exponential decay kernel and the bandwidth
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Figure 4.1: Calibration plots. (Left) Quantile-Quantile plots of p-values for all the three
tests under no social influence, high homophily, and high self-excitation. The dotted red
line shows the expected plot for an ideal well-calibrated test. (Right) Power for all the three
tests under positive social influence, high homophily and high self-excitation.

parameter that modulates the rate of generation of future events are known during learn-

ing and testing. To check for validity, 100 cascades of 5000 events each are generated

under conditions of no social influence (b = 0), varying homophily (β > 0) and varying

self-excitation (a > 0). The null hypothesis of no social influence is true by design for

every such cascade. Figure 4.1(left) shows the calibration of the tests when there is high

homophily (β = 7) and high self-excitation (a = 1). Both ranking test and shuffle test

are well-calibrated; HP test produces conservative p-values, but satisfies the condition of

validity, which is that the Type I error rate is bounded by p-value. Conversely, to check for

statistical power, 100 cascades of 5000 events each are generated by varying social influ-

ence at fixed values of homophily and self-excitation. As shown in Figure 4.1(right), the

power increases with social influence for all tests, as expected. The HP test is the most

powerful across these conditions, and the shuffle test is least powerful. Since the HP cap-

tures the true generative process, it should outperform the shuffle test, which is agnostic to

the generative process. Because the ranking test also outperforms the shuffle test, in the

subsequent evaluations it is only compared to HP.

Model misspecification Next how the tests fare under misspecification is examined, fo-

cusing on the bandwidth parameter (ω) for the temporal decay kernel. Again, 100 cascades
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Figure 4.2: Robustness against misspecification. Type I error rate (left) and power (right)
for HP and ranking test under misspecification of kernel bandwidth(ω). The HP test is
invalid when ω < 1; this is indicated by black circles around relevant data points when
showing power.

of 5000 events each were generated for the influence (b = 1) and no-influence condition

(b = 0), both with highest homophily and self-excitation (a = 1; β = 7). During genera-

tion, the bandwidth was fixed (ω∗ = 1), but both the HP learner and the ranker are unaware

of this true value of the bandwidth parameter. The values of ω used by these tests was tuned

to understand their effect on validity and the statistical power of both the tests. Varying the

bandwidth parameter has a natural interpretation: as ω decreases, the scope of the history is

effectively widened; increasing this parameter has the opposite effect. The results for both

validity and power are shown in Figure 4.2.

The HP model is quite sensitive to this parameter, and misspecification severely under-

mines the validity of the test for practical purposes. A high bandwidth value keeps the Type

I error rate in check but limits power as the effect of past exposure history is nullified. But

a low bandwidth parameter makes irrelevant neighbor activations deemed consequential

affecting Type I error rate in no-influence scenarios. In contrast, the ranking test is robust

to misspecification: for a wide range of bandwidth values, the ranker maintains a low Type

I error rate and has considerable power. This is because the ranking objective requires only

that the relative order of each node is maintained. Spurious events in the distant past affect

many nodes, and the resulting changes in rank are not significant. While there is research

on augmenting the HP with nonparametric kernels that are learned from data (e.g., Zhou
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Figure 4.3: Robustness against missing events. Type I error rate and power for HP and
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power is always higher than HP particularly on cascades of shorter length (5000 events).
The Type I error rate for both methods is around 0.05.

et al. 2013), such methods are complex to implement, and require large amounts of training

data. For a parametric kernel, the bandwidth can be learned by cross-validation, but only

if multiple cascades are available and if the parameter is guaranteed to be static over time.

In contrast, the ranking test can easily incorporate multiple kernels into the discriminative

ranking function and is completely online, thereby having the flexibility to learn complex

triggering patterns from a single cascade.

Missing data In many real situations, the assumption that all events in a cascade are

available is easily violated. For example, high expense in collecting data, rate limits in

data collection such as Twitter’s public API, changes to data privacy settings, data loss,

and late start to data collection are all but a few examples. Incomplete data can diminish

statistical power, giving the appearance of unprompted innovations to events that were in

fact socially motivated. To quantify this phenomenon, cascades with two different types of

missing events were generated: events missing at random, and events missing in contiguous

blocks.

For random missing events, 100 cascades of varying lengths were generated, and events

were dropped randomly at a specified rate of 99% before presenting them to the learners.

This sampling rate matches a published estimate of the fraction of tweets included in Twit-
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ter’s streaming API Morstatter et al. (2013) .Figure 4.3 shows the power of the HP and

ranking tests, as a function of cascade length. While both tests increase in power with the

cascade length, the HP is marginally less powerful across all cascades, particularly on short

cascades. The results are shown in Figure 4.3.

Xu et al. (2017) consider an alternative scenario, in which contiguous blocks of events

are missing both at the start and the end of the cascade, resulting in short doubly censored

sequences, which is relevant to social media analysis due to API limits (Xu et al. 2017).

To simulate this, 100 cascades of different lengths were generated and 99% of events were

dropped, equally split between the two ends of a cascade and in a contiguous block. On

censored cascades, the HP test suffers from a high Type I error rate, limiting its validity.

This bias towards overestimating social influence is consistent with findings from Xu et

al. (2017) , who point it is due to overfitting. Conversely, the validity of the ranking test

was not affected by censoring, because the test does not rely on explaining the temporal

distribution of events. However, the loss of information due to censoring does affect the

power of the ranking test, especially if the length of the cascade is small; this is a natural

consequence of the difficulty of estimation from limited data.

In summary, the evaluation on synthetic data shows that the shuffle test is underpow-

ered, because it uses only the first-time activations for each node, and because it ignores

the time between activations. The HP test has low Type I error rate and high power when

(a) the model is correctly specified and (b) complete data is available. However, it is highly

sensitive to misspecification of the time kernel, and to missing events. These cases can

make the test statistically invalid or hurt its power. The ranking test is robust across all

scenarios: it is valid in all scenarios, and nearly matches the HP test’s power when com-

plete data is available; model misspecification has little impact on its validity or power; and

it is reasonably powerful even under different types of missing data conditions.
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4.5 Real world applications

To assess the effectiveness of the ranking test in the real world, two case studies where

influence is suspected are considered: first, a non-linguistic setting of cosponsorship deci-

sions by legislators viewed as cascades on a political finance network; second, a linguistic

setting of rumors on Twitter pertaining to the discovery of the Higgs Boson particle.

Cosponsorship and donor influence A key step in the legislative process is when a

bill receives endorsement from legislators besides its original author, called cosponsors.

Cosponsorship decisions are important markers of wider support; they signal the exper-

tise of the original sponsor, and provide information about the bill’s content and the party,

ideological, or constituency base for whom the bill advocates. However, cosponsorship

is also a low-cost means of position taking, reflective of favor-trading, vote-buying, and

special interest politics (Kessler et al. 1996). An open question is whether cosponsorship

decisions are influenced by campaign donations, for example by facilitating special access

to legislators (Kalla et al. 2016). To test this question, an affiliation network is constructed

among legislators if they share common campaign donors, and the discriminative rank-

ing test is applied to sequences of cosponsorship decisions. The detection of influence

on this network would be compatible with the hypothesis that campaign donations influ-

ence cosponsorship decisions. Using cosponsorship sequences for bills introduced in 115th

Congress viewed as a separate cascade, and a network of legislators constructed by linking

them if they share a campaign donor, evidence shows that cosponsorship decisions can be

predicted more accurately by considering exposures over the donor network in addition to

party and state affiliation which proxy shared interests. The result is shown in Figure 4.4.

Rumor cascades The ranking test is also applied to determine whether social influence

and homophily were factors in the spread of rumors related to the Higgs Boson discovery,

an interesting case study since the rumors were triggered by an exogenous event. In the
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Figure 4.4: Donor influence in bill co-sponsorship. Ranking performance for the legisla-
tion co-sponsorship cascades, organized by the position of each co-sponsor in the cascade.
Position 0 is the initial sponsor.

absence of ground truth, the quality of predictions are compared with chance in the first

baseline as users are ranked randomly. In the second baseline, users are ranked by their

number of past events (tweets about the Higgs boson); users with no such events are ranked

by network degree, with the intuition that this is a rough proxy for their rate of tweeting.

The predictions improve over both the baselines indicating that both homophily and social

influence could be responsible in making these rumors cascade.

4.6 Summary

Results from experiments on both synthetic and real data suggest that the discriminative

ranking approach to detect social influence in event cascades has many merits over existing

methods. It is also an explanatory model with predictive ability, a characteristic argued to

be more desirable for social scientific methods (Hofman et al. 2017). However there are

also a few limitations. First, Granger causality, the foundational basis for the model, is

a limited, predictive notion of causality; Granger causality in an event cascade does not

necessarily imply that an intervention into the cascade at time t would affect subsequent
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events. Next, the approach hinges on the assumption that homophily is effectively proxied.

When such an assumption fails, it is generally not possible to distinguish social influence

from homophily using observational data (Shalizi et al. 2011). Note, however, that the

discriminative ranker model has some capacity to handle unobserved confounds through

its use of node embeddings in a manner similar to (Veitch et al. 2019). Finally, the ranker

comparison is based on a permutation test, which is a non-parametric distribution-free ap-

proach. When the predictions of the two rankers are very similar, the resulting distribution

can have low variance, leading to conservative p-values. This problem is especially severe

in three cases: when the network size is small; when the heldout set is small; and when

the base ranker is already very accurate, leaving little room for improvement with the addi-

tion of the social features. The conservativeness of the permutation test does not affect the

validity of the test (Edgington et al. 2007), but it can affect the power.

The method proposed in this part does not make any assumption about the content

of the cascade i.e. it only requires a sequence of events and does not care what those

events represent. The method can, therefore, be applied to linguistic data such as the one

in chapter 3.
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CHAPTER 5

SEMANTIC LEADERSHIP OF DOCUMENTS

5.1 Motivation

Elements of a natural language comprise of signs, such as words, and signifieds, the mean-

ing associated to these signs (De Saussure 1916). Word embeddings are popularly used

to represent the meaning of a word by leveraging the distributional hypothesis (Harris

1954; Firth 1957). However, as language evolves, new meanings get attached to exist-

ing words (Traugott et al. 2001). Researchers have suitably extended word embeddings

to diachronic word embeddings—word embeddings over time—using methods ranging

from statistical techniques (Kulkarni et al. 2015; Hamilton et al. 2016b; Yao et al. 2018)

and Bayesian approaches (Wijaya et al. 2011; Frermann et al. 2016; Bamler et al. 2017;

Rudolph et al. 2018), to using neural networks (Kim et al. 2014; Rosenfeld et al. 2018).

Diachronic word embeddings can identify semantic changes by quantifying and measur-

ing the shifts in each word’s distributional neighborhood (Kutuzov et al. 2018). But, even

though these models are effective in identifying words that have changed, they treat each

word in isolation. On their own, they lack the ability to indicate where the change takes

place and who is at the forefront of the change: which documents or passages are at the

leading edge of semantic change, and which lag behind?

The ability to zoom into a document and find the extracts of semantically progressive

language use in the document can be useful in domains such as digital humanities by pro-

viding more granularity in distant reading settings (Jänicke et al. 2015). Alternatively,

identifying precisely the leading and lagging documents based on the semantics is not just

a methodological challenge in itself but also the first step in assessing the impact of these

documents. As an example, this capability would provide new evidence about the social
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processes underlying linguistic and scholarly influence (Gerow et al. 2018). Such evidence

could be used to examine any social inequities in Science.

The main research questions for this work are:

Q1 In a large timestamped collection of documents, can computation methods identify

instances of semantic changes that are used progressively i.e. with an advanced

meaning at the time?

Q2 If a document contains multiple progressive instances can the document be scored

for its progressiveness by aggregating over individual instances?

Q3 Can semantically progressive documents be tested to assess if they are influential?

Citation Sandeep Soni, Kristina Lerman, and Jacob Eisenstein. “Follow the leader:

Documents on the leading edge of semantic change get more citations”. In: Journal of the

Association for Information Science and Technology 72.4 (2021), pp. 478–492

5.2 Method

Diachronic word embeddings make it possible to measure lexical semantic change over

time (e.g., Kulkarni et al. 2015; Hamilton et al. 2016b). In standard word embeddings,

each word type is associated with a vector of real numbers, based on its distributional

statistics (Turney et al. 2010; Mikolov et al. 2013a). In diachronic word embeddings, this

vector is time-dependent, reflecting how a word’s meaning (and associated distributional

statistics) can change over time. Building on diachronic word embeddings, the method in

this chapter is comprised of four steps: (1) learning diachronic embeddings of words; (2)

identifying semantic innovations using their diachronic embeddings; (3) scoring each usage

by its position with respect to the semantic change; and (4) aggregating these scores by

document. A schematic of the entire pipeline is shown in Figure 5.1. A detailed description

of each of these steps follows.
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5.2.1 Estimating word embeddings

Formally, assume a finite vocabulary V , and two corpora, W (old) and W (new), where each

corpus is a set of sequences of tokens, W = {(wi,1, wi,2, . . . , wi,Ti)}Ni=1, where N is the

number of documents in the corpus, i indexes an individual document whose length is Ti,

and each wi,t ∈ V . For each corpus, a set of word embeddings on the single vocabulary V is

estimated. Following Hamilton et al. (2016) , skipgram embeddings (Mikolov et al. 2013a)

are estimated, which are based on the objective of predicting context words wt′ conditioned

on a target word wt. Omitting the document index i, the skipgram objective is based on the

probability,

P (wt′ | wt) ∝ exp
(
vwt′
· uwt

)
, (5.1)

where vwt′
is the embedding of wt′ when it is used as a context (also called as the “output”

embedding), and uwt is the embedding of wt when it is used as a target word (also called

as the “input” embedding). Normalizing the probability in Equation 6.1 requires summing

over all possible wt′ , which is computationally expensive. Negative sampling is one so-

lution (Mikolov et al. 2013a), but this does not yield properly normalized probabilities.

Noise-contrastive estimation (NCE; Gutmann et al. 2010), which makes it possible to esti-

mate the probability in Equation 6.1 without computing the normalization term (Mnih et al.

2013), is used instead. The input embeddings between the corpora W (old) and W (new) are

reconciled to make them comparable across the two corpora following the step proposed by

Hamilton et al. (2016) , which applies the Procrustes method (Gower et al. 2004) to iden-

tify an orthogonal projection Q that minimizes the Frobenius norm ||QU(old) −U(new)||F ,

where ||X||F =
√∑

i,j x
2
i,j .

Sensitivity to initialization One potential downside of NCE is that its embeddings de-

pend on the random initialization, unlike deterministic techniques such as singular value

decomposition (Sagi et al. 2011; Levy et al. 2014). As a result, the list of near neigh-
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bors can change across multiple runs (Hellrich et al. 2016). Nonetheless, NCE is chosen

because the resulting embeddings outperformed alternatives on intrinsic word similarity

benchmarks (Luong et al. 2013). Multiple robustness checks indicated that the method

identified similar sets of semantic innovations across multiple runs.

5.2.2 Discovering semantic innovations

After estimating the diachronic embeddings for each word, the next step is to identify

semantic innovations: words that have shifted in meaning. One possibility would be to

directly measure differences between the embeddings u(old) and u(new), but this can be un-

reliable because the density of embedding space is not guaranteed to be uniform. Instead,

the local second-order approach proposed by Hamilton et al. (2016) is followed. In their

protocol, first, a union of the sets of a word’s near-neighbors (n = 50) in the “old” and

“new” periods is taken. Next, the similarity of the word’s embedding to the embeddings

for members of this set is calculated, for both the “old” and “new” embeddings. This yields

a pair of vectors of similarities, each reflecting the word’s position in a local neighborhood.

The degree of change in a word’s position is the distance between these two vectors.

5.2.3 Situating progressive usages of semantic innovations

Given a set of semantic innovations S ⊂ V , the methodological innovation of this work is

to situate usage with respect to semantic changes. Each usage of an innovation w∗ ∈ S can

be analyzed using the likelihood function underlying the skipgram objective, and scored

by the ratio of the log-likelihoods under the embedding models associated withW (old) and

W (new). Specifically, this turns out as

rw∗,i =
∑

t:wi,t=w∗

∑
j≥−k
j≤k
j 6=0

log
P (new)(wi,t+j | w∗)
P (old)(wi,t+j | w∗)

. (5.2)
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The intuition behind the statistic is to predict the context of every appearance of the seman-

tic innovation w∗ in the document i using both the “new” and “old” meaning of w∗ and

the surrounding context. These new and old meanings are obtained from the embedding

models associated withW (new) andW (old) respectively. Substituting the form of probability

from Equation 6.1 and simplifying further, the log-likelihood ratio reduces to:

rw∗,i =
∑

t:wi,t=w∗

∑
j≥−k
j≤k
j 6=0

v(new)
wi,t+j

· u(new)
w∗ − Z

(new)
w∗

− v(old)
wi,t+j

· u(old)
w∗ + Z (old)

w∗ ,

(5.3)

where Zw∗ is the log normalization term, log
∑

w′ exp (vw′ · uw∗). This metric intuitively

favors documents that use w∗ in contexts that align with the new embeddings u(new)
w∗ and

V(new). This step is the proposed solution for Q1.

5.2.4 Aggregating to document scores

Given a set of innovations S ⊂ V , for each document i gets a set of scores {ri,w∗ : w∗ ∈ S}.

The score for document i is the maximum over the set of innovations, mi = maxw∗∈S ri,w∗ .

This quantifies the maximal extent to which the document’s lexical semantics match that

of the more contemporary embedding model, (U (new), V (new)). We then standardize against

other documents published in the same year, by computing the z-score, zi = mi−µ
σ
,where µ

is the mean score for documents published in the same year, and σ is the standard deviation.

Documents with a positive z-score have lexical semantics that better match the contempo-

rary embedding model than other documents written at the same time, and can thus be said

to be semantically progressive. By standardizing each year separately, the progressiveness

metric does not inherently favor older or newer texts. This proposed approach is a solution

to Q2.

As a robustness check, we also experimented with an alternative discretized approach

for scoring the documents. In this scheme, the document score was calculated as the num-
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Temporally bin the
document collection

Learn word embed-
dings (Mnih et al. 2013)

Align embeddings (Hamil-
ton et al. 2016b)

Identify semantic innova-
tions (Hamilton et al. 2016a)

Calculate progressiveness per
usage of every innovation

Calculate progressive-
ness per document

Figure 5.1: Method pipeline. Flowchart shows our complete pipeline and highlights (in
green) our methodological contributions.

ber of innovations whose progressiveness exceeds the median progressiveness value over

the entire set of innovations. The subsequent analysis of the documents with this scoring

scheme produced qualitatively similar results to those obtained with the measure described

in the previous paragraph (innovativeness of maximally innovative word per document),

and so are only included in the appendix B.

5.3 Data

For empirical validation of our approach, two document collections are considered: docu-

ments representing legal opinions in federal courts of the United States of America (Ler-
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Table 5.1: Descriptive statistics. A summary of the two datasets that are considered in this
study.

Statistic Legal opinions Scientific abstracts

Number of documents 3,854,738 2,408,010
Years 1754–2018 1949–2018
Average number of citations (in-degree) 7.84 39.19
Average number of references (out-degree) 7.80 9.49
Length (number of unique word types per document) 632.22 93.10

man et al. 2017),1 and the DBLP collection of computer science abstracts (Ley 2002).2

These datasets were chosen because they include timestamps as well as citation informa-

tion, making it possible to link semantic innovation with influence in a citation network for

large-scale quantitative evaluation.

Legal opinions. A legal opinion is a document written by a judge or a judicial panel that

summarizes their decision and all relevant facts about a court case. All legal opinions are

obtained by using the bulk API of a publicly available service.3 These opinions span over

400 courts, multiple centuries and have a broad jurisdictional coverage.

Scientific abstracts. The abstracts from DBLP were obtained from ArnetMiner,4 a ser-

vice that has released multiple versions of this data with the latest papers since 2010 (Tang

et al. 2008; Sinha et al. 2015). The latest version (v10) from their collection was chosen.

Metadata. Both datasets feature common metadata, including the year in which the doc-

ument was published, the number of citations the document has received and the number

of references to other documents in the citation network. A descriptive summary of the

complete collection is given in Table 5.1.

1https://www.courtlistener.com/
2https://dblp.uni-trier.de/
3https://www.courtlistener.com/api/bulk-info/
4https://aminer.org
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5.4 Results

5.4.1 Qualitative results

Semantic changes

A few prominent semantic innovations are listed in Table 5.2. The innovations in the legal

opinions corpus we discover span multiple domains, including financial (e.g. laundering,

which earlier exclusively meant washing), socio-political (e.g. noncitizens, which was ear-

lier close to tribals or indians but has now moved closer in meaning to immigrants), medical

(e.g. fertilization, which was first used in the context of agriculture, but now increasingly

refers to human reproduction) and technological (e.g. web, which now refers almost ex-

clusively to the internet). The analysis also independently discovers semantic changes in

words like cellular and asylum, which have previously been identified as semantic changes

in other corpora (Kulkarni et al. 2015; Hamilton et al. 2016b; Hamilton et al. 2016a). In

the scientific domain, a common source of semantic innovation is through the use of abbre-

viations. Examples include nfc, which earlier meant “neuro-fuzzy controllers” but lately

refers to “near-field communication”; ux, which was used as a short form for unix, but

is now increasingly used to mean “user experience”; and ssd, which popularly stood for

“sum-of-squared difference”, but of late additionally means “solid state drives.” Another

common source of semantic innovations is the creative naming of technological compo-

nents. Examples include cloud, which now refers to services offered through the internet

in comparison to its mainstream meaning; spark, which was earlier popularly used to mean

ignition, but has lately been referred to the popular MapReduce framework; and android,

which referred to robots with human appearances, but now commonly refers to the mobile

computing operating system.
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Table 5.2: Semantic innovations. Examples of semantic innovations identified by the
proposed method for both the datasets.

.
Doc. type Innovations Old usage New usage Example document with new usage

Legal laundering laundering clothing laundering funds United States v. Talmadge G. Rauhoff,
(7th Cir. 1975)

asylum insane asylum political asylum Bertrand v. Sava, (S.D.N.Y. 1982)
fertilization soil, fertilization post-fertilization

contraceptive
Planned Parenthood vs Casey (505 U.S.
833)

Science ux hp-ux user experience
(ux)

Hassenzahl et al. (2006)

surf surf the internet descriptor surf Bay et al. (2008)
android intelligent android google’s android Shabtai et al. (2010)

Leading documents

Two examples of legal opinions at the leading edge of change according to the proposed

metric are Planned Parenthood vs Casey (505 U.S. 833) and United States v. Talmadge G.

Rauhoff, (7th Cir. 1975). The landmark 1992 opinion in Planned Parenthood vs Casey was

identified by our method as leading a change with several semantically progressive terms

like fertilization, provider, and viability mentioned in the document. The term fertiliza-

tion had previously been used in the context of agriculture, but this decision was an early

example of an increasingly common usage in connection with reproductive rights:

• . . . two-week gestational increments from fertilization to full term . . .

• . . . before she uses a post-fertilization contraceptive.

Similarly, the United States v. Talmadge G. Rauhoff, (7th Cir. 1975) scores highly on our

measure and was one of the first to use laundering to refer to illegal transfer of money:

• . . . $15,000 as part of the ‘laundering’ process . . .

• . . . first step in the successful laundering of the funds. . .

The first mention of the term was quoted, which may indicate a metaphorical intent.
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Figure 5.2: Examples of semantic changes identified by the method. In the upper time
series, the meaning of the term laundering evolves to include money laundering, shown
here as the increase in the conditional probability of seeing the term laundering given that
funds appears in a document, in contrast to the conditional probability of laundering given
that cleaning appears. For this change, a prominent leading document is the opinion in U.S.
v Rauhoff (1975). In the lower time series, the meaning of android evolves to include the
mobile phone operating system. A prominent leader of this change is (Shabtai et al. 2010).

In the scientific domain, the seminal paper on the Android operating system is rated as

a semantically progressive document (Shabtai et al. 2010). At that time, the conventional

meaning of the term android was an interactive robot (e.g. . . . interaction using an android

that has human-like appearance. . . ), but Shabtai et al. used the now-prevalent meaning as

a mobile operating system (e.g. . . . the android framework . . . ). Figure 5.2 shows the evo-

lution of the semantic innovations which approximately aligns with the leading documents

that our method discovered.
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Figure 5.3: Linking semantic progressiveness with citation impact. The univariate rela-
tionship between the number of citations and our measure of semantic progressiveness. For
both the legal opinions and the scientific articles, the citations increase for more progressive
documents.

5.4.2 Quantitative evaluation

Lacking large-scale manual annotations for the semantic progressiveness of legal opinions

or scientific abstracts, influence is measured, as quantified by citations. Specifically, we

investigate the hypothesis that more citations will accrue to documents that our metrics

judge to be semantically progressive.

Note that a one-way causal relationship from semantic innovation to influence is not hy-

pothesized. Semantic progressiveness may cause some documents to be highly cited, due

to the introduction or usage of helpful new terminology. But it also seems likely that docu-

ments that are well-cited for more fundamental reasons — e.g., significant methodological

innovations in science, foundational precedents in law — will also exert an outsize effect

on language. For example, the highly cited paper on Latent Dirichlet Allocation (Blei et al.

2003) introduced a new meaning for the term LDA (which also refers to linear discriminant

analysis), but in this case it is likely that the underlying cause is the power of the method

rather than the perspicacity of the name. The key point of these evaluations is to test the

existence of a previously unknown correlation between language and citation networks,

and to provide a further validation of our measure of semantic progressiveness.
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Univariate relationship

Figure 5.3 shows the number of citations for each quartile of the progressiveness measure,

indicating a steady increase in both datasets. This figure excludes documents that do not

include any of the terms identified as having changing semantics. Also excluded are docu-

ments predating 1980, which skew the population with a few landmark examples with vast

citation counts; these documents are included in the multivariate analysis that follows.

Multivariate relationship

Many factors drive citation counts, such as age, length, and content (Fowler et al. 2007; Van

Opijneni 2012). Some of these factors may be correlated with semantic progressiveness,

confounding the analysis: for example, older documents have more chances to be cited, but

are unlikely to lead a semantic change that would be captured by our metrics. To control

for these additional predictors, the problem can be formulated as a multivariate regression.

The dependent variable is the number of citations, and the predictors include our measure

of semantic progressiveness, as well as a set of controls. A Poisson regression model is fit

since the number of citations is a count variable.5

Evaluation setup Two baseline models (M1 and M2) and two experimental models (M3

and M4) are constructed to systematically assess the relevance of semantic progressiveness

to citation prediction.

M1 includes document covariates capturing structural information about each document:

the number of outgoing references makes; its age; its length; number of authors

(available only for scientific articles). In addition, another covariate from the pre-

diction of a lightweight bag-of-words regression model on the document (similar to

5In cases of overdispersion (high variance), negative binomial regression is preferred to Poisson regres-
sion (Greene 2003). However, the Cameron-Trivedi test (Cameron et al. 1990) did not detect overdispersion
in our data.
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Table 5.3: Poisson regression analysis of citations to scientific abstracts. Each column
indicates a model, each row indicates a predictor, and each cell contains the coefficient.
Log likelihood is in millions of nats.

Predictors M1 M2 M3 M4

Constant 1.983 1.943 2.032 1.770
Outdegree 0.009 0.009 0.009 0.009
# Authors 0.055 0.054 0.054 0.054
Age 0.079 0.079 0.078 0.073
Length 0.002 0.002 0.002 0.002
BoWs 0.000 0.000 0.000 0.000
# Innovs 0.028 -0.010 -0.034
Prog. 0.137
Prog. Q2 0.179
Prog. Q3 0.431
Prog. Q4 0.698
Log Lik. -13.07 -13.06 -12.93 -12.82

Yogatama et al. 2011) is included, with the intuition that some topics may get cited

more than others.

M2 includes all the covariates from M1, and an additional covariate for the number of

unique semantic innovations present in the document

M3 includes all covariates from M2, and an additional covariate for the semantic pro-

gressiveness score as the numerical value.

M4 includes all covariates from M2, and an additional 3 categorical covariates for the

semantic progressiveness binned into quartiles.

The models are compared by goodness-of-fit, a standard technique from quantitative

social science (Greene 2003), and the improvement in the goodness-of-fit for M3 and M4

over M1 and M2 is tested using a χ2 test.

Results The regressions reveal a strong relationship between semantic progressiveness

and citation count. For the scientific abstracts (Table 5.3), M3 and M4 obtain a significantly

better fit than M1 (χ2(2) = 137767, p ≈ 0 and χ2(4) = 250479, p ≈ 0 respectively).
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Table 5.4: Poisson regression analysis of citations to legal documents. Each column
indicates a model, each row indicates a predictor, and each cell contains the coefficient.

Predictors M1 M2 M3 M4

Constant 1.614 1.421 1.476 1.168
Outdegree 0.022 0.020 0.021 0.020
Age 0.009 0.011 0.010 0.010
Length 0.000 -0.000 -0.000 -0.000
BoWs -0.000 -0.000 -0.000 -0.000
# Innovs 0.054 0.045 0.042
Prog. 0.094
Prog. Q2 0.384
Prog. Q3 0.382
Prog. Q4 0.470
Log Lik. -415195 -410601 -406843 -408031

M3 and M4 also obtain a significantly better fit than M2 (χ2(1) = 130176, p ≈ 0 and

χ2(3) = 242889, p ≈ 0 respectively). The effect sizes are relatively large: the coefficient

of 0.698 for top quartile of semantic progressiveness corresponds to an increase in the

expected number of citations by a factor of 2, in comparison with documents in the bottom

quartile.

The story is similar for the legal opinions (Table 5.4), with only minor differences.

Both M3 and M4 significantly improve the goodness of fit over the baseline M1 (χ2(2) =

8352, p ≈ 0 and χ2(4) = 7164 respectively) and the baseline M2 (χ2(1) = 3758, p ≈ 0

and χ2(3) = 2571 respectively), indicating again that semantic progressiveness of the doc-

ument is highly predictive of the number of incoming citations, even after controlling for

several covariates. The coefficient of 0.47 for the top quartile of progressiveness corre-

sponds to an increase in the expected number of citations by a factor of 1.6, as compared

to the bottom quartile. Overall, these results indicate that the measure of semantic progres-

siveness adds substantial new information to the array of covariates included in the baseline

models, and that semantically progressive documents receive significantly more citations.
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5.5 Validity

There are a few issues related to validity that merit further clarification. First, the absence

of gold labels to classify words as semantic changes — a common obstacle for research

in semantic change detection — makes predictive evaluation difficult. However, recent

research (e.g., Kaiser et al. 2020; Martinc et al. 2020) on a semeval task of semantic change

detection (Schlechtweg et al. 2020) shows that the model for semantic change detection

used in this study outperforms other competing models. Additionally, the robustness checks

shown in appendix B add further credence to the obtained semantic changes in this study.

Second, the semantic change detection model cannot differentiate between drifts in

word meaning to drifts in topics over time. For example, the model in this study detects

that the term race shifts around the sixties in legal opinions towards a meaning that refers

to human grouping and ancestry, despite the existence of this sense even a century ago.

The shift, therefore, is likely due to topical changes during that time. Future work can

try to tease these two apart but for the purpose of this study, which concerns with finding

progressive usages of any word, change in meaning and change in content fall under the

same purview.

Third, similar to semantic change detection, no ground truth is available to adjudicate

if a document is semantically progressive or otherwise. Once again, this takes precision-

recall style evaluation out of question. As an alternative, this study explores the relationship

between being innovative or progressive in a linguistically as a proxy of linguistic influence

and relates it to influence to a more objective and prevalent notion of influence in terms of

the number of citations. Future work could relate linguistic influence to even more forms

of influence. Alternative, future work could set up a cloze task with domain experts where

the current model can suggest progressive documents that humans can evaluate.

Finally, as has been mentioned earlier the positive relationship between semantic pro-

gressiveness and the number of citations should not be misconstrued as a causal link be-
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tween the two. Future work can attempt to further quantify the causal relationship between

these two variables.

5.6 Summary

This work shows how to identify the leading examples of semantic change, by leveraging

the models underlying diachronic word embeddings. This enables us to test the hypothesis

that semantically progressive documents—that is, documents that use words in ways that

reflect a change in progress—tend to receive more citations. This technique has poten-

tial applicability in the digital humanities, computational social science, and scientomet-

rics (the study of science itself; see Van Raan 1997).

The only metadata considered in learning diachronic word embeddings in this work

was the timestamps of the documents. In many situations, additional metadata may be

available, such as the identity of the producer of documents, the community the documents

belong to, the location the documents are from, etc. Models that can take take this addi-

tional metadata and specialize the diachronic word embeddings are advantageous because

they can better account for the variation with respect to this additional metadata. On the

other hand, contemporaneous work has demonstrated the use of contextualized embed-

dings, highly powerful word representations, in detecting semantic changes (Giulianelli et

al. 2020). The next two chapters of this thesis expand on both these ideas and show how

to incorporate them in answering the key question of this thesis i.e. of finding who is the

leader of language change.
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CHAPTER 6

SEMANTIC LEADERSHIP NETWORK INDUCTION FOR ABOLITIONIST

NEWSPAPERS

6.1 Motivation

The previous chapter motivated to go beyond modeling what is semantically changing to

who is leading or trailing semantic changes. One instantiation of this task, seen in chapter 5,

is finding documents in a timestamped collection as semantic leaders: in this formulation,

documents that use words with their changed meaning before others are deemed as leaders.

Many timestamped text collections, however, contain documents that are not produced

by a single source; for example, in a collection of newspaper articles (as is the case in

this chapter) the document sources are different newspapers.1 Importantly, the document

sources can be the underlying place of variation in the meaning of words at a given time;

for example, two newspapers can use the same word for some issue with different ideo-

logical spins at the same time. The heterogeneity in the document sources can also extend

to inferences about the lead-lag dynamics between the document sources; for example, a

newspaper may introduce a new ideological framing of an issue that is picked up by other

newspapers later.

Existing diachronic word embedding models are not fully equipped to account for the

additional metadata of document sources in the modeling step. Moreover, none of the exist-

ing methods can quantify the lead of one source over another on a specific semantic change,

or aggregate multiple changes together to get a summary view of the leader-follower struc-

ture between the document sources. This chapter fills this gap by proposing a computa-

1In the previous chapter also both the legal opinions and the scientific abstracts were produced by different
courts and publishing venues respectively. However, this label on the document was not used in the modeling
or the evaluation.
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tional model to learn source dependent diachronic word embeddings from a timestamped

text corpus. These embeddings are further used in a proposed metric of leadership between

any pair of sources for a specific change. Finally, a statistical method is proposed to aggre-

gate the lead-lag relationship between sources across many changes to induce a semantic

leadership network, whose centrality analysis can reveal the overall leaders, followers or

non-participants in the change.

The proposed methodology is applied to a collection of nineteenth century abolitionist

newspapers. This is an important choice from a substantive standpoint since these news-

papers played a crucial role in spreading information and shaping public opinion about the

abolition of slavery and related social justice issues. However, until relatively recently,

these newspapers — and the efforts of the white men who edited them — have dominated

historical accounts of the abolitionist movement (Ernest 2004).2 Though recent qualitative

scholarship has highlighted the leadership role of the black press (e.g., Foster 2005; Gard-

ner 2011; Fagan 2016; Spires 2019) and women (e.g., Sinha 2016; Jones 2009; Peterson

1995; Foreman 2009; Spires 2019) in the movement, quantitative evidence is still lacking.

By focusing on the micro-structure of the language in these archived newspapers, this

work hypothesizes that aspects of social and political leadership — more specifically, the

introduction of new concepts, the reframing of existing ones, and the advancement and cir-

culation of both — can be identified in the appearance of individual words and the statistics

that describe their lexical contexts. By connecting these words and contexts to the specific

newspapers in which they appear, a new layer of evidence is offered about the emergence

of certain social and political currents, the sources responsible for their transmission, and

the networks that helped sustain them.3 This novel computational approach offers a coun-

terweight, however imperfect, to the forces of power that operate along the lines of both

2This is accentuated further because evidence from the past is gathered from what is archived which is
lopsided in favor of white male editors (e.g., Trouillot 1995; Stoler 2009; Fuentes 2016)

3The code and some analysed data can be found at https://github.com/sandeepsoni/
semantic-leadership-network. The supporting data for the analysis can be found at https:
//doi.org/10.7910/DVN/EWYMFG
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FLW FRANK LESLIE’S WEEKLY

GLB GODEY’S LADY’S BOOK
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NASS NATIONAL ANTI-SLAVERY STANDARD

NEra THE NATIONAL ERA

PF THE PROVINCIAL FREEMAN

TCA THE COLORED AMERICAN

TCR THE CHRISTIAN RECORDER

Figure 6.1: Abolitionist newspaper network. A spring layout of the ten newspapers in
our collection, in which newspapers are positioned nearby in space to the extent that they
influence each other (Fruchterman et al. 1991); the strength of the pairwise influence is also
reflected in the darkness of the tie. Dark gray nodes represent members of the Black press;
nodes with darker outlines represent publications edited by and/or aimed at women. For
more details on the newspapers, see § 6.3.

race and gender, and that have overdetermined much of the historical scholarship on the

abolitionist press to this point.

Citation Sandeep Soni, Lauren Klein, and Jacob Eisenstein. “Abolitionist Networks:

Modeling language change in nineteenth-century activist newspapers”. In: Journal of Cul-

tural Analytics (2021)

6.2 Method: From timestamped text to aggregate influence networks

This section describes the method in more detail. A model to learn diachronic word em-

beddings from text is described in § 6.2.2. Further augmentation of the model to learn

diachronic word embeddings that are conditional on the newspapers and which can be

used to statistically measure the lead of one newspaper over other is described in § 6.2.3.

Finally, a scheme is proposed to aggregate the lead-lag relationships of newspapers and

quantify their influence in § 6.2.4 and § 6.2.5.

Mathematical notation. Define a document as a sequence of discrete tokens (words)

from a finite vocabulary V , so that document i is denoted wi = (wi,1, wi,2, . . . , wi,ni
),
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with ni indicating the length of document i. A corpus is a set of N documents, W =

{w1, w2, . . . , wN}. Each document is associated with a discrete time ti and source label si.

The time is created by binning the document timestamps into T bins; there are S sources,

corresponding to each of the newspapers in the collection. The specific newspapers and

time bins are described in § 6.3.

6.2.1 Word embeddings

The proposed approach builds on word embeddings, which represent each word in the vo-

cabulary as a vector of real numbers (Deerwester et al. 1990; Turney et al. 2010). The

embeddings are estimated by optimizing the classical skipgram objective, in which em-

beddings are parameters in a model of the probability of each word token conditioned on its

neighboring tokens (Mikolov et al. 2013a). While the method is well known, some details

are relevant to the innovative aspects of the proposed methodology, so they are reviewed

briefly. Omitting the document index i, the skipgram objective is based on the probability,

P (wj′ | wj) ∝ exp
(
vwj′
· uwj

)
, (6.1)

where vwj′
is the “output” embedding of wj′ , and uwj

is the “input” embedding of wj . Each

v and u is a vector, which is estimated by maximizing the product of these probabilities

across all nearby pairs of tokens (wj, wj′). The result is that words that appear in similar

contexts tend to have similar embedding vectors, which is the essence of the theory of

distributional semantics (Harris 1954; Firth 1957; Lenci 2008). The input embeddings u

are retained for further use, as in most of the prior applications of the skipgram embedding

model to digital humanities research (e.g., Heuser 2017; Gavin 2018).
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6.2.2 Identifying semantic changes

The skipgram embedding model is not equipped to use metadata such as times associated

with the tokens. However, Bamman et al. (2014) proposed an extension to specialize the

embeddings accounting for any discrete labels attached to each token. The core idea of

their approach is to decompose the input embedding of a word as a sum of two embeddings

— a base embedding and a residual embedding. Though originally developed to learn

distinct embeddings of words based on geography, here it is applied to learn diachronic

embeddings (see also recent work by Gillani et al. 2019). To do this, time is discretized

into T bins, with ti ∈ 1 . . . T indicating the time bin for document i. Then if w appears at

position j in document i, the following input embedding is substituted in Equation 6.1.

u(ti)
wi,j

= bwi,j
+ r(ti)

wi,j
, (6.2)

where bwi,j
is the base embedding of the word wi,j and r

(ti)
wi,j is the residual for time ti.

The base embedding represents the elements of meaning that do not change over time; the

residual embeddings are specialized for the contexts encountered at each temporal epoch,

making it possible to model semantic change. To ensure that the base embedding is used

to account for the time-invariant components of meaning, the residual embeddings are reg-

ularized by adding an l2 penalty to the skipgram objective, corresponding to the sum of

squared values,
∑V

w

∑T
t (r

(t)
w )2. This encourages the estimator to choose values of r that

are close to zero unless a strong temporal signal is observed.

To detect semantic changes, the focus is on finding terms whose embeddings change

substantially over time. Among many possible ways to quantify change in embeddings (e.g.

Hamilton et al. 2016a; Asgari et al. 2020; Gonen et al. 2020), the method from Hamilton

et al. (2016) is applied, in which the words are ranked for semantic change by comput-

ing the difference in the similarity of their neighbors over time in the embedding space.

The method is extended to account for multiple time bins by computing the differences
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Figure 6.2: Semantic change in cabinet. The embeddings of cabinet and its near neighbors
are projected to two dimensions using singular value decomposition. The embeddings of
the target word indicate meaning shift from the architectural uses to political uses. This is
reflected in the position of the embedding but even more so in the change in near neighbors.

between neighbors for all pairs of times in T for every word and picking the interval that

has the maximum difference as the measure of semantic change in the word. Words are

then ranked based on this measure, yielding an ordered list of changes as tuples of words

and timestamps.

Figure 6.2 provides an example: the term cabinet enters the corpus being used in the

(now) archaic sense to describe a small storage room, as in a cabinet of curiosities; but in

the final years of the corpus, fully shifts to reflect its usage in the political sense, as in the

context of a president’s Cabinet (other changes pertinent to abolition are described below in

the section § 6.4.1). As a measure of face validity of the proposed approach, many changes

were found to refer to entities and concepts from the Civil War, such as ferry (later referring

to Harper’s Ferry), confederates (acquiring a specialized meaning after the formation of

the Confederacy), and battery (from an assault to an array of guns). Changes referring to

specific named entities were filtered at a later stage.

The proposed approach of modeling semantic changes has three main advantages. First,

as a joint model of words and time, it does not require the computationally expensive post-

alignment of the word embeddings that is common in standard approaches (e.g. Kulkarni

et al. 2015; Hamilton et al. 2016b). Second, temporal embeddings can be learned even for
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words that emerge or disappear before the start or end of the time period respectively —

these are just the base embeddings. Finally, the model is easily extended to incorporate

other metadata about the text if available, as described in the next section.

6.2.3 Finding semantic leaders

Language changes are not adopted by everyone at the same time: for any change there

are leaders, followers, and individuals who resist the change altogether. Moreover, being a

leader for one semantic change does not imply semantic leadership for all changes (Raumolin-

Brunberg 2006). It is of interest, therefore, to identify who led and followed in each se-

mantic change. To do this, the diachronic embedding model is augmented to include an

additional term for the source of each token — that is, the newspaper in which the token

appears. The underlying input embedding representation can then be written,

u(ti,si)
wi,j

= bwi,j
+ r(ti)

wi,j
+ r(ti,si)

wi,j
, (6.3)

where r(ti,si)
wi,j is the source-specific temporal deviation added to the temporal and atemporal

components of the input embedding. As before, l2 regularization is applied to the residual

terms, which ensures that r(t,s)
w = 0 for words that are not used by source s at time t.

The fully conditioned embeddings are then used to assign a leadership score between

a pair of sources for a given change (w, t1, t2), where t1 < t2 are the timestamps of a

change in the meaning of word w. For each pair of sources, s1 and s2, two quantities are

calculated: first, the similarity in meaning of the word for s1 with s2 at the two different

times and, second, the similarity in meaning of the word for s2 at the two different times.

A measure of the lead of source s1 over s2 is the ratio of vector inner products,

LEAD(s1 → s2, w, t1, t2) =
u

(t1,s1)
w · u(t2,s2)

w

u
(t1,s2)
w · u(t2,s2)

w

(6.4)

A higher score indicates more leadership, with a score of 1 corresponding to a baseline case
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of no leadership. For more intuition, consider a few cases:

• If s1 is indeed leading s2 on w, then s1’s use of the word with the new meaning

should precede that of s2. Equation 6.4 checks this precisely by comparing cross-

source similarity (the numerator) with self-similarity (the denominator) in meaning

across the two times. If the numerator is larger than the denominator, then s1 is likely

to have used the word with the new meaning before s2 adopted it. Conversely, if the

denominator is larger, then s2 has not followed s1 in its use of this word.

• If w does not change in meaning, then no newspaper should be deemed a leader.This

is reflected in our measure because the numerator is unlikely to significantly exceed

the denominator in this case.

• If a source si does not publish at time ti, then r
(ti,si)
w = 0. This means that u(ti,si)

w will

be identical to the global average at time ti, and therefore si can be neither a strong

leader or follower.

• Suppose w changes in meaning between time t1 and t2, but both s1 and s2 reach the

new meaning in synchrony, as may happen if the change in meaning is caused by a

sudden external event. In this case, s1 and s2 would both use an older sense of the

word at t1 and then switch to the newer sense at t2. The numerator and denominator

in Equation 6.4 will be approximately equal, resulting in a leadership measure close

to 1.

The changes that took place over adjacent time periods are most likely to be indicative

of inter-newspaper transmission. As a result, for each word in each successive temporal

interval over the entire timespan, the lead of each newspaper over every other newspa-

per is calculated. Two newspapers (one leader, one follower) that produce the maximum

lead score are identified. The pair is retained if it passes the threshold obtained from the

randomization procedure described next.
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6.2.4 Controlling for random noise and dataset artifacts

In any finite dataset, there will be spurious correlations, which may appear to be meaningful

due only to random noise. In the dataset considered for this work, there is added risk due to

two sources of heterogeneity of the data. As shown in Figure 6.3, some newspapers publish

towards the beginning of the dataset (from 1831) and others towards the end (1861-1865);

furthermore, the corpus overall contains more text published in the years leading up to the

civil war. Second, the number and length of the articles published by each newspaper are

widely divergent. While this heterogeneity reflects the reality of the historical trajectory of

newspaper publishing at the time (e.g. Leonard 1995; Gross et al. 2010), it is potentially

problematic: a statistical analysis of temporal trends might inherently focus on the newspa-

pers that publish early and often as leaders, simply due to temporal precedence; similarly,

newspapers that publish in greater volume may play an outsize role in determining the tem-

poral word embeddings u
(ti)
wj , so that the assessment of semantic leadership will be most

sensitive to changes in the words that these newspapers emphasize.

While these issues can be partially mitigated by limiting the number of tokens per news-

paper at each time step, additional controls are necessary due to the temporal heterogeneity

of the data. Randomization is used to control for both structural heterogeneity and ran-

dom noise. This is done by creating a set of K = 100 randomized datasets, in which

word tokens are randomly swapped between newspapers. This preserves the structure of

the dataset — each newspaper has the same number of tokens within each time period —

but it breaks the link between individual newspapers and contextual word statistics. Any

leadership relationships that are detected in such a randomized dataset must be attributed

to either structural bias or random noise, because the word tokens have been assigned to

individual newspapers at random.

To see how these randomized datasets help to control for noise and heterogeneity, re-

call that a leadership event is a tuple (s1 → s2, w, t1, t2), where s1 and s2 are newspaper

sources, w is a word, and t1 and t2 are timestamps. For each such event, the leadership
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statistic from Equation 6.4 is computed in each randomized dataset, yielding a set of values

{LEAD(k)(s1 → s2, w, t1, t2)} for k ∈ 1 . . . K. These values are then compared with the

score that was observed in the original, nonrandomized dataset. The final set of influence

events is the set of tuples such that,

LEAD(s1 → s2, w, t1, t2) > Φ.95

(
{LEAD(k)(s1 → s2, w, t1, t2)}Kk=1

)
, (6.5)

where the function Φ.95(S) selects the 95th percentile value of the set S; as a special case,

Φ.5(S) is the median of S. This procedure is based on principles from statistical signifi-

cance testing (DeGroot et al. 2011), and allows to approximately bound the probability of

each leadership score arising by chance.4

6.2.5 Aggregated semantic influence network

To generalize from individual leadership events, the events are aggregated into a semantic

leadership network among the newspapers. Specifically, we an edge-weighted network,

G = (S,E), is constructed where, as before, S is the set of newspapers that form the nodes

in the network, and every e ∈ E is a weighted edge, denoted e = (s1 → s2, c12), with c12

indicating the number of words for which s2 leads s1.

The structure of this aggregate influence network is interrogated further using two

graph-theoretic measures. The first is pagerank, which computes the overall centrality

of each node in the network (Page et al. 1999); however, as shown later, this single mea-

sure fails to distinguish three cases of interest: newspapers that usually lead, newspapers

that usually follow, and newspapers that generally do not engage with the rest of the net-

work. For this reason, a more fine-grained analysis is performed using the HITS metrics of

hubs and authorities (Kleinberg 1999). While details of these algorithms can be found in

network analysis textbooks (e.g., Newman 2018), brief descriptions are provided here for

4Similar procedures which involve permutation have been used in network regression. For example,
see Simpson (2001)
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completeness.

Pagerank. The principle behind pagerank is that the importance of a node is a function of

the importance of the nodes that link to it (its “backlinks”). In the context of this work, each

edge s1 → s2 is weighted by the number of innovations in which s2 led s1, and then this

weight is normalized by the sum of weights on edges from s1. This means that a newspaper

has high pagerank if it leads other high pagerank newspapers, and particularly if it is the

sole (or main) leader of those newspapers. Mathematically, the pagerank of node i is given

by:

PAGERANKi = α
∑
j

Aij∑
k Akj

PAGERANKj + β, (6.6)

where Aij is the weight on the edge from j to i (number of words for which i leads j),

PAGERANKj is the pagerank of node j, and α and β are additional free parameters.5 This

formulation is recursive: the pagerank of each node is computed in terms of the pageranks

of the other nodes. The overall pagerank problem can be formulated as a system of lin-

ear equations (one for each node), and these equations can be solved simultaneously by

factorization of the matrix A. Pagerank has been used in prior work in the digital human-

ities (Jockers 2012), and is closely related to eigenvector centrality, which is used more

widely in the social sciences (Jackson 2010).

HITS. A limitation of pagerank is that it assigns only a single importance score to any

newspaper, which fails to differentiate followers from newspapers that simply do not partic-

ipate in ongoing semantic changes. A more fine-grained analysis technique, HITS, which

stands for hyperlink-induced topic search, is another linear algebra-based network central-

ity algorithm, which decomposes central nodes into two complementary groups, author-

ities and hubs. Authorities are those nodes that are pointed to by high-scoring hubs, and

conversely, hubs are nodes that point to high-scoring authorities. In the context of this

5We set α = 0.85 and β = 0.15/|S|, as is typical of many applications of pagerank (see Berkhin 2005,
for a discussion).
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work, high scores as an authority and hub indicate the importance of a newspaper as a

leader and follower respectively.

Mathematically, the authority and the hub score for a node i can be given by the paired

equations,

AUTHORITYi = α
∑
j

Aij HUBj, (6.7)

HUBi = β
∑
j

Aji AUTHORITYj, (6.8)

where Aij is the weight on the edge from j to i (number of words for which i leads j),

AUTHORITYi is the authority score of node i, HUBi is the hub score of node i.6 Similar to

pagerank, HITS also originated with the application of ranking webpages in a hyperlinked

environment, but it has been increasingly used in information sciences (e.g. Jiang et al.

2012) and digital humanities (e.g. Sudhahar et al. 2015).

6.3 Data

This work analyzes a subset of nineteenth century newspapers digitized and hand-keyed

by Accessible Archives.7 Each newspaper in the archive consists of multiple issues, and

each issue contains multiple articles. Each article is encoded as a unique html page. The

text is extracted from each page using beautifulsoup4 package in python, following

a process similar to Klein et al. (2015) . The data is further processed using the methods

described below.
6Unlike pagerank, α and β are not needed to be preset and are related to the leading eigen value of ATA

and AAT (Newman 2018).
7https://www.accessible-archives.com/
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Figure 6.3: Data distribution. The distribution of data in Accessible archives, after further
processing to remove duplication and fixing digital errors, that is used for analysis in the
rest of the paper.

6.3.1 Contents and Metadata

For the purposes of this study, the corpus is limited to the period between March 1827,

the date of the earliest newspaper in the collection, and December 1865, which marks the

ratification of the Emancipation Proclamation. Most newspapers in this collection pub-

lished weekly, though some titles are monthly publications. The temporal distribution of

the newspapers in the collection is given in Figure 6.3, and a detailed description of the

newspapers is found in Table 6.1. The collection is temporally skewed: the later years

have more newspapers and more articles. This reflects a general trend in the rise in aboli-

tionist newspapers published in the United States (Leonard 1995), as well as the influence

of scholarship on the subject, which has focused on specific titles published in the final

decades of this study, leading to their being digitized more quickly and more completely

than other less-known works (Fagan 2016).

The focus of this study is on the abolitionist movement of the nineteenth-century United
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Table 6.1: Detailed description of all newspaper titles. Freedom’s Journal is included
in identifying semantic changes but excluded from the subsequent analysis because its
publication stopped very early in the timeframe that considered in this study.

Title First Issue Description

Freedoms Journal 1827 An abolitionist newspaper established by two Black clergymen,
Samuel E. Cornish and John Brown Russworm. The earliest newspaper
edited by and for Black Americans presently known.

The Liberator 1831 An abolitionist newspaper established by William Lloyd Garrison, the
famed white abolitionist. It was known for its fiery rhetoric and is
considered among the most influential papers of its day.

The Colored Ameri-
can

1837 An abolitionist newspaper established by Phillip A. Bell as The Weekly
Advocate. Samuel Cornish, of Freedom’s Journal, became its editor
several months later, and initiated the name change. The Colored Amer-
ican was intended to serve as a national publication edited by and for
Black Americans.

National Anti-
Slavery Standard

1840 The official newspaper of the majority-white American Anti-Slavery
Society. The author and abolitionist Lydia Maria Child was its first
editor. It was intended to serve as a more moderate counterpart to The
Liberator, and appeal to a white reading public.

The Douglass Papers 1847 A set of abolitionist newspapers edited Frederick Douglass, the author
and orator who liberated himself from slavery. The North Star was
launched in 1847, with Martin Delaney as co-editor. Douglass renamed
it Frederick Douglass’s Paper upon Delaney’s departure in 1851. After
a several year pause, Douglass launched Douglass’s Monthly in 1859.

The National Era 1847 A more general newspaper, founded by Dr. Gamaliel Bailey, Jr. and
aimed at a white audience. It supported the cause of abolition, and is
most famous for being the first to publish Uncle Tom’s Cabin.

The Christian
Recorder

1854 A newspaper established by the African Methodist Episcopal (AME)
Church. Once overlooked for its contributions to abolition, it is now
understood as central to the movement for Black liberation in the nine-
teenth century.

Provincial Freeman 1854 An abolitionist newspaper established by Mary Ann Shadd, a Black
abolitionist, educator, and later lawyer, who emigrated from the US to
Canada. The Freeman is believed to be the first newspaper edited by a
Black woman in all of North America.

The Lily 1849 The first known women’s suffrage newspaper founded by Amelia
Bloomer, who was white. Its initial emphasis was on the temperance
movement, but it became more invested in women’s rights over time.

Godeys Ladys Book 1830 A monthly women’s magazine edited by a white woman, Sarah Josepha
Hale, for the majority of its run. It was rarely overtly political. It is
included in the corpus as a point of comparison with The Lily.

Frank Leslies Weekly 1855 A weekly magazine aimed at a white reading public. It offered a wide
range of content, and is best known for its literary selections and cov-
erage of current events. It is included in this corpus as a point of com-
parison to both the abolitionist and suffragist papers of the same era.
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States. This is reflected in the titles included in the corpus, the majority of which explicitly

identify as abolitionist newspapers. The corpus is notable for its relatively equal number

of black-edited and white-edited abolitionist titles; this was among the reasons Accessible

Archives was selected as the data source. Accessible Archives also provides information

about the race and gender of the editors of each newspaper, as well as about the paper’s in-

tended audience; the identity of each editor and each newspaper’s audience was confirmed

with a second scholarly source, and this information was converted to use as additional

metadata in the project. During this period, most newspapers were associated with a small

group of editors (on the order of one to three people), which remained relatively constant

over the newspaper’s run, and who exerted a high degree of control over the newspaper’s

contents (Casey 2017).

The abolitionist titles were supplemented with additional newspapers linked to the

women’s suffrage movement, so as to enable a comparison between the two movements,

which were often linked. A more general newspaper of that same era, as well as two

monthly magazines are also included. The rationale for including these titles is to provide

a baseline for any claims about abolition (or women’s rights) that are made. While this

dataset is far from exhaustive, it represents a meaningful “scholarly edition of a literary

system,” as Katherine Bode might describe it, one which captures some of the key titles in

the scholarship on the subject along with known interlocutors and additional likely influ-

ences (Bode 2018). For more on the history of these newspapers, see Gross et al. (2010)

.

6.3.2 Data Processing

Digital error correction. While Accessible Archives’ hand-keyed texts are far less error-

prone than those digitized using optical character recognition(OCR) (Smith 2007), several

types of errors were discovered in the course of our analysis. One common source of error
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in this collection is whitespace.8 Such errors, also known as word segmentation errors or

spacing errors, arise during both OCR and the post-digitization handling of the data (Kissos

et al. 2016) — the latter being the source of the error in the Accessible Archives corpus —

and result in the elimination of whitespace between words. This leads to out-of-vocabulary

items like senatoradmits and endowedwith. The approach to correcting these errors is

described in prior work (Soni et al. 2019a).

Deduplication. The collection also contains a number of articles that were reprinted ver-

batim from other newspapers (e.g. mission statements, notices, speeches) as well as many

that were reprinted with minor modifications (e.g. advertisement campaigns, commodity

price reports). While these reprinted articles are an artifact of the time (see Cordell et al.

Forthcoming), their presence in the corpus is problematic for modeling, potentially result-

ing in false positive semantic changes. As a conservative heuristic, all articles that share

a contiguous sequence of eight or more words with another article are removed. Though

this heuristic can also remove a number of non-duplicate articles, it is still applied because

it does not affect the distribution of the documents temporally or across newspapers, and

keeps roughly 90,000 articles in the corpus.

Data and experimental setup. For all the analysis, the corpus is divided into ten equal

time intervals.9 Newspapers that do not contain at least 500 articles throughout their

tenure in the period of interest are ignored. To maximize the number of newspapers that

meet this condition, several smaller newspapers that share an editor are grouped together.

Namely, the THE NORTH STAR, FREDERICK DOUGLASS’S PAPER, and the DOUGLASS

MONTHLY are consolidated into a single source labeled as DOUGLASS PAPERS, because

8Other digital errors (e.g. first or last letter of a word getting stripped) also occur in the corpus but are not
systematic.

9With 5 and 20 time intervals, the discovered semantic changes were very similar, with approximately
90% of all changes preserved across all three settings. However, increasing the number of intervals made the
residuals more difficult to compute, while decreasing the number of intervals made it difficult to isolate the
precise time of changes. Consequently, the number of intervals is set to ten as a tradeoff.
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each was edited by the black abolitionist and orator Frederick Douglass; THE WEEKLY

ADVOCATE is grouped with THE COLORED AMERICAN, since the former changed its

name to the latter several months into its publication run.

Vocabulary and hyperparameters. All the text is lowercased before processing. The

vocabulary is limited to the 50, 000 most frequent words in the corpus. The embedding

size for all the models is set to 100 dimensions. The window size to determine the context

words is set to 5 in both directions. The `2 regularization penalty is set to 1e−4.

6.4 Results

The proposed method offers insights about the evolution of conceptual terms related to

abolition, as well as about the specific newspapers that contributed to the spread of the

terms’ changed meanings. By considering these terms in relation to others identified by

the model as associated with particular newspapers, an argument can be made about the

nature of semantic leadership and its relation to social and political influence within the

newspaper corpus. This section also discusses the significance of the overall influence

network generated by our model, which confirms aspects of our previous understanding of

the movement’s intellectual leaders and followers, while illuminating additional pathways

of influence among some of the understudied newspapers in our corpus. Taken together,

these results help to establish the validity of the proposed method. The findings that result

from each phase of the methodological pipeline are presented next, building towards the

conclusion about women’s leadership and the role of the black press.

6.4.1 Semantic changes

The first step in the proposed method identifies terms that undergo semantic change. Il-

lustrative examples are documented in Table 6.2. The word equality, in its earliest usage

in the corpus (1827-1831), seems to express the idea of equality in a Lockean sense. It is

83



Table 6.2: Examples of semantic changes. The terms are detected to have changed most
in meaning from the earlier timespan to the later.

Word From Until Earlier examples Later examples

cabinet 1831-1835 1861-1865 a cabinet of antiquities president and his cabinet
the secret cabinet on the right members of the cabinet

equality 1827-1831 1853-1857 liberty and equality to all the equality of the races
blessed with liberty and equality an equality with the whites

freedom 1827-1831 1857-1861 the spirit of freedom is marching opposition of slavery to freedom
continues

establish their freedom from be-
ing sold

colored man for freedom and
self-government

rights 1841-1845 1861-1865 inalienable rights of man advocate the rights of the black
man
the rights of women

justice 1831-1835 1861-1865 legislature or the court of justice one simple act of justice to the
slave

james madison and chief justice
marshall

emancipation as an act of justice
and humanity

immediate 1827-1831 1849-1853 the immediate legislation of
congress

hostile to immediate emancipa-
tion

the immediate extinction of slav-
ery

safety of immediate uncondi-
tional emancipation

fight 1827-1831 1849-1853 you are paid to fight profess to fight for liberty
a fight took place determination to fight till the

last

service 1831-1835 1861-1865 first military service was in cor-
sica

gallant service at fort wagner

their service in the army service was held in the church

aid 1831-1835 1861-1865 offers of aid from colonization-
ists

state fugitive aid society

gave them aid and tyrants fled liberal offers to aid the cause of
freedom

growing 1835-1839 1861-1865 growing up in shame and
poverty

republic is growing darker ev-
eryday

extreme want growing out of the
toil

stole the growing light of dawn

writing 1827-1831 1853-1857 coloured adults in reading, writ-
ing, arithmetic

the writing is blotted in many
places

reading or writing the letters
seem

full of writing in a round-text
hand

hoped 1841-1845 1845-1849 it is hoped that every newspaper promised and hoped for but
homeless future

it was hoped however that the
friends of temperance

he now hoped to have peace

courage 1827-1831 1849-1853 possessed of both sense and
courage

renewed courage instead of the
hopeless feeling of banishment

wit and courage amongst all personal courage and devotion
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nearest in meaning to other key terms in the Enlightenment discourse of natural rights, such

as liberty, rights, wisdom, and mankind — the same terms that were commonplace at the

time of the nation’s founding, and into the early years of the republic. Over time, however,

the usage of the term becomes more connected to questions of the practice of democracy.

Although it retains some of its original associations, by 1857 equality also becomes closely

associated with the idea of self-government issues of suffrage, and the specific guaran-

tees of the ideals expressed in nation’s founding documents. While this shift from abstract

to concrete is often attributed to the authors of the nation’s founding documents, as they

attempted to translate political philosophy into a governing structure, it is interesting to

observe that in the abolitionist press (and related publications), the shift happens several

decades later. While the changing meaning of equality does not offer a definitive answer to

the underlying reasons behind the change, it helps point to how the changing meanings of

individual words, as seen in the corpus, can index larger ideological changes and debates.

The term freedom follows a similar, if more chronologically consistent shift from ab-

stract to concrete. It enters the corpus with general associations to the nation’s foundational

ideals. Its near neighbors include words like humanity, people, and country. By the time

of beginning of the Civil War, however, the associations of the term have become more

specific, including references to both liberty and slavery, as well as terms that reference ar-

guments about the rights and guarantees of the nation that should ensure freedom, as well

as the institutions that should enforce it. The term rights also moves from a more abstract to

a more concrete meaning, tracking both freedom and equality — terms which appear in its

list of near neighbors, along with terms like humanity, which reinforce a sense of the term

that is broadly applied. Over the second half of the corpus, however, the term narrows in its

application to questions of citizenship and suffrage. As with the term equality, knowledge

of which newspaper was most responsible for this narrowed sense of the term might tell

something about who was responsible for shifting the conversation about rights and their

application.
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A final term, justice, is worth exploring in this context. Like freedom and rights, this

term also follows a trajectory that is consistent with historical scholarship on the subject,

albeit one that moves in the reverse direction from concrete to abstract. It enters the cor-

pus with narrow associations to the legal system, as evidenced by near neighbors including

judges, trial, offense, and crime. But by the final years of the corpus, the term has signif-

icantly expanded, commanding a more ideological frame. Its associations at the onset of

the Civil War include the terms liberty, equality, rights, and oppression, which tracks argu-

ments about how justice transformed into a much more powerful concept over the course

of the nineteenth century as a result of the criminal justice movement. With respect to the

current corpus, this transformation is reinforced by the appearance of the terms universal,

humanity, citizenship, and nation, which suggest the success of those who advocated for

criminal justice in expanding not only legal protections, but also ideas about what justice

properly entailed.

Taken together, these terms demonstrate how changes in near neighbors, coupled with

information about which newspapers were most responsible for those changes, can point to

a new understanding of (or, alternately, enhance existing knowledge about) the abolitionist

movement and its conceptual undercurrents.

6.4.2 Semantic leadership

Of the changes discussed in the § 6.4.1, two — justice and rights — are attributable to spe-

cific newspapers. In terms of justice, interestingly, the newspaper most closely associated

with the more ideological conception of the word was not an abolitionist newspaper at all,

but rather, the women’s suffrage newspaper, THE LILY. More interesting still, it is THE

LIBERATOR — the long-running abolitionist newspaper with a reputation for its impas-

sioned arguments against slavery — which is identified as the most significant follower in

this new usage. Could it be that THE LIBERATOR, edited by a white abolitionist, William

Lloyd Garrison, was not as ideologically innovative as the historical narrative would lead
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us to believe? This line of inquiry is continued below.

As for rights, the method identifies the two more general newspapers, both intended

for a white readership, as the leader-follower pair. In the period between 1853 and 1861,

THE NATIONAL ERA is the most responsible for narrowing the scope of the conversa-

tion about rights from abstract and ideological to legal and concrete; and it is FRANK

LESLIE’S WEEKLY, a weekly magazine which also published a wide range of content,

which most closely followed this trend. That the conversation about rights is bounded by

white, general-audience newspapers suggests that this concept, with its anchor in political

philosophy, may hold less relevance to the abolitionist press, or to women’s suffrage news-

papers, than concepts involving ideas about morality, humanity, or other more expansive

understandings about the implications of the persistence of slavery.

Beyond the analysis of individual words and the newspapers that lead in their chang-

ing meanings, it is also possible to examine any two newspapers as leader-follower pairs.

Comparing two newspapers that published at the same time as each other, and were known

to be in conversation — for example, THE COLORED AMERICAN, a newspaper edited by

a black editorial staff which circulated among a predominantly black audience, and THE

LIBERATOR, mentioned above, edited by William Lloyd Garrison, who was white, and

which circulated among a mixed, if predominantly white audience — it is found that THE

COLORED AMERICAN leads on the terms immediate and fight. While not explicitly politi-

cal terms, they do suggest a tone of urgency that might surround an argument for liberation,

one which helps to further dismantle the narrative of THE LIBERATOR as the most radi-

cal of the abolitionist papers, and in the process, provides additional evidence to support

a claim that THE COLORED AMERICAN, led by black abolitionists, deserves more of the

credit for accelerating the fight against slavery.

When considering how newspaper pairs and the words that connect them can open

up new research questions, we might consider the leader-follower relationship between

THE CHRISTIAN RECORDER, the official newspaper of the African Methodist Episcopal
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(AME) Church, and GODEY’S LADY’S BOOK, a magazine aimed at white women. THE

CHRISTIAN RECORDER is among the several publications of the AME Church, including

THE CHRISTIAN RECORDER that have been posited as key sources in the emergence of

a Black print culture (Foster 2005; Fagan 2016), and yet THE CHRISTIAN RECORDER

stands far to the side in the induced influence network, neither leading nor following many

other newspapers. This suggests that the conversations taking place in that paper were

disconnected from the others — in terms of language and therefore abolitionist thought.

A prior thematic analysis confirms that the articles did indeed consist mostly of religious

content (Klein 2020). Yet the proposed model detects that the paper does lead the rest

of the network on the terms service and aid. These terms clearly relate to core tenets of

Christianity, but is interesting to note that the main follower is not another abolitionist

paper but instead a white women’s magazine. This suggests an unexpected new line of

inquiry: how Christian benevolence, often framed as the contribution of white women’s

involvement in the abolitionist movement, was instead rooted in the black church.

Thus far, only individual newspaper pairs and the specific words which connect them

are considered. But these words can also be analyzed in aggregate. The proposed method

in this study identifies 435 semantic leadership events, containing a mixture of political

terms and activist language, as well as other words that are not easily connected to any

particular political or ideological stance. In fact, words like growing and writing, hoped

and courage — words which suggest generalized movement, motion, action, and emotion

— emerged with some of the highest leadership scores. This finding suggests that the

influence detected by our model might be better understood at the level of what might be

described as discourse, rather than at the level of individual words.

Looking at the aggregated counts of leader-follower pairs confirms this hypothesis: the

relationship between THE LIBERATOR and THE NATIONAL ANTI-SLAVERY STANDARD

rises to the top of the list, with 32 words (of the 435) on which THE LIBERATOR leads

and THE NATIONAL ANTI-SLAVERY STANDARD follows. This is a valuable if unsurpris-
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Figure 6.4: The leader-follower newspaper pairs. The leading newspapers are shown on
the left and the trailing newspapers on the right. Each newspaper is shown as a rectangular
patch with height proportional to the number of words for which it is considered a leader
(or follower). The thickness of each stripe connecting two newspapers is proportional to
the number of words between the newspapers that the stripe connects.
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Figure 6.5: Focused lead-lag relationships Highlighting the dyads of newspapers that had
black editors (left) and women editors (right). The top row shows the dyads in which these
newspapers lead, while the bottom row shows the dyads in which they trail. For more
details on the editorial coding of newspapers, see § 6.3.1.
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ing result, since of all of the newspapers in the corpus, historical circumstance suggests

these two titles should be in close dialogue with each other, as they were both published

by the American Anti-Slavery Society. The relationship with the second highest count,

between GODEY’S LADY’S BOOK and the STANDARD, is more surprising: the STAN-

DARD was launched in no small part to bring women around to the abolitionist cause, and

a woman — the white abolitionist and author Lydia Maria Child — edited the paper in

its early years. The topical analysis performed by Klein (2020) revealed that the STAN-

DARD did indeed contain more thematic content related to women, but the identification of

the STANDARD as a follower of GODEY’S LADY’S BOOK provides new evidence about

the centrality of women’s issues to STANDARD. Intriguingly, the STANDARD also follows

THE PROVINCIAL FREEMAN, an abolitionist newspaper edited by a black woman, in out-

sized degree to the FREEMAN’s far smaller circulation. Edited by Mary Ann Shadd (later

Carey), the FREEMAN was known, like THE LIBERATOR, for its uncompromising editorial

tone (Rhodes 1998; Casey 2019). As a result, it struggled to find a wide readership (Rhodes

1998). It was also published out of western Canada, which further limited its reach. And

yet there is evidence of its influence reaching quite far indeed, through the pages of the

widely-circulated NATIONAL ANTI-SLAVERY STANDARD, which adopted aspects of its

discourse. Notably, the FREEMAN also holds sway over the newspapers edited by Fred-

erick Douglass, which have dominated accounts of the black press. Taken together, these

aggregated leader-follower pairs point to how a quantitative analysis conducted at the level

of changes in individual words, and subsequently subjected to an analysis in terms of lead-

ership, can help shift the narrative about the abolition and those responsible for shaping its

discourse.

6.4.3 Semantic Leadership Network

It is also possible to aggregate the leader-follower pairs and their changes all together in

order to form a directed, weighted network. Figure 6.4 displays the leader-follower rela-
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tionships among all of the newspapers considered in this study. In this diagram, all of the

newspapers in the corpus are listed in order on both sides. A chord that emerges from a

newspaper’s name on the left indicates that it leads on a single word, while one that con-

nects on the right indicates that the newspaper follows on that term. Thus, the vertical

length next to any particular title indicates the number of words that the newspaper leads

on or follows, respectively. Examining the titles associated with the highest number of

leading and following words confirms two known findings: first, that THE LIBERATOR

holds broad influence over many of the other newspapers, as intimated above; and second,

that the NATIONAL ANTI-SLAVERY STANDARD tends to follow much more than it leads.

This reflects the rationale for launching the paper, which was to provide a more moderate

publication than THE LIBERATOR so as to appeal to a broader coalition of potential sup-

porters. Recall that both newspapers were published by the AMERICAN ANTI-SLAVERY

SOCIETY.

Just below those top-level leaders and followers, the most prominent leaders are THE

LILY and GODEY’S LADY’S BOOK. Both newspapers (mostly) edited by and written

for white women; neither is an abolitionist newspaper, so it is surprising that they are

found to lead in a corpus are centered on abolition. While more research is required in

order to understand the source of this influence, we can learn a bit more by examining the

relationships among them, as pictured in Figure 6.5. Two things are seen: first, that the

influence of these publications can be detected in every single newspaper in the corpus;

and second, that THE NATIONAL ANTI-SLAVERY STANDARD and Frederick Douglass’s

various papers claim the majority of their influences from these women’s publications.

When considering the sub-network of newspapers associated with the black press (Fig-

ure 6.5), the influence of these papers is again observed to be distributed across the corpus.

Two newspapers dominate this sub-network: Frederick Douglass’s newspapers and THE

PROVINCIAL FREEMAN. But it is worth noting the titles that are far less embedded in

the network: THE COLORED AMERICAN and THE CHRISTIAN RECORDER, which rarely
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lead or follow. This does not imply that they were not influential in their own right, but

it does imply that their discourse was not connected to the discourse of this larger, white-

dominated print network. It is quite possible — as has been suggested in the qualitative

scholarship on the subject — that the conversations documented in these papers stood apart

from the dominant, white-led abolitionist discourse. Future research might examine these

newspapers for additional evidence of what the conversation about abolition looked like in

a predominately black print sphere.

6.4.4 Network centrality

Finally, to better understand the holistic roles of each newspaper in the network, more

sophisticated network analytic methods of pagerank and HITS, are performed. Pagerank is

based on the number of terms on which each newspaper leads, but which especially rewards

newspaper who lead other leaders. High pagerank newspapers can therefore be viewed as

centralized consolidators of influence. Many of the titles previously discussed exhibit high

pagerank scores (shown by node size in Figure 6.6), including THE NATIONAL ANTI-

SLAVERY STANDARD and THE LIBERATOR. Again, GODEY’S LADY’S BOOK and THE

LILY, as well as THE NATIONAL ERA, are seen suggesting that these papers each played a

central role in consolidating the abolitionist discourse.

The HITS metrics (Hub and Authority scores, shown by position in Figure 6.6) help

to clarify this relationship by differentiate several distinct groups, as well as some outliers.

Once again, NATIONAL ANTI-SLAVERY STANDARD stands out with the largest Hub score

by far, indicating its position as a fast follower (but not originator) of semantic change.

Conversely, THE LIBERATOR stands out with the largest Authority score, indicating its

position as a leader. A cluster of newspapers — GODEY’S LADY’S BOOK, the DOUGLASS

PAPERS, as well as the THE LIBERATOR — scored high on both metrics, indicating their

active participation as both leaders and followers of semantic change.

Returning to the initial focus on leadership, there are two titles with high Authority
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Figure 6.6: Aggregate network statistics. For each newspaper, the hub score roughly
corresponds to how often it followed ongoing semantic changes, and the authority score
to how often it led; node size corresponds to Pagerank. Node abbreviations are given in
Figure 6.1. As in Figure 6.1, newspapers with black editors are shown in dark gray, and
newspapers that were predominantly edited by and/or aimed at women have darker outlines.

scores but low Hub scores, indicating that they lead but rarely follow. These are the two

titles, THE LILY and THE PROVINCIAL FREEMAN, both of which were edited by women.

That THE LILY, women’s suffrage paper, is so influential as a leader in this network of

abolitionist newspapers is a finding that points to the need for additional research, as it

might suggest a potentially revisionist narrative to the story that has the white women’s

suffrage movement departing from — and, at times, explicitly opposing — the abolitionist

cause.

That the PROVINCIAL FREEMAN is the second title on this list is more intriguing still.

Upon announcing her departure from the paper, Mary Ann Shadd, the newspaper’s founder

and editor, lamented that “Few, if any females had had to contend against the same busi-

ness” that she had faced, referring to the criticism she had received as a result of her hard-

hitting editorial style (Shadd 1855). She despairs at the lack of recognition that her paper

had commanded, in spite of her having “broken the Editorial ice” for “colored women

everywhere” by serving as the first black woman to edit a newspaper in all of North Amer-

ica. And yet here in this chart is evidence of the influence that Shadd indeed commanded

through her editorial work.
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6.5 Validity

An alternative proposal for the analysis in this chapter is to use word embeddings to distin-

guish between word senses and then retain only the “new” senses of the words to study their

adoption by the newspapers — an approach used in contemporary research (Li et al. 2021).

Such an argument can also be made for the study described in chapter 5. However, instead

of discarding the word embeddings after performing word sense induction, we retain the

word embeddings because they capture more high-dimensional information about the us-

age of the word; a further counterargument is that it is better to retain the word embeddings

in the downstream task rather than make design choices with them in the upstream pipeline.

Moreover, distinguishing the word senses does not help in identifying progressive usages,

especially with non-contextual embeddings, as was needed in chapter 5.

Another alternative proposal for the network analysis is to use other measures of cen-

trality, such as degree, closeness, or betweenness centrality, in place of pagerank and HITS.

The closeness and betweenness centrality are not suitable for the problem at hand since they

are path-based measures. In contrast, pagerank and HITS are spectral measures on the con-

nectivity of the network. Pagerank and HITS are also versatile, simple to calculate, easy to

interpret, and have found applications in text retrieval (Mihalcea et al. 2011). An argument

can be made to the use of degree centrality which is also simple and interpretable. It should

be noted that degree centrality is used in our visual analysis of the newspapers in Figure 6.4

and Figure 6.5. Moreover, pagerank and HITS emphasize finding newspapers as leaders or

followers on the basis of finding other newspapers as leaders and followers, which degree

centrality does not account.

6.6 Summary

The archive of abolition will always be bound by the historical forces that contributed to its

creation — what Michel-Rolph (Trouillot 1995) has described as the “silences” of the past.
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But these silences have not stopped scholars from attempting to derive meaning from the

documents the archive does contain. On the contrary, the constraints of the archive have

prompted a range of scholars to develop powerful new methods for the writing of history,

methods which can expand our knowledge of the past.

This study contributes to these efforts. By considering the meanings of words over time,

their shifts in meaning surface the conceptual undercurrents of the abolitionist movement

of the nineteenth-century United States. Similarly, the role of individual newspapers with

respect to these changes is characterized by the extent to which they led or followed other

newspapers in the adoption of these changes. In some cases, these semantic changes are

clearly at the core of the concerns of the abolitionist movement, as in the case of terms

like justice and rights. Indeed, such examples are so central to the narrative of aboli-

tion that they merit close individual analysis through non-computational techniques. Yet

the bulk of the semantic changes uncovered by our method are not of this type — they

are “everyday” words like busy and bold, ears and arms. The story of these changes is

best understood through aggregation, by identifying newspapers that consistently led their

neighbors in the adoption (and in some cases, instigation) of these shifts. This aggregate

view confirms some existing intuitions: for example, THE LIBERATOR, known for its role

on the movement’s vanguard, is found at the center (Figure 6.1), while FRANK LESLIE’S

WEEKLY, which was intentionally less political, is placed at the periphery. Aggregation

also enables the use of network statistics to distinguish classes of participants: leaders, like

THE LILY; fast followers, like NATIONAL ANTI-SLAVERY STANDARD; and outsiders, like

THE CHRISTIAN RECORDER. The aggregate view also proposes some more unexpected

results, such as the prominence of the GODEY’S LADY’S BOOK, a magazine that sought

to position itself apart from the political fray.

From a methodological perspective, a key intervention in this work is the use of ran-

domization to ensure that are findings are robust. This was necessary for two reasons.

First, although our dataset is large, we are interested in relatively rare phenomena — the
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appearances of individual words in specific linguistic contexts by each newspaper at sev-

eral different points in time. In any finite dataset, rare phenomena may give rise to spurious

correlations which are not represent of meaningful underlying trends. Second, our dataset

is heterogeneous: because some newspapers publish earlier and more often than others,

temporal methods for detecting influence will inherently favor these newspapers. Ran-

domization addresses both of these issues by comparing the quantitative results against the

distribution of results obtained from a large set of alternative datasets in which no semantic

leadership is possible by construction. This methodology of control by randomization is

broadly applicable, and is especially applicable to analysis of temporal phenomena, which

is difficult to validate using traditional hypothesis testing (e.g., Dubossarsky et al. 2017;

Dubossarsky et al. 2019).
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CHAPTER 7

MODELING SEMANTIC LEADERSHIP USING CONTEXTUAL WORD

EMBEDDINGS

7.1 Motivation

Diachronic word embeddings can be used to detect semantic changes in text, as demon-

strated in the previous two chapters. Yet, diachronic embeddings word embeddings that

are build from static embeddings (e.g., Mikolov et al. 2013a; Pennington et al. 2014) are

limited in representation capacity since they map words into single vectors. To illustrate

this point, consider the following hypothetical set of timestamped sentences containing the

term planning in the corpus of papers from the ACL anthology. Assume for the sake of

simplicity that t1 and t2 are the two timestamps.

t1: These findings are informal and we are planning further exploration with a larger

corpus.

t1: While global planning is largely language independent, local planning can be lan-

guage dependent.

t2: The research uses planning for sentence-level natural language generation.

The term planning is used in the conventional sense in the first sentence and in a much

narrower technical sense in the remaining two sentences. There is even a subtle distinction

between the two senses of the term in the second and third sentences: the second sentence

references the term more abstractly whereas the third sentence is specific to a particular

NLP task. Models described in the previous chapters assign the same type-level embedding

to the two tokens of planning at time t1. This single vector representation interpolates

between the two senses of the word but collapses all the contextual information that is
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key to distinguish the senses. This problem extends to detecting semantic changes when

multiple senses of the word evolve simultaneously such as for the term planning where the

conventional sense of the word still exists and the technical sense of the word is undergoing

an evolution from abstract to specific (also see more example scenarios in Shoemark et al.

2019). Another issue with aggregating multiple senses into one representation is it fails to

capture the typically intermediate polysemous stages in word meaning evolution (Hooper

1991).

Recent advances in language research have given rise to large self-supervised language

models (e.g., Peters et al. 2018; Devlin et al. 2019; Yang et al. 2019; Raffel et al. 2020) that

produce contextual word embeddings — token-level representations of words that depend

on their sentential context (Smith 2020). Contextual word representations can distinguish

the different senses of the word; consequently, contextual word embeddings have been

used in detecting semantic changes in text (e.g., Giulianelli et al. 2020; Kutuzov et al.

2020). A further advantage that contextual word embeddings have over static embeddings

for semantic change detection is that words entering or exiting the vocabulary at some

intermediate time can be trivially represented; models such as the one described in chapter 5

can not handle this case, whereas the one described in chapter 6 do so at the expense of

additional parameters in the model that scale linearly with both the size of the vocabulary

and the granularity of the timescale.

However, similar to semantic change models that detect words that change, the con-

textual semantic change models are not fully equipped to detect the leaders of semantic

change. It is also unclear whether the linguistic leadership calculated using the more pow-

erful contextual word embeddings is related to other established notions of influence such

as citations in the case of the research domain. The research question for this chapter is:

RQ Can contextual word representations be used to investigate the connection between

semantic leadership and other explicit markers of influence such as citations?

This chapter proposes the use of contextual embeddings for semantic change detection:
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a metric based on mahalanobis distance is proposed to account for variation in the contex-

tual embeddings that encourages the detection of smooth monotonic changes, as opposed

to bursty changes. A transition point for any word, that is the earliest approximate time of

meaning shift is obtained before a subsequent step to mark every instance of a semantic

change as “new” (post-transition meaning) or “old” (pre-transition meaning) usage. Fi-

nally, HP models (from chapter 3) are used to induce a semantic leadership network, which

places the framework of inducing a network from semantic changes (as discussed in chap-

ter 6) on a more probabilistic footing. In an application of this overall methodology to

semantic change propagation in ACL venues (conferences, workshops, journals, etc), the

semantic leadership network shows inverse correlation with the citation network between

the venues, though more rigorous analysis still remains to be done.

7.2 Method

This method proposed in this chapter is comprised of four steps: (1) contextualized embed-

dings to detect semantic changes; (2) labeling usages of a semantic change by a classifier

as “old” or “new”; (3) subselection of new usages as input to an HP; (4) estimation of pa-

rameters from the HP which are then used to induce a leadership network. A schematic of

the entire pipeline is shown in Figure 7.1. A detailed description of each of these steps is

as follows.

7.2.1 Setup

The setup is similar to the previous chapter. Let a document be a sequence of discrete tokens

from a finite vocabulary V , so that document i is denoted Wi = [w
(1)
i , w

(2)
i , . . . , w

(ni)
i ],

with ni indicating the length of document i. A corpus is similarly defined as a set of

N documents, W = {W1,W2, ...,WN}. Let Ei = [e
(1)
i , e

(2)
i , . . . , e

(ni)
i ] be the sequence

of non-contextual embeddings of every word in document Wi. Each document is also

associated with a discrete time ti ∈ T and a source label si ∈ S. Further, let c(·) be a
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contextualizing model, which takes non-contextual representations of a word w
(k)
i , e(k)

i ,

and its surrounding context, the left context E(<k)
i and the right context E(>k)

i , to produce a

contextual word representation h(k)
i for the word. Let MEAN(·) and VAR(·) be elementwise

mean and variance functions for the embeddings. Let DIAG(·) be a function that takes a

vector as input and converts it into a diagonal matrix. Let d be the size of the embeddings.

7.2.2 Semantic change detection

The first step in the pipeline is to detect semantic changes. This is done by first obtaining

the contextual embeddings for every token in the corpusW using the contextualizing model

as follows

h
(k)
i = c(e

(k)
i , E

(<k)
i , E

(>k)
i ),∀i, k (7.1)

Next, all the contextual embeddings for every candidate semantic change v ∈ V are

collected and sorted by time, i.e., let V = [h
(k)
i |w

(k)
i = v,∀i, k; ti ≤ ti+1]. Thus, V ∈

Rm×d is a matrix, where m is the number of times v occurs inW . Let mt and mt+ be the

count of the word up to and after time t, respectively. A semantic change score is calculated

for the candidate v for every t ∈ T as,

Vt = MEAN(V≤t) (7.2)

Vt+ = MEAN(V>t) (7.3)

S = DIAG(VAR(V )) (7.4)

r(v, t) = (Vt − Vt+)>S−1(Vt − Vt+) (7.5)

Correction for boundaries The metric suffers from distortions at initial and final times-

tamps because both the mean and variance are estimated with large samples in the middle

of the interval T and fewer samples at the boundaries. To account for this discrepancy, we
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add a scaling factor based on the frequency such that the metric is computed as follows.

r(v, t) =
√
mt(Vt − Vt+)>S−1√mt+(Vt − Vt+) (7.6)

t∗ = argmaxt r(v, t) is selected as the transition point for the change. The intuition for

the metric is as follows

• If a word changes in meaning at some time t, then the difference in its average em-

bedding up to t and the average embedding after t should be high. The metric in

Equation 7.6 captures this precisely by calculating the term Vt − Vt+

• Difference in average embedding can be high for seasonal or bursty changes in words

(e.g. the term turkey is used to refer to the bird much more frequently at the time of

American holidays in the winter (Shoemark et al. 2019)). To account for that we

penalize the difference by their variance. If the variance is high, then the change

should be given less importance and vice versa. This is also captured in the metric

by the multiplicative term S−1.

7.2.3 Situating and aggregating usages of semantic changes

The result of the previous step is a list of semantic innovations and the time at which the

meaning is deemed to have transitioned. The next step is to situate every instance of a

semantic innovation as either being used in the old or new sense with respect to their time

of transition. A usage is labeled as old if it is similar to other usages before the time of

transition; otherwise, it is new. This is a similar task to § 5.2 but with two key differences.

First, instead of assigning a continuous value score to each usage, this step only needs

the usages to be categorized into one of the two labels. Second, there is no auxiliary step

needed to aggregate the usages over the entire document. Owing to these differences, this

step becomes decisively simpler than the model-based likelihood calculation in § 5.2.3.

To categorize every usage of a semantic innovation v, the embeddings in V are passed
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through a logistic regression classifier that predicts whether the usage is before the transi-

tion time or after the transition time. At the end of this step a sequence of embeddings for

any semantic innovation is converted to a sequence of binary labels denoting their usage.

This sequence is further filtered to keep only the usages of the word that are marked as new

by the classifier.

7.2.4 Semantic leadership network induction

The previous step outputs a sequence for every semantic innovation. Recall that every usage

additionally has the timestamp associated with it. This step then models these sequences

as different cascades on a latent network of sources in S using a HP model whose intensity

function is defined as follows.

λ(s)(t) = µ(s) +
∑
tn<t

αsn→sκ(t− tn), (7.7)

where µ(s) is the base intensity for source s at time t, αsn→s is a pairwise influence param-

eter that captures the influence of source sn on source s, and κ(·) is a time-decay kernel. In

the experiments, the exponential decay kernel is κ(∆t) = e−γ∆t and γ is set to 1. All the

parameters of the model are contrained to be non-negative and learned through stochastic

gradient descent.1

7.3 Data

This study uses the s2orc dataset (Lo et al. 2020) as a starting point. Every research paper

in this dataset is represented as a JSON object with fields such as the year of publication,

body of the abstract and the main content, author names, incoming and outgoing citations,

etc. As the focus of this study is on research papers that were published in Computational

Linguistics venues, the dataset was filtered to retain only the papers that appear in the ACL

1Since many events can share the same timestamp, a small random offset is added to each timestamp so
that every event has a unique timestamp.
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Finetune a large masked language
model (BERT; Devlin et al.
2019) on ACL papers from

s2orc dataset (Lo et al. 2020)

Use contextual embeddings
from BERT to detect semantic

changes and their transition times

Learn a logistic regression classifier
to label usages of semantic

innovations as old or new senses

Subselect the new senses of seman-
tic changes to form event cascades

Estimate parameters of a HP
model (Hawkes 1971) from event

cascades of semantic changes

Figure 7.1: Method pipeline. Flowchart shows the complete methodological pipeline fol-
lowed in this chapter.
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Table 7.1: Dataset summary. Descriptive summary of the curated ACL corpus from s2orc
dataset

Statistic Value

Number of papers 32056
Years 1990–2019
Number of venues 166
Average number of citations (in-degree) 24.01
Average number of references (out-degree) 14.92
Average abstract length (number of words) 101
Average body length (number of words) 2825

anthology. This is done by checking for the presence of a valid acl id field in the JSON

object.

Though the dataset contains papers from as far back as 1965, the coverage in the early

years is sparse with few or no papers in many of the early years. As a result, the data is

further filtered to retain only the papers that appear from 1990 to 2019 (T = [1990, 2019]).

The s2orc dataset does not contain consistent information about the venue of a research pa-

per. To resolve this, the venue of a paper is queried from the ACL anthology2 by matching

the acl id from the s2orc dataset. For the semantic leadership network induction, venues

that do not appear more than 3 times are ignored. If a paper is assigned to multiple venues,

then the paper is resolved to be part of the more popular venue in the corpus.

Descriptive statistics of the curated corpus is given in Table 7.1.

7.4 Experimental setup

For this study, multilingual BERT is used as the contextualizing model. Specifically, the

bert-base-multilingual-uncased model from the Hugging face (Wolf et al.

2019) library is used.3 The size of the contextualized embeddings is 786 dimensions.

2https://www.aclweb.org/anthology/venues/
3https://huggingface.co/bert-base-multilingual-uncased
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Finetuning Previous work has shown that the quality of the contextual embeddings im-

proves when the pretrained BERT is finetuned on domain-specific text (e.g., Gururangan

et al. 2020). In this study, the pretrained BERT model is finetuned on the abstracts of all the

papers that are part of the corpus for 3 epochs to optimize the masked language modeling

objective. The probability of masking is set to 15 %.

Wordpiece aggregation Since BERT learns subword embeddings by breaking tokens into

wordpieces, the embeddings of the wordpieces need to be aggregated to get a representation

of a token. This aggregation is done by taking the average of the wordpiece embeddings.4

Data preprocessing Non-English papers in the corpus are ignored from the analysis by

identifying the language of the papers using langid (Lui et al. 2012). The vocabulary V

is constructed by retaining words that appear at least 10 times in the abstracts and do not

appear in more than 90 % abstracts. Each paper is first segmented by whitespace and then

broken into chunks of 200 tokens. Only alphabetic tokens are retained. These chunks act

as separate documents (see § 7.2.1) that are input to BERT.

Classifying individual usages of semantic innovations The off-the-shelf logistic regres-

sion classifier from scikit-learn is used to mark every individual instance of a seman-

tic innovation as new or old. l2 regularization is added to avoid overfitting but other than

that all the inputs to the classifier are set to default. 4-fold cross-validation is performed to

get the final assignment of labels from the classifier.

4Elementwise max as an alternative strategy of aggregation was also tried and performed similar in de-
tecting changes
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7.5 Results

7.5.1 Semantic changes

Applying the method from § 7.2.2 identifies 2092 semantic changes that capture several

technical concepts in language research. The top changes, the year in which the words

are deemed to change, and the contexts in which these words appear before and after the

transition year are shown in Table 7.2.

The evolution of language research, from the earlier focus on syntax and sequence

processing using latent variable models to the current paradigm of using deep learning, is

neatly summarized by the semantic innovations that the method identifies. For example,

throughout the nineties, terms such as tokenization, subtree, connectionist, reflexive, and

transducers, among others, are recognized as semantic innovations. These terms suggest

the structural approach to core NLP research during the time.

The next decade saw changes in terms such as kernel and probabilistic. These indicate

some of the methodological changes that were underway during this period, with NLP

research being dominated by a mix of kernel and bayesian methods during this decade (e.g.,

Moschitti 2004; Blei et al. 2003). Methodological innovations such as conditional random

fields (Lafferty et al. 2001) and the rise of domain adaptation (e.g., Chelba et al. 2004;

Daumé III 2007) is also evidenced by terms such as conditional and adaptation marked as

semantic changes.

The current decade saw words such as representations, deep, and decoder marked to

have transitioned between the years 2013 to 2015. This coincides with the time that deep

learning methods started making strong inroads in language research. One prominent ex-

ample of this shift is the term attention, shown in Figure 7.2, which shifts from its standard,

broad usage to the more technical and focused usage with respect to neural networks around

2015.
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Table 7.2: Semantic change examples. Top examples of semantic changes identified from
the curated ACL corpus from the s2orc dataset. The relative counts are counts per million
tokens. Terms such as attention get a new sense increasingly used later; terms such as
plan shows semantic widening moving from strong association with dialogue to other NLP
tasks; terms such as network and deep show semantic narrowing moving from disperse
associations to a more narrower sense associated with neural networks.

Term Year Score Relative
count
pre-
transition

Relative
count
post-
transition

Earlier usages Later usages

attention 2015 2.38 126 1670 increased attention
over the past several
years

parallelizable atten-
tion networks

need to be paid at-
tention

vector of attention
weights

plan 2001 1.52 381 158 plan such a message plan recognition
problems

embedded in the
plan library

plan for tag genera-
tion

network 2013 1.19 240 1000 semantic network
path schemata

deep learning net-
work configurations

network of seman-
tically related noun
senses

network parameters
to tune

focus 2006 0.99 451 521 tracking local focus main focus of our
work

focus of attention in
discourse

the focus particle

representations 2013 0.94 257 1018 grammatical repre-
sentations

learning distributed
representations

logical semantic rep-
resentations

learned representa-
tions across views

deep 2014 0.94 114 417 deep cognitive un-
derstanding

deep learning

deep syntactic fea-
tures

deep architectures
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Figure 7.2: Visual depiction of change in top example. Semantic change in the term
attention in s2orc’s ACL anthology subset. The blue line indicates the transition year for
meaning change. The transition year for the term attention coincides with early papers
that described the attention mechanism in neural networks (Bahdanau et al. 2015) that later
became the bedrock of transformers architecture (Vaswani et al. 2017)

7.5.2 Labeling usages as progressive or conventional

Every usage of a semantic innovation is labeled as progressive or conventional using the

contextual embeddings as features to a classifier following the setup described in § 7.2.3.

The results of this classification are shown in Table 7.3. At the end of this step, the se-

quence of embeddings for each semantic innovation is converted to a sequence of labels

with timestamps which are the event cascades used in the next step. Events that have the

conventional labels are discarded in the next step.

7.5.3 Influence network induction

Recall that from the previous steps, every semantic innovation is represented as a cascade

of timestamps and the publication venues. The goal of this step is to induce an influence

network between the venues. For this step, the cascades are fed as input to the HP model to

induce the network over the venues. The influence network between venues for semantic

changes is compared to the citation network of the venues. Furthermore, the roles of the

venues from the semantic leadership network are determined using the hubs and authority

109



Table 7.3: Classification performance. The performance of the classifier in distinguishing
the instances of any semantic innovation as progressive or conventional. The last row
shows the performance averaged across all the 2092 semantic innovations. All performance
numbers are percentage values.

Word Accuracy Precision Recall F1 AUC

attention 92.0 98.8 90.7 90.2 93.5
plan 82.0 92.3 82.6 83.0 81.6
network 81.5 94.0 78.0 82.0 83.6
focus 70.8 89.2 70.8 73.0 70.9
representations 78.3 91.0 75.4 79.0 79.9
deep 84.9 90.2 82.9 85.0 85.3

average 68.7 74.9 68.8 71.8 72.1

centrality calculation, similar to chapter 6. The results from both these explorations are

described next.

Exploration 1: Comparing citation network with semantic leadership network

The pagerank centrality of the two networks shown in Figure 7.3 reveal a few prominent

patterns. First, popular venues such as acl,5 naacl,6, and emnlp7 differ from each other

in significant ways: acl and naacl have low centrality in the semantic leadership network

but are cited much more frequently than other venues; in contrast, emnlp is central in both

the networks. This pattern suggests that semantic innovations are more likely to emerge in

emnlp compared to the other venues.

Second, workshops such as bucc and wmt, popular workshops in the area of machine

translation, are semantic leaders even though they are not the most central when it comes

to citations. This interesting pattern suggests a further line of inquiry about the direction

of flow of these semantic innovations: are workshops or smaller conferences more likely

to be the host of semantic innovations compared to larger conferences? This investigation

could also shed some light into the prestige of these venues.

5https://www.aclweb.org/anthology/venues/acl/
6https://www.aclweb.org/anthology/venues/naacl/
7https://www.aclweb.org/anthology/venues/emnlp/
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Figure 7.3: Pagerank. Pagerank comparison between the citation and semantic leadership
network. A popular venue like acl has high centrality in the citations network but not in
the semantic leadership network; on the other hand, workshops such as wmt and bucc are
leaders on semantic changes even though they are not cited as frequently as other venues

Exploration 2: Comparing the roles of venues from the semantic leadership network

Figure 7.4 compares the different venues for the roles they play in the semantic leadership

network. For this analysis, the same methodology from chapter 6 is used to distinguish

between leaders and followers in the network. Once again, individual workshops such

as vl,8 and small-scale conferences such as ranlp9 tend to be overall leaders, whereas acl

tends to be a follower. A venue such as semeval tends to play a peripheral role in semantic

leadership.

This exploration suggests that there is significant diversity in the roles that publication

venues play in semantic leadership. That a large conference venue such as acl is a follower

suggests that it may act as an aggregator of good innovative ideas from other venues.

7.6 Summary

This chapter shows the utility of contextual embeddings in identifying semantic changes in

papers published at venues that are part of the ACL anthology. The semantic changes and

8https://www.aclweb.org/anthology/venues/vl/
9https://www.aclweb.org/anthology/venues/ranlp/
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Figure 7.4: HITS. The hub and authority centrality of publication venues in the corpus
from the semantic leadership network.

the year in which the meanings transition are identified by considering both the first and

second moments of the contextual embeddings. Further, every instance of any semantic

innovation is classified to mark whether it is innovative or not. The sequence of innovative

instances are used to form a cascade on the latent influence network of publication venues,

the weights of which can be learned using a HP model. Exploratory analysis of the semantic

leadership network between the venues to the citation network suggests that the pathway

of linguistic influence could be from workshops and smaller conferences such as wmt and

ranlp to major conferences such as acl.
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CHAPTER 8

CONCLUSION

8.1 Thesis summary

This thesis proposes network and text methods to model linguistic leadership in times-

tamped text. The individual studies propose methods to fill the gaps in existing research

and in the process reveal substantive findings that span the disciplines of sociolinguistics,

social science, and digital humanities.

Summary of research questions and findings

RQ1 : Does language change spread on a behavioral network of Twitter mentions and

are strong and local ties more likely to lead to adoption of language change? Can

Hawkes Process models be scaled to millions of nodes to answer these questions?

To answer this research question fully first requires establishing whether language

change propagates across social ties in online networks as other sociolinguists have

established in offline networks (e.g., Milroy et al. 1992; Labov 2001). Investigating

the usages of non-standard terms as linguistic variables over time reveals that non-

standard words spread on Twitter in the form of a contagion and whose characteristics

differ based on word category: words whose origins lie in spoken communication

(e.g. hella) follow a simple contagion but words that originate in online written

communication (e.g. lls) follow a complex contagion (Centola et al. 2007). A more

granular analysis where every word is treated as a cascade on the Twitter network

reveals that linguistic influence is exerted more through densely embedded ties than

the local ties in the network. Such an analysis requires modifying the Hawkes process

(HP) models of network cascades to scale to millions of nodes and edges through
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parameter sharing, numerical approximations, and optimization (see chapter 3 and

A).

RQ2 : Under what conditions can social influence be detected from observational data

about event cascades, given the presence of homophily, missing events, and misspec-

ification?

The analysis in RQ1 reveals a methodological concern in the parametric HP models;

the generative assumptions of HP models make them a fragile candidate for the task

of detecting social influence in event cascades when the assumptions are not met. To

answer RQ2, first the conditions that confound the detection of social influence, such

as homophily (McPherson et al. 2001), missing events in the cascade, and misspeci-

fication in the data generation process, are rigorously tested on synthetic data. Next,

a new discriminative model and a non-parametric test is proposed that follows the

principle of Granger causality in detecting social influence. Synthetic data analysis

shows that unlike HP model, the discriminative model works well under adverse con-

founding conditions. The applicability of the model is shown to extend to cascades

of both linguistic and non-linguistic behavior in real data (see chapter 4).

RQ3 : Given a timestamped collection of documents, can computational methods iden-

tify which documents and producers of documents lead with respect to a semantic

innovation?

In contrast to RQ1, to answer RQ3 this thesis moves away from lexical change to lex-

ical semantic change. First, this thesis builds upon the work of using diachronic word

embeddings to detect semantic changes (Hamilton et al. 2016b), to further use these

embeddings in scoring semantic changes for their progressiveness. For any seman-

tic innovation, the progressiveness of its usage measures whether the specific usage

is with a new or an old meaning. The proposed metric of semantic progressiveness

is extended to a document which serves as a measure of a document’s leadership.
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Qualitative analysis shows that this measure indexes important documents in two

domains: legal opinions in U.S courts and scientific abstracts in Computer Science.

Further univariate and multivariate analysis shows that the proposed metric of lin-

guistic leadership of documents correlates to other forms of influence such as the

number of citations (see chapter 5) on both scientific papers and legal opinions.

Second, this thesis also proposes an extension of diachronic word embeddings to

further specialize them on the producers of the documents. These source-dependent

diachronic word embeddings are used to propose a measure of the lead (or lag) of

one source over another for any semantic change. Applying this metric on semantic

changes found in a collection of timestamped abolitionist newspaper articles from

the nineteenth century show the leading and lagging newspapers for important con-

cepts in the abolition discourse such as justice and freedom that were important (see

chapter 6).

RQ4 : Can lead-lag relations for individual semantic innovations be aggregated to induce

a semantic leadership network on the producers of documents? Can overall leaders

be identified from such a network?

The metric of lead between the pair of newspapers on individual changes as shown

in RQ3 helps in the micro-level analysis of semantic changes. RQ4, on the other

hand, seeks to understand whether the semantic changes can be aggregated to find

overall leaders of change, which is useful for macro-analysis. The application of the

lead metric on the abolitionist newspapers corpus yields semantic leadership events

which identify a pair of leader-follower newspapers for every semantic change. To

account for confounds such as temporal precedence and the frequency of publishing,

a statistical randomization procedure is proposed that helps retain the events from

the observed data which are significant in comparison to randomized data. These in-

dividual lead-lag signals are then aggregated to form a semantic leadership network
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between the newspapers. The induced network reveals, on aggregate, the newpa-

pers that introduce and pickup changes, as well as the latent pathways of influence.

Centrality analysis on the induced network using pagerank (Page et al. 1999) and

HITS (Kleinberg 1999) further show that newspapers edited by black and female ed-

itors (e.g. THE LILY and THE PROVINCIAL FREEMAN) play a pivotal role in shaping

the abolition discourse in this period. The finding is important because it quanti-

tatively validates the recent scholarship among historians who emphasize the once

neglected role of editors from minority groups in shaping the discourse for the abo-

lition of slavery (Sinha 2016) (see chapter 6)

RQ5 : Can contextual word representations be used to investigate the connection between

semantic leadership and other explicit markers of influence such as the citations?

Finally, this thesis proposes a methodological pipeline based on contextualized em-

beddings that goes from a timestamped text corpus to inducing a semantic leadership

network. The proposed method uses the embeddings of a word from a finetuned

BERT model to identify the semantic changes and the time of shift in meaning. A

classifier then uses the contextual embeddings as input to predict every usage as oc-

curring before or after the shift to convert a sequence of timestamped contextual

embeddings for any word into a sequence of events in the form of source and times-

tamp pairs. The final step in the pipeline models these event sequences as a cascade

on a latent network which is recovered using HP models described in chapter 3. The

application of this methodological pipeline on the propagation of technical terms in

research papers published at venues from the ACL anthology provides a means to

compare linguistic leadership to citation impact.

Overall thesis summary

This thesis emphasizes the use of diachronic modeling of text through computational meth-

ods to find linguistic leaders of change. In contrast to the traditional paradigm of sociolin-
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guistics that dominantly uses apparent-time analysis, this thesis fits in the larger arc of

real-time sociolinguistics. To model large text corpora from diverse sources such as social

media and digital archives, this thesis proposes a number of models that scale to millions

of data points (e.g., the number of nodes in a network, number of documents, number of

tokens, etc). It also proposes novel metrics that can isolate semantic changes at specific

times, score documents for their semantic innovativeness, and measure the semantic lead

between a pair of documents sources. Finally, the thesis also demonstrates the applicabil-

ity of sociolinguistic analysis in disciplines such as the sociology of science and digital

humanities.

8.2 Limitations

This section describes some of the limitations in each of the studies that are integral to this

thesis.

8.2.1 Lexical change

Lexical change, either in the form of new lexical items that enter the lexicon (for example,

non-standard terms in chapter 3 and hashtags in chapter 4) or existing lexical items that are

repurposed for new meanings (as in chapter 5, chapter 6, and chapter 7) is the focus of this

thesis. The exclusive focus on word-level changes is advantageous: it is computationally

easy to detect lexical changes in a large corpus compared to other forms of changes such as,

syntactic of framing changes; words are a common linguistic unit across many languages;

and words give both interpretability and granularity to language change analysis.

However, there are some limitations. Lexical changes can scratch the surface of a larger

change that is happening. Word-level changes may prove insufficient to get the full scope of

these changes. This is evident in, for example, the study of semantic change in nineteenth

century abolitionist newspapers in chapter 6, where many of the words that were identified

as semantic changes were, surprisingly, everyday words and did not at first glance index
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the ideological changes that were sweeping across the country during that time. However,

closer qualitative analysis revealed that many such terms were indicative of higher-order

discourse changes. This calls for a need of methods with the ability to move beyond lexical

changes.

Words also do not change independently as is tacitly assumed by the computational

models in this thesis; for example, the dynamics of words and the concepts they represent

are shown to be correlated (e.g., Tan et al. 2017) as a result of contestation (e.g., Turney

et al. 2019) or the tendency to occupy the same linguistic or social niches (e.g., Stewart

et al. 2018; Ryskina et al. 2020). Without the ability to group changes, the current methods

discussed in this thesis cannot distinguish the different, sometimes competing, underlying

processes that result in language change.

Finally, treating words as the primary lexical unit in text is dependent on the ability

of computational methods to segment text into words. While word segmentation is fairly

standard in English language, for languages such as Chinese and Japanese it is not triv-

ial (Shao et al. 2018c). This limits the direct application of using computational methods

proposed in this thesis to detect changes in such languages. Though this problem can be

partly alleviated by using models such as BERT in chapter 7 that have sub-words as the

basic units.

8.2.2 Causation versus correlation

As noted in chapter 1, the core task of this thesis is to identify who is leading or trailing

language change, which requires making causal inferences about influence: leaders of lan-

guage change are innovators or early adopters of change; followers see these changes and

are influenced by the language leaders in adopting change. In chapter 3 and chapter 4, I

present both generative and discriminative models that can test whether sequential behavior

in a network is due to influence. Yet, in general, this is an impossible task to solve on obser-

vational data alone without making key assumptions (e.g. Shalizi et al. 2011; Shalizi et al.
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2016). The methods to detect influence or contagion effects in this thesis can only make

inferences under Granger causality (Granger 1969), which states that X Granger-causes

Y if prediction of Y is aided by knowledge of X . As a result, the limitations of Granger

causality as a framework for causality are extended to methods in this thesis.

This question about causality is also encountered, albeit in a different form, in chap-

ter 5, where I establish a positive relationship between semantic progressiveness, a measure

of linguistic innovativeness that distinguishes some documents as leaders from others, to

citation counts, a measure of impact or influence of documents, for legal opinions and

scientific articles in Computer Science. However, it is impossible to say precisely and gen-

erally about whether innovativeness in language causes more citations or the direction of

influence is reverse just by observational methods. The substantive findings of this thesis,

even though non-trivial, should not be taken as sweeping causal claims about language

change and influence.

8.2.3 Discretization

The first step in all the studies presented in this thesis — with the exception of the study

in chapter 4 which assumed that the key words were provided — was to identify a set

of linguistic variables that represent language change: in chapter 3 these variables were

chosen by a synchronic comparison between the usage of words across metropolitian areas;

in chapter 5, chapter 6, and chapter 7, the linguistic variables — words that changed in

meaning — were detected automatically from data using longitudinal comparisons.

For longitudinal comparisons, particularly to detect semantic changes, all the methods

discussed suffer from a common limitation: the time has to be discretized first in order

to make comparisons since the models cannot inherently handle continuous timestamps.1

This is problematic because subtle, smooth changes cannot be detected efficiently without

recourse to continuous timestamps. Although contemporaneous work has proposed solu-

1The network cascade models discussed in chapter 3 and 4, modelled discrete events in continuous time
but as mentioned before the linguistic variables were selected using synchronic comparisons
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tions for this problem (e.g., Rosenfeld et al. 2018), the modeling complexity still remains

a disadvantage.

8.3 Future work

This thesis offers a set of computational methods to model dynamics of language change

from diachronic data. The main thrust of this thesis is in identifying linguistic leadership

in change and in quantifying the importance of influence in language change. But I have

shown throughout the thesis that not only is the overall topic of theoretical interest in soci-

olinguistics, but important in cross-cutting disciplinary areas such as computational social

science and cultural analytics. I now offer some ideas on potential future research, both the-

oretical(§ 8.3.1) and practical applications(§ 8.3.2), that build upon the ideas and findings

from this thesis.

8.3.1 Theoretical work

Language variation and change

Improving the computational methods to model language change from diachronic data is

an exciting way to further the emerging field of computational sociolinguistics (Nguyen

et al. 2016). With respect to this thesis, there are many improvements that could help in

getting a deeper understanding of the social characteristics of language. Many existing

methods fail to distinguish between different types of semantic changes, such as broad-

ening, narrowing, pejoration, amelioration, bleaching etc (see discussions in Cook et al.

2010; Luo et al. 2019; Tang 2018; Dubossarsky 2018). Teasing out these differences is the

first key step in unmasking the different social and linguistic processes that underlie these

changes. Diachronic semantic change models that incorporate contextual embeddings may

prove crucial in an overall solution to categorizing semantic changes. In a similar vein,

data-driven network methods that scale to a large volume of text and network data can be

used to validate and formulate new theories of language change in a network. In particular
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the parametric Hawkes process model that I described in § 3.4 is suitably flexible to test

the effect of a range of individual (e.g., the degree of the node, node position in the net-

work, etc) and dyadic characterstics (e.g., shared community, interests, affiliations etc) on

language change. This thesis also focused primarily on the propagation of linguistic inno-

vations. Future work should also consider incorporating the pragmatic aspects of language

change such as the perceptions or attitude of the speakers towards language change (Preston

2013).

Finally, this thesis builds upon existing sociolinguistic work about the role of influ-

ence exerted across social ties that aids in the adoption of linguistic innovations. Social

contagion explains the increasing popularity of innovations over time. However, many in-

novations do not simply grow unabated but instead undergo a subsequent sharp decline.

Experimental studies on mostly non-linguistic innovations show that abandonment can be

explained as a systematic divergence by a group from other social groups (Berger et al.

2007; Berger et al. 2008; Berger 2008). It has thus been theorized as a form of identity

signaling from the innovators and early adopters: when innovators and early adopters from

a social group see the innovation get adopted by a social group they do not identify with,

they make a choice to abandon the innovation to signal their own identity. It is unclear

whether this theory holds for a large population in a noisy real-world environment in com-

parison to well-controlled experimental settings. Moreover, it has not been rigorously put

to test for linguistic innovations, which are also unique cultural markers and can be used to

signal as well as evaluate group membership. A core theme in sociolinguistics is not just to

point what has changed but to propose how the change has been actuated (Weinreich et al.

1968). Future work to investigate the dynamics of abandonment of innovations would fit

this theme. This thesis lays the groundwork and provides methodological tools that can aid

in such an investigation.
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Social influence and homophily

Contagion or peer influence is a causal process on a network and is often confounded by

homophily and external stimuli that produce similar behavioral patterns. In chapter 4, I

presented a discriminative model that uses strong proxy features for homophily to con-

trol for its effect in cascading behavior in addition to peer influence. These proxies are

high-dimensional vector representations of nodes in a network, or node embeddings, that

capture the similarity between them(e.g., Perozzi et al. 2014; Grover et al. 2016; Hamil-

ton et al. 2017). This use of node embeddings to do causal inference is still relatively

unexplored but is theorized as a potential way to relax the independence assumptions that

are needed in causal inference methods but fail in network applications (Yao et al. 2020).

Future work could find the precise conditions under which node embeddings are effective

substitutes for homophily. Node embeddings still only capture homophily that is mani-

fested through the network structure. Future work could also incorporate embeddings from

text produced by nodes as alternative or additional proxies to remove the confounding due

to homophily (Keith et al. 2020).

Sociology of science

As computational methods that can ingest large amounts of data have improved, researchers

have turned to applying these methods to study Science itself (Fortunato et al. 2018b). Re-

cent data-driven research has highlighted the inequities that exist in Science (e.g., Clauset

et al. 2015; Way et al. 2016; Koffi 2021). Studies have also incorporated the analysis of

language, to varying extent, to show these disparities (e.g., Hofstra et al. 2020; Mohammad

2020; Wang et al. 2021). This thesis provides some methodological tools that can help

future research. In particular, methods to detect linguistic innovations in text and tracking

their evolution can directly link production of ideas in Science to the recognition of these

ideas. Future research can look at the social and demographic attributes of the producers

of these ideas and whether there are imbalances in their impact.

122



8.3.2 Practical applications

Modeling diffusion on social media

For many practical applications, understanding the conditions of virality on a network are

important. In marketing, these can help design strategies that help products go viral (Aral

et al. 2011a); for infectious diseases or transmission of misinformation, knowing the con-

ditions of virality can, in turn, help design interventions to mitigate viral spread (e.g.,

Törnberg 2018). Researchers have determined structural conditions that favor a network

contagion (e.g., Ugander et al. 2012; Aral et al. 2011b; Goel et al. 2016b). Yet, comparison

of these conditions under a single modeling framework has not been possible. Future work

should consider the use of the parametric Hawkes process (HP; § 3.4), which is suitable

for such a comparison: different structural properties can be encoded as features in the

parametric HP model and their effect can be tested through ablation.

The network models discussed in this thesis are not specialized to the propagation of

lexical change. Diffusion of social phenomena, such as hatespeech (e.g., Ziems et al. 2020),

fake news and misinformation (e.g., Shao et al. 2018a; Shao et al. 2018b), etc can all be

modeled along the same line. However, research in this area either use powerful text analy-

sis and basic network diffusion models that fail to account the complexity at a finer level, or

surface features from text with powerful network diffusion models. Future research should

address this gap going forward by integrating contemporaneous models such as BERT with

the models that scale to large networks such as the ones described in chapter 3 and chap-

ter 4.
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APPENDIX A

PARAMETRIC HAWKES PROCESS MODELING AND OPTIMIZATION

A.1 Objective Function

We estimated the parameters using constrained maximum likelihood. Given a cascade of

events {(tn,mn)}Nn=1, the log likelihood under our model is

L =
N∑
n=1

log λ(mn)(tn)−
M∑
m=1

∫ T

0

λ(m)(t) dt, (A.1)

where T is the temporal endpoint of the cascade. Substituting in the complete definition of

the per-user intensity functions from Equation 3.3 and Equation 3.4,

L =
N∑
n=1

log

µ(mn)
tn +

∑
tn′<tn

θ>f(mn′ → mn)κ(tn − tn′)

−
M∑

m′=1

∫ T

0

µ(m′)
t +

∑
tn′<t

θ>f(mn′ → m′)κ(t− tn′)

 dt. (A.2)

If the base intensities are constant with respect to time, then

L =
N∑
n=1

log

µ(mn) +
∑
tn′<tn

θ>f(mn′ → mn)κ(tn − tn′)

−
M∑

m′=1

(
Tµ(m′) +

N∑
n=1

θ>f(mn → m′) (1− κ(T − tn))

)
, (A.3)

where the second term includes a sum over all events n = {1, . . . , N} that contibute to the

final intensity λ(m′)(T ). To ease computation, however, we can rearrange the second term

125



around the source m rather than the recipient m′:

L =
N∑
n=1

log

µ(mn) +
∑
tn′<tn

θ>f(mn′ → mn)κ(tn − tn′)

−
M∑
m=1

Tµ(m) +
∑

{n:mn=m}

θ>f(m→ ?) (1− κ(T − tn))

 , (A.4)

where we have introduced an aggregate feature vector f(m → ?) =
∑M

m′=1 f(m →

m′). Because the sum
∑
{n:mn=m′} f(m′ → ?)κ(T − tn) does not involve either θ or

µ(1), . . . , µ(M), we can pre-compute it. Moreover, we need to do so only for users m ∈

{1, . . . ,M} for whom there is at least one event in the cascade.

A Hawkes process defined in terms of Equation 3.3 has a log likelihood that is convex

in the pairwise influence parameters and the base intensities. For a parametric Hawkes

process, αm→m′ is an affine function of θ, so, by composition, the log likelihood is convex

in θ and remains convex in the base intensities.

A.2 Gradients

The first term in the log likelihood and its gradient contains a nested sum over events, which

appears to be quadratic in the number of events. However, we can use the exponential decay

of the kernel κ(·) to approximate this term by setting a threshold τ ? such that κ(tn−tn′) = 0

if tn − tn′ ≥ τ ?. For example, if we set τ ? = 24 hours, then we approximate κ(τ ?) =

3× 10−11 ≈ 0. This approximation makes the cost of computing the first term linear in the

number of events.

The second term is linear in the number of social network connections and linear in the

number of events. Again, we can use the exponential decay of the kernel κ(·) to approxi-

mate κ(T − tn) ≈ 0 for T − tn ≥ τ ?, where τ ? = 24 hours. This approximation means

that we only need to consider a small number of tweets near temporal endpoint of the cas-

cade. For each user, we also pre-computed
∑
{n:mn=m′} f(m′ → ?)κ(T − tn). Finally,
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both terms in the log likelihood and its gradient can also be trivially parallelized over users

m = {1, . . . ,M}.

For a Hawkes process defined in terms of Equation 3.3, Ogata showed that additional

speedups can be obtained by recursively pre-computing a set of aggregate messages for

each dyad (m,m′). Each message represents the events from user m that may influence

user m′ at the time t(m
′)

i of their ith event (Ogata 1981):

R
(i)
m→m′

=


κ(t

(m′)
i − t(m

′)
i−1 )R

(i−1)
m→m′ +

∑
t
(m′)
i−1 ≤t

(m)
j ≤t(m

′)
i

κ(t
(m′)
i − t(m)

j ) m 6= m′

κ(t
(m′)
i − t(m

′)
i−1 )× (1 +R

(i−1)
m→m′) m = m′.

These aggregate messages do not involve the feature weights θ or the base intensities, so

they can be pre-computed and reused throughout parameter estimation.

For a parametric Hawkes process, it is not necessary to compute a set of aggregate

messages for each dyad. It is sufficient to compute a set of aggregate messages for each

possible configuration of the features. In our setting, there are only four binary features,

and some combinations of features are impossible.

Because the words described in Table 3.1 are relatively rare, most of the users in our

data set never used them. However, it is important to include these users in the model.

Because they did not adopt these words, despite being exposed to them by users who did,

their presence exerts a negative gradient on the feature weights. Moreover, such users

impose a minimal cost on parameter estimation because they need to be considered only

when pre-computing feature counts.

A.3 Coordinate Ascent

We optimized the log likelihood with respect to the feature weights θ and the base intensi-

ties. Because the log likelihood decomposes over users, each base intensity µ(m) is coupled
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with only the feature weights and not with the other base intensities. Jointly estimating

all parameters is inefficient because it does not exploit this structure. We therefore used a

coordinate ascent procedure, alternating between updating θ and the base intensities. As

explained in § 3.4, both θ and the base intensities must be non-negative to ensure that inten-

sity functions are also non-negative. At each stage of the coordinate ascent, we performed

constrained optimization using the active set method of MATLAB’s fmincon function.
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APPENDIX B

MODELING DETAILS AND ROBUSTNESS CHECKS FOR SEMANTIC

PROGRESSIVENESS

B.1 Learning word embeddings using Noise Contrastive Estimation

Suppose that the observed data is augmented with a set of “noise” examples {(w̃, wt)},

where each w̃ is sampled from a unigram noise distribution Pn. Further assume that there

are k noise examples for every real example. An alternative prediction task is to decide

whether each example is from the real data (D = 1) or from the noise (D = 0). The cross

entropy for this task is,

J =
∑
t

log Pr(D = 1 | wt, wt′)

+
k∑
j=1

log Pr(D = 0 | wt, w̃(j)),

(B.1)

where each w̃(j) is drawn from Pn.

Now let us define the probability,

Pr(D = 1 | wt, wt′) =
P (wt′ | D = 1, wt) Pr(D = 1)

P (wt′ | D = 1, wt) Pr(D = 1) + P (wt′ | D = 0) Pr(D = 0)

(B.2)

=
P (wt′ | wt)

P (wt′ | wt) + kPn(wt′)
(B.3)

=

(
1 + k

Pn(wt′)

P (wt′ | wt)

)−1

(B.4)

=σ
(
vwt′
· uwt − Z(wt)− log(kPn(wt′))

)
(B.5)

≈σ
(
vwt′
· uwt − log(kPn(wt′))

)
, (B.6)
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where σ indicates the sigmoid function σ(x) = (1 + exp(−x))−1. The log-normalization

term Z(wt) = log
∑

w′ expvw′ · uwt can be dropped in Equation B.6 because the NCE ob-

jective is approximately “self-normalizing” when Pn has positive support over allw ∈ V (Mnih

et al. 2013). We then maximize Equation B.1 by gradient ascent, which yields embeddings

that are asymptotically equivalent to the optimizers of Equation 6.1 (Gutmann et al. 2010).

Noise-contrastive estimation is closely related to the negative sampling objective typically

employed in skipgram word embeddings, but of the two, only NCE-based embeddings can

be interpreted probabilistically (Dyer 2014), as required by our approach.

B.2 Experimental settings for identifying semantic innovations

This section describes the steps taken to create a list of semantic innovations in these

datasets. These innovations are then used to score every document for its progressiveness.

B.2.1 Preprocessing

For the legal documents, we stripped out HTML and used only the text. The scientific

abstracts were available in plain text, but required filtering to identify English-language

documents, which we performed using langid.py (Lui et al. 2012). In both collections, we

converted the text to lowercase before proceeding, and employed spaCy for tokenization.1

B.2.2 Estimating Word Embeddings

For both document collections, the first (oldest) 500,000 documents were used to learn the

early embeddings (matrices V(old) and U(old)); the most recent 500,000 documents were

used to learn the later embeddings (matrices V(new) and U(new)). Embeddings were es-

timated using a public tensorflow implementation.2 We ignored tokens with frequency

below a predetermined threshold: 5 for the abstracts and 10 for the larger dataset of legal

1https://spacy.io/
2https://www.tensorflow.org/tutorials/representation/word2vec, accessed

May 2019.
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opinions. The maximum size of the context window was set to 10 tokens. The number of

negative samples was set to 100. The NCE objective was optimized for 50 epochs and the

size of the embeddings for each word was set to d = 300 dimensions. While most of the

hyperparameters were set to the default values, the size of the embeddings was selected by

evaluating on word similarity benchmarks (Luong et al. 2013).

B.2.3 Postprocessing

The number of nearest neighbors used for the computation of the metric to detect semantic

changes was set to 50.

Names. In the case of legal opinions, names (e.g., of plaintiffs, defendants, and judges)

pose a real difficulty in identifying genuine candidates of semantic innovations. Although

names can be part of semantic innovations (e.g. Nash equilibrium or Miranda rights),

names often change their distributional statistics due to real-world events rather than se-

mantic change. To overcome this problem, we use two heuristics. We first label a small

set of terms if they are names of people, organizations or places, and train a feed-forward

neural network to map the embeddings of each word to the label. This method identifies

terms that are distributionally similar to terms that are labeled as names. Second, we tag a

randomly-selected 10% of the documents for their part of speech and obtain a distribution

over parts-of-speech for each vocabulary item, using the pre-trained tagger provided by

spaCy.3 If a term is either (a) labelled as a name using the first heuristic or, (b) tagged as

a proper noun more than 90% of the time, then it is likely to be a name and is therefore

discarded from the candidates of semantic innovations.

Abbreviations. In the dataset of scientific abstracts, the mention of names is rare, but

abbreviations pose a similar challenge. We identify abbreviations using a similar heuristic

3We used spaCy version 2.0.16 from https://spacy.io/api/tagger, accessed May 2019. The
tagger was trained on the OntoNotes 5 component of the Penn Treebank.
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procedure as described above: a term was judged as a likely abbreviation if it was used

in all capital (majuscule) letters at least 90% of the time. However, as abbreviations can

transition to the status of more typical words (e.g., laser), we chose to discard only those

abbreviations which appear fewer than 25 times in both the early and the later set of ab-

stracts. The abbreviations are common in the scientific abstracts and tend to be dominant

as the top ranked semantic changes. For this reason, we kept a higher frequency threshold

of 25 for them to balance between meaningful and spurious changes.

After applying all the steps mentioned above, we inspected the top words for both legal

opinions and computer science abstracts and manually removed names and abbreviations

that were not caught by these heuristics, as well as tokenization errors. For each dataset,

we retain a list of the 1000 terms that underwent the most substantial semantic changes,

as measured by overlap in their semantic neighborhood (described above). Words outside

this list have similar embeddings over time; as a result, they are unlikely to yield large

progressiveness scores for any documents, and will therefore not impact the overall results.

As a robustness check, we also performed the regressions using the unfiltered list, and this

did not qualitatively change the regression results.

B.3 Robustness Checks

We conducted a series of stability and robustness checks to verify that our proposed method

is reliable. Learning word embeddings using NCE or similar such methods is prone to sta-

bility issues, in particular due to random initialization (Antoniak et al. 2018; Burdick et

al. 2018). We ran our pipeline of learning word embeddings, identifying semantic inno-

vations, and measuring the semantic progressiveness of documents for different random

initialization.
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Table B.1: Accuracy (in %) of word embeddings on the analogy testset (Mikolov et al.
2013b)

Runs CourtListener DBLP

Early Later Early Later

1 20.5 22.7 11.8 16.6
2 20.9 22.7 11.5 16.5
3 20.9 22.4 11.8 16.6

Table B.2: Spearman correlation of word embeddings on the word similarity test-
set (Bruni et al. 2012)

Runs CourtListener DBLP

Early Later Early Later

1 0.42 0.42 0.35 0.45
2 0.42 0.43 0.34 0.45
3 0.42 0.43 0.34 0.44

B.3.1 Word embeddings stability

Since our proposed calculation of progressiveness of every document relies heavily on

the word embeddings, high variance in the word embeddings due to random initialization

can potentially affect the calculation. We tested the performance of word embeddings un-

der different initialization on benchmark testsets to verify that our method is quite stable.

Specifically, we evaluate the quality of the word embeddings on analogy and word similar-

ity tasks for three runs, each differing in the initialization point. The results are in Table B.1

and Table B.2 respectively.

B.3.2 Semantic innovations stability

Even though the performance on extrinsic benchmarks points to word embeddings being

of similar quality irrespective of random initialization, it does not necessarily mean that

there is low variance in uncovering semantic changes. To make this explicit, we show the

top 10 top semantic changes identified for each run on the CourtListener text collection
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Table B.3: Top semantic changes across different runs for Courtlistener text collection.
Six changes appear in the top ten across all three runs, as shown in bold.

Runs Top Semantic Innovations

1 underpinned, lodgment, recomissioned, disentangling, en-
trenchment, forensically, replications, fringe, bonded,
clout

2 entrenchment, cloaks, underpinned, replications, unshack-
led, lodgment, origination, clout, bonded, fringe

3 underpinned, lodgment, entrenchment, cloaks, forensi-
cally, origination, clout, telegraphing, fringe, bonded

Table B.4: Top semantic changes across different runs for DBLP text collection. Nine
changes appear in the top ten across all three runs, as shown in bold.

Runs Top Semantic Innovations

1 osn, ux, asd, ros, ble, mtc, hesitant, apps, nfc, app
2 ux, ble, osn, asd, app, hesitant, mtc, ppi, nfc, ros
3 osn, ux, ros, hesitant, ble, ppi, asd, app, mtc, nfc

in Table B.3 and for the DBLP collection in Table B.4.

B.3.3 Robust semantic progressiveness

The word embeddings and the discovered semantic innovations are stable despite differ-

ences in initialization. But the embeddings and the semantic innovations are dependent

variables in our calculation of the semantic progressiveness. We performed another quan-

titative check to show that the progressiveness scores of documents are correlated across

different runs. Table B.5 shows the spearman rank correlation across random pairs of runs

for both the text collections. As can be seen the spearman rank correlation is extremely

high, meaning that even the small amount of noise that is added to the embeddings due to

initialization is canceled through the calculation of progressiveness scores.
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Table B.5: Spearman rank correlation across random pairs of runs for both the text
collections.

Runs Scientific abstracts Court opinions

1-2 0.994 0.995
2-3 0.996 0.993
1-3 0.992 0.995

B.4 Alternative measurement of semantic progressiveness

The results from the multivariate regressions using an alternative measure of semantic pro-

gressiveness. In this scoring scheme the progressiveness per document is calculated as the

number of innovations in the document for which the progressiveness score is greater than

the median progressiveness score across all semantic innovations. Table B.6 contains the

results for the DBLP collection and the Table B.7 contains the results for the collection of

court opinions.

Table B.6: Poisson regression analysis of citations to scientific abstracts. Each column
indicates a model, each row indicates a predictor, and each cell contains the coefficient and,
in parentheses, its standard error. Log likelihood is in millions of nats.

M1 M2 M3

Constant 2.078 2.011 2.008
Outdegree 0.010 0.010 0.010
# Authors 0.024 0.024 0.024
Age 0.074 0.077 0.076
Length 0.002 0.002 0.002
BoWs 0.000 0.000 0.000
Prog. 0.049
Prog. Q2 0.105
Prog. Q3 0.045
Prog. Q4 0.137
Log Lik. -12.923 -12.891 -12.912
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Table B.7: Poisson regression analysis of citations to legal documents. Each column
indicates a model, each row indicates a predictor, and each cell contains the coefficient
and, in parentheses, its standard error.

M1 M2 M3

Constant 1.612 1.515 0.963
Outdegree 0.019 0.020 0.019
Age 0.011 0.012 0.017
Length 0.000 0.000 0.000
BoWs 0.000 0.000 0.000
Prog. 0.051
Prog. Q2 0.577
Prog. Q3 0.615
Prog. Q4 0.745
Log Lik. -429096 -427724 -423474
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Sabine Schulte im Walde. “CL-IMS@ DIACR-Ita: Volente o Nolente: BERT does
not outperform SGNS on Semantic Change Detection”. In: arXiv preprint arXiv:2011.07247
(2020).

[164] Theodoros Lappas, Evimaria Terzi, Dimitrios Gunopulos, and Heikki Mannila.
“Finding effectors in social networks”. In: Proceedings of the 16th ACM SIGKDD
international conference on Knowledge discovery and data mining. 2010, pp. 1059–
1068.

[165] David Lazer, Alex Pentland, Lada Adamic, Sinan Aral, Albert-László Barabási,
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