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SUMMARY

Multicompartment micelles offer great potential for catalytic science, owing to their ability to sequester immobilized catalytic species into distinct chambers within the micelle. In multi-step reaction sequences that feature non-orthogonal reaction steps, multicompartment micelles help to maintain overall reaction efficiency or catalyst efficacy by confining reaction steps to distinct catalytic compartments and by guiding reactants and products through thermodynamic species flow throughout the micelle. The morphology of a multicompartment micelle thus directly influences its performance for catalytic applications. This work explores the relationships between block copolymer architecture and micelle morphology in order to allow the synthetic chemist greater control over morphology when synthesizing micelle systems. The chief results of this work include the development of a computational methodology for estimating the Flory-Huggins \( \chi \)-parameter and the formulation of a structural parameter \( R \) which allows for the morphologies of multicompartment micelles to be predicted on the basis of the block copolymer architecture.
1. INTRODUCTION

Efficient reaction design forms an important foundation of many processes in modern chemistry. Reaction optimization has far-reaching effects that greatly improve many other facets of polymer manufacturing, pharmaceutical production, and related industries\textsuperscript{1-8}. In particular, a field of growing interest during the past century is that of immobilized molecular catalysis\textsuperscript{9-19}. This topic holds great potential due to its combination of the best strengths of both homogeneous and heterogeneous catalysis. By allowing for high selectivity and reaction rates traditionally achieved by homogeneous catalysis while still yielding the excellent separability offered by heterogeneous catalysis, this field presents an opportunity to leverage the advantages of both techniques\textsuperscript{19-24}.

Despite the strengths of immobilized molecular catalysis, however, systems containing multiple \textit{tandem} non-orthogonal reactions (i.e., reactions which have the potential for mutual interference) still encounter difficulties\textsuperscript{25-28}. In extreme cases, a particular step of the multistep reaction may even be incompatible with another species present in the system; in such a case, the catalyzing agent could suffer drastically reduced efficacy or cease to function altogether\textsuperscript{29}.

For example, as studied previously by Lu et al.\textsuperscript{30}, the hydration reaction of terminal alkynes into methyl ketones may be catalyzed by cobalt porphyrin (Co-Por) complexes. In the presence of sodium formate (\text{HCOONa}), however, this hydration reaction is prevented. Similarly, the methyl ketones may be transformed into chiral secondary alcohols of great utility in pharmaceutical applications. The corresponding asymmetric transfer hydrogenation (ATH) reaction, catalyzed by an N-tosylated derivative of 1,2-diphenyl-1,2-ethylenediamine containing rhodium (Rh-TsDPEN), is prevented by the presence of triflimide (\text{HNTf2}). These incompatibilities present obstacles that traditional implementations of immobilized molecular catalysis alone cannot surmount.
A potential solution to these obstacles arises in a field of study which has been the subject of growing academic interest in recent years – namely, that of multicompartment micelles. These systems offer separate molecular “chambers” in which each of the non-orthogonal reactions can take place, allowing for one-pot synthesis and tandem catalysis\(^{30-35}\). Micelles are, of course, well studied in chemistry; indeed, the multicompartment micelle (MCM) is simply an extension of the traditional idea. It is well known that a typical micelle is generally composed of polymers which have hydrophilic and hydrophobic portions\(^ {36-37}\). MCMs, then, are composed of polymers of three or more distinct portions; a common example results from triblock copolymers containing hydrophilic, lipophilic, and fluorophilic (HLF) blocks\(^ {38-44}\). For a proper choice of solvent, solutions of these polymers thus self-assemble into micellar structures containing three or more regions of microphase separation.

By introducing immobilized catalysts into MCM-containing systems, it is possible to create a micelle nanoreactor\(^ {45-57}\). Because of the multicompartamental nature of the micelles in the system, it is possible to introduce different immobilized catalysts within each region of the MCM, thereby creating distinct catalytic regions within the structure that support simultaneous non-orthogonal reactions without the need for successive reaction chambers while still achieving high reaction rates and easy separability\(^ {30, 34, 52-54, 57-59}\). The micelle nanoreactor (MNR) thus presents an elegant solution to many of the challenges facing immobilized molecular catalysis science.

It is natural to expect that the particular structural morphology of the micelles formed by a given polymer will in turn affect their utility in MNR applications. By extension, the particular architecture of the polymers selected for the formation of MCMs will have a marked effect on the performance of the resultant MNR system. For example, even if the species which define the different regions of solvophilicity of the polymer are held constant, variations in the sequence,
lengths, and length ratios of the respective blocks can lead to significant morphological changes in the resultant MCMs$^{42-44, 60}$. Such changes can then lead to diminished catalyst effectiveness (e.g., due to decreased extent of compartmentalization) or less desirable reactant and product transport (leading to reduced reaction rates).

Therefore, proper design of MCM systems for use in MNR applications requires complete understanding of how to control the polymer architecture and, consequently, the micelle structure. A systematic study of the effects of the relevant variables is, however, made difficult in experiment due to the time-consuming preparation and reactions involved. Computational techniques offer a more economical avenue for the study of large systems such as these, as they allow for direct analysis of the MCM structure without the need for structural synthesis.

Of course, computational methods are not without their own set of challenges. Whereas chemical systems in physical experiments follow nature’s specifications, simulations must be carefully designed to recreate the real behavior of the given system$^{61-65}$. Clearly, for instance, two different chemical species in nature need not be instructed as to their miscibility – free energy considerations dictate the preferred phase(s) of the system. Computational models of these molecules, however, do not have this natural intuition; explicit simulations must be performed to determine these properties before the true study of interest can begin in earnest$^{61}$.

Considering all of these factors, the present work aims to study the effects of polymer architecture and composition on the morphology of the resulting self-assembled multicompartment micelles. The foundation of this study lies in the development of a robust methodology for determining the miscibility of polymer species$^{61}$ and several studies of morphological tunability in triblock$^{66-67}$ and tetrablock copolymer micelles. Four major studies have already been accomplished toward this goal and comprise Chapters 3-6 of this dissertation. Future work on this
project, to be undertaken either by the author or by a future researcher, will focus on (1) additional refinement of $\chi$-parameter simulation techniques, as introduced in Chapter 3; (2) the extension of the structural parameter $\mathcal{R}$, introduced in Chapters 3 and 4, to include thermodynamic information; (3) the study of additional tetrablock sequences to complement those studied in Chapter 6, and (4) the introduction of reactants, products, and potentially catalysts into the MCM systems in order to directly study the effectiveness of such a system for MNR purposes. These potential studies are discussed in greater detail in Chapter 8.
2. THEORETICAL AND COMPUTATIONAL BACKGROUND

2.1. Thermodynamics and Statistical Mechanics

A brief discussion of the key items in the theoretical background of this work is warranted. From a thermodynamic perspective, a detailed study of micelle self-assembly rests on the foundation of Flory-Huggins solution theory, which begins with the traditional definition of Gibbs free energy of mixing, given as

\[ \Delta G_m = \Delta H_m - T \Delta S_m, \]  

(1)

where \( T \) represents the absolute temperature\(^{68-70}\). Flory-Huggins theory reduces the solution to a lattice model\(^{70-71}\). Thus, the entropy of mixing \( \Delta S_m \) can be determined through configurational statistics on the polymer chains as

\[ \Delta S_m = -R (n_1 \ln \phi_1 + n_2 \ln \phi_2), \]  

(2)

where \( R \) is the gas constant and \( n_i \) and \( \phi_i \) represent the number of moles and the volume fraction of species \( i \), respectively. Likewise, the enthalpy change upon mixing (\( \Delta H_m \)) may be expressed through the change in interaction energies between the unmixed and mixed states:

\[ \Delta H_m = (n_1 N_A) \phi_2 \Delta w_{12} \]  

(3)

where the mixing energy \( \Delta w_{12} \) is given as

\[ \Delta w_{12} = \frac{1}{2} [(Z_{12} + Z_{21})E_{12} - (Z_{11}E_{11} + Z_{22}E_{22})]. \]  

(4)

Here \( Z_{ij} \) represents the coordination number of the species \( j \) around the species \( i \), while \( E_{ij} \) represents the interaction energy between individual molecules of species \( i \) and \( j \):

\[ E_{ij} = \varepsilon_{ij} - (\varepsilon_i + \varepsilon_j), \]  

(5)

that is, the difference between energy of the two molecules in a paired configuration and of the two separately. While the mixing energy may commonly be either positive or negative, depending
on the particular pairing of species, the interaction energy is nearly always negative between uncharged molecules, due to favorable intermolecular interactions. Then $\chi_{12}$ is defined as

$$\chi_{12} = \Delta w_{12} / RT$$

and its relationship with the enthalpy of mixing is given as

$$\Delta H_m = n_1 \phi_2 \chi_{12} RT$$

Thus, the change in free energy upon mixing is expressed in terms of $\phi_1$, $\phi_2$, $\chi_{12}$, and $RT$ via the combination of equations (1), (2), and (7):

$$\Delta G_m = RT (n_1 \ln \phi_1 + n_2 \ln \phi_2 + n_1 \phi_2 \chi_{12})$$

Micelles are defined by their microphase separation into distinct regions; the simplest case often contains just a solvophobic core with a solvophilic corona, governed by a positive free energy of mixing between the species of the two regions. For this reason, there exists a crucial dependence in a micelle solution upon the pairwise miscibility of each identifiable species with the others. In designing a computational model of a micelle solution, it is clearly essential to obtain accurate $\chi_{12}$ values for each pair of identifiable copolymer species (i.e., regarding the solvophobic and solvophilic portions of the fundamental copolymer as distinct species). A discussion of the availability and shortcomings of experimental techniques for doing this, as well as a newly developed computational methodology for estimating $\chi_{12}$, is presented in Chapter 3.

Computational simulations, however, are performed on groups of molecules far too few in number for thermodynamics to apply. Further analysis based on statistical mechanics then becomes necessary to extend the scope of the system to the thermodynamic level. In particular, the partition function $Q$ of the possible states offers a manner in which the thermodynamics of the system may be studied; generally speaking, the partition function is a summation over all possible available states of the system. In energy space, this would take the form
\[ \sum_i \rho(\varepsilon_i). \] (9)

where \( \rho(\varepsilon_i) \) represents the unnormalized probability of energy state \( \varepsilon_i \). The particular form of this probability can change depending on which system parameters are held constant; the groups of parameters held constant are the various statistical mechanical ensembles. A common choice of ensemble is the so-called NVT or canonical ensemble, in which the number of particles, system volume, and average system temperature are all held constant. In such an ensemble, \( \rho(\varepsilon) \) becomes the familiar weight factor of the Boltzmann distribution and the partition function becomes

\[ Q = \sum_i \exp(-\beta \varepsilon_i) = \sum_i \exp(-\varepsilon_i/k_B T). \] (10)

This quantity is particularly important since all thermodynamic properties of interest may be derived from it. In particular, the ensemble average energy (i.e., across all states) is given as

\[ \langle E \rangle = -\left( \frac{\partial \ln Q}{\partial \beta} \right) = [\sum_i \varepsilon_i \exp(-\varepsilon_i/k_B T)]/[\sum_i \exp(-\varepsilon_i/k_B T)]. \] (11)

Of course, computationally sampling all possible energy states for a molecule of any real complexity becomes an impossible task. Fortunately, the nature of the Boltzmann weight factor means that high-energy states are much less probable. They then contribute little to the partition function and to the average energy. Thus, for the scope of this work, an alternative “pseudo-partition function” \( Q^* \) will be defined as a sum over all the \( N_s \) lowest-energy samples from configurational space. These energy samples represent the most important contributions to the average energy; the states which are excluded from consideration will be fairly high in energy and therefore justifiably may be assumed to cause a sufficiently small error in the pseudo-ensemble average energy \( E^* \) across all sampled states.

2.2. Theory of Computational Methods

Through statistical mechanics, the pseudo-ensemble average can be determined for the interaction energies \( E_{11}, E_{12}, \) and \( E_{22} \). These three values, as well as the four possible coordination configurations...
numbers $Z_{11}, Z_{12}, Z_{21},$ and $Z_{22},$ must be computed for each possible pairing of distinct species in the system. As an example, the seven values mentioned before would need to be computed for each of the three pairings possible in a simple AB copolymer micelle system – namely, the A-B interpolymer pairing and the solvent-A and solvent-B pairings.

In order to generate accurate values for these pairings, it becomes essential to consider factors at multiple length scales. Indeed, a word about the level of theory in computational studies is warranted. Computational techniques vary significantly depending on the length scale in question; at the level of a single atom or molecule, electronic structure theory (EST) should be used to determine the most favorable orbital occupation for a given geometry$^{72, 74-75}.$ At this scale, techniques such as density functional theory or post-Hartree-Fock methods are common.

When there are several atoms present, EST may still be used (with less rigorous settings, of course), but force field methods often become more economical for larger systems (~50 atoms or more), especially if only generally correct values of orbital occupation-based properties, like partial atomic charges, are needed. Force field methods certainly treat the electronic energy of a molecule more approximately but give an added advantage of being significantly cheaper while still delivering satisfactory accuracy. Even still, these methods are unsuitable for systems with hundreds or even thousands of atoms; at such large length scales, coarse-grained (or mesoscale) techniques are often used to reduce the level of detail represented in the system, allowing for the evolution of many atoms or molecules to be studied at the network scale.

2.2.1. Electronic Structure Theory

At the lowest length scale, EST methods are universally based upon approximate solution of the time-independent Schrödinger equation

$$
\hat{H}(x)\psi(x) = E\psi(x),
$$

(12)
where $E$ is the total energy corresponding to wavefunction $\psi(x)$ and $\hat{H}(x)$ is the Hamiltonian operator of the system given by

$$\hat{H}(r) = -\hbar \nabla^2 / 2m + V(x).$$  \hfill (13)

The two terms in the Hamiltonian above represent kinetic and potential energy contributions. Lastly, the coordinate $x$ contains both a spatial coordinate $r$ and a spin coordinate $\sigma$.

EST methods may be classified either as wavefunction-based or electron density-based. The former includes Hartree-Fock theory$^{76-80}$ (procedures which do not rigorously consider electron correlation and London dispersion effects$^{81}$) or post-Hartree-Fock methods$^{72, 82}$ (procedures which include increasingly rigorous treatment of electron correlation$^{83-87}$). Despite these differences, a commonality to many wavefunction methods is their basis in the variational theorem and dependence on a self-consistent field (SCF) procedure$^{78}$. It should be noted that EST methods based in perturbation theory do not make use of the variational theorem$^{88-89}$; these methods are, however, beyond the scope of the current work.

The first step in this process is generally to transform the Schrödinger equation into a one-electron Schrödinger equation of the form

$$f(x_k) \phi_i(x_k) = \epsilon_i \phi_i(x_k),$$  \hfill (14)

where $f(x_k)$ fills the role of a one-electron Hamiltonian operator that considers kinetic energy as well as Coulombic and exchange interactions. $\phi_i(x_k)$ represents a one-electron wavefunction as opposed to the overall wavefunction $\psi(x)$, in much the same way that $\epsilon_i$ represents the energy of a single electron as opposed to the total energy $E$.

Next, basis functions are introduced as linear combinations of atomic orbitals, taking the form

$$\phi_i(x_k) = \sum_{\mu} C_{i\mu} \bar{\phi}_\mu$$  \hfill (15)
The basis functions $\tilde{\phi}_\mu$, weighted by coefficients $C_{\mu l}$, are generally exponential functions with radial dependence of either $e^r$ or $e^{r^2}$. Although the former (referred to as Slater-type orbitals$^{90}$) is more accurate, the latter (Gaussian-type orbitals$^{91-92}$) is nonetheless generally favored for its higher computational efficiency$^{93}$. The collection of all basis functions used in a particular calculation is referred to as a basis set. Upon the introduction of these terms, equation (14) may be rewritten in matrix form as the Roothaan equation

$$\mathbf{FC} = \mathbf{SC}\epsilon,$$  \hspace{1cm} (16)

where $\mathbf{F}$ and $\mathbf{S}$ are the Fock and overlap matrices, respectively$^{94-95}$. The Fock matrix serves as the Hamiltonian operator, while the overlap matrix is in essence a normalizing matrix used in orthogonalization of the Fock matrix. These matrices are given by

$$F_{\mu\nu} = \int \tilde{\phi}_\mu^*(x_k) f(x_k) \tilde{\phi}_\nu(x_k) dx_k \hspace{1cm} (17)$$

$$S_{\mu\nu} = \int \tilde{\phi}_\mu^*(x_k) \tilde{\phi}_\nu(x_k) dx_k \hspace{1cm} (18)$$

Because $\mathbf{F}$ and $\mathbf{C}$ are interdependent, at this point the SCF procedure begins: $\mathbf{F}$ and $\mathbf{C}$ are iteratively varied, with each updating the other upon each iteration, until they converge to a desired level of accuracy. This yields orbital occupation and orbital energies, typically for the ground-state configuration. The variational theorem guarantees that these methods cannot underestimate the true energy. It should be noted that base Hartree-Fock theory is deeply flawed in its failure to consider electron correlation; post-Hartree-Fock methods aim to correct this, but another quite popular approach exists.

All of the methods discussed thus far are iterative approaches to find the wavefunction $\psi(x)$ which minimizes the total energy $E$. Density functional theory (DFT), however, tackles the Schrödinger equation by seeking the electron density $\rho(r)$ which minimizes the total energy$^{96-98}$. The Hohenberg-Kohn theorem demonstrates that the ground-state electronic properties of a system
depend only on the electron density, making this approach fully tractable\textsuperscript{99-101}. Indeed, DFT can deliver far more accurate results than base Hartree-Fock theory with comparable computational cost\textsuperscript{102}. Expressing the energy as a functional of electron cleverly reduces all energy terms for which an analytical expression is not known into a single parameter $E_{XC}[\rho(r)]$:

$$E[\rho(r)] = -\frac{1}{2}\sum_i \langle \phi_i | \nabla^2 | \phi_i \rangle + \sum_A \int \frac{Z_A \rho(r)}{|R_A - r|} \, dr + \frac{1}{2} \int \frac{\rho(r) \rho(r')}{|r - r'|} \, dr \, dr' + E_{XC}[\rho(r)] \quad (19)$$

The first three terms in this equation represent the kinetic energy of an analogous system of non-interacting electrons and the Coulombic energies for the attractive nuclear-electronic interactions and the repulsive two-electron interactions\textsuperscript{96}. The unknown parameter $E_{XC}[\rho(r)]$, termed the exchange-correlation functional, is the core hurdle in DFT. Thus, the choice of functional is a major determinant in the accuracy of the computation results.

Even though the explicit forms of exchange-correlation functionals can vary quite drastically, the most common functionals fall into one of several major categories. Local density approximation (LDA) functionals\textsuperscript{96, 103} use only the local electron density $\rho(r)$ at each point $r$. Generalized gradient approximation\textsuperscript{104-107} (GGA) and meta-GGA\textsuperscript{108-110} functionals additionally incorporate the gradient $\nabla \rho(r)$ and the Laplacian $\nabla^2 \rho(r)$ for additional information. Hybrid functionals\textsuperscript{111-117} make use of the Hartree-Fock exchange energy expression. Finally, hybrid meta-GGA functionals\textsuperscript{118-120} utilize all of the terms discussed above and are extremely accurate, but greatly increase the computational cost of the DFT calculation. As a result, GGA (e.g., PBE\textsuperscript{105}) or hybrid (e.g., B3LYP\textsuperscript{113-117}) functionals are generally used unless extreme accuracy is desired.

It should be noted that while DFT deals with electron density rather than the wavefunction, it is still fundamentally a variational method! The most common implementation of DFT, often referred to as Kohn-Sham density functional theory\textsuperscript{96, 102} (KS-DFT), expresses equation (14) as

$$\hat{h}_{KS}(\mathbf{r}_k) \phi_i(\mathbf{r}_k) = \varepsilon_i \phi_i(\mathbf{r}_k) \quad (20)$$
where the one-electron Hamiltonian operator $\hat{h}_{KS}$ is given as

$$\hat{h}_{KS} = -\frac{1}{2}\nabla^2 + \sum_A \int \frac{Z_A \rho(r)}{|r_A - r|} dr + \int \frac{\rho(r')}{|r - r'|} dr' + V_{XC}(r), \quad (21)$$

consisting of kinetic energy, nuclear-electronic attraction, two-electron repulsion, and exchange-correlation potentials, respectively. The SCF procedure in KS-DFT is applied in an analogous manner to that in Hartree-Fock theory to achieve convergence of the orbital occupation and orbital energies, making KS-DFT (and, indeed, DFT in general) a variational method.

Once the orbital occupation has been determined, properties such as the partial atomic charges may be calculated. There are certainly many approaches for accomplishing this; Mulliken population analysis is a common technique which assigns partial atomic charges directly based on the orbital occupation, distributing partial charge evenly in the case of orbital overlap.

More sophisticated techniques include the electrostatic potential (ESP) method, which attempts to assign partial charges such that the proper ESP at various points is replicated around the molecule. The Bader method of partial charge analysis defines a series of zero-flux surfaces around atomic centers and integrates the electron density within the volumes defined by these surfaces in order to find the partial charge on each atom. These more sophisticated techniques may present better choices for studies desiring extremely high-accuracy partial atomic charges. However, when only approximately accurate values are needed, a careful selection of basis set will render Mulliken population analysis a viable option.

### 2.2.2. Force Field Methods

When many atoms are present, force field methods are excellent tools for examining the behavior of a molecular system. Such methods are generally categorized as either molecular mechanics or molecular dynamics, with the clear distinction being the absence or presence of time.
evolution, respectively\textsuperscript{134-136}. In either case, however, force field methods study the variation in energy as a function of molecular geometry and atomic positions.

Generally, this variation is implicitly studied by way of a potential energy surface (PES), giving the relationship between the configurational energy of a molecule and its geometrical parameters\textsuperscript{137-141}. In the case of water, for example, the PES captures the variation of energy with respect to O-H bond length and H-O-H bond angle. Of course, a more complicated species would give rise to a PES which cannot be easily visualized. With this in mind, a more versatile view of the dependence of energy on geometry and position takes the form of potential energy functions (PEF), a collection of which constitute a force field.

There are, broadly, two types of PEF: bonded and non-bonded interactions. The simplest bonded interactions are fairly intuitive, including such terms as bond stretching, bond angle bending, and dihedral angle torsion. Bond stretching energy, $E_l$, may be modeled as a harmonic potential, although this gives incorrect limiting behavior at large interatomic distances. A more appropriate choice of equation, generally referred to as the Morse potential\textsuperscript{142-144}, takes the form

$$E_l = D \left[ 1 - \exp\left(\sqrt{\frac{k_l}{2D}} (l - l_0)\right) \right]^2,$$  \hspace{1cm} (22)

where $D$ is the dissociation energy, $k_l$ is the force constant associated with the potential well, and $l_0$ is the equilibrium bond length.

Bond angle bending energy, $E_\theta$, may also be modeled as a harmonic potential close to the equilibrium bond angle, but this quickly fails at larger bond angles. For this reason, a cosine harmonic potential is often employed, commonly expressed as

$$E_\theta = \frac{1}{2} k_\theta (\cos \theta - \cos \theta_0)^2.$$ \hspace{1cm} (23)

In a similar vein to the bond stretching potential, here $k_\theta$ represents the force constant associated with the angle bending and $\theta_0$ represents the equilibrium bond angle.
Dihedral angle torsion energy, $E_\phi$, requires a more complicated expression, owing to the fact that multiple stable dihedral angles exist for a given molecule. Since one minimum alone will not suffice, this term is frequently expressed as a sum over several terms. For example, a commonly used expression for this potential takes the form

$$E_\phi = \frac{1}{2}\sum_k k_\phi [1 + \cos(n\phi - \phi_0)].$$

(24)

with $k_\phi$ again serving as the force constant. $\phi_0$ is, however, not directly the equilibrium torsion angle, but simply a minimum on the force curve of multiplicity $n$.

While other bonded interaction terms are sometimes employed – such as out-of-plane bending or cross terms like stretch-bend potentials – the three mentioned above are the most common and often the most important. The non-bonded interactions, by contrast, are nearly always limited to electrostatic potential and van der Waals potential terms. The former of these is simply a Coulombic interaction potential of the familiar form

$$E_{el} = q_i q_j / \epsilon R_{AB},$$

(25)

where $q_i$ represents the partial charge of atom $i$, $\epsilon$ represents the effective dielectric constant, and $R_{AB}$ represents the interatomic distance. This expression demonstrates the importance of obtaining an accurate estimate of the partial atomic charges from EST. Quicker partial charge estimation schemes such as charge-equilibration\textsuperscript{145} (QE) or Gasteiger partial charges\textsuperscript{146–147} can be insufficient for correct determination of energies based on molecular mechanics.

The van der Waals potential consists of attractive and repulsive energy contributions: the short-range interaction is strongly repulsive and follows an approximately exponential function, while at relatively long separation the attractive term proportional to $R_{AB}^{-6}$ dominates. Combining these dependencies, a common expression (generally termed the “exponential-6” or Buckingham potential\textsuperscript{148}) of the van der Waals interaction energy $E_{vdw}$ becomes
\[ E_{vdW} = \alpha \exp(-\beta R_{AB}) - \gamma / R_{AB}^6, \]  
\[ (26) \]

with \(\alpha\), \(\beta\), and \(\gamma\) being empirically fitted parameters contained within the choice of force field. Although this expression is very accurate at most interatomic separations, it predicts unphysically attractive behavior at extremely short separations. An alternate expression which avoids this, best known as the Lennard-Jones potential, takes the form below\(^{149}\):

\[ E_{vdW} = E_0 \left[ (R_0/R_{AB})^{12} - 2(R_0/R_{AB})^6 \right] \]  
\[ (27) \]

This formulation is quite appealing in part because it avoids the unphysical behavior encountered by the Buckingham potential at extremely short interatomic separations; it is also significantly quicker to compute and contains within it the most salient features of the force curve – i.e., the equilibrium interatomic separation \(R_0\) and minimum energy \(E_0\).

An important application of the PEF defined in equations (22)-(27) is the minimization of the energy of a molecule on the PES. Such a procedure, termed geometry optimization, relies on gradient techniques such as the steepest descent or Newton-Raphson methods\(^{150-152}\). Although these approaches are designed to seek minima on the potential energy surface, an interesting application allows for transition states to be studied. Transition states exist as saddle points on the PES, being a minimum in all but one geometrical dimensions\(^{153}\). Molecular mechanics studies of these states require the Hessian matrix, an analytic formulation of which can be costly to obtain (if possible at all). Studying them can thus be considerably more difficult than geometry optimization.

The considerations discussed heretofore generally fully capture the scope of molecular mechanics; when considering the time evolution of a molecule or group of molecules, however, molecular dynamics necessitates several additional expressions. To begin, Newton’s equations of motion are integrated and often expanded as a Taylor expansion of position as a function of time:

\[ \mathbf{r}(t + \delta t) = 2\mathbf{r}(t) - \mathbf{r}(t - \delta t) + \frac{1}{m} \mathbf{F}(t) \delta t^2 \]  
\[ (28) \]
This second-order expansion, known as the Verlet algorithm\textsuperscript{154}, is noteworthy in that it is independent of atomic velocities. Instead, this algorithm depends only on the atomic positions from the current and previous timesteps and the forces upon each atom at the current timestep. Just as the partial atomic charges highlight the importance of EST to force field methods, so too does the Verlet algorithm expressed thusly highlight the importance of accurate PEF expressions to molecular dynamics. Naturally, there exist many variants of this algorithm (velocity Verlet, leapfrog integration, etc.\textsuperscript{155-157}), but they all share the important dependence upon the PEF expressions that the Verlet algorithm displays.

As a system evolves, its properties will necessarily evolve as well. Some properties, however, ought to remain constant: the temperature, for example, is often a system parameter. It therefore should, on average, remain constant as the system evolves. System controls such as thermostats and barostats are often used to regulate parameters that are used to define the system.

One possible choice for these regulators are the Berendsen thermostat and barostat\textsuperscript{158-160}. This thermostat regulates temperature by scaling the atomic velocities $v_i$ of timestep $i$ by a factor $\lambda$, given by

$$\lambda = \left[1 + (\delta t / \tau_T)(T_0 / T)\right]^{1/2}, \quad (29)$$

where $\tau_T$ is a coupling constant of the system to a heat bath of constant temperature $T_0$. The ratio of the temperatures between the heat bath and the system is therefore the characteristic parameter which governs the scaling of the atomic velocities and thus the temperature regulation. The Berendsen barostat works analogously, maintaining constant system pressure by scaling the system volume by a parameter $\eta$, given by

$$\eta = \left[1 - \beta (\delta t / \tau_p)(P_0 - P)\right]^{1/3}. \quad (30)$$
Here $\beta$ is simply the isothermal compressibility of the system, while $\tau_p$ and $P_0$ are constants associated with a pressurized reservoir analogous to the heat bath of the Berendsen thermostat. Like the Verlet algorithm, there are also many forms of thermostats and barostats (Andersen, Nosé-Hoover, etc.$^{161-165}$).

### 2.2.3. Dissipative Particle Dynamics

Since molecular mechanics and molecular dynamics exclude explicit consideration of the electronic motion or orbital occupation (and thus also exclude any treatment of the Schrödinger equation), these methods can model large numbers of atoms quite effectively. When studying the time evolution of a system of several hundred or more atoms, however, even the methods outlined above become impractical. At this scale, it becomes necessary to employ some level of coarse-graining – that is, the reduction of a group of atoms into a single particle.

A powerful tool for analyzing the time evolution of a system of many atoms and molecules is dissipative particle dynamics$^{166-169}$ (DPD). As in all coarse-grained techniques, DPD reduces groups of many atoms into particles, commonly referred to as beads. Any DPD simulation will likely have at least two bead types, where each type represents a particular collection of atoms with specific properties. It should be noted that all beads in the system have the same mass$^{169}$; therefore, a judicious set of bead type definitions from the original system becomes highly important. Additionally, in order to preserve a sense of chemical identity for the beads in the system, characteristics such as the stiffness of the different atomic/molecular species and the miscibility of each pair of species ought to be assigned properly to the molecules.

The time evolution of the DPD system originates in the presence of three forces exerted on the particles$^{168-169}$. For any given particle $i$, the force upon this particle is given by

$$
\mathbf{F}_i = \sum_{j \neq i} \sum_{r < r_c} \left( \mathbf{F}_{ij}^c + \mathbf{F}_{ij}^D + \mathbf{F}_{ij}^R \right).
$$

(31)
As indicated by the summation bounds, each of these forces extends to all particles within a sphere of cutoff radius $r_c$. Particles outside of this cutoff radius are considered to have no interaction with particle $i$. The magnitude of $r_c$ is frequently taken to be unity; however, in this discussion it will be left in its original form.

The first of the forces in equation (31), $F_{ij}^C$, is a conservative force which describes soft repulsion between particles $i$ and $j$. For all $r_{ij} < r_c$, its functional form is simple:

$$F_{ij}^C = a_{ij} \left(1 - \frac{r_{ij}}{r_c}\right) \hat{r}_{ij}$$

(32)

Of course, for $r_{ij} \geq r_c$, the force reduces to zero. The prefactor $a_{ij}$ is often termed the repulsion parameter; its magnitude is related to the Flory-Huggins $\chi$-parameter through a simple linear scaling relationship dependent on $\rho$, the bead density\(^{169}\). For $\rho = 3.0$, this relation takes the form

$$a_{ij} = 25 + 3.5\chi_{ij}.$$ (33)

Note that the repulsion parameters are symmetrical (i.e., $a_{ij} = a_{ji}$).

Because the chemical identity of the species in the original system is primarily described by the repulsion parameter, a DPD simulation can only correspond accurately to a given physical system insofar as its repulsion parameters correspond accurately to the real miscibility between these species. As a consequence, accurately determining the $\chi$-parameters between each pair of identifiable species in the original system directly impacts the extent to which the DPD simulation properly captures the behavior of the physical system; as mentioned earlier, this important goal will form the basis of Chapter 3.

The second and third forces in the DPD framework, represented by $F_{ij}^D$ and $F_{ij}^R$, are termed the dissipative and random forces, respectively. Together, these forces constitute a thermostat for the simulation system: the dissipative force introduces a drag proportional to the relative velocity
between particles $i$ and $j$ which serves to reduce the beads’ velocities, while the random force – also referred to as a random \textit{thermal} force – serves to replicate the presence of atomic collisions and increase the beads’ velocities to the system. The functional forms of these forces are simple:

\[
F_{ij}^D = -\gamma \left(1 - \frac{r_{ij}}{r_c}\right)^2 (\hat{r}_{ij} \cdot \mathbf{v}_{ij}) \hat{r}_{ij} \tag{34}
\]

\[
F_{ij}^R = \sigma \left(1 - \frac{r_{ij}}{r_c}\right) \zeta_{ij} \Delta t^{-1/2} \hat{r}_{ij} \tag{35}
\]

Again, these forces extend only over the range $r_{ij} < r_c$. The factor \(\zeta_{ij}\) is a random variable, chosen independently at each timestep for each pair of interacting particles, with statistical properties

\[
\langle \zeta_{ij} \rangle = 0 \text{ and } \langle \zeta_{ij}^2 \rangle = 1. \tag{36}
\]

For statistical reasons, the inclusion of the factor $\Delta t^{-1/2}$ in equation (35) is essential. (A detailed explanation of the origin of this factor is, however, beyond the scope of the present work.)

The amplitudes $\gamma$ and $\sigma$ of these two forces are related through the so-called fluctuation-dissipation theorem of DPD, which gives rise to the governing relationship

\[
\sigma^2 = 2\gamma k_B T. \tag{37}
\]

A justification for this relationship requires examination of the Fokker-Planck equation\textsuperscript{168, 170-172}

\[
\frac{\partial \rho}{\partial t} = \mathcal{L}_C \rho + \mathcal{L}_D \rho, \tag{38}
\]

where $\rho = \rho(\mathbf{r}_i, \mathbf{p}_i, t)$ represents the probability distribution function corresponding to the system occupying position state $\mathbf{r}_i$ and momentum state $\mathbf{p}_i$ at time $t$. The operators $\mathcal{L}_C$ and $\mathcal{L}_D$ are more complicated; the former captures the conservative force described by equation (32), while the latter captures both the dissipative and the random forces described by equations (34) and (35). These operators are given by the following expressions:

\[
\mathcal{L}_C = -\left(\sum_i \frac{\mathbf{p}_i}{m_r} \frac{\partial}{\partial \mathbf{r}_i} + \sum_i \sum_{j \neq i} \mathbf{F}_{ij}^C \frac{\partial}{\partial \mathbf{p}_i}\right) \tag{39}
\]

\[
\mathcal{L}_D = \sum_i \sum_{j \neq i} \left(1 - \frac{r_{ij}}{r_c}\right)^2 \hat{r}_{ij} \frac{\partial}{\partial \mathbf{p}_i} \left[\gamma (\hat{r}_{ij} \cdot \mathbf{v}_{ij}) + \frac{1}{2} \sigma^2 \hat{r}_{ij} \left(\frac{\partial}{\partial \mathbf{p}_j} - \frac{\partial}{\partial \mathbf{p}_i}\right)\right] \tag{40}
\]
Often it is useful for the equilibrium probability distribution \( \rho_{eq} \) – that is, the solution of setting equation (38) equal to zero – to be identical to the Boltzmann distribution. In such a case, the thermodynamics of the system may then be expressed accurately through the canonical ensemble of statistical mechanics, as previously described in equations (10) and (11). Requiring that equation (37) be satisfied is sufficient to ensure that \( \rho_{eq} \), the steady-state solution to equation (38), will move toward the Boltzmann distribution \( \rho = \exp(-\varepsilon_i / k_B T) \).

The actual implementation of molecular dynamics (i.e., time evolution) into the DPD system is typically accomplished through a modified form of the velocity Verlet algorithm\(^{169}\). Although there are several important distinctions in practice, the general form of the algorithm is similar enough to that presented in in equation (28) that further discussion will not be presented here. In any case, it should be noted that the most crucial distinction between molecular dynamics as implemented on a fully atomistic basis (i.e., as discussed earlier) and molecular dynamics as implemented in coarse-grained techniques such as DPD lies in the definition of the forces acting on the constituent species. Since coarse-grained techniques simplify actual molecules into particles, the force expressions in equations (22)-(27) are inapplicable. Instead, the expressions described in in equations (32), (34), and (35) must be used.

As a final note on the theoretical background of this work, there exists a natural progression connecting all of the areas discussed thus far in Chapter 2. Computational modeling and simulation of a micelle system exists at far too large of a scale for EST methods and is even too unwieldy for fully atomistic methods in molecular dynamics to handle. Coarse-grained techniques, however, necessarily strip the constituent species of chemical identity, so properties must be assigned to the particles in such techniques as DPD to recapture as much of this identity as possible.
These properties, such as interspecies miscibility, may be determined through the use of methods like (fully atomistic) molecular mechanics. The calculation of accurate properties from these force field methods in turn relies on EST techniques for the optimization of force field parameters and assignment of partial atomic charges, among many others. However, since thermodynamic properties such as the average interaction energy of a pair of molecules depend on all available molecular configurations, statistical mechanics must be employed to obtain a proper value of such quantities from a large sample of configurational space.
3. COMPUTATIONAL ESTIMATION OF FLORY-HUGGINS $\chi$-VALUES

This chapter was adapted from a 2018 ChemPhysChem publication by the author.61

The foregoing theoretical foundations serve to underscore the complexity of creating accurate computational models of large systems like MCMs. As a consequence, it seems natural to approach such a study in a hierarchical manner: first, analyses based in EST and atomistic molecular mechanics will be performed to study the properties of the chemical species at hand. Using these results, a coarse-grained simulation of the time evolution of a polymer-solvent mixture may be conducted to study the self-assembly of a micelle system and the resultant structures as a function of polymer composition.

The present work focuses on modeling MCMs composed of polymers with three distinct blocks of solvophilicity. Along the lines of the piecemeal approach outlined above, preliminary studies in this work have been divided into two major thrusts. A rigorous framework for computationally estimating the $\chi$-parameter was developed, with satisfactory results compared to several systems of experimental study. Separately, an idealized DPD study (i.e., using $\chi$-values specifically chosen to guarantee three distinct solvophilicities) was conducted in order to examine the effect of characteristics of polymer architecture such as the lengths and length ratios of the three polymer chain blocks. There exists a wealth of existing studies which demonstrate the applicability of DPD for the study of micelle structures, making this an ideal choice.

Previous studies related to the $\chi$-parameter have highlighted the large spread of values generated by experimental measurements (e.g., by inverse gas chromatography, differential scanning calorimetry, or small-angle neutron scattering), necessitating very precise control of experimental conditions. To compound all of these difficulties, even when such...
precision is possible, there is no guarantee that the requisite data (Hildebrand or Hansen solubility parameters, cohesive energy densities, etc.) are known accurately, if at all.

Due to these significant limitations of experimental techniques for estimating the $\chi$-parameter, it may be advantageous to consider computational techniques in studying the miscibility of two species. For one, calculating the $\chi$-parameter through computer simulations instead of experimentation would greatly expedite the process of determining the miscibility of a given pair of molecules. In addition, the development of a temperature- and composition-sensitive model for estimating the $\chi$-parameter would pave the way for full constructions of phase behavior.

In this chapter, a molecular modeling approach is presented which allows the $\chi$-parameter to be estimated for a given pair of molecules. Combined with the existing theories and molecular modeling techniques, such as Flory-Huggins theory, density functional theory, molecular mechanics/dynamics simulation, and configurational statistics, this approach establishes a new procedure of normalizing the interaction energies using the molecular volume enclosed by the Connolly surface. This creates an interaction energy density which is analogous to, but distinct from, the cohesive energy density. From this study, it is apparent that this newly developed procedure produces accurate estimations for polymer miscibility.

As discussed in greater detail in Chapter 2.1, the Flory-Huggins $\chi$-parameter is a useful tool for analyzing the miscibility of two chemical species. Unfortunately, most of the traditional experimental methods have presented challenges. For example, the $\chi$-parameter between two polymers may be estimated via inverse gas chromatography\textsuperscript{181-183} (IGC) by first determining the miscibility between a probe species (represented by 1) and each of two polymer species (represented by 2 and 3). These interactions can be determined according to the expression\textsuperscript{181,183}

$$\chi_{12} = \ln \left( \frac{273.15 R V_2}{V_1 V_3} \right) - 1 + \frac{V_1}{M_2 V_2} \left( \frac{B_{12} - V_1}{RT} \right) P_1^\circ.$$

(41)
where $V_1$, $P_1^\circ$, and $B_{11}$ represent the molar volume, saturated vapor pressure, and second virial coefficient (in the gaseous state), respectively, of the probe species. $v_2$ and $M_2$ represent the specific volume and molecular weight of a polymer, respectively. The parameter $V_g^\circ$ represents the reduced specific retention volume. An analogous expression exists for $\chi_{13}$. Although many of these parameters can be determined via experiment to satisfactory accuracy, Al-Saigh and Munk have noted that the parameters $V_1$, $P_1^\circ$, and $B_{11}$ are all subject to a relatively large amount of uncertainty, leading to uncertainty in $\chi_{12}$ and $\chi_{13}$.

An expression that avoids the use of these parameters can be derived as well:

\[ \chi_{23} = \frac{1}{\mu \phi_2 \phi_3} \left[ \ln \left( \frac{V_{g,b}^{\text{blend}}}{w_2 v_2 + w_3 v_3} \right) - \phi_2 \ln \left( \frac{V_{g,2}}{v_2} \right) - \phi_3 \ln \left( \frac{V_{g,3}}{v_3} \right) \right] \] (42)

Here $\mu$ is a simple volumetric ratio and $w_i$ and $\phi_i$ are the weight and volume fractions of species $i$, respectively. However, even if this expression is employed, the very low values of the retention volume $V_g$ lead to large error in the $\chi$-value. For these reasons, although IGC offers an avenue for estimating the $\chi$-parameter, it presents prohibitively large uncertainty to be a practical method.

It is also possible to estimate $\chi$ using small-angle neutron scattering (SANS). This procedure measures the angle of refraction of neutrons through an experimental medium, in this case a solution of two polymer species, while varying angle of incidence in a manner analogous to small angle x-ray scattering. The interaction parameter between the two species can be calculated using the equation:

\[ \chi_{AB} = \frac{1}{2} \left[ \left( \phi Z_A (P(0) + NQ(0)) \right)^{-1} - (\phi Z_A)^{-1} - ((1 - \phi) Z_B)^{-1} \right], \] (43)

where $\phi$ represents volume fraction of B in A, $Z_A$ and $Z_B$ are the degree of polymerization of the two species, $N$ represents the total number of B polymer chains per unit volume, and $P(q)$ and
\(Q(q)\) represent the intramolecular and intermolecular components of scattering, respectively. The
scattering vector \(q\) can be expressed using the equation

\[
q = \frac{4\pi}{\lambda} \sin \left(\frac{\theta}{2}\right),
\]

where \(\lambda\) represents the wavelength of the neutrons and \(\theta\) represents scattering angle. Ito, Russell,
and Wignall note that \(\phi, Z_A,\) and \(Z_B\) are known from the composition of the solution and from the
synthesis of each species. Thus, extrapolating \(Q(q)\) at \(q = 0\) yields the \(\chi\)-parameter\(^{189}\).

On the other hand, it is well established that \(\chi\) varies with temperature. In particular, \(\chi\) may
be expressed as the sum of a temperature-independent entropic term and a temperature-dependent
enthalpic term\(^{71,192}\), as shown below:

\[
\chi(T) \approx A + \frac{B}{T},
\]

Determining an empirical equation for \(\chi\) of this form requires that SANS be performed at each
step in a range of temperatures and the resulting \(\chi\)-values be fitted as a linear function of inverse
temperature. For this reason, although SANS produces useful miscibility data, the time needed to
prepare and test solutions at each relevant temperature makes it a cumbersome and impractical
method of determining \(\chi\).

This study aims to revise the theory by utilizing molecular modeling methods. The initial
step was to prepare molecules for miscibility analysis, building molecular structures in Cerius2
(Molecular Simulations Inc., San Diego, CA, USA). Rudimentary partial charge analysis and
coarse geometry optimization were carried out via the QEq method\(^{145}\) and molecular mechanics\(^{193}\),
respectively. Coarse geometry optimization via molecular mechanics in this stage improves
convergence in the next, more robust, calculations using Mulliken population analysis and DFT.

After the coarse geometry optimization, the DFT geometry optimization and orbital
occupation analysis were performed using Jaguar\(^{194}\) in Maestro (Schrödinger, New York, USA)
with the GGA functional PBE and the basis set 6-31G** to refine the molecular structures. The atomic partial charges were obtained using Mulliken population analysis\textsuperscript{121}. The SCF procedure was performed with a convergence threshold of $5 \times 10^{-5}$ hartree.

Next, molecular dynamics simulations were performed on these molecules via the Forcite module of Materials Studio\textsuperscript{195} (Accelrys, San Diego, USA) to sample low-energy conformations, which were employed for the miscibility analysis. These simulations were carried out at 298 K with a time step of 1 fs for a total simulation time of 50 ps. It should be noted that while 50 ps is nominally too small a timescale for molecular dynamics, in this case the limited conformational space of the small molecules being considered renders the use of a longer timescale unnecessary. A trajectory file was generated by saving a snapshot of the structure every 500 steps. The energy was calculated using Dreiding force field\textsuperscript{196} and an NVT ensemble with random initial velocities. These same procedures were repeated for a second molecule with the same conditions. The process flow of the initial preparation of one molecule is shown in Figure 1.

![Figure 1. Preparation of molecules for miscibility analysis. Steps shown with a dashed border are optional, depending on the conformational diversity of the particular species.](image)

The Dreiding force field was selected because it has been extensively demonstrated in previous work by the authors to be accurate and reliable for organic molecular systems\textsuperscript{197-202}.
Further, the attractively simple typing rules and implementation of force expressions makes the molecular dynamics simulations proceed efficiently.

With molecular structures for molecules 1 and 2 stored in trajectory files, miscibility simulations were performed using the Blends module of Materials Studio at 298 K. When undertaking this calculation, $1 \times 10^6$~$1 \times 10^7$ samples were collected with an energy bin width of 0.02 kcal/mol. In order to determine the coordination number of each pairing of molecules, $1 \times 10^4$ cluster samples were taken with 20 iterations per cluster. The 1,000 lowest-energy sample frames were retained for further analysis. Similar to the Forcite calculation, here the Dreiding force field was employed to determine intermolecular interaction energies.

It should be noted that Blends module of Materials Studio has been observed to yield results with large variation\textsuperscript{203-205}. To combat this, post-processing and data analysis steps developed by the authors were employed which improved the accuracy of the resultant $\chi$-values significantly. A molecular mechanics task was executed in Perl within Materials Studio, as shown in Figure 2. During this process, a secondary geometry optimization was performed on each individual molecule and pair of molecules in the lowest-energy frames output by the Blends simulation, which allowed us to determine the energies and Connolly volumes of both the individual molecules and the pair of these two molecules.

![Figure 2](miscibility_simulations.png)

*Figure 2.* Miscibility simulations are performed using the trajectories as inputs. The simulation results are analyzed to obtain $\chi_{12}$. 
Once this was completed for each of the 1,000 lowest-energy frames, additional data refinement was carried out, in which the interaction energies were normalized by the volume enclosed by the Connolly surface206-211 and then averaged via Boltzmann statistics. These two steps result in a more realistic picture of the interaction energy at any given point in time and fairly consider the effect that molecular size has on the apparent interaction strength.

This technique of Connolly volume normalization (CVN) is proposed on the basis that a direct calculation of the interaction energies between molecules does not fairly assess intermolecular interaction. Proper consideration of this possible issue cannot be assumed while utilizing the Blends module alone212. For example, two large molecules with weak interactions can appear to have the same affinity for one another that two small molecules with strong interactions have, which would lead to faulty conclusions about the segment-wise miscibility of these two species. Thus, in the expression for the Flory-Huggins χ-parameter between species 1 and 2 as shown in equation (6), an alternative expression is proposed for the exchange energy between the unmixed and mixed states, Δ\(w_{12}\):

\[
\Delta w_{12} = \frac{1}{2} V_{\text{ref}} \left\{ (Z_{12} + Z_{21})(E_{12}^*/V_{12}) - \left[ Z_{11}(E_{11}^*/V_{11}) + Z_{22}(E_{22}^*/V_{22}) \right] \right\} \quad (46)
\]

Here \(V_{ij}\) refers to the volume enclosed by the Connolly surface over the combined pair of molecules \(i\) and \(j\). The reference volume \(V_{\text{ref}}\) and Boltzmann-averaged energy \(E^*\) are given as

\[
V_{\text{ref}} = \phi_1 V_1 n_1^{-1} + \phi_2 V_2 n_2^{-1} \quad (47)
\]

and

\[
E^* = \frac{1}{Q^*} \sum_{k=1}^{N_f} E_k e^{-E_k/RT}, \quad (48)
\]

respectively, where \(n_i\) refers to the degree of polymerization of species \(i\), \(N_f\) is the number of low-energy frames returned from the blends calculation and \(Q^*\) is the pseudo-partition function of the corresponding system of \(N_f\) frames, as discussed in Chapter 2.1.
\[ Q^* = \sum_{k=1}^{N_f} e^{-E_k/RT}, \]  

(49)

Some discussion and justification of the new terms in equation (13) is warranted. The interaction energy \( E_{ij} \) is weighted by the Boltzmann factor to become \( E_{ij}^* \) in order to capture the statistical mechanical probability that would favor low-energy frames in a physical system. Further, the interaction energy density \( E_{ij}^* / V_{ij} \) is fundamentally a size-mitigation term. The contribution of an interaction \( E_{11}^* \) to the overall exchange energy \( \Delta w_{12} \) may be overestimated if the species 1 is particularly large. It would be unclear how much of that contribution arises from the species’ size and how much arises from its intrinsic interaction strength. Therefore, the energy is normalized by the size of the molecule such that molecules only contribute to \( \Delta w_{12} \) based on their intrinsic interaction strength.

The introduction of the volume normalization term renders the expression dimensionally inconsistent with \( \Delta w_{12} \), so some volume prefactor is necessary. The \( \chi \)-parameter is nominally a segment interaction parameter\(^{213} \), so to preserve this quality the volume prefactor should represent the “average” segment volume. \( V_1 n_1^{-1} \) gives the Connolly volume of an individual segment of species 1 (and likewise for \( V_2 n_2^{-1} \)). Then \( V_{\text{ref}} \) is computed as the volume average of the individual segments, to obtain a representative “average” segment volume.

In the present work, miscibility analyses were performed on four principal systems. The first system is a blend consisting of poly(epichlorohydrin) (PECH, Figure 3) and poly(methyl acrylate) (PMA, Figure 3). The second consists of polyethylene glycol (PEG, Figure 3) and poly(methyl methacrylate) (PMMA, Figure 3). The last system is a triblock copolymer consisting of poly(acrylic acid) (Figure 3), poly(6-(4-formylphenoxy)hexyl acrylate) (Figure 3), and poly(pentafluorostyrene) (Figure 3) as blocks A, B, and C, respectively. All of the \( \chi \)-parameters reported in this study correspond to mixtures with equally divided volume ratios.
Figure 3. Chemical structures of species studied in this work: (a) poly(epichlorohydrin), (b) poly(methyl acrylate), (c) polyethylene glycol, (d) poly(methyl methacrylate), (e) poly(acrylic acid) (block A), (f) poly(6-(4-formylphenoxy) hexylacrylate) (block B), and (g) poly(pentafluorostyrene) (block C).

Finally, to further test the accuracy of this method with respect to experimental results, DPD simulations were carried out using the $\chi$-values obtained as detailed above for the triblock copolymer system described in Figure 3. Using periodic boundary conditions in a simulated box size of 30x30x30 at a reduced temperature of 1.0, the simulation required a duration of $2.5 \times 10^4$ reduced DPD units with a timestep of 0.05 to reach equilibrium. Temperature and pressure were monitored to ensure that the system reached equilibrium. The system was composed of 10% triblock copolymer with a reduced architecture of $A_5B_{11}C_{13}$ (relative to the real experimental system of $A_{45}B_{110}C_{135}$) and 90% water with bead density $\rho = 3$. Repulsion interaction parameters $\alpha_{ij}$ were calculated directly from the $\chi_{ij}$-values through equation (33), as outlined by Groot and Warren\textsuperscript{169}. All dissipation parameters were equal to 4.5.

As previously stated, miscibility simulations were performed for a blend of PECH (Figure 3) and PMA (Figure 3). This system has previously been studied via IGC experiments\textsuperscript{181-182}. Table 1 displays the minimum, average, maximum, and standard deviation of the experimental $\chi$-values.
obtained via IGC in comparison with computational results using both the updated model from equation (46) and the traditional Flory-Huggins formulation from equation (4).

<table>
<thead>
<tr>
<th></th>
<th>$\chi_{\text{min}}$</th>
<th>$\chi_{\text{avg}}$</th>
<th>$\chi_{\text{max}}$</th>
<th>$\sigma_{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>349 K</strong></td>
<td>-0.09</td>
<td>0.252</td>
<td>1.470</td>
<td>0.437</td>
</tr>
<tr>
<td><strong>398 K</strong></td>
<td>-0.07</td>
<td>0.146</td>
<td>1.010</td>
<td>0.259</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\chi_{\text{min}}$</th>
<th>$\chi_{\text{avg}}$</th>
<th>$\chi_{\text{max}}$</th>
<th>$\sigma_{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>349 K</strong></td>
<td>0.431</td>
<td>0.496</td>
<td>0.553</td>
<td>0.039</td>
</tr>
<tr>
<td><strong>398 K</strong></td>
<td>0.379</td>
<td>0.434</td>
<td>0.481</td>
<td>0.033</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\chi_{\text{min}}$</th>
<th>$\chi_{\text{avg}}$</th>
<th>$\chi_{\text{max}}$</th>
<th>$\sigma_{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>349 K</strong></td>
<td>1.583</td>
<td>1.734</td>
<td>1.854</td>
<td>0.089</td>
</tr>
<tr>
<td><strong>398 K</strong></td>
<td>1.389</td>
<td>1.518</td>
<td>1.619</td>
<td>0.074</td>
</tr>
</tbody>
</table>

*The simulation data are averaged across 10 independent calculations, using dielectric screening by a water-like solvent ($\varepsilon = 78.4$) in force field methods.*

There are several striking results from this simulation. First, the method presented here quantitatively matches the data obtained via experimentation to a very satisfactory degree, with the average $\chi$-value from simulation falling well within the range of values obtained from IGC for this polymer blend system at both 349 K and 398 K, the temperatures considered in Al-Saigh and Munk’s work. Moreover, the spread of the data obtained from this new computational methodology is far smaller than the spread in the experimental $\chi$-values. Indeed, the computational methodology shown here reduces the standard deviation of the obtained data to only 10% of the data obtained via IGC experiments. It is also noteworthy that the results from the modified formulation of Flory-Huggins are much closer to experiment than those from traditional methods.

Finally, the results here were refined essentially as little as possible: only the monomers were considered, and the number of energy samples used did not exceed $1 \times 10^6$. By improving some of these simulation conditions, the accuracy and consistency of this miscibility analysis could be improved far beyond what can be extracted from physical experiments.
It is noteworthy that Knopp et al. have suggested that modeling the entire polymer is unnecessary to obtain reliable miscibility data. Instead, their work suggests that there is a threshold number of repeat units beyond which further increases in the degree of polymerization result in diminishingly small changes in the $\chi$-value$^{185}$. This suggests that appreciably accurate results can be obtained from relatively small molecules in a well-established simulation procedure.

Miscibility simulations were also performed for a blend of PEG (Figure 3) and PMMA (Figure 3), a system which has been studied experimentally using SANS$^{189}$. Knopp et al. reported that using the monomer species to estimate polymer miscibility may be flawed in cases where the repeat unit chemistry is changed upon polymerization$^{185}$. Thus, in order to more accurately capture the chemistry of PEG, the trimer form was used instead of the monomer, whereas only the monomer was considered for PMMA. The difference in degree of polymerization is normalized when calculating $\chi$ through the modified Flory-Huggins process introduced here; see equation (47). Figure 4 displays a comparison of the $\chi$-parameter of this system obtained through SANS with that obtained from simulations.

**Figure 4.** Change in $\chi$-parameter as a function of temperature for the PEG-PMMA blend from both small-angle neutron scattering (dashed red line) and miscibility simulations (solid blue lines).
Notably, Ito, Russell, and Wignall found that the value of the $\chi$-parameter for this system is very small – well under the $\theta$-solvent condition of $\chi = 0.5$, indicating favorable miscibility\textsuperscript{71,189}. The modified Flory-Huggins simulation method yielded results in excellent quantitative agreement – across five independent trials, the average $\chi$-value from simulation at all temperatures is only slightly larger than the value obtained from SANS. Qualitatively, it must be noted that the computational method resulted in a temperature-dependent $\chi$-parameter in this range, which is not observed in SANS approaches. This result is not altogether unexpected, considering the aforementioned difficulties in addressing the temperature dependency of the $\chi$-value in SANS experiments and the lack of explicit temperature dependence in equation (43).

Having verified the robustness and accuracy of this new methodology, the procedure was applied to an ABC triblock copolymer system consisting of poly(acrylic acid) (Figure 3), poly(6-(4-formylphenoxy) hexyl acrylate) (Figure 3), and poly(pentafluorostyrene) (Figure 3) as blocks A, B, and C, respectively. This system has been studied by the author for multicompartment micelle applications in collaboration with the Weck group at New York University. In this work, monomer, dimer, and trimer models were all studied so as to investigate the effect of the number of monomeric units on the calculation of $\chi$-parameter.

Miscibility simulations were conducted on these molecules under a variety of conditions. First, simulations were performed on the monomer models, both with consideration given to dielectric screening effects (i.e., in the implicit presence of a water-like solvent with dielectric constant $\kappa = 78.4$) and without any dielectric screening. All simulations performed with dielectric screening used a dielectric constant of $\kappa = 78.4$, while those performed with no dielectric screening used $\kappa = 1$. Following this, the simulations were repeated for the dimer and trimer models with
dielectric screening to analyze the effect of number of monomeric units. These simulations were all performed multiple times, to examine the reproducibility of the present methodology.

Values of the $\chi$-parameter as a function of temperature for each pair using monomer models with and without dielectric screening are shown in Figure 5, respectively. Flory-Huggins theory provides that $\chi = 0.5$ corresponds to the $\theta$-solvent condition$^{71}$; thus, $\chi$-values of less than 0.5 are known to be indicative of miscibility. Based on this, the simulation results for the monomer models in Figure 5 suggest full immiscibility in each pairing when dielectric screening is present, with pronounced immiscibility in the A-B and C-A blends.

![Figure 5](image)

**Figure 5.** Change in $\chi$-parameter as a function of temperature for each monomer model of triblock copolymer (Figure 3) (a) with dielectric screening and (b) without dielectric screening.

Here an important consideration arises with regards to force field conditions. In solution, while the hydrophilic A species will preferentially interact with water, the hydrophobic B and C species will be segregated from water, ultimately forming the core of the micelle. Because species A will be in contact with water, water-like dielectric screening ($\epsilon = 78.4$) should be included for both the AB and the CA pairs.

However, there is no reason to believe that species B and C will be in contact with water in the equilibrium condition of the system (i.e., after micelle self-assembly). Thus, modeling the
B-C pair interaction with dielectric screening by a water-like solvent is an incorrect approach. Therefore, water-like dielectric screening ought to be omitted for the B-C interaction.

When these calculations are performed without dielectric screening, significantly different results are observed, as shown in Figure 5. Clearly, when the dielectric screening is removed, the B-C pair interaction becomes significantly more favorable. Indeed, the value of \( \chi \)-parameter become negative in this region. Based on the difference between Figure 5, the importance of carefully selecting the dielectric constant should be quite clear. In the DPD simulations performed here, the AB and CA \( \chi \)-values were obtained from simulations with dielectric screening and the BC values from simulations without dielectric screening.

These results suggest full phase separation between A and B, but only partial or no separation between B and C. As such, it would be expected that in a micellization experiment comprised of these blocks, there would only be two-compartment micelles formed. This was indeed confirmed via cryo-TEM by collaborators at New York University; the observed part of the micelle did not have internal phase segregation due to the miscibility of blocks B and C. This indicates remarkable success of the miscibility simulation and corresponding analysis presented here, especially since this was based on the monomers alone.

Moreover, it can be seen from Figure 5 that the \( \chi \)-parameters calculated from molecular simulations are highly precise for the monomer model case. To illustrate this, Table 2 and Table 3 on the following page display simulation results used to calculate \( \chi \) at 295 K both with and without dielectric screening, respectively. It is noteworthy that these are largely consistent between independent runs: miscibility calculations for each pair were performed ten times each and subsequently averaged in order to ensure repeatability of results.
Table 2. Parameters used to calculate $\chi$ at 295 K for the monomer case with dielectric screening.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\Delta w_{12}$</th>
<th>$\Delta w_{12} / V_{\text{ref}}$</th>
<th>$E_{11}^{11}$</th>
<th>$E_{12}^{12}$</th>
<th>$E_{22}^{22}$</th>
<th>$V_{11}$</th>
<th>$V_{12}$</th>
<th>$V_{22}$</th>
<th>$Z_{11}$</th>
<th>$Z_{12}$</th>
<th>$Z_{21}$</th>
<th>$Z_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kcal/mol</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>Å$^3$</td>
<td>Å$^3$</td>
<td>Å$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td>5.24</td>
<td>3.07</td>
<td>0.0168</td>
<td>-0.0229</td>
<td>-0.0181</td>
<td>-0.0219</td>
<td>160.0</td>
<td>383.4</td>
<td>615.7</td>
<td>5.55</td>
<td>3.69</td>
<td>8.24</td>
</tr>
<tr>
<td></td>
<td>5.03</td>
<td>2.95</td>
<td>0.0162</td>
<td>-0.0215</td>
<td>-0.0177</td>
<td>-0.0222</td>
<td>160.2</td>
<td>383.1</td>
<td>616.0</td>
<td>5.56</td>
<td>3.70</td>
<td>8.21</td>
</tr>
<tr>
<td></td>
<td>5.41</td>
<td>3.17</td>
<td>0.0174</td>
<td>-0.0228</td>
<td>-0.0181</td>
<td>-0.0223</td>
<td>160.1</td>
<td>383.3</td>
<td>616.1</td>
<td>5.56</td>
<td>3.69</td>
<td>8.21</td>
</tr>
<tr>
<td>BC</td>
<td>3.10</td>
<td>1.82</td>
<td>0.0084</td>
<td>-0.0230</td>
<td>-0.0219</td>
<td>-0.0250</td>
<td>615.3</td>
<td>462.0</td>
<td>314.7</td>
<td>5.56</td>
<td>7.07</td>
<td>4.34</td>
</tr>
<tr>
<td></td>
<td>3.24</td>
<td>1.90</td>
<td>0.0087</td>
<td>-0.0223</td>
<td>-0.0216</td>
<td>-0.0250</td>
<td>615.9</td>
<td>462.0</td>
<td>314.8</td>
<td>5.59</td>
<td>7.05</td>
<td>4.32</td>
</tr>
<tr>
<td></td>
<td>3.29</td>
<td>1.93</td>
<td>0.0089</td>
<td>-0.0222</td>
<td>-0.0214</td>
<td>-0.0250</td>
<td>615.8</td>
<td>462.0</td>
<td>314.8</td>
<td>5.55</td>
<td>7.08</td>
<td>4.34</td>
</tr>
<tr>
<td>CA</td>
<td>6.01</td>
<td>3.52</td>
<td>0.0318</td>
<td>-0.0250</td>
<td>-0.0179</td>
<td>-0.0227</td>
<td>314.8</td>
<td>235.2</td>
<td>160.2</td>
<td>5.55</td>
<td>6.54</td>
<td>4.71</td>
</tr>
<tr>
<td></td>
<td>6.00</td>
<td>3.52</td>
<td>0.0318</td>
<td>-0.0250</td>
<td>-0.0179</td>
<td>-0.0227</td>
<td>314.8</td>
<td>235.1</td>
<td>160.2</td>
<td>5.56</td>
<td>6.55</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>6.03</td>
<td>3.53</td>
<td>0.0319</td>
<td>-0.0250</td>
<td>-0.0179</td>
<td>-0.0228</td>
<td>314.8</td>
<td>235.1</td>
<td>160.1</td>
<td>5.55</td>
<td>6.54</td>
<td>4.71</td>
</tr>
</tbody>
</table>

Table 3. Parameters used to calculate $\chi$ at 295 K for the monomer case without dielectric screening.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\Delta w_{12}$</th>
<th>$\Delta w_{12} / V_{\text{ref}}$</th>
<th>$E_{11}^{11}$</th>
<th>$E_{12}^{12}$</th>
<th>$E_{22}^{22}$</th>
<th>$V_{11}$</th>
<th>$V_{12}$</th>
<th>$V_{22}$</th>
<th>$Z_{11}$</th>
<th>$Z_{12}$</th>
<th>$Z_{21}$</th>
<th>$Z_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kcal/mol</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>kcal/mol·Å$^3$</td>
<td>Å$^3$</td>
<td>Å$^3$</td>
<td>Å$^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td>34.38</td>
<td>20.14</td>
<td>0.1108</td>
<td>-0.0811</td>
<td>-0.0322</td>
<td>-0.0283</td>
<td>157.2</td>
<td>378.5</td>
<td>613.1</td>
<td>5.54</td>
<td>3.68</td>
<td>8.27</td>
</tr>
<tr>
<td></td>
<td>34.50</td>
<td>20.21</td>
<td>0.1112</td>
<td>-0.0817</td>
<td>-0.0318</td>
<td>-0.0270</td>
<td>157.3</td>
<td>378.4</td>
<td>612.9</td>
<td>5.53</td>
<td>3.67</td>
<td>8.26</td>
</tr>
<tr>
<td></td>
<td>33.72</td>
<td>19.76</td>
<td>0.1087</td>
<td>-0.0810</td>
<td>-0.0317</td>
<td>-0.0264</td>
<td>157.3</td>
<td>378.6</td>
<td>613.2</td>
<td>5.54</td>
<td>3.68</td>
<td>8.26</td>
</tr>
<tr>
<td>BC</td>
<td>-2.44</td>
<td>-1.43</td>
<td>-0.0066</td>
<td>-0.0268</td>
<td>-0.0246</td>
<td>-0.0214</td>
<td>612.9</td>
<td>457.2</td>
<td>310.6</td>
<td>5.56</td>
<td>7.10</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>-3.24</td>
<td>-1.90</td>
<td>-0.0087</td>
<td>-0.0261</td>
<td>-0.0247</td>
<td>-0.0215</td>
<td>612.8</td>
<td>457.2</td>
<td>310.6</td>
<td>5.57</td>
<td>7.12</td>
<td>4.30</td>
</tr>
<tr>
<td></td>
<td>-2.16</td>
<td>-1.27</td>
<td>-0.0058</td>
<td>-0.0272</td>
<td>-0.0248</td>
<td>-0.0214</td>
<td>613.0</td>
<td>457.5</td>
<td>310.6</td>
<td>5.59</td>
<td>7.12</td>
<td>4.29</td>
</tr>
<tr>
<td>CA</td>
<td>20.05</td>
<td>11.74</td>
<td>0.1062</td>
<td>-0.0215</td>
<td>-0.0316</td>
<td>-0.0811</td>
<td>310.5</td>
<td>232.2</td>
<td>157.5</td>
<td>5.57</td>
<td>6.56</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>19.88</td>
<td>11.65</td>
<td>0.1053</td>
<td>-0.0214</td>
<td>-0.0317</td>
<td>-0.0811</td>
<td>310.6</td>
<td>232.2</td>
<td>157.2</td>
<td>5.56</td>
<td>6.56</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>19.97</td>
<td>11.70</td>
<td>0.1058</td>
<td>-0.0215</td>
<td>-0.0316</td>
<td>-0.0811</td>
<td>310.5</td>
<td>232.3</td>
<td>157.3</td>
<td>5.55</td>
<td>6.56</td>
<td>4.71</td>
</tr>
</tbody>
</table>

In order to analyze the miscibility of the dimer models, additional geometry optimizations were performed prior to Blends simulation due to the larger conformational diversity of the dimer species in comparison to the monomers. The additional optimization was performed in Forcite with a convergence threshold of $1 \times 10^{-8}$ hartree using a smart convergence algorithm consisting of steepest descent$^{214}$, adopted basis Newton-Raphson$^{215}$, and quasi-Newton techniques$^{216-219}$.

From the data displayed below in Figure 6, it should be evident that the dimers behave quite similarly to the monomers (as seen in Figure 5). Comparing Figure 5 and Figure 6, both the
monomers and the dimers display $\chi$-values of close magnitudes. It is clear that the B-C pair is miscible in the dimer case regardless of dielectric screening, in contrast to same pair in the monomer case. Comparing the cases without dielectric screening, as observed in Figure 5 and Figure 6, it is clear that the dimer and monomer models show similar miscibility behavior, although the dimer model results demonstrate slightly more immiscibility for the A-B pair than the monomer model results.

**Figure 6.** Change in $\chi$-parameter as a function of temperature for each dimer model of triblock copolymer (Figure 3) (a) with dielectric screening and (b) without dielectric screening.

Overall, the relative miscibility behavior is in excellent agreement with the monomer results in each case – with dielectric screening present, as in Figure 5 and Figure 6, the C-A pair interaction is the least favorable, while the B-C pair interaction appears to be most favorable. On the contrary, the cases without dielectric screening (Figure 5 and Figure 6) point to the A-B pair as the least miscible, while the B-C pair is still the most miscible of the three.

For the trimer model, an additional geometry optimization was again performed prior to Blends simulations to combat the significantly higher conformational diversity of the trimer molecules; the settings of this additional optimization are identical to those in the dimer case. These simulations produced surprisingly precise results, especially considering the sizable
conformation space for each trimer. The variation of the $\chi$-parameter with temperature for the trimer blends is shown in Figure 7.

![Figure 7](image.png)

**Figure 7.** Change in $\chi$-parameter as a function of temperature for each trimer model of triblock copolymer (Figure 3) (a) with dielectric screening and (b) without dielectric screening.

Figure 7 demonstrates that the B-C pair is highly miscible while the A-B and C-A pairs are immiscible. Again, these results are in good agreement with cryo-TEM results, confirming that the phase segregation between blocks B and C does not occur in the micelle, while the phase segregation between blocks A and B does indeed occur. The results from the trimer models are in agreement with those from the monomer and dimer models, although the relative ordering of the $\chi$-parameters for the A-B and C-A pairs is reversed in the trimer model. It is likely that result can be attributed to the effect of conformational diversity, given that the results were normalized by the number of repeating units as well as Connolly volume, as discussed earlier. This appears probable due to the fact that the B-C pair interaction is unfavorable in the monomer model but becomes significantly more favorable in the dimer and trimer models.

Several points are evident in all of the studies performed on the miscibility of species A, B, and C. Principally, it is clear that the B-C pair is always the least immiscible, and in fact it is
predicted to be completely miscible in every study except that of monomers with dielectric screening, where the attractive interactions between these species are shielded by the dielectric medium (Figure 5). Additionally, the magnitude of the $\chi$-parameter is in all cases significantly higher when dielectric screening is not present, which is of course to be expected.

These results suggest that while miscibility analysis does not require time-consuming explicit solvation modeling, it is essential to give careful consideration of the implicit solvent effects in order to correctly replicate the behavior of the polymer system. Overall, this investigation satisfactorily demonstrates that molecular modeling can provide an accurate and predictive method for phase separation of polymer-polymer systems, which should be a useful tool to design polymer architectures for multicompartiment micelle-based nanoreactors.

To examine the application of our miscibility studies to micelle system, DPD simulations were performed on the ABC triblock copolymer system. As recalled from equation (33), the repulsion parameter of the DPD method can be connected directly to the $\chi$-parameter through a simple linear scaling relation, the precise form of which is dependent on the bead density$^{169}$. Results from these DPD simulations can be seen in Figure 8.

![Figure 8. DPD simulations results for micellization of triblock copolymer system in water (cyan). (a) Full micelle with water visibility disabled. (b) Cross-sectional view. Block A is phase-separated to form a shell (blue) while Blocks B (red) and C (green) have no phase-separation in the core.](image)
Figure 8 displays complete microphase separation between the outermost A-block and the other two blocks, due to the favorable interaction between species A and water in the system (water beads omitted from Figure 8 for clarity). The cross-sectional view in Figure 8 shows that there is no microphase separation between blocks B and C within the core of the micelle. This is, of course, to be expected from the miscibility results obtained from the earlier $\chi$-parameter analysis.

As noted previously, cryo-TEM work performed on micelles of the same system (with higher block lengths) show no visible microphase separation between the B and C blocks. Further development of the computational methodology introduced here is needed in order to achieve a higher level of correspondence between a real experimental system and its DPD representation. Nonetheless, these results underscore DPD as a viable avenue for studying the self-assembly of multiblock copolymers into micelles.
4. STRUCTURAL TUNABILITY OF LINEAR TRIBLOCK MICELLES

This chapter was adapted from a 2018 J. Phys. Chem. B publication by the author66.

The self-assembled micelle structures formed by a triblock copolymer in solution can vary quite widely, even if the constituent species chosen are held constant. Other variables associated with the architecture of the copolymer may drastically affect the resultant structures. A trivial example lies in the difference between so-termed ABC and BAC micelles in water, where blocks A, B, and C are generally taken to represent hydrophilic, lipophilic, and fluorophilic (HLF) blocks, respectively; these systems have been observed to generate markedly different structures, even if the identities of species A, B, and C are identical41-44, 60, 176, 220-221.

In particular, micelles formed by ABC triblock copolymers have been studied quite extensively41, 60, 174-176. These polymers readily form layered spheroids (referred to as “onion” morphologies222-226) composed of a fluorophilic core, an intermediate lipophilic layer, and a hydrophilic corona. Such morphologies are readily obtained from linear ABC triblock copolymers. If, however, the block sequence is modified to BAC, more exotic morphologies may easily be formed depending on the HLF block lengths.

Due to the complexity associated with the particular polymer architecture, then, a proper understanding of the dependence of micelle structure on the corresponding polymer architecture is essential in designing a multicompartment micelle (MCM) system. When considering such a study from a computational perspective, an important consideration arises straightaway: because micelle systems may contain tens of thousands of atoms, fully atomistic simulations prove to be impractical, if not outright inviable.

Coarse-graining techniques render many-atom systems more tractable to computational methods, but also carry the drawback of introducing varying degrees of abstraction to the system.
In order to simplify a system, groups of atoms or molecules are condensed into particles, which are then assigned properties that strive to capture the original chemical species that they represent. In DPD, these particles are referred to as beads\textsuperscript{168-169} and may be assigned pairwise repulsion parameters to capture the values of their Flory-Huggins $\chi$-parameters with other species\textsuperscript{169}.

Consequently, the degree of coarse-graining directly affects the correspondence with the physical system that the simulation model represents. It should be noted that for a given system, a decreasing extent of coarse-graining corresponds to increasing physicality. A comb-like polymer with bulky side-chains in a fully atomistic system would consider all bonded and non-bonded interactions, including electrostatic and van der Waals interactions\textsuperscript{153, 193}; such a representation would be extremely computationally expensive.

Introducing coarse-graining by way of a method like DPD simplifies the representation of the system, reducing many-atom side chains to strings of beads whose characteristics attempt to capture the chemical identity of the original side chain. Even further coarse-graining reduces the side-chains into the backbone beads, yielding a purely linear polymer. While such a simplification is certainly insufficient for a complete understanding of a system, high-level coarse-graining presents an excellent preliminary method for studying the general effects of system variables. Moreover, it offers a versatile tool for determining the characteristics of the computational model which are most important in establishing correspondence with the real system.

In this DPD study, the effect of polymer architecture of an HLF triblock copolymer on the resultant aqueous MCM morphology are examined as a function of the sequence, length, and length ratio of the three polymer blocks. First, the structural differences ABC and BAC triblock copolymers are studied under the assumption that the molecule may be modeled as strictly linear rather than comb-like – i.e., with a high degree of coarse-graining. Following this, a more detailed
study of the BAC system highlights the dependence of the micelle structure on the lipophilic-to-fluorophilic block length ratio. In this study, this ratio is defined for a purely linear chain as

\[ R_l = \frac{\tilde{b}_L}{\tilde{b}_F}, \]  

(50)

where \( \tilde{b}_L \) and \( \tilde{b}_F \) represent the reduced DPD block lengths corresponding to a real polymer of lipophilic and fluorophilic block lengths \( b_L \) and \( b_F \). The variation in micelle structure as a function of \( R_l \) is studied at several fixed hydrophilic block lengths.

Based on the favorability of contributions from bulk interactions to the reduction of total energy, three morphological regimes are predicted to arise based on the \( R_l \)-value of the constituent triblock copolymer. For \( R_l \)-values either much greater than or much less than unity, it is expected that volume free energy contributions of the excess species will dominate and lead to the formation of spheroidal micelles comprised of a lipophilic (if \( R_l \gg 1 \)) or fluorophilic (if \( R_l \ll 1 \)) core covered by patches of the species with the lower \( \tilde{b} \)-value and finally a hydrophilic corona.

By contrast, for \( R_l \) near unity, it is predicted that a single-cored structure will be destabilized by the volume free energy contributions arising from the large amounts of both the lipophilic and the fluorophilic species. Instead, polymers with \( R_l \) near unity are expected to result in morphologies ranging from segmented worm-like structures to agglomerates of multiple cores (not to be equated with multicore micelles, which generally contain hydrophilic regions in between lipophilic and fluorophilic cores).

For the DPD simulations performed in this study, the system was defined as 5% polymer and 95% water – this is, of course, much larger polymer concentration than would be necessary in a real physical system; the larger polymer concentration is chosen in order to ensure a significant amount of polymer interactions. The simulation box size was defined to be 30x30x30 with grid spacing of 1.0 and a bead density of 3.0, allowing equation (33) to be applied\(^{169} \).
Total simulation time was generally taken to be $\alpha t_e$, where $t_e$ is the minimum time required to achieve pressure equilibration. The constant $\alpha$, chosen arbitrarily to be equal to 2.5, allows the simulation to continue for a fixed amount of time after initially reaching the equilibration stage, so as to ensure that the system has settled into a fully equilibrated state. For a time step of 0.05 reduced DPD unit, a total time of $8.75 \times 10^3$ reduced DPD units was determined to be satisfactory for all simulations. (The reduced DPD unit time is taken to be the amount of time necessary for a bead to diffuse a distance of its own radius due to thermal fluctuations\textsuperscript{168-169}.)

It should be noted that choosing a time step greater than 0.05 reduced unit is discouraged. As noted by Groot and Warren\textsuperscript{169}, employing a time step greater than this value results in artificial temperature increases in violation of equipartition. Indeed, selecting a time step of 0.1 reduced unit leads to increases in temperature on the order of 10%, certainly higher than is acceptable. The physical soundness of the DPD simulation can be gauged by examining the variation in system temperature and system pressure over the entire simulation time, as shown in Figure 9 on the following page.

Repulsion parameters for this study were assigned in order to ensure immiscibility between the A, B, and C blocks between both each other and water. The exact values were based first on $\chi$-values calculated via the method introduced in Chapter 3, converted to repulsion parameters via equation (33), and finally adjusted in order to guarantee distinct three-phase separation upon self-assembly. Table 4 on the following page summarizes the values of these repulsion parameters.

To justify a more detailed study of the structural variation present in BAC micelle systems, a comparative look at both ABC and BAC micelle systems is warranted. As noted previously, it is expected that ABC micelles exhibit significantly less structural variation than the corresponding BAC micelles. Of course, this expectation is quite reasonable: the ABC block sequence aligns well
with the relative ordering of hydrophilicities between the three blocks. By contrast, the BAC block sequence requires alternate structures in order to minimize the free energy, since the traditional layered morphology will not always be possible.

![Figure 9](image.png)

**Figure 9.** System temperature and pressure for a representative DPD simulation as a function of simulation time. The variation in temperature reveals an acceptably small average deviation from equipartition of approximately 0.3%, while the variation in pressure gives \( t_e = 3 \times 10^3 \) reduced DPD units.

![Table 4](image.png)

**Table 4.** Repulsion parameters \( a_{ij} \) between each pair of species in the DPD simulation system. Note that \( a_{ii} = 25.0 \) by definition\(^{109} \) [see equation (33)]. Values in shaded cells are implied by other cells due to the fact that \( a_{ij} = a_{ji} \).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>25.0</td>
<td>37.5</td>
<td>57.5</td>
<td>27.5</td>
</tr>
<tr>
<td>B</td>
<td>37.5</td>
<td>25.0</td>
<td>40.0</td>
<td>47.5</td>
</tr>
<tr>
<td>C</td>
<td>57.5</td>
<td>40.0</td>
<td>25.0</td>
<td>60.0</td>
</tr>
<tr>
<td>W</td>
<td>27.5</td>
<td>47.5</td>
<td>60.0</td>
<td>25.0</td>
</tr>
</tbody>
</table>

Indeed, simulation results bear out this prediction quite satisfactorily. Figure 10 displays the differences which arise between ABC and BAC micelle systems for \( R_l \) less than, equal to, and greater than unity (with the reduced hydrophilic block length held constant at \( \tilde{b}_H = 15 \)); water visibility is disabled in all figures for clarity. When the fluorophilic block length exceeds the
lipophilic block length (i.e., \( R_l \) is less than unity), the ABC and BAC systems form nearly identical structures. As the \( R_l \)-value approaches unity, however, the BAC system diverges from a single-cored structure. In the limit as \( R \) becomes much greater than unity, the fluorophilic block becomes the deficient species, causing a significant structural change in the BAC system and a significant divergence between the two systems (Figure 10). The ABC system displays no structural changes as a result of modifying \( R_l \); an onion-like morphology is favored in each case. Increasing the \( R_l \)-value in the ABC system corresponds only to generating a thicker lipophilic layer and a smaller fluorophilic core, while in the BAC system it causes a complete core inversion.

\[ \text{Figure 10. Morphological differences between (a-d) ABC and (e-h) BAC micelles as a function of } R_l \text{ with } \delta_H = 15. \text{ As seen in the cross-sectional views in (d) and (h), the two systems result in markedly different morphologies for } R_l \text{-values much greater than unity.} \]

The difference between the two systems becomes quite pronounced in the limit of \( R_l \gg 1 \). In fact, even when the hydrophilic block is shortened, ABC micelle systems still exhibit a dominant preference for fluorophilic-cored spheroidal micelles across all \( R_l \)-values, as shown in Figure 11. BAC systems, by contrast, again display a complete inversion of the ABC morphology for large \( R_l \), forming micelles with fluorophilic patches surrounding a lipophilic core.
These results demonstrate that ABC micelle systems are relatively insensitive to changes in the $R_l$-value, instead forming characteristically onion-like morphologies irrespective of this controlling parameter. When considering BAC systems, however, modifying the $R_l$-value leads to a wider range of micelle morphologies. Indeed, as predicted previously, BAC systems exhibit three distinct structural regimes based upon $R_l$. Considering the lipophilic and fluorophilic blocks as the two deciding species, when $R_l$ strongly deviates from unity in either direction, there is a strong tendency to form spheroidal micelles with the deficient species forming into patches around a core composed of the excess species. For $R_l$-values close to unity, neither species forms a dominant core and spheroidal morphologies are abandoned in favor of a more segmented structure. In all cases, the hydrophilic species forms an outer shell around the micelle – curiously, there does not appear to be a governing structural pattern in the modification of $\tilde{b}_H$.

Simulation results for a series of BAC micelle systems with a spectrum of $R_l$-values are presented in Figure 12, where the horseshoe-like shape highlights the structural similarities at
either extreme of $\mathcal{R}_t$. For improved clarity, due to the thickness of the hydrophilic shell, visibility of the hydrophilic block is disabled in Figure 12. Note that the reduced hydrophilic block length $\tilde{b}_H = 18$ for all simulations in Figure 12.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{(a) A horseshoe diagram demonstrating the structural variation of a hydrophilic-rich ($\tilde{b}_H = 18$) BAC micelle as a function of $\mathcal{R}_t$. Regimes I and III display morphological similarities, highlighting the importance of $\mathcal{R}_t$ as a morphological parameter. (b) The same simulation results with hydrophilic-block visibility disabled.}
\end{figure}
It is clear that the preference for the formation of a strongly spheroidal morphology increases as \( R_l \) becomes further from unity. Patches of the deficient species surround the core in these extremes (namely, regimes I and III). As \( R_l \) approaches unity, however, these patches become larger; near \( R_l = 1 \), the micelle structure becomes decidedly non-spheroidal (regime II). It is clear that segmented worm-like morphologies arise for B\(_4\)A\(_{18}\)C\(_5\) and B\(_5\)A\(_{18}\)C\(_4\). This behavior is especially evident in Figure 12, where the hydrophilic block visibility is disabled.

The total polymer length (i.e., \( \tilde{b}_H + \tilde{b}_L + \tilde{b}_F \)) was constrained to 27 in all simulations performed in this study, so as to guarantee a maximum extended polymer length shorter than the simulation box size in all dimensions. As a result of this constraint, simulations with smaller \( \tilde{b}_H \) may take on larger values of \( \tilde{b}_L \) and \( \tilde{b}_F \) and, as a consequence, have access to a wider range of \( R_l \)-values. Based on Figure 12, then, it should be expected that BAC triblock copolymers with larger \( R_l \)-values should have a stronger preference to form spheroidal structures upon self-assembly.

Indeed, results from simulations performed for \( \tilde{b}_H \)-values of 15, 12, and 9 clearly demonstrate increasingly spheroidal morphologies in the regime I and III limits (where \( R_l \) is far from unity), as seen in the horseshoe diagrams in Figure 13-Figure 15, beginning on the following page. Micelles in the intermediate range between regimes I/III and II characteristically display patches of the deficient species (again, either lipophilic or fluorophilic) with the core comprised of the excess species. As an extension of the patches observed at intermediate \( R_l \), micelles in regime II display the predicted agglomerates composed of multiple similarly-sized cores of both lipophilic and fluorophilic species.

It bears noting that no predominant structural patterns arise as a result of the decrease in \( \tilde{b}_H \). This value appears to correspond solely to the thickness of the hydrophilic shell which surrounds the micelle, rather than any direct morphological changes. Certainly there is no obvious
Figure 13. Structural variation of a BAC micelle with $\tilde{b}_{H} = 15$ as a function of $R_{l}$.

Figure 14. Structural variation of a BAC micelle with $\tilde{b}_{H} = 12$ as a function of $R_{l}$.
pattern in regimes I and III. Moreover, any trend in regime II appears to be exceedingly minor if present at all. In fact, this observation is not without precedent; Wang et al. reported results showing that further increasing $\tilde{b}_H$ beyond the point of full encapsulation of the micelle by the hydrophilic shell has the sole effect of increasing the shell thickness$^{227}$.

For systems of triblock copolymers with bulky side chains, intuition suggests that there exists a natural extension of the structural parameter $\mathcal{R}_l$ into a more general form $\mathcal{R}$ which does not require the aforementioned assumption of copolymer linearity. Precise determination of the quantitative relationship between block length, side-chain length, and micelle structure is the focus of the following chapter. Nonetheless, for systems where the assumption of copolymer linearity is applicable, the parameter $\mathcal{R}_l$ serves as an excellent predictive tool of micelle structure.
5. STRUCTURAL TUNABILITY OF BRANCHED TRIBLOCK MICELLES

This chapter was adapted from a 2019 J. Phys. Chem. B publication by the author.67

As discussed previously, the spectrum of morphologies achievable through modification of the polymer architecture has been well documented to date.41-44, 60, 66, 176, 220-221 Although micelles consisting of polymers with a hydrophilic-lipophilic-fluorophilic (often termed “ABC”) block sequence typically result in layered onion-like spheroids41, 60, 66, 176, 222-226, 228-229, a wider variety of morphologies have been observed when the copolymer block sequence is modified to lipophilic-hydrophilic-fluorophilic (“BAC”)43, 66, 227 In Chapter 4, it was demonstrated that purely linear (i.e., without side chains) triblock copolymers with BAC block sequence result in morphologies that can be effectively tuned by modifying the lipophilic-fluorophilic block length ratio (ℛl)66. Because of the ease with which the block lengths may be modified during copolymer synthesis, the structural parameter ℛl provides a direct avenue for the MCM morphology to be controlled in order to improve the catalytic performance of the MCM nanoreactor system.

However, despite the accuracy of the ℛl-parameter in predicting micelle morphology for triblock copolymer systems with (approximately) linear polymer architecture, its effectiveness is notably diminished for triblock copolymers which cannot be modeled as linear, including species with bulky side chains. This limitation can be problematic, since the principal consideration when selecting the constituent species of the triblock copolymer is the solvophilicity of each species.

It is natural, then, to seek a more generalized structural parameter ℛ that does not require the assumption of linearity of the polymer architecture that limits the applicability of the ℛl-parameter. In this computational study, the dissipative particle dynamics (DPD) simulation method166-169 is employed to study the variation in MCM morphologies as a function of the lipophilic-fluorophilic block length and side chain length ratios in order to explore the form of
such a generalized parameter. This study will also examine the extent to which the lipophilic and fluorophilic side chains have a similar effect on MCM morphology to that exhibited by the block lengths of these species. Finally, the relative importance of the polymer architecture will be discussed in comparison with the overall composition to remark upon the influence of linearity in deciding the final MCM morphology.

As defined in Chapter 4, the lipophilic-fluorophilic block length ratio is given by

\[ \mathcal{R}_l = \tilde{b}_L / \tilde{b}_F, \]  

(50a)

where \( \tilde{b}_L \) and \( \tilde{b}_F \) represent the reduced (i.e., coarse-grained) DPD block lengths corresponding to a real polymer of lipophilic and fluorophilic block lengths \( b_L \) and \( b_F \), respectively. It is worth noting that because the scaling factor should be very nearly identical for both the lipophilic and the fluorophilic blocks, the definition above may be alternatively written as

\[ \mathcal{R}_l \approx b_L / b_F. \]  

(50b)

In a BAC micelle system composed of purely linear triblock copolymers, this expression also captures the composition ratio between the lipophilic and the fluorophilic blocks; when bulky side chains are present, however, it is only one component of the composition ratio. To capture the effect of side chains, we introduce an analogous parameter \( \mathcal{R}_s \):

\[ \mathcal{R}_s = \tilde{s}_L / \tilde{s}_F \approx s_L / s_F, \]  

(51)

where \( \tilde{s}_L \) and \( \tilde{s}_F \) represent the reduced side chain lengths within the lipophilic and fluorophilic blocks, respectively. We note that, depending on the nature of the species in these blocks in a real polymer, the “true” side chain lengths \( s_L \) and \( s_F \) may or may not retain physical meaning. In cases where the side chain cannot be modeled as a series of repeating units, we recommend the use of standard estimates of statistical side chain dimension\(^{71} \) \( (\langle R^2 \rangle)^{1/2}, R_g, \) etc.) in place of \( s_L \) and \( s_F \).
Although the specific form of the generalized lipophilic-fluorophilic ratio parameter $\mathcal{R}$ will be discussed later in this work, at this point it is instructive to highlight two major requirements for this quantity. First, it is expected that, in the absence of side chains (or in systems that can be modeled with linear polymers), it simplifies to the linear form $\mathcal{R}_l$. Second, it is expected to serve as a reasonably good predictor of the micelle morphology based on the lipophilic and fluorophilic block and side chain lengths.

In order to determine the form of the $\mathcal{R}$-parameter, the simulation systems were set to have 5% polymer and 95% water. Although this polymer concentration is larger than would be used in a real physical system, a larger concentration is employed in our simulations in order to ensure more intensive polymer-polymer interactions and thus to better study the self-assembly process. The simulation box size was defined as $30 \times 30 \times 30$ with a grid spacing of 1.0 and a bead density of 3.0, enabling the use of the linear relationship between the DPD repulsion parameter $a_{ij}$ for species $i$ and $j$ and the corresponding Flory-Huggins $\chi_{ij}$-parameter\textsuperscript{169}, as given in equation (33).

Ensuring the physicality of the DPD simulations and of the micelle self-assembly process requires monitoring the simulation pressure and temperature as a function of time. Total simulation time was chosen in all cases as $\alpha t_e$, where $t_e$ gives the minimum time required to achieve pressure equilibration (i.e., no monotonic change in pressure over time). The constant $\alpha$, chosen arbitrarily here to be equal to 2.5, allows the simulation to proceed for a fixed amount of time after the equilibration stage is achieved in order to ensure a fully equilibrated state in the system. Using a time step of 0.05 reduced DPD unit, a total simulation time of $8.75 \times 10^3$ reduced units provided equilibrated results for all simulations. Reduced DPD unit time is taken as the duration necessary for a bead to diffuse a distance of its own radius due to thermal fluctuations\textsuperscript{168-169}.
The χ-values for each pair of species used in this study were first calculated via the method introduced in Chapter 3. These χ-parameter values were then converted into repulsion parameters via equation (33) and slightly adjusted to improve distinct phase separation upon self-assembly; the repulsion parameters used in these DPD simulations therefore represent idealized values for model study. Table 5 summarizes the $a_{ij}$-values for each pair of species used in this simulation system.

**Table 5.** Repulsion parameters $a_{ij}$ between each pair of species in the DPD simulation system. Note that $a_{ii} = 25.0$ by definition [see equation (33)]. Values in shaded cells are implied by other cells due to the fact that $a_{ij} = a_{ji}$.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>25.0</td>
<td>40.0</td>
<td>45.0</td>
<td>27.5</td>
</tr>
<tr>
<td>B</td>
<td>40.0</td>
<td>25.0</td>
<td>40.0</td>
<td>47.5</td>
</tr>
<tr>
<td>C</td>
<td>45.0</td>
<td>40.0</td>
<td>25.0</td>
<td>60.0</td>
</tr>
<tr>
<td>W</td>
<td>27.5</td>
<td>47.5</td>
<td>60.0</td>
<td>25.0</td>
</tr>
</tbody>
</table>

Finally, in order to facilitate the communication of structural information for triblock copolymers, we here use a condensed notation such that $X_{\tilde{b}_i\tilde{s}_i}$ represents a block of species $i$ with block length $\tilde{b}_i$ and side chain length $\tilde{s}_X$. Figure 16 provides a visual representation of this notation for additional clarity. While branched triblock copolymers were indeed the focus of this study, simulations of several purely linear copolymers were also performed with compositions identical to select branched triblock copolymers. These linear copolymers were included in our study in order to probe the extent to which micelle morphology depends on polymer architecture. For all branched copolymers in this study, the total block length was constrained to $\tilde{b}_L + \tilde{b}_H + \tilde{b}_F = 30$, while the total side chain length was constrained to $\tilde{s}_L + \tilde{s}_H + \tilde{s}_F = 8$. 
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In order to probe the full spectrum of morphologies as a function of polymer architecture, simulations were performed for five $\mathcal{R}_l$-values ($\mathcal{R}_l \ll 1$, $\mathcal{R}_l < 1$, $\mathcal{R}_l = 1$, $\mathcal{R}_l > 1$, and $\mathcal{R}_l \gg 1$). At each of these $\mathcal{R}_l$-values, five $\mathcal{R}_s$-values were tested (with a range similar to the $\mathcal{R}_l$-values), yielding a total of twenty-five architectures tested. It is important to note that, beyond a base length sufficient to ensure proper micelle coverage, the hydrophilic block length has been observed to have a minimal impact on the resultant morphology\textsuperscript{66,227}. The preliminary simulations indicated a similar trend in the impact of the hydrophilic side chain length. For these reasons, we here choose a constant hydrophilic block length of $\tilde{b}_H = 18$ and hydrophilic side chain of $\tilde{s}_H = 4$ in all cases.

At this point, we introduce the generalized form of the structural lipophilic-fluorophilic ratio parameter:

$$
\mathcal{R} = \frac{\tilde{b}_L(\tilde{s}_L + 1)}{\tilde{b}_F(\tilde{s}_F + 1)} \approx \frac{b_L(s_L + 1)}{b_F(s_F + 1)}
$$

(52)

The reader may note that this form is essentially the composition ratio between the lipophilic and fluorophilic species. This form also simplifies to the simple $\mathcal{R}_l$-value given in equation (50a) in systems without side chains (i.e., when $\tilde{s}_i = 0$ for all species $i$), satisfying one of the major requirements set forth at the onset of this study.

As with the $\mathcal{R}_l$-parameter, the generalized $\mathcal{R}$-parameter enables predictions of micelle morphology based on the block lengths and side chain lengths of the lipophilic and fluorophilic
blocks. For systems where $\mathcal{R} \ll 1$ or $\mathcal{R} \gg 1$, the expected morphologies are quite similar: the micelles formed are spheroidal, largely preferring a single core composed of either the lipophilic or the fluorophilic species, whichever is in excess. The deficient species forms smaller patches surrounding the core, while the entire spheroid is covered with a layer of the hydrophilic species whose thickness is determined primarily by the hydrophilic block length. As established in Chapter 4, these morphologies represent regimes I (where $\mathcal{R} \ll 1$) and III ($\mathcal{R} \gg 1$). The intermediate regime II (where $\mathcal{R} \approx 1$) is characterized by notably less spheroidal morphologies containing multiple cores of both lipophilic and fluorophilic species.

5.1. Micelle Morphologies with $\mathcal{R}_l \ll 1$

The first set of simulations was performed with a lipophilic block length of $\tilde{b}_L = 2$ and a fluorophilic block length of $\tilde{b}_F = 10$, representing the $\mathcal{R}_l \ll 1$ extreme of the horseshoe diagram. These simulation results are presented in Figure 17, along with the corresponding polymer architectures and $\mathcal{R}$-values; water visibility is disabled in all figures for visual clarity. When $\mathcal{R} \ll 1$, as in the case of the $B_{2.2}A_{18.4}C_{10.6}$ micelle, the system preferentially forms a characteristically spheroidal regime I morphology with a fluorophilic core and many small lipophilic patches. However, as Figure 17 demonstrates, increasing the $\mathcal{R}_s$-value of the constituent polymers (and, by extension, increasing the $\mathcal{R}$-value) leads to the development of a smaller number of larger patches.
Figure 17. A horseshoe diagram demonstrating the structural variation of strongly fluorophilic- \((\mathcal{R}_l \ll 1)\) BAC micelles as a function of the generalized structural predictor \(\mathcal{R}\). Despite a constant \(\mathcal{R}_l\)-value in all cases, tunability from regime I to near regime II is observed, highlighting the importance of \(\mathcal{R}\) as a governing structural parameter.

In particular, a clear morphological difference can be observed between the morphologies of the \(B_{2,2}A_{18,4}C_{10,6}\) and the \(B_{2,6}A_{18,4}C_{10,2}\) micelles: while the latter retains a fluorophilic core, it nonetheless displays a morphology intermediate in character to regimes I and II. These morphologies are well reflected by the difference in the corresponding \(\mathcal{R}\)-values (\(\mathcal{R} = 0.086\) and \(\mathcal{R} = 0.467\), respectively). The lack of morphologies in the regime II-III range is also explained by the range of \(\mathcal{R}\)-values surveyed, as \(\mathcal{R} < 1\) for all architectures studied.

5.2. Micelle Morphologies with \(\mathcal{R}_l < 1\)

The second set of simulations was performed with \(\bar{b}_L = 4\) and \(\bar{b}_F = 8\), representing the \(\mathcal{R}_l < 1\) region of the horseshoe diagram. Several features of these simulations are of note. As shown in Figure 18 on the following page, the first polymer architecture tested \((B_{4,2}A_{18,4}C_{8,6})\) results in a nearly identical morphology to that of the \(B_{2,4}A_{18,4}C_{10,4}\) architecture in Figure 17, as predicted by their \(\mathcal{R}\)-values (\(\mathcal{R} = 0.214\) and \(\mathcal{R} = 0.2\), respectively). Since the regime II
morphologies dominate near $\mathcal{R} \approx 1$, it would be expected that the $\text{B}_{4,6}\text{A}_{18,4}\text{C}_{8,2}$ micelle ($\mathcal{R} = 1.167$) would disfavor a spheroidal single-cored morphology; indeed, Figure 18 confirms this, with this architecture instead forming a more segmented morphology.

5.3. Micelle Morphologies with $\mathcal{R}_l = 1$

Simulations in the $\mathcal{R}_l = 1$ region were performed with $\tilde{b}_L = \tilde{b}_F = 6$. For these simulations, the architectures tested span a range of $0.429 < \mathcal{R} < 2.333$, providing an effective representation of the tunability possible in BAC micelle systems. Although regimes I and III are not fully accessible based on the $\mathcal{R}_l$- and $\mathcal{R}_s$-values chosen, as Figure 19 on the following page demonstrates, the micelles at either end of the spectrum still display the characteristic similarity predicted based on their $R$-values: the $\text{B}_{6,2}\text{A}_{18,4}\text{C}_{6,6}$ and $\text{B}_{6,6}\text{A}_{18,4}\text{C}_{6,2}$ micelles both exhibit a spheroidal structure with the core composed of the species in excess and a small number of larger

![Figure 18](image-url). Structural variation of weakly fluorophilic-rich ($\mathcal{R}_l < 1$) BAC micelles as a function of the generalized structural predictor $\mathcal{R}$. Tunability between regimes I and II is observed.
Figure 19. Structural variation of balanced ($R_l = 1$) BAC micelles as a function of the generalized structural predictor $R$. Slight tunability across all regimes is observed.

patches composed of the deficient species. Likewise, as the micelles’ $R$-values approach unity from either direction, the regions of the deficient species grow large enough to rival the regions of the dominant species, leading to a destabilization of the single-cored structure as expected.

5.4. Micelle Morphologies with $R_l > 1$

The set of simulations performed with $\tilde{b}_L = 8$ and $\tilde{b}_F = 4$ represent the $R_l > 1$ region of the horseshoe diagram, with the resultant morphologies shown in Figure 20. Notably, the horseshoe diagram associated with these simulations mirrors the diagram displayed in Figure 18. In particular, the $B_{8,6}A_{18,4}C_{4,2}$ architecture ($R = 4.667$) forms a morphology that is essentially an inversion of the $B_{4,2}A_{18,4}C_{8,6}$ architecture ($R = 4.667^{-1}$). Both the $B_{8,2}A_{18,4}C_{4,6}$ and the $B_{8,3}A_{18,4}C_{4,5}$ micelles form similar morphologies, as both polymer architectures display $R$-values
near unity ($\mathcal{R} = 0.857$ and $\mathcal{R} = 1.333$, respectively). However, as the $\mathcal{R}$-values increase, the lipophilic core grows and the systems favor spheroidal morphologies in the regime III limit.

![Diagram of micelle morphologies](image)

**Figure 20.** Structural variation of weakly lipophilic-rich ($\mathcal{R}_l > 1$) BAC micelles as a function of the generalized structural predictor $\mathcal{R}$. Tunability between regimes II and III is observed.

### 5.5. Micelle Morphologies with $\mathcal{R}_l \gg 1$

In a similar vein, Figure 21 displays the set of simulations which studies the $\mathcal{R}_l \gg 1$ extreme of the horseshoe diagram, with lipophilic and fluorophilic block lengths of $\bar{b}_L = 10$ and $\bar{b}_F = 2$, respectively. The spectrum of morphologies generated from these polymer architectures in turn mirrors the diagram shown in Figure 17. When $\mathcal{R} \gg 1$, as in the case of the $B_{10,6}A_{18,4}C_{10,6}$ micelle, the system exhibits the characteristic regime III morphology with a single lipophilic core and several smaller fluorophilic patches. This morphology is, in essence, an inversion of the $B_{2,2}A_{18,4}C_{2,2}$ micelle in Figure 17, as expected from the $\mathcal{R}$-values of each micelle ($\mathcal{R} = 11.667$ and $\mathcal{R} = 11.667^{-1}$, respectively). As the $\mathcal{R}$-value is decreased toward unity, the fluorophilic patches grow in size and approach the non-spheroidal morphologies found in regime
II; however, regime I remains fully inaccessible for the given micelles because $\mathcal{R} > 1$ for all copolymer architectures.

\[ \mathcal{R} = \frac{\text{ gulipophilic component}}{\text{ lipophilic component}} \]

![Figure 21](image)

**Figure 21.** Structural variation of strongly lipophilic-rich ($\mathcal{R}_1 \gg 1$) BAC micelles as a function of the generalized predictor $\mathcal{R}$. Tunability from near regime II to regime III is observed.

### 5.6. Comparison of Branched Architecture to Linear Architecture

Finally, in order to further study the effect of polymer architecture on micelle morphology in comparison to that of composition alone, simulations were performed with compositions identical to those studied previously, but with purely linear architectures instead of architectures with side chains. Figure 22 shows a side-by-side comparison between each branched architecture and the corresponding linear architecture with identical composition and $\mathcal{R}$-value. As can be seen from Figure 22, for $\mathcal{R}$-values of 0.086, 0.429, and 2.143, the linear and branched micelles display similar morphologies. However, in other cases, the linear architectures result in a markedly lower extent of patchiness in comparison with the branched architecture. We ascribe this result primarily to chain entanglement occurring in cases with much larger block lengths, as well as the difficulty
of forming small patches surrounding the core when the mean end-to-end distance of the polymer chains are larger than the characteristic patch size associated with the corresponding $\mathcal{R}$-value.

![Image of micelle morphologies](image)

**Figure 22.** A comparison between the micelle morphologies resulting from branched and linear polymer architectures of identical $\mathcal{R}$-value.

The morphological differences observed between the branched and linear architectures are not necessarily detrimental; indeed, the range of morphologies generated between the branched and linear architectures for some $\mathcal{R}$-values establishes an additional layer of tunability even at constant $\mathcal{R}$. Because the patches surrounding the core represent distinct catalytic regions and can serve as entry points for reactants or exit points for products, it is useful to consider all avenues of structural tunability when designing a multicompartment micelle system for nanoreactor applications. These avenues may therefore include modification of the $\mathcal{R}_l$- or $\mathcal{R}_s$-values as well as extent of linearity in polymer architecture.

The morphologies formed by branched BAC triblock copolymers are highly consistent with those formed by linear BAC triblock copolymers in systems with short to intermediate block
lengths. For $\mathcal{R} \ll 1$ or $\mathcal{R} \gg 1$, copolymers preferentially form spheroidal morphologies with a single core composed of either the lipophilic or the fluorophilic species, whichever is in excess, while the deficient species forms patches surrounding the core. By contrast, for $\mathcal{R} \approx 1$, copolymers instead form non-spheroidal micelles with multiple “cores” of both lipophilic and fluorophilic species. In all cases, patchiness is noticeably decreased for copolymers with very long block lengths when compared to branched copolymers of the same composition and $\mathcal{R}$-value.

While this phenomenological study has provided quite satisfactory insights into the dependence of multicompartment BAC micelle morphologies on polymer architecture (and, by extension, the structural tunability of these systems), deeper mechanistic analysis is still required to understand the reason for the morphological trends observed in these systems. Moreover, a free-energy analysis may uncover heretofore unobserved morphologies of interest in immobilized catalysis applications. Through coarse-grained molecular mechanics calculations (e.g., approaches based on mean-field theory or free energy perturbation), the energetic contributions leading to the stability of patchy spheroids (regimes I and III) and multi-core agglomerates (regime II) may be identified. These contributions will provide essential insights into the morphological diversity of multicompartment BAC micelle systems, allowing for finer structural control than ever before.
6. STRUCTURAL TUNABILITY OF LINEAR TETRABLOCK MICELLES

The preceding chapters have highlighted the lipophilic-fluorophilic compositional ratio as a key structural parameter in the aforementioned BAC systems which allows for morphological predictions to be made on the basis of the polymer architecture alone. These studies demonstrated the effectiveness of this parameter in both linear\textsuperscript{66} and branched\textsuperscript{67} BAC triblock copolymer systems, allowing direct morphological control at the copolymer synthesis stage in order to optimize the catalytic performance of the resultant micelles.

Currently, studies may be found which demonstrate the feasibility of forming micelles from tetrablock copolymers\textsuperscript{195, 230-234}, but the full range of morphologies achievable in this system is not yet fully known. Although the $\mathcal{R}$-value was quite effective in triblock systems, this parameter in its previous formulations is inapplicable to micelle systems containing polymers comprised of more than three blocks. Since MCM structures offering wider morphological control in turn offer greater catalytic potential, it is therefore desirable to examine the self-assembly of tetrablock copolymers in order to identify morphological trends that can be harnessed for enhanced nanoreactor performance.

In this computational study, the dissipative particle dynamics (DPD) simulation method\textsuperscript{166-169} is employed to study the variation in MCM morphologies as a function of both block sequence and relevant block length ratios in tetrablock copolymer micelles with four mutually immiscible blocks. Six different block sequences will be studied, in order to showcase a wide range of possible morphologies. As a result of these studies, a new form of the structural parameter $\mathcal{R}$ is presented which offers accurate predictions for these tetrablock systems and is robust with respect to block sequence. Finally, this study also highlights an auxiliary structural parameter $\mathcal{R}_a$ which does not arise in triblock systems and its importance in influencing the tunability of tetrablock micelles.
The block lengths of the lipophilic (B), fluorophilic (C), and superhydrophobic (D) species will be varied, while leaving the hydrophilic (A) block length unchanged in all simulations. As introduced in the preceding chapters, the notation $\tilde{b}_i$ will be used to denote the reduced (i.e., coarse-grained) block length of species $i$ in DPD, corresponding to a polymer with block length $b_i$. The hydrophilic, lipophilic, fluorophilic, and superhydrophobic reduced block lengths are thus given as $\tilde{b}_H$, $\tilde{b}_L$, $\tilde{b}_F$, and $\tilde{b}_S$, respectively.

A generalized structural parameter, $\mathcal{R}$, was identified in Chapter 5 which serves as a predictor of micelle morphology in triblock copolymer systems of both linear and branched architectures. This parameter is given by

$$\mathcal{R} = \frac{\tilde{b}_L (\tilde{s}_L + 1)}{\tilde{b}_F (\tilde{s}_F + 1)} \approx \frac{b_L (s_L + 1)}{b_F (s_F + 1)},$$

where $\tilde{s}_i$ and $s_i$ denote the reduced and true side chain lengths, the latter of which may be more accurately described by standard measurements of chain length $\langle R^2 \rangle^{1/2}$, $R_g$, etc.). The present study will focus on linear tetrablock copolymers for simplicity (i.e., $\tilde{s}_i = 0$ for all species $i$), though prior studies by the authors suggest that similar trends exist in triblock copolymers for both linear and branched architectures.

DPD simulation systems were performed with a composition of 5% polymer and 95% water. Although this polymer concentration is larger than would be used in a real physical system, a larger concentration is employed in our simulations in order to ensure more intensive polymer-polymer interactions and thus to better study the self-assembly process. The simulation box size was defined as 40×40×40 with a grid spacing of 1.0 and a bead density of 3.0, enabling the use of the linear relationship between the DPD repulsion parameter $a_{ij}$ for species $i$ and $j$ and the corresponding Flory-Huggins $\chi_{ij}$-parameter, as presented in equation (33).
The simulation pressure and temperature as a function of time to ensure that the DPD simulations and micelle self-assembly proceeded in a physically realistic way. Total simulation time was chosen in all cases as $\alpha t_e$, where $t_e$ gives the minimum time required to achieve pressure equilibration (i.e., no monotonic change in pressure over time). The constant $\alpha$, chosen arbitrarily here to be equal to 1.5, allows the simulation to proceed for a fixed amount of time after the equilibration stage is achieved in order to ensure a fully equilibrated state in the system. Using a time step of 0.04 reduced DPD unit, a total simulation time of $1.0 \times 10^4$ reduced units provided equilibrated results for all simulations. Reduced DPD unit time is taken as the duration necessary for a bead to diffuse a distance of its own radius due to thermal fluctuations \(^{168-169}\). A time step less than 0.05 reduced unit was selected in order to avoid the artificial and unphysically increase in system temperature that may result from the use of larger time steps \(^{169}\).

Table 6 summarizes the $a_{ij}$-values for each pair of species used in this simulation system. The repulsion parameters used in these DPD simulations therefore represent idealized values for model study. The specific repulsion parameter values between each pair of species in the system were determined based on those used in previous DPD studies by the authors \(^{61, 66-67}\).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>25.0</td>
<td>40.0</td>
<td>45.0</td>
<td>52.5</td>
<td>27.5</td>
</tr>
<tr>
<td>B</td>
<td>40.0</td>
<td>25.0</td>
<td>40.0</td>
<td>47.5</td>
<td>47.5</td>
</tr>
<tr>
<td>C</td>
<td>45.0</td>
<td>40.0</td>
<td>25.0</td>
<td>40.0</td>
<td>60.0</td>
</tr>
<tr>
<td>D</td>
<td>52.5</td>
<td>47.5</td>
<td>40.0</td>
<td>25.0</td>
<td>70.0</td>
</tr>
<tr>
<td>W</td>
<td>27.5</td>
<td>47.5</td>
<td>60.0</td>
<td>70.0</td>
<td>25.0</td>
</tr>
</tbody>
</table>

With four distinct species present in the tetrablock copolymers, there are clearly twelve distinct block sequences to choose from $(4P_4/2)$. In this study, we will consider five values of $\vec{b}_L$ for each block sequence and, further, a range of $\vec{b}_F/\vec{b}_S$ ratios for each lipophilic block length. The hydrophilic block length is held constant in all simulations, as previous literature suggests that its impact on the resultant morphologies is limited, provided that it is large enough to ensure micelle
Since each simulation was performed several times with unique random number seeds (used in the DPD random thermal function\textsuperscript{195}) in order to observe several different time evolutions of the same simulation conditions, the number of simulations and corresponding volume of results obtained would quickly grow quite difficult to display if all twelve block sequences were examined herein.

Consequently, we divide the twelve sequences into two groups, viz. those which contain the hydrophilic block as an “internal” (i.e., non-terminal) block and those which do not. Finding both groups to show considerable promise, this study concerns itself with the former for the reason that, in linear triblock copolymer micelles, the ABC block sequence has been observed to display lower morphological diversity than corresponding BAC polymers of equivalent block lengths\textsuperscript{43,66-67,227}. To be specific, this work considers the BACD, BADC, BCAD, BDAC, CABD, and CBAD block sequences; the remainder will be considered in a separate study.

Nonetheless, the authors wish to note that the relatively lower tunability of ABC micelle morphologies compared to BAC micelles does not guarantee that such a trend would extend to tetrablock systems. In tetrablock systems with a terminal hydrophilic block, one might naturally wonder if the available permutations of the B, C, and D blocks alone may generate a wide range of possible morphologies, while still retaining the relative ease of achieving complete hydrophilic coverage present in ABC micelles. Thus, tetrablock copolymers with terminal hydrophilic blocks still warrant further study.

As discussed previously, the present work seeks to extend the $\mathcal{R}$-parameter to tetrablock systems. This is accomplished herein by modeling the structural parameter as a lever with the hydrophilic block as the fulcrum, as shown in Figure 23. As is also displayed in Figure 23, the proposed functional form of this structural parameter is given as
\[ \mathcal{R} = \frac{\sum_{\text{Group 1}} \tilde{b}_i}{\sum_{\text{Group 2}} \tilde{b}_j} \approx \frac{\sum_{\text{Group 1}} b_i}{\sum_{\text{Group 2}} b_j}, \] (53)

where the species on one side of the hydrophilic block are collectively referred to as “group 1” and those on the opposite side, if any are present, are referred to as “group 2”. By convention, group 1 here will be taken to be the group containing the lipophilic species. Thus, in the block sequence BACD, only the lipophilic block is present in group 1, while group 2 contains both the fluorophilic block (C) and the superhydrophobic block (D); in the CABD block sequence, by contrast, group 1 contains blocks B and D, while group 2 contains block C. Using this flexible definition of the \( \mathcal{R} \)-parameter, we are nearly equipped to describe all architectures with one general parameter.

**Figure 23.** A diagram illustrating the proposed lever principle of the tetrablock micelle systems in this study. The hydrophilic block (A) behaves as a fulcrum, with the species on one side of the hydrophilic block (“group 1”) on one end of the lever and the species on the other side of the hydrophilic block (“group 2”) on the other end. By convention, here group 1 is taken to be the group containing the lipophilic block (B).

However, one additional parameter will prove useful in the course of discussing the morphologies which will be examined in this study. As there four blocks in each polymer, there is an additional vector of tunability in addition to the \( \mathcal{R} \)-value – namely, the block length ratio of the two species on the same side of the hydrophilic block. For convenience, we will use the nomenclature “terminal” and “internal” to refer to the two blocks in question, such that in the BCAD sequence, the lipophilic block is terminal and the fluorophilic block is internal. Thus, we introduce the parameter \( \mathcal{R}_a \) to capture this auxiliary structural ratio:
\[ \mathcal{R}_a = \frac{b_{\text{internal}}}{\tilde{b}_{\text{external}}} \approx \frac{b_{\text{internal}}}{b_{\text{external}}} \]  

In the block sequence BACD, for example, \( \mathcal{R}_a = \frac{\tilde{b}_F}{\tilde{b}_S} \), while in the block sequence CBAD, \( \mathcal{R}_a = \frac{\tilde{b}_L}{\tilde{b}_F} \).

Although each block sequence will be discussed in detail later, a small collection of results of identical block length ratios but different block sequences is presented in Figure 24 on the following page in order to illustrate the range of morphologies predicted by the \( \mathcal{R} \)-value. The proposed form of the structural parameter for tetrablock systems offers the same general predictions of the \( \mathcal{R}_t \) and \( \mathcal{R} \)-values of prior studies by the authors, as shown in Figure 24. Architectures that have an \( \mathcal{R} \)-value either much less than or much greater than unity strongly favor a spheroidal morphology, while those with an \( \mathcal{R} \)-value of approximately unity tend to form predominantly linear, segmented morphologies. Further morphological tunability in these systems is achieved by modifying the ratio of the species on the same side of the hydrophilic block.

One final comment regarding all six block sequence is warranted; while similar tunability is possible in all block sequences, some block sequences display less desirable hydrophilic coverage despite a constant hydrophilic block length in all simulations (\( \tilde{b}_H = 18 \)), due to the difficulty of configuring the micelle with the hydrophilic species facing the solvent while simultaneously shielding other species from it. Thus, if the remaining six block sequences (with the terminal hydrophilic block) do not display the relatively lower tunability exhibited by many triblock copolymers with terminal hydrophilic blocks, they may offer more promising morphologies in some cases due to the greater ease of achieving hydrophilic coverage.
Figure 24. A demonstration of the proposed lever principle in tetrablock micelles using results from DPD simulations with identical block lengths, but six different block sequences.

The results of individual block sequences will be presented in pairs, such that both of the sequences in each pair have the same species in group 1 and in group 2. This style of presentation is chosen for two reasons. First, this allows the two sets of results to be compared directly, as their $\mathcal{R}$-values match exactly. Second, and more importantly, the morphologies formed by architectures in each pair (e.g., $B_6C_5A_{18}D_{11}$ and $C_5B_6A_{18}D_{11}$) are similar in many cases, with the reversal of the species on the side of the hydrophilic block that has two species being the chief difference. In all cases, the visibility of the water beads is disabled for visual clarity.
6.1. Polymer Architectures with Block Sequence BACD or BADC

The design of experiment used in this study led to a hierarchy of variables, with results grouped first by block sequence and second by lipophilic block length, with the plotted results showing a spectrum of morphologies based on the changing fluorophilic and superhydrophobic block lengths. For all architectures in this study, both the hydrophilic block length and the total chain length were held constant. Consequently, for both the BACD and BADC block sequences, all of the results with the same lipophilic block length yield identical $\mathcal{R}$-values. Figure 25 and Figure 26 on pages 73-74 show the results of the BACD and BADC block sequences, respectively, which highlight the connection between the $\mathcal{R}$-value and the resultant micelle morphology.

Overwhelmingly spheroidal morphologies were formed for $\tilde{b}_L = 6$ and for $\tilde{b}_L = 16$, in agreement with the predictions offered by the $\mathcal{R}$-values of each case (0.38 and 2.67, respectively). For $\tilde{b}_L = 6$, all BACD morphologies displayed layered cores composed of superhydrophobic species in the center with a surrounding layer of fluorophilic species, which were in turn surrounded by several patches of lipophilic species. As the value of $\mathcal{R}_d$ decreases, the superhydrophobic core increases in size, while the fluorophilic layer thins. BADC morphologies were quite similar, with the sole difference being that the layered cores were composed of fluorophilic species in the center with a surrounding layer of superhydrophobic species.

The morphologies with $\tilde{b}_L = 16$ displayed comparable behavior; in this case, all micelles exhibited a lipophilic core, with layered patches surrounding the overall micelle core. In BACD micelles, these layered patches were composed of superhydrophobic cores and fluorophilic coatings, while in BADC micelles, the two species were reversed. These morphologies are quite interesting in that they display a combination of features of ABC and BAC micelles, forming both layered “onion-like” morphologies often observed in ABC micelles and the patchy nanostructures.
Figure 25. DPD results for tetrablock copolymers with the BACD block sequence, separated by lipophilic block (B) length.
Figure 26. DPD results for tetrablock copolymers with the BADC block sequence, separated by lipophilic block (B) length.
more commonly seen in BAC morphologies\textsuperscript{43-44, 66-67}.

Architectures with $\tilde{b}_L = 8$ or $\tilde{b}_L = 14$ display a wider range of morphologies, owing to the intermediate $\mathcal{R}$-values (0.57 and 1.75, respectively). While most of the morphologies for $\tilde{b}_L = 8$ are pronounced in their linearity, the $B_8A_{18}C_7D_7$ architecture consistently formed spheroidal micelles. This exception is observed for both $B_8A_{18}D_4C_{10}$ and $B_8A_{18}D_7C_7$ as well, as seen in Figure 26, leading to the possibility that a secondary stabilizing effect is present in addition to the overall effect of the $\mathcal{R}$-value. Moreover, the presence of some spheroidal BACD micelles in the $\tilde{b}_L = 14$ group leads the authors to suggest that the $\mathcal{R}$-value of a particular architecture leads to a strong preference for a class of morphologies, rather than a strict adherence to this class.

Finally, the micelles with $\tilde{b}_L = 11$ displayed strongly linear, segmented morphologies, as predicted by the $\mathcal{R}$-value of exactly unity in this group. Here, neither lipophilic-cored micelles nor micelles with fluorophilic or superhydrophobic cores are stabilized enough to favor a spheroidal morphology, so alternating morphologies are favored. In this group we also observe the first example of a trend which will be seen to continue in other block sequences: in segmented morphologies, segments are formed of either all of the groups on one side of the lever or all of the groups on the other (e.g., alternating segments of B and C/D, in the case of these two sequences).

6.2. Polymer Architectures with Block Sequence BCAD or CBAD

The morphologies of architectures with BCAD and CBAD block sequences are shown in Figure 27 and Figure 28 on pages 76-77, respectively. These two block sequences exhibited very similar results, with the predominant difference being the reversal of the lipophilic and fluorophilic regions between the two sets of results. It should be noted that, unlike micelles with BACD or BADC block sequences, many of the micelles with the BCAD block sequence exhibited incomplete or even somewhat poor hydrophilic coverage.
Figure 27. DPD results for tetrablock copolymers with the BCAD block sequence, separated by lipophilic block (B) length.
Figure 28. DPD results for tetrablock copolymers with the CBAD block sequence, separated by lipophilic block (B) length.
For architectures with \( \tilde{b}_L = 6 \), a wide range of tunability was observed. As in the case of BAC micelles\(^{66-67}\), micelles with \( \mathcal{R} \ll 1 \) (e.g., \( \text{B}_6\text{C}_2\text{A}_{18}\text{D}_{14} \)) or \( \mathcal{R} \gg 1 \) (e.g., \( \text{B}_6\text{C}_{14}\text{A}_{18}\text{D}_2 \)) formed spheroids with the species on the heavier end of the lever comprising the core and the species at the lighter end forming patches surrounding the core. By contrast, for \( \mathcal{R} \) near unity, significantly less spheroidal morphologies were observed, with a preference for linear, segmented morphologies arising instead. In either case, the relative layering of the lipophilic and fluorophilic blocks was determined by the polymer architecture: the terminal block formed the core, while the internal block formed a layer surrounding it.

Similar trends in both self-assembly and tunability were observed for longer lipophilic blocks as well, although for the block lengths tested, the stabilizing effect of the increasing lipophilic block length made micelles with superhydrophobic cores increasingly difficult to achieve. Indeed, in BCAD systems, no spheroidal micelles with cores composed of the superhydrophobic species were observed beyond \( \tilde{b}_L = 8 \), due the difficulty of achieving \( \mathcal{R} \ll 1 \) with the lipophilic block length becoming increasingly large; none were observed beyond \( \tilde{b}_L = 6 \) in systems with the CBAD block sequence. Moreover, beyond \( \tilde{b}_L = 11 \), no linear segmented micelles were formed in systems with either block sequence, as the block lengths tested made achieving \( \mathcal{R} \approx 1 \) impossible as well. For \( \tilde{b}_L = 14 \) and \( \tilde{b}_L = 16 \), exclusively spheroidal micelles were formed, with superhydrophobic patches of varying size. In BCAD systems, the core was composed of the terminal (lipophilic) species for all architectures with \( \tilde{b}_L = 14 \) or \( \tilde{b}_L = 16 \).

By contrast, in CBAD systems, the terminal (fluorophilic) species occupied the core in most of the architectures with \( \tilde{b}_L = 11, \tilde{b}_L = 14, \) or \( \tilde{b}_L = 16 \), but for architectures with \( \mathcal{R}_a \gtrapprox 5 \), the fluorophilic species was present in too small an amount to form a stable core. In these cases, the fluorophilic core begins to form arms extending outward toward the superhydrophobic patches.
surrounding the core, while the lipophilic layer moves inward and supplants the fluorophilic species in the micelle core. For large $R_d$-values, such as the cases of $\text{C}_2\text{B}_{16}\text{A}_{18}\text{D}_4$ and $\text{C}_1\text{B}_{16}\text{A}_{18}\text{D}_5$, the lipophilic species essentially displaced the fluorophilic species from the core altogether.

6.3. Polymer Architectures with Block Sequence BDAC or CABD

The morphologies of the final two sets of block sequences, BDAC and CABD, are shown in Figure 29 and Figure 30 on pages 80-81, respectively. Although the general morphologies corresponded well to the $R$-values in both cases, BDAC morphologies exhibited worse hydrophilic coverage than any other block sequence tested in this study. A small number of CABD morphologies also demonstrated poor hydrophilic coverage, but this was predominantly limited to architectures with short lipophilic block lengths (among CBAD architectures tested, incomplete coverage was observed only in those with $\tilde{b}_L = 6$). By contrast, large regions of exposed lipophilic species were present in BDAC micelles across all lipophilic block lengths tested.

Aside from this, the trends in both BDAC and CABD micelles were quite similar to those observed for BCAD and CBAD micelles, respectively, with the role of the fluorophilic and superhydrophobic species reversed. For micelles with BDAC or CABD block sequences, wider ranges of tunability were present in architectures with shorter lipophilic block lengths ($\tilde{b}_L = 6$ or $\tilde{b}_L = 8$). In these architectures, for $R \gg 1$, spheroidal micelles were formed in both block sequences, with the terminal block (lipophilic in the case of BDAC and superhydrophobic in the case of CABD) forming the core and the internal block forming a layer surrounding the core. The fluorophilic species formed patches surrounding the micelle core. For $R \approx 1$, segmented micelles formed with alternating fluorophilic blocks and blocks composed of cores of the terminal species surrounded by layers of the internal species. Finally, architectures with $R \ll 1$ formed spheroids with fluorophilic cores surrounded by layered patches composed of a core of the terminal species.
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Figure 29. DPD results for tetrablock copolymers with the BDAC block sequence, separated by lipophilic block (B) length.
Figure 30. DPD results for tetrablock copolymers with the CABD block sequence, separated by lipophilic block (B) length.
surrounded by a layer of the internal species.

As in the case of BCAD and CBAD micelles, increasing the length of the lipophilic block made spheroidal micelles with fluorophilic cores harder to achieve, in agreement with the increasing $\mathcal{R}$-values. Indeed, no such micelles were formed beyond $\tilde{b}_L = 8$ for either the BDAC or the CABD block sequences; beyond $\tilde{b}_L = 11$, no linear micelles were formed, due to the $\mathcal{R}$-value being considerably higher than unity beyond this point.

For micelles with $\tilde{b}_L = 14$ and $\tilde{b}_L = 16$, only spheroidal micelles were formed, with the cores being composed of the (lipophilic) block in all BDAC micelles. Instead of a complete coating around the micelle core, the superhydrophobic species formed in large patches surrounding the core, behaving identically to the fluorophilic species. By contrast, in CABD micelles, the micelle core was still composed of the terminal (superhydrophobic) species in most cases, but was displaced in the core by the internal (lipophilic) block in cases where $\mathcal{R}_a$ was quite large; as in the case of CBAD micelles, beginning in architectures with $\mathcal{R}_a \gtrapprox 5$, as the terminal block began to be displaced in the core by the internal block, the terminal block began to extend outward in arms toward the patches composed of the species on the opposite side of the hydrophilic block (in this case, the fluorophilic species).

This computational study has led to a compact expression which has proven robust and applicable to all six of the block sequences studied. Equation (53) presents this quite general expression, but the authors acknowledge that while this expression allows for structural predictions to be made for copolymers beyond three blocks in length, it requires the assumption of linearity in its application. Nonetheless, by analogy with previous studies$^{66-67}$, a potential expression may be suggested which avoids this assumption:

$$\mathcal{R}' = \frac{\sum_{\text{Group 1}} \tilde{b}_i (\bar{s}_i + 1)}{\sum_{\text{Group 2}} \tilde{b}_j (\bar{s}_j + 1)}$$  \hspace{1cm} (55)
Here an alternative expression without reduced lengths may again be substituted, as in equation (53), as the coarse-graining scaling factor should be similar for all species.

The expression in equation (53) offers much of the same appeal as the earlier structural parameters put forth in Chapters 4-5, particularly in its simplicity and ability to characterize the micelle morphology formed by a particular polymer using only architectural elements of the polymer itself. Equation (53) also collapses into the previous linear form when considering linear triblock copolymers, and the expression for $R'$ in equation (55) would collapse into the previous generalized form of equation (52) when considering branched triblock copolymers, although the author cautions that equation (55) is merely a predicted equation based on prior studies and has not yet been tested through simulation studies.

In the case of tetrablock copolymer micelles, an auxiliary structural parameter arises in the form of $R_\alpha$, which allows for additional tunability even at constant $R$. Copolymers with more than four blocks may see the appearance of additional auxiliary structural parameters. As such, it is advisable to seek additional trends in more complex polymer systems, in order to maximize the control that the experimental chemist may exert over micelle morphology.

Finally, it should be noted that the structural parameters set forth in this and in prior studies, while offering accurate predictions for the chosen systems, do not necessarily generalize to other systems with markedly different repulsion parameters (i.e., $\chi$-parameters/interspecies miscibility). It is expected that there will be some flexibility in the proposed structural parameters with respect to the miscibility of various species, but this flexibility will undoubtedly have limitations, and systems with drastically different ranges of miscibility may see lower accuracy in the predictions generated by the $R$-value. As such, further studies are underway in order to expand the $R$-value to consider the thermodynamic effect of different repulsion parameters as well.
7. CONCLUSION

The foregoing chapters form the complete narrative of a computational study beginning with the development of a computational methodology for approximating the Flory-Huggins $\chi$-parameter and continuing through several coarse-grained simulation studies on micelle self-aggregation. In order to design realistic coarse-grained simulation systems, miscibility calculations were performed through the methodology outlined in Chapter 3, then converted into repulsion parameters for use in dissipative particle dynamics simulations. The coarse-grained simulation studies described in great detail in Chapters 4-6 are focused around the progressive development of a generalized structural parameter $\mathcal{R}$ which offers accurate predictions as to the morphology of both triblock and tetrablock micelles with internal hydrophilic blocks.

Following the tetrablock study discussed in Chapter 6, the structural parameter for linear systems assumes the general form given below, where group 1 refers to the species on the same side of the hydrophilic block as the lipophilic block and group 2 to those on the opposite side:

$$\mathcal{R} = \frac{\sum_{\text{Group 1}} b_i}{\sum_{\text{Group 2}} b_j} \approx \frac{\sum_{\text{Group 1}} b_i}{\sum_{\text{Group 2}} b_j}$$

The lipophilic block is chosen as a defining species only in order to preserve the ability to compare this expression to those derived earlier. In particular, when group 1 contains only the lipophilic species (B) and group 2 contains only the fluorophilic species (C), $\mathcal{R}$ simplifies into the linear structural parameter $\mathcal{R}_l$ discussed in Chapter 4. A proposed extension of this parameter was given near the end of Chapter 6, which in turn collapses into the structural parameter for branched triblock copolymer micelles. If no lipophilic block is present in the system, another species may be substituted without loss of generality; the operative concept of this model is that the hydrophilic block acts as a fulcrum in all copolymer systems in which it comprises an internal block.
8. FUTURE WORK

Despite the success of the preceding studies, there exists room for further refinement in both the miscibility analysis methodology and the form of the structural parameter $\mathcal{R}$. In the case of the former, additional studies into the effect of various factors offer the potential to further increase the accuracy of the $\chi$-parameter simulation method. These factors include the effect of Coulombic interactions which use a linearly varying dielectric constant instead of a constant which is irrespective of interatomic separation, as well as the effect of coordination number on the overestimation of the binding energy in using Materials Studio’s Blends module. Initial investigations into these effects have been undertaken by other computational colleagues of the author, but a formal review will help establish a conclusive answer as to their significance.

Several avenues toward further generalizing the $\mathcal{R}$-value have been proposed by the author in preceding chapters as well. The most intriguing of these is the introduction of thermodynamic data into the $\mathcal{R}$-parameter itself; the studies conducted herein present a range of morphological tunability based on a specific set of repulsion parameters (and thus, by extension, $\chi$-values). It is expected that the general predictions established by this set of representative repulsion parameters will extend to other systems, but the values at which the transitions between morphological regimes occur are likely to differ from those discussed here (namely, the straightforward division of regimes by $\mathcal{R} \ll 1, \mathcal{R} \approx 1$, and $\mathcal{R} \gg 1$).

In order to offer more refined predictive accuracy, a study presently underway by the author and colleagues to incorporate thermodynamic information will hopefully prove illustrative. In addition to these thermodynamic studies, six other tetrablock sequences (specifically, those with terminal hydrophilic blocks) remain unexplored; these sequences may offer new and useful morphologies and are therefore worthy of study.
Finally, transport characteristics based on micelle morphology would be of great interest to synthetic chemists. An existing study by a colleague of the author demonstrates the feasibility of this study using dissipative particle dynamics\textsuperscript{58}. Additional studies which apply this technique to additional morphologies will uncover volumes of essential information regarding the applicability of these micelle systems to nanoreactor applications.
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