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Data alignment refers to a class of problems where given two sets of anonymized data pertaining to overlapping sets of users, the goal is to identify the correspondences between the two sets. If the data of a user is contained in both sets, the correlation between the two data points associated with the user might make it possible to determine that both belong to the same user and hence link the data points. Alignment problems are of practical interest in applications such as privacy and data junction. Data alignment can be used to de-anonymize data, therefore, studying the feasibility of alignment allows for a more reliable understanding of the limitations of anonymization schemes put in place to protect against privacy breaches. Additionally, data alignment can aid in finding the correspondence between data from different sources, e.g. different sensors. The data fusion performed through data alignment in turn can help with variety of inference problems that arise in scientific and engineering applications.

This thesis considers two types of data alignment problems: database and graph alignment. Database alignment refers to the setting where each feature (i.e. data points) in a data set is associated with a single user. Graph alignment refers to the setting where data points in each data set are associated with pairs of users. For both problems, we are particularly interested in the asymptotic case where $n$, the number of users with data in both sets, goes to infinity. Nevertheless our analyses often yield results applicable to the finite $n$ case. To develop a preliminary understanding of the database alignment problem, we first study the closely related problem of planted matching with Gaussian weights of unit variance, and derive tight achievability bounds that match our converse bounds: Specifically we identify different inequalities between $\log n$ and the signal strength (which corresponds to the square of the difference between the mean weights of planted and non-planted edges) that guarantee upper bounds on the log of the expected number of errors. Then, we study the database alignment problem with Gaussian features in the low per-feature correlation
setting where the number of dimensions of each feature scales as \( \omega(\log n) \): We derive inequalities between \( \log n \) and signal strength (which, for database alignment, corresponds to the mutual information between correlated features) that guarantee error bounds matching those of the planted matching setting, supporting the claimed connection between the two problems. Then, relaxing the restriction on the number of dimensions of features, we derive conditions on signal strength and dimensionality that guarantee smaller upper bounds on the log of the expected number of errors. The stronger results in the \( O(\log n) \)-dimensional feature setting for Gaussian databases show how planted matching, while useful, is not a perfect substitute to understand the dynamics of the more complex problem of database alignment. For graph alignment, we focus on the correlated Erdős-Rényi graph model where the data point (i.e. edge) associated with each pair of users in a graph is a Bernoulli random variable that is correlated with the data point associated with the same pair in the other graph. We study a canonical labeling algorithm for alignment and identify conditions on the density of the graphs and correlation between edges across graphs that guarantees the recovery of the true alignment with high probability.
CHAPTER 1
INTRODUCTION AND RELATED WORK

1.1 Introduction

The modern ubiquity of data collection has drawn interest to the problem of data alignment which could be described as follows. Consider two data sets containing information pertaining to various anonymized users. The data associated with a particular user is correlated across the two data sets. Alignment refers to the problem of identifying such correlated pairs. This alignment can enable data fusion (e.g. in applications the field of computational biology [1] or computer vision [2]) or de-anonymization (with several high-profile instances, such as the 2006 Netflix Prize incident [3] or 2016 release of the MBS/PBS healthcare data [4]).

Database alignment and graph alignment are two well studied versions of the alignment problem. In the former setting, the data consists of multi-dimensional features, each associated with an individual user. These features are correlated across the two databases only if they are associated with the same user. In the graph setting, features are associated with pairs of users, and they are correlated across the two graphs only if the pairs match.

Database alignment is closely related to the so-called planted matching problem: The planted matching problem, specifically refers to the setting where we are given a complete bipartite graph with random edge weights and an underlying true matching. Edges that are part of the underlying matching have one probability distribution, while the un-matched edges have another distribution. All edge weights are independently distributed.

For database alignment, the quality of matches between pairs of features across the databases can be represented on a complete bipartite graph with weighted edges: Each user feature corresponds to a vertex and the weight of edges between a pair of vertices is
a measure of the quality of the match of the corresponding pair of features. The weight of the edge between features corresponding to a single user is likely to be high, while the weights of other edges are likely to be low. Then, identifying a good alignment between the databases roughly corresponds to identifying the underlying (or planted) matching on the bipartite graph. When the features consist of a high number of independent dimensions, then, by a central limit theorem phenomenon, the edge weights become close to Gaussian. This phenomenon is independent from the distribution of database features themselves and only depends on them having a large number of independent dimensions. This is the justification behind our interest in planted matching on Gaussian bipartite graphs.

1.2 Outline of thesis

In Chapter 2, we introduce models, algorithms and some preliminary analysis that are useful throughout the following three chapters. We start by an explicit mathematical description of the Gaussian bigraph with planted matching and correlated Gaussian database in Section 2.1. In Section 2.2, we describe how, for both problems, the maximum likelihood estimate for the underlying mapping can be described as an instance of the assignment problem, a particular type of linear optimization program. We also consider the performance of various relaxations of the maximum likelihood estimator to understand the significance of various constraints under different settings. In Section 2.3, we perform a combinatorial analysis of misalignments, which is general and applicable to any problem where we estimate a bijective mapping between a pair of sets. Finally in Section 2.4, we present a canonical representation of the parameters of the correlated Gaussian database model, which serves to significantly simplify notation in our analysis.

In Chapter 3, we study the planted matching problem on Gaussian bipartite graphs. We start by a sketch of our analysis in Section 3.1. After stating the useful concentration inequalities in Section 3.2, we derive conditions on the parameters for the Gaussian bipartite graph that guarantee upper bounds on the log of the expected number of errors in Section
3.3. The tightness of these bounds are shown by the matching the lower bounds given in Section 3.4. A discussion and interpretation of how these bounds vary across different regimes are given in Section 3.5. Gaussian planted matching serves as a model to study and identify fundamental bounds which provide a baseline for our study of Gaussian database alignment. Both the sketch of analysis in Section 3.1 and the discussion and interpretation of results in Section 3.5 are relevant to the database alignment problem studied in the following chapter.

In Chapter 4, we study Gaussian database alignment in the setting where features are high dimensional and each dimension carries little mutual information. A good portion of the analysis in Chapter 3 carries over directly to the analysis for Chapter 4. (This is described in the sketch of analysis in Section 3.1.) We do not repeat portions of the analysis that carry over from the previous chapter and instead simply refer to the corresponding section of the analysis. Instead we dedicate a significant portion of the chapter, specifically Sections 4.2 and 4.3, to the derivation of concentration inequalities, which are essentially trivial in the Gaussian bipartite graph setting, but requires significant work in the correlated Gaussian database setting. We obtain concentration inequalities that mirror those from the previous chapter, however involve some additional terms. These terms are carefully smoothed out in Section 3.3 to obtain achievability results that match those from Chapter 3. This chapter also includes a converse result for exact alignment in Gaussian databases in Section 4.5.

In Chapter 5, we relax the condition from Chapter 4 that requires features to be high dimensional. We derive error bounds optimized for any given scale of dimensions. These bounds are stronger, i.e. they guarantee fewer errors at any given value of mutual information. For threshold testing and maximum row estimation, which are studied in Sections 5.1 and 5.2 respectively, the derivation of the stronger bounds follow from a more careful optimization of the Chernoff bounds studied in the previous chapter. For maximum likelihood estimation, the analysis is less straightforward and relies on the Lorenz ordering between
the distributions of some variables which turn out to be useful. An introduction of Lorenz orderings as well as the derivation of the orderings between different variables are given in Section 5.3, which allow us to derive the achievability result for maximum likelihood estimation in Section 5.4. The achievability results in this chapter for Gaussian database alignment with $O(\log n)$-dimensional features violate the converse results in Chapter 3 for Gaussian planted matching. While this is not a real contradiction, since these are two separate problems, this conflict between the results demonstrates that the planted matching problem, while useful, is not a perfect substitute to understand the dynamics of the more complex problem of database alignment.

Finally, in Chapter 6, we study a polynomial time canonical labeling algorithm for graph alignment under the correlated Erdős-Rényi graph model. We identify the conditions on the correlation and density parameters for the graph model that guarantee that the canonical labeling algorithm retrieves the true alignment with high probability.

The analyses and results presented in this thesis have been obtained through collaboration between Daniel Cullina, Negar Kiyavash and the author of the thesis, Osman Emre Dai.

1.3 Related work

1.3.1 Graph alignment

Graph alignment has applications in a variety of domains, including data fusion [5, 6], privacy [7, 8, 9] and in computational biology [10, 11, 12, 13, 14]. For example, in computational biology, a coarse description of the metabolic machinery of a particular species is via a protein-protein interaction (PPI) network, which essentially captures which protein can react with which other protein in that species. Across species, the PPI networks tend to be strongly correlated, because evolution transfers metabolic processes from species to species. Therefore, by identifying correspondences among proteins in different species (so-called orthologs), one is able to transfer biological knowledge from one species to the
other. However, crucially, the actual proteins tend to be chemically different across species, because random mutations alter these proteins over time without affecting their function. It is therefore not possible to find correspondences between proteins in different species simply by examining their amino-acid sequences. Graph alignment computes such correspondences by exploiting the correlation across networks in different species.

A similar challenge arises in social networks: suppose a set of users have accounts in several social networks. It is plausible that their links in these networks would be correlated, in the sense that given $u$ and $v$ are linked in the first network, it makes it conditionally more likely that they are connected in the second. This can help network reconciliation (e.g., if one wants to create a single network out of several component networks), and it can hurt privacy (e.g., by exploiting one public network to de-anonymize a private network whose node identities have been obfuscated).

A line of work has studied alignment of correlated Erdős-Rényi graphs: Pedersani and Grossglauser first identified information-theoretic achievability bounds for exact alignment (i.e., finding the true pair for every user) [15], which were then improved and matched with converse bounds by Cullina and Kiyavash. Lyzinski et al. identified bounds for exact alignment for the variant of the problem where the true alignment of number of vertices, referred to as seeds, are known in the beginning [16]. Ganassali et al. and Georgina Hall and Laurent Massoulié introduced results on partial alignment, identifying conditions that guarantee the achievability or impossibility of correctly mapping of a fraction of users with high probability [17, 18]. Several works analyze various efficient and nearly-efficient algorithms [19, 20, 21, 22, 23, 24, 25, 26]. There are other results on variants of this problem, considering alignment with side information [16, 19, 27] or alignment of graphs with Gaussian edge weights [28, 26].
1.3.2 Database alignment

For database alignment, the earliest result by Cullina and Kiyavash identified the sharp information-theoretic condition for the exact alignment of databases with finite-alphabet features [29]. A later study by Shirani et al. identified tight bounds for almost-exact alignment when features are high-dimensional and each dimension is i.i.d with an arbitrary distribution [30]. Zeynep and Nazer identified achievability and converse bounds for the related problem of testing whether Gaussian databases are correlated [31].

1.3.3 Planted matching

In the original formulation of the planted matching problem [32], it is motivated by the problem of tracking moving particles between two images. With particles in the two images forming the vertex set of the bipartite graph, each edge weight is some calculated measure of likelihood of two particles from different images correspond to each other. This can be considered as variant of the database alignment formulation where the features in each database is the information about the particle in each image. One significant difference between the two formulations is that in planted matching, edge weights are typically considered to be independent, while for database alignment, the actual likelihood measures between pairs are not truly independent. This follows from the observation that, in database alignment, the likelihood of the matched pair \((u, v)\) and that of \((u, v')\) both depend on the value of the feature associated with \(u\).

Earliest work studied planted matching in the case where the non-matched edges have uniform distribution while the distribution matched edges is folded Gaussian [32, 33]. Later work studied the case where all edges are exponentially distributed, the matched ones having finite mean while the non-matched edges have mean on the order of the number of vertices in the bipartite graph [34], which was then extended to consider a variant of the problem with side information, where only a subset of the vertex pairs are eligible to be included in the matching, i.e. the matching is planted in a non-complete bipartite graph.
This last study established the sharp information-theoretic conditions for almost-exact alignment in the case where the matched edge has a distribution with fixed density (i.e. not dependent on the size of the vertex set) while that of the non-matched edges is scaled (i.e. stretched) by the average degree in the bipartite graph. The Gaussian case we study in this thesis is distinct from the aforementioned planted matching work: We consider the case where all edges (whether they matched or non-matched) are Gaussian with unit variance, and the only variable for the distribution of edge weights is the distance between the means of matched and non-matched edges. In the regime of interest, the difference in means scales with the square root of log of the number of vertices. We derive sharp thresholds that dictate the order of magnitude of errors at any signal level. Furthermore, we extend our analysis to the unbalanced case where the two vertex sets differ in size and the true matching is injective but not surjective.
In this chapter we introduce notation, models, algorithms and present some preliminary analyses that is used in Chapters 3, 4 and 5.

In Section 2.1 we introduce our notation and the models for the Gaussian planted matching and Gaussian database alignment problems. In Section 2.2 we present a detailed explanation of the three algorithms we consider in our analyses of these two problems. In Section 2.3, we classify different types of elementary misalignments and derive bounds on the number of possible elementary misalignments. Finally, in Section 2.4, we present the canonical form for the correlation statistics for Gaussian databases.

2.1 Models

In this section we introduce notation as well as models and problem settings that we study over multiple chapters. In particular, we introduce the correlated Gaussian database model as well as the closely related planted matching on Gaussian bigraph model, which we study in Chapters 3, 4 and 5. The correlated Erdős-Rényi graph model, which is studied in Chapter 6 is introduced in the corresponding chapter.

2.1.1 Notation

Random variables are denoted by upper-case Latin letters while their instances are denoted with the corresponding lowercase letter. Vectors and vector-valued functions are expressed by arrows (e.g. $\vec{a}$) while bold font is used for matrices (e.g. $a$). The natural numbers and real numbers are denoted $\mathbb{N}$ and $\mathbb{R}$ respectively while calligraphic notation is used for others sets (e.g. $\mathcal{A}$).
2.1.2 Planted Matching on Gaussian Bigraphs

Let $\mathcal{U}$ and $\mathcal{V}$ denote sets of users. Let $M$ denote an underlying partial mapping between $\mathcal{U}$ and $\mathcal{V}$: a bijection between some subset of $\mathcal{U}$ and $\mathcal{V}$. We write $u^M \sim v$ if $u \in \mathcal{U}$ and $v \in \mathcal{V}$ are mapped to each other by $M$. Any user from one database is mapped to at most one user from the other database. We use $|M|$ to denote the number of pairs mapped by $M$. Let $M$ denote the matrix encoding of the mapping in $\{0, 1\}^{\mathcal{U} \times \mathcal{V}}$ such that $M_{u,v} = 1$ if $u$ and $v$ are mapped.

Given parameter $\mu \in \mathbb{R}$, let $W$, taking values in $\mathbb{R}^{\mathcal{U} \times \mathcal{V}}$, denote the weight matrix of bipartite graph over $\mathcal{U}$ and $\mathcal{V}$ such that, given $M$, $W$ has independent Gaussian entries with unit variance and mean $E[W_{u,v}] = \mu$ if $u^M \sim v$ and $E[W_{u,v}] = 0$ otherwise. Without loss of generality, we assume $\mu > 0$.

**Problem setting:** We observe $W$ and want to identify the proper matching $M$. The parameter $\mu$ is known. We have no prior knowledge of $M$ beyond its size.

2.1.3 Correlated Gaussian Databases

$\mathcal{U}$, $\mathcal{V}$ and $M$ are defined as in Subsection 2.1.2.

Databases are represented by functions that return feature vectors for each user in the relevant user set. $\vec{A} : \mathcal{U} \rightarrow \mathbb{R}^{D_a}$ and $\vec{B} : \mathcal{V} \rightarrow \mathbb{R}^{D_b}$ are the databases associated with the two sets of users. The features in each database are indexed by elements in the sets $D_a$ and $D_b$ respectively. A representation of a pair of databases is given in Fig. 2.1.

![Figure 2.1: Pair of databases with 2-dimensional features and matching $M$ between their user sets $\mathcal{U}$ and $\mathcal{V}$.](image-url)
We say \( \vec{A} \) and \( \vec{B} \) are a pair of correlated Gaussian databases with covariance
\[
\Sigma = \begin{bmatrix}
\Sigma_a & \Sigma_{ab} \\
\Sigma_{ab}^\top & \Sigma_b
\end{bmatrix}
\]
if
\begin{itemize}
  \item All entries in \( \vec{A} \) and \( \vec{B} \) are, together, jointly Gaussian.
  \item \( \vec{A}(u) \) is independent and identically distributed with variance \( \Sigma_a \) for every \( u \in \mathcal{U} \).
  \item Similarly, \( \vec{B}(v) \) is independent and identically distributed with variance \( \Sigma_b \) for every \( v \in \mathcal{V} \).
  \item \( \text{Cov} \left( \vec{A}(u), \vec{B}(v) \right) = \Sigma_{ab} \) if \( u \overset{M}{\sim} v \) and \( \text{Cov} \left( \vec{A}(u), \vec{B}(v) \right) = 0 \) if \( u \not\overset{M}{\sim} v \).
\end{itemize}

Under this model, features in \( \vec{A} \) and \( \vec{B} \) may have arbitrary dimension \(|D_a|\) and \(|D_b|\) respectively. However, as shown in Section 2.4, knowledge of the statistic \( \Sigma \) can be used to perform linear transformations on features from each database and eliminate degrees of freedom of the features that are not correlated with the other database. Under the canonical form, each dimension from a feature of one database is correlated with exactly one other dimension of the feature from the other database if the pair of features have correlation. Then a single correlation vector \( \vec{\rho} \in (-1, 1)^D \) indexed over some set of dimensions \( D \) fully describes the distribution of the pair of databases.

**Definition 1.** The number of non-zero entries in \( \vec{\rho} \) is referred to as the effective dimensionality of the pair of correlated Gaussian databases.

**Problem setting:** We consider the scenario where we observe a pair of correlated Gaussian databases \( \vec{A} \) and \( \vec{B} \) with an unknown partial mapping \( M \) between the user sets \( \mathcal{U} \) and \( \mathcal{V} \). The statistics of the i.i.d. distribution of correlated feature pairs are known. We have no prior knowledge of the mapping \( M \) beyond its size. We say the problem is unbalanced if \( |\mathcal{U}| \neq |\mathcal{V}| \).
2.1.4 Particular settings for Gaussian databases

Given a pair of correlated Gaussian databases, suppose the covariance matrix \( \Sigma = \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^T & \Sigma_b \end{bmatrix} \) is such that \( \Sigma_a = \Sigma_b \) are both identity and \( \Sigma_{a,b} \) is a diagonal matrix with diagonal entries corresponding to the entries in some vector correlation vector \( \rho \in (-1, 1)^D \). As described later on in Section 2.4, such a representation of correlated Gaussian databases always exists.

We describe two settings of particular interest for database alignment based on this correlation vector \( \rho \).

**Condition (Low per-feature correlation regime).** We say that we are in the low per-feature correlation regime if \( \rho^2 \leq o(1) \) for each \( i \in D \).

The low per-feature correlation regime is of interest as it presents a setting where the dynamics for database alignment become closely comparable to that of planted matching.

The low per-feature correlation regime, as well as the very low per-feature correlation regime are re-defined in Condition 4 and Condition 5 in Section 4.1 based on the original covariance matrix, without referring to the canonical correlation vector.

**Condition 2.** We say that mutual information is distributed equally across all dimensions if \( \frac{-1}{2} \log (1 - \rho_i^2) = \frac{I_{XY}}{|D|} \) for each \( i \in D \).

2.2 Algorithms for Planted Matching and Database Alignment

First we introduce the information density matrix \( G \) in Subsection 2.2.1, which justifies the implementations of the algorithms that we present. Then in Subsection 2.2.3 we formulate these algorithms as linear programs with a clear hierarchy in their constraints. Finally Subsection 2.2.5 presents an analysis of the computational complexities of each algorithm.

The performances of these algorithms for planted matching and database alignment are studied under different settings in Chapters 3, 4 and 5.
2.2.1 Information density matrix for database alignment

Let $\mathcal{A}, \mathcal{B}$ denote correlated Gaussian databases as described in Subsection 2.1.3. Let $f_{XY}, f_X$ and $f_Y$ denote the joint and marginal distributions for correlated features in $\mathcal{A}$ and $\mathcal{B}$. Given any partial mapping $m$, let $U_m \subseteq \mathcal{U}$ and $V_m \subseteq \mathcal{V}$ denote the sets of users that have a mapping under $m$ and $W_m \subseteq U_m \times V_m$ denote the set of pairs mapped by $m$. Then the log-likelihood of observing $\mathcal{A}$ and $\mathcal{B}$ under the assumption that $M = m$ is given by

$$
\sum_{(u,v) \in W_m} \log f_{XY}(\mathcal{A}(u), \mathcal{B}(v)) + \sum_{u \in \mathcal{U} \setminus U_m} \log f_X(\mathcal{A}(u)) + \sum_{v \in \mathcal{V} \setminus V_m} \log f_Y(\mathcal{B}(v)).
$$

(2.1)

Let $G \in \mathbb{R}^{U \times V}$ denote the information density matrix such that $G_{u,v} = \log \frac{f_{XY}(\mathcal{A}(u), \mathcal{B}(v))}{f_X(\mathcal{A}(u)) f_Y(\mathcal{B}(v))}$. In other words, $G_{u,v}$ is the log-likelihood ratio between hypotheses $u \sim v$ vs. $u \not\sim v$.

Let $m \in \{0, 1\}^{U \times V}$ denote a matrix encoding of the mapping $m$ such that $m_{u,v} = 1 \iff u \sim v$. Then, the inner product $\langle G, m \rangle$ equals $\sum_{(u,v) \in W_m} \log f_{XY}(\mathcal{A}(u), \mathcal{B}(v)) - \sum_{u \in \mathcal{U} \setminus U_m} \log f_X(\mathcal{A}(u)) - \sum_{v \in \mathcal{V} \setminus V_m} \log f_Y(\mathcal{B}(v))$. It then follows that

$$
\langle G, m \rangle + \sum_{u \in \mathcal{U}} \log f_X(\mathcal{A}(u)) + \sum_{v \in \mathcal{V}} \log f_Y(\mathcal{B}(v))
$$

(2.2)

exactly equals the expression given in (2.1). The terms following $\langle G, m \rangle$ in (2.2) do not depend on $m$. So, the choice of $m$ that maximizes $\langle G, m \rangle$ is the same as the maximizer for log-likelihood, as given in (2.2). Then, Then $G$ contains all information relevant to identifying the underlying mapping $M$.

2.2.2 Log-likelihood for planted matching

The probability density function of $W$ given $M$ under the planted matching modeled described in Subsection 2.1.2 is given by the expression

$$
\frac{1}{(2\pi)^{|U \times V|/2}} \exp \left( -\frac{1}{2} \langle W - \mu M, W - \mu M \rangle \right).
$$
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Then, the log-likelihood is a constant shift away from
\[ -\frac{1}{2} \langle W - \mu M, W - \mu M \rangle = \langle \mu W, m \rangle - \frac{1}{2} \| W \|_F^2 - \frac{\mu^2}{2} \| M \|_F^2 \]
where \( \| . \|_F \) denotes the Frobenius norm. \( \| W \|_F^2 \) does not depend on \( M \) and \( \| M \|_F^2 \) is equal to the size of \( M \). Then, maximizing over mappings with fixed size, \( m \) that maximizes \( \langle \mu W, m \rangle \) also maximizes the likelihood of \( W \) given \( M = m \).

Alternatively, we can optimize over \( \langle W_G, m \rangle \) where \( W_G = \mu W - \mu^2 / 2 \) since \( \langle W_G, m \rangle \) is a constant shift of \( |U \times V| \mu^2 / 2 \) away from \( \langle \mu W, m \rangle \).

This \( W_G \) matrix is of interest as it is analogous to the information matrix \( G \) for database alignment.

### 2.2.3 Algorithms

**Maximum likelihood estimation**

For database alignment, \( \langle G, m \rangle \) is a constant factor away from the log-likelihood of mapping \( m \), as shown in Subsection 2.2.1. For planted matching, given \( W_G \overset{\Delta}{=} \mu W - \mu^2 / 2 \), \( \langle W_G, m \rangle \) is a constant factor away from the log-likelihood of mapping \( m \), as shown in Subsection 2.2.2. So, optimizing \( \langle G, m \rangle \) or \( \langle W_G, m \rangle \) over mapping matrices \( m \) gives us the maximum likelihood estimate for the two problems.

This is an instance of the linear assignment problem, and therefore can be solved by the Hungarian algorithm in polynomial time ([36]).

Alternatively, this can be expressed as a linear problem:

\[
\text{maximize} \; \langle G - \tau, m \rangle \quad (a) \quad \sum_{u \in U} m_{u,v} \leq 1, \; \forall v \in V \\
\quad \sum_{v \in V} m_{u,v} = 1, \; \forall u \in U \\
\quad m_{u,v} \in [0, 1], \; \forall (u, v) \in U \times V
\]

The value of \( \tau \in \mathbb{R} \) is irrelevant under constraint (b) in finding the maximizer \( m \): Given constraint (b), \( m \) has fixed sum of entries, and therefore \( \langle G - \tau, m \rangle = \langle G, m \rangle - \tau \sum m_{u,v} = \)
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\[ \langle G, m \rangle - \tau |U|, \] so the objective function is shifted by a constant term that depends on \( \tau \) but not on \( m \).

**Maximum row estimation**

The objective function \( \langle G - \tau, m \rangle \) can be broken down into its row-wise sums:

\[
\langle G - \tau, m \rangle = \sum_u (G - \tau)_{u,*}^\top m_{u,*}
\]

where \((.)_{u,*}\) denotes the row of the matrix corresponding to user \( u \in U \). Then, removing (a), which is the only constraint that takes into account multiple rows at once, breaks down the optimization problem into a collection of row-wise optimization problems, where each row of \( m \) can be optimized independently. That is, alignment is performed independently over each row. This gives us **maximum row estimation**.

Given any \( u \), the algorithm looks at the log likelihood scores of mappings \((u, v)\) for each \( v \in V \) and picks \( v \) that has the highest likelihood. Users in \( V \) may be mapped to multiple users if they happen to be the best match for multiple users in \( U \). The mapping of each user \( u \in U \) under this relaxation would be the maximum likelihood estimate for \( u \) if we were blind to the existence of other users in \( U \).

Once again, the value of \( \tau \in \mathbb{R} \) is irrelevant under constraint (b) in finding the maximizer \( m \).

**Threshold testing**

The objective function \( \langle G - \tau, m \rangle \) can be broken down into entry-wise sums \( \sum_{u,v} (G_{u,v} - \tau) m_{u,v} \). Removing conditions (a) and (b) breaks down any dependence between entries of \( m \) allows us to optimize all entries in the matrix independently from each other. Then we are left with an algorithm that independently considers each pair of users and makes a decision on whether they are true pairs or not. Specifically, \((u, v)\) is estimated to be a true match if and only if \( G_{u,v} - \tau \) is positive. Since \( G_{u,v} \) is defined to be the log-likelihood ratio between hypotheses \( u \sim v \) vs. \( u \not\sim v \), the decision rule \( G_{u,v} - \tau \geq 0 \) is equivalent to the
likelihood-ratio test at some significance level determined by the log threshold \( \tau \). We refer to this relaxation as **threshold testing**.

### 2.2.4 Performance metrics for algorithms

We evaluate the performance of the algorithms on a given instance of the problem based on the metric 
\[
 d(\hat{M}, M) \triangleq \frac{1}{2} ||\hat{M} - M||_F^2
\]
that defines a distance between the true underlying mapping \( M \) and the estimated mapping \( \hat{M} \). For \( \hat{M}_{ML} \) and \( \hat{M}_{MR} \) this distance gives the number of users in \( \mathcal{U} \) mapped to a false match in \( \mathcal{V} \). For \( \hat{M}_{MR} \), the distance gives the arithmetic mean of the number of false positives and false negatives.

**Lemma 1.** Given any true mapping \( M \), any threshold \( \tau \) and any value of \( G \) or \( W_G \),
\[
 d(\hat{M}_{MR}, M) \leq 2d(\hat{M}_{TT}, M).
\]

**Proof.** It suffices to show that for every error under maximum row estimation, there is at least one error (i.e. a false positive or a false negative) under threshold testing.

Let \((u, v) \in \mathcal{U} \times \mathcal{V}\) such that \( u \sim^M v \). \( u \) is misaligned under maximum row estimation if and only if there exists some \( v' \in \mathcal{V} \) such that \( G_{u,v'} > G_{u,v} \).

Consider the two cases for the value of \( \tau \): If \( \tau \geq G_{u,v'} \), then \( G_{u,v} < \tau \), i.e. \((u, v)\) fails the threshold test so we have a false negative for \((u, v)\). On the other hand if \( G_{u,v'} > \tau \), then \((u, v')\) beats the threshold so we have a false positive at \((u, v')\).

**Remark 1.** There is no direct comparison between \( d(\hat{M}_{ML}, M) \) and \( d(\hat{M}_{MR}, M) \) or \( d(\hat{M}_{ML}, M) \) and \( d(\hat{M}_{TT}, M) \) analogous to the statement in Lemma 1. In fact, \( d(\hat{M}_{ML}, M) \) can be arbitrarily greater than \( d(\hat{M}_{MR}, M) \) for marginal values of \( G \) or \( W_G \). To show this, we describe an example that holds for any threshold \( \tau \) where \( d(\hat{M}_{ML}, M) = n \) and \( d(\hat{M}_{MR}, M) = 2d(\hat{M}_{TT}, M) = 1 \).

Without loss of generality, let \( \mathcal{U} = \{u_1, u_2, \cdots, u_n\} \), \( \mathcal{V} = \{v_1, v_2, \cdots, v_n\} \) and \( M = m \) such that \( u_i \sim^M v_i \) for each \( i \in \{1, 2, \cdots, n\} \). Compare this to \( m' \) such that \( u_i \sim^{m'} v_{i+1} \) for each \( i \in \{1, 2, \cdots, n-1\} \) and \( u_n \sim^{m'} v_1 \), which corresponds to a misalignment of size \( n \).
Next we construct $G$. Pick some $\varepsilon > 0$. Let $G_{u_i, v_i} = \tau + \varepsilon$ for each $i \in \{1, \ldots, n\}$ and let $G_{u_i, v_{i+1}} = \tau - \varepsilon$ for each $i \in \{1, \ldots, n-1\}$. Let $G_{u_n, v_1} = \tau + 2n\varepsilon$ and $G_{u, v} = \tau - 2n\varepsilon$ for all other $(u, v) \in \mathcal{U} \times \mathcal{V}$.

Then

- $\langle G, m \rangle = n\tau + n\varepsilon$.
  
The sum is made up of $n$ entries equal to $\tau + \varepsilon$.

- $\langle G, m' \rangle = n\tau + (n + 1)\varepsilon$.
  
The sum is made up of $(n - 1)$ entries equal to $\tau - \varepsilon$ and a single entry equal to $\tau + 2n\varepsilon$.

- For any other $m''$, $\langle G, m' \rangle \leq n\tau + (n - 1)\varepsilon$.
  
  This follows from the fact that if a misalignment does not coincide exactly with $m'$, then it must contain a misaligned pair that is not covered by $m'$. It then follows that the sum contains some entry equal to $\tau - 2n\varepsilon$. Even if the remaining entries in the sum were the $(n - 1)$ largest entries in the $G$ (i.e. a single $\tau + 2n\varepsilon$ and $(n - 2)$ copies of $\tau + \varepsilon$), the sum would not be greater than $n\tau + (n - 2)\varepsilon$.

It then follows that $m'$ is the maximum likelihood alignment, which corresponds to an error size of $n$.

Under maximum likelihood alignment, $G_{u_i, v_i}$ is the largest entry on every row except the row $u_n$ where $G_{u_n, v_1} = \tau + 2n\varepsilon$ beats $G_{u_n, v_n} = \tau + \varepsilon$. Then, there is one misaligned user under maximum row estimation.

Finally, under threshold testing, there are $(n + 1)$ entries in $G$ that beat the threshold: $n$ of these correspond to the true pairs $(u_i, v_i)$ and the last one is $G_{u_n, v_1}$. Then there is a single false positive and zero false negatives under threshold testing.

2.2.5 Computational complexity

Let $n_M = |M|$ the size of the true mapping, and $n_U, n_V$ denote the sizes of the two user sets $\mathcal{U}, \mathcal{V}$. Furthermore, in this subsection, let $d$ denote the maximum of the number of features
per user in the two databases. (Not to be confused with the distance metric $d(\hat{M}, M)$, which is not referred to in this subsection.)

**Summary**

Let $d \leq O(n_M)$. The computational complexity of the algorithms are given as follows:

- Maximum likelihood estimation: $O(n_M \cdot n_U \cdot n_V)$ for entire set of users $U \times V$
- Maximum row estimation: $O(d \cdot n_U \cdot n_V)$ for entire set of users $U \times V$,

$$O(d^2 \cdot n_V)$$ for a given user $u \in U$ against entire set $V$.

- Threshold testing: $O(d \cdot n_U \cdot n_V)$ for entire set of users $U \times V$,

$$O(d^2)$$ for a given pair of users $(u, v) \in U \times V$.

**Computing $G$ through the canonical form**

Identifying the affine transformations described in Section 2.4 to transform features into canonical form takes a sequence of two Cholesky decompositions ($\Sigma_a = L_a^\top L_a$, $\Sigma_b = L_b^\top L_b$), two matrix multiplications with inverted triangular matrices ($L_a^{-1}\Sigma_{ab}(L_b^\top)^{-1}$), one singular value decomposition ($L_a^{-1}\Sigma_{ab}(L_b^\top)^{-1} = UPV^\top$) and two more matrix multiplications with inverted triangular matrices ($U^\top L_a^{-1}$ and $V^\top L_b^{-1}$). This can be done in $O(d^3)$-time.

Performing the affine transformation to transform features into canonical form as described in consists of one vector addition and one matrix-vector multiplication ($(U^\top L_a^{-1})(\overrightarrow{x} - \overrightarrow{\mu}_a)$ or $(V^\top L_b^{-1})(\overrightarrow{y} - \overrightarrow{\mu}_b)$). Then, transforming a single feature vector takes $O(d^2)$-time and transforming the entire database takes $O(d^2 \cdot n_U)$ and $O(d^2 \cdot n_V)$ for $U$ and $V$ respectively.

Given databases in canonical form, a single entry in $G$ can be computed in $O(d)$. This follows from the fact that, in canonical form, there is a one-to-one correspondence between feature entries from the two databases and therefore

$$\log \frac{f_{XY}(\overrightarrow{A}(u), \overrightarrow{B}(v))}{f_X(\overrightarrow{A}(u))f_Y(\overrightarrow{B}(v))} = \sum_{i \in D} \log \frac{f_{X,Y_i}(A_i(u), B_i(v))}{f_{X_i}(A_i(u))f_{Y_i}(B_i(v))}.$$
Then it takes $O(d \cdot n_U \cdot n_V)$ to compute the entire matrix $G$ based on features in canonical form.

Therefore, computing values of $G$ from the databases has complexity

- $O(d^3 + d^2 \cdot (n_U + n_V) + d \cdot n_U \cdot n_V)$ for the entire matrix $G$,
- $O(d^3 + d^2 \cdot n_V)$ for a row of $G$ and
- $O(d^3)$ for a single entry of $G$.

**Computing $G$ without going through the canonical form**

Given $G$ in raw form (i.e. not necessarily canonical form), finding the likelihood requires calculating $\det(\Sigma)$, $\det(\Sigma_a)$ and $\det(\Sigma_b)$, which takes $O(d^3)$-time, as well as $[\tilde{x}^T, \tilde{y}^T] \Sigma^{-1} [\tilde{x}^T, \tilde{y}^T]^T$, $\tilde{x}^T \Sigma_a^{-1} \tilde{x}$ and $\tilde{y}^T \Sigma_b^{-1} \tilde{y}$ for each feature pair, which takes $O(d^2)$ time per feature pair. Then it takes $O(d^3 + d^2 \cdot n_U \cdot n_V)$ to compute the entire matrix $G$ based on features in raw form. This is less efficient than doing the calculation through the canonical form which takes $O(d^3 + d^2 \cdot (n_U + n_V))$ to obtain features in canonical form and $O(d \cdot n_U \cdot n_V)$ to get $G$ based on features in canonical form.

**Maximum likelihood estimation**

The (unbalanced) linear assignment problem which can be solved by the Hungarian algorithm in $O(n_M \cdot n_U \cdot n_V)$ [36]. Then, the total complexity of maximum likelihood estimation for database alignment, including the computation of $G$, is $O(d^3 + d^2 \cdot (n_U + n_V) + d \cdot n_U \cdot n_V + n_M \cdot n_U \cdot n_V)$. The complexity for planted matching is $O(n_M \cdot n_U \cdot n_V)$.

**Maximum row estimation**

For database alignment, given the corresponding row of $G$, identifying the match of a user in $U$ takes $O(n_V)$-time. Then the total complexity to align a single user $u \in U$, including the complexity of calculating row $(G)_{u,*}$, is $O(d^3 + d^2 \cdot n_V)$. Consequently, aligning the entire set $U$ takes $O(d^3 + d^2 \cdot (n_U + n_V) + d \cdot n_U \cdot n_V)$-time.

For planted matching, identifying the match of a user in $U$ takes $O(n_V)$-time, while aligning the entire set takes $O(n_U \cdot n_V)$-time.

**Threshold testing algorithm**
For database alignment, given the corresponding entry in $G$, performing threshold testing over a pair of users takes $O(1)$-time. Then the total complexity to test a single user pair $(u, v)$, including the complexity of calculating $G_{u,v}$, is $O(d^3)$. Then performing the test over all pairs would take $O(d^3 + d^2 \cdot (n_U + n_V) + d \cdot n_U \cdot n_V)$-time.

For planted matching, performing threshold testing over a pair of users takes $O(1)$-time, while performing the test over all pairs would take $O(n_U \cdot n_V)$-time.

### 2.3 Combinatorial Analysis of Misalignment

In this section we study present a combinatorial alignment of misalignments. Specifically, in Subsection 2.3.1 we define 3 types of elementary misalignments that all misalignments can be decomposed into. Then, in Subsection 2.3.2, we present bounds on the number of such elementary misalignments. These bounds are used in Chapters 3, 4 and 5.

#### 2.3.1 Elementary misalignments between mappings

Let $m, m' \in \{0, 1\}^{U \times V}$ be the matrix encodings of mappings $m, m'$ and and let $G \in \mathbb{R}^{U \times V}$ denote the score matrix for databases $\vec{A}, \vec{B}$. As shown in Section 2.2, comparing the likelihoods of $\vec{A}, \vec{B}$ being generated by $m$ versus $m'$ is equivalent to comparing the values of $\langle G, m \rangle$ and $\langle G, m' \rangle$.

Assume $m - m'$ can be written in block diagonal form $\begin{bmatrix} \Delta m_1 & 0 \\ 0 & \Delta m_2 \end{bmatrix}$. Let $m_1' \triangleq m - \begin{bmatrix} \Delta m_1 & 0 \\ 0 & 0 \end{bmatrix}$ and $m_2' \triangleq m - \begin{bmatrix} 0 & 0 \\ 0 & \Delta m_2 \end{bmatrix}$. $m_1', m_2'$ are two valid mappings that in
some sense partition the disagreement between $m$ and $m'$ into two.

\[
\langle G, m \rangle < \langle G, m' \rangle \iff \langle G, m - m' \rangle < 0
\]

\[
\iff \langle G, \begin{bmatrix} \Delta m_1 & 0 \\ 0 & 0 \end{bmatrix} \rangle + \langle G, \begin{bmatrix} 0 & 0 \\ 0 & \Delta m_2 \end{bmatrix} \rangle < 0
\]

\[
\iff \langle G, m - m'_2 \rangle + \langle G, m - m'_1 \rangle < 0
\]

\[
\implies \langle G, m - m'_2 \rangle \leq 0 \text{ or } \langle G, m - m'_1 \rangle \leq 0
\]

Then $m'$ has higher score than $m$ only if at least one of $m'_1, m'_2$ also has higher score than $m$. Furthermore, $m'$ is the minimizer for the inner product $\langle G, m - m' \rangle$ only if both $\langle G, m - m'_1 \rangle$ and $\langle G, m - m'_2 \rangle$ are negative. So $m'$ is the optimal mapping only if each of its ‘submappings’ (i.e. mappings whose mismatch with $m$ are entirely contained in $m'$) have higher score than $m$.

It is then of interest to define elementary misalignments between mappings.

**Definition 3.** Let $m_1, m_2$ be a pair of mappings between $U$ and $V$ that are bijective between from their domain to their co-domain. Let $m_1, m_2 \in \{0, 1\}^{\|U\times V\|}$ be binary matrices that encode these mappings. We say the mismatch between the two mappings is elementary if and only if $m_1 - m_2$ does not have a block-diagonal representation with multiple zero-sum, non-zero blocks.
There are three types of elementary misalignments, as shown in Fig. 2.2 and Fig. 2.3. These are

- **I - Cycles:** The two mappings use the same set of users from \( U \) and \( V \) but pair them up differently. This type of mismatch consists of a single cycle.

- **II - Even paths:** The two mappings use the same set of users from one of the sets (say \( U \)) but differ in the users they map from the other side (\( V \)) by 1 user. This type of mismatch consists of one path and is cycle-free.

- **III - Pair of odd paths:** The two mappings differ in the users they map on both sides, by 1 user per side. This type of mismatch consists of two paths and is cycle-free.

The bigraph representation in Fig. 2.2 can be used to explain why these three are the only types of elementary misalignments. Since \( m_1 \) and \( m_2 \) map each user at most once, each vertex can have at most one edge from each mapping and a degree of at most 2. Then the bigraph has alternating edges and maximum degree 2. Graphs of maximum degree 2 decompose into cycles and paths. Each component in the bigraph corresponds to a block in the adjacency matrix.

Since edges are alternating between the two mappings, each cycle has even length and an equal number of edges coming from both graphs. Then each cycle corresponds to a block in \( m_1 - m_2 \) with sum of entries equal to 0. Therefore each cycle is an elementary misalignment. The same holds for even paths.

Odd paths contain one more edge from one mapping than from the other. Therefore these correspond to blocks in \( m_1 - m_2 \) whose sum equal 1 or -1. Since \( m_1 - m_2 \) has
sum of entries equal to zero, it follows that there must be an equal number of blocks whose entries sum up to 1 and blocks whose entries sum up to \(-1\). Pairing these up gives us elementary blocks.

2.3.2 Counting elementary misalignments

Lemma 2. Let \( U \) and \( V \) sets of users of size \( n \) and \( n + s \) respectively. Let \( m \) be the true mapping of size \( n \). Consider the elementary misalignments induced by all mappings \( m' \) of size \( n \).

The number of distinct elementary type-I misalignments of size \( \delta \) is upper bounded by \( \frac{n^{\delta}}{\delta!} \) if \( \delta \in \{2, 3, \cdots, n\} \) and for other \( \delta \). The number of distinct elementary type-II misalignments of size \( \delta \) is upper bounded by \( s n^{\delta} \). There are no elementary misalignments of type III.

Proof. We count the ways to pick some \( m' \) that induces an elementary misalignment with \( m \) of size \( \delta \).

There are \( \binom{n}{\delta} \) ways to pick the \( \delta \) pairs from \( m \) to be misaligned by \( m' \). Let us denote the sets of these users as \( U' \subseteq U \) and \( V' \subseteq V \). \( |U'| = |V'| = \delta \). Assume these sets are fixed.

- If \( \delta = 1 \), there is no way to obtain a type I mismatch, since the only way to pair the single user in \( U' \) to the single user in \( V' \) is the same as the original mapping in \( m \).

For \( \delta \in \{2, 3, \cdots\} \), there are \( (\delta - 1)! \) ways to pair \( U' \) and \( V' \) to obtain a type I mismatch. (Forming the ‘cycle’ in Fig. 2.2 is simply a matter of arranging the blue edges around the cycle, which results in a unique way to pick the red edges.)

Then, in total, there are \( \binom{n}{\delta}(\delta - 1)! = \frac{1}{\delta}(\delta)\delta! \) ways to pick a type I mismatch.

- There are \( s \) ways to pick a user \( w' \) from \( V \) that is not mapped by \( m \).

Given this user, there are \( \delta! \) ways to pair \( U', V' \) and \( w' \), leaving one user from either \( U' \) unpaired. We can generate this pairing as follows: Take any of the \( (\delta - 1)! \) type I matchings. Break the cycle at any of the \( \delta \) red edges and connect that edge to \( w' \) from the appropriate side. This gives us an even path.

Then, in total, there are \( s\binom{n}{\delta}\delta! \) ways to pick a type II mismatch.
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• We only consider mappings $m'$ of size $n$, which is the same as the true mapping $m$.

So, given the representation in Fig. 2.2, there must be an equal number of red and blue edges.

Odd paths have an extra edge of either color. To construct an odd path with more edges belonging to $m'$, there need to vertices in both $U$ and $V$ not covered by $m$. (These correspond to vertices $u'$ and $v'$ in Fig. 2.2.) Since $U$ has size equal to that of $m$, all vertices in $U$ are covered, and there can be no odd path with more edges from $m'$.

Since the total number of edges from each mapping needs to be equal, it then follows that there can also be no odd path with more edges from $m$.

Using the fact that $\binom{n}{\delta}! \leq n^\delta$, we simplify the expression to get the result. \[\square\]

**Lemma 3.** Let $U$ and $V$ sets of users of size $n$ and $n + s$ respectively. Let $m$ be the true mapping of size $n$. Let $c \in (0, \infty)$ some arbitrary constant. The number of different mappings $m'$ that result in a misalignment of size $\delta$ is upper bounded by:

- $\exp \left( \delta \left( 1 + \log n + \log(1 + 1/c) \right) \right)$ if $\delta \geq cs$, and
- $\exp \left( \delta \left( 1 + \log \left( \frac{ns}{\delta} \right) + \log(1 + c) \right) \right)$ if $\delta \leq cs$.

**Proof.** We count the number of different ways to construct $m'$ that results in a misalignment of size $\delta$.

There are $\binom{n}{\delta}$ different ways to pick the set of vertices to be misaligned by $m'$.

Given the $\delta$ pairs of vertices to be misaligned, there are no more than $\delta + s$ ways to misalign each vertex. So, there are no more than $(\delta + s)^\delta$ ways to misalign the set of $\delta$ pairs.

$\binom{n}{\delta}$ is strictly less than $\left( \frac{en}{\delta} \right)^\delta$. If $\delta \geq cs$, then $(\delta + s)^\delta$ is at most $(1 + 1/c)^\delta \delta^\delta$. If $\delta \leq cs$, then $(\delta + s)^\delta$ is at most $(1 + c)^\delta s^\delta$. The products of these terms give us the claimed results. \[\square\]
2.4 Canonical Form of Correlation Statistics for Correlated Gaussian Databases

For simplicity of computation as well as analysis, we would like the correlated feature indices in \( \vec{A}(u) \in \mathbb{R}^{D_a} \) and \( \vec{B}(v) \in \mathbb{R}^{D_b} \) to have a one-to-one correspondence. Specifically, we would like the index sets \( D_a \) and \( D_b \) to be identical, and for features across databases to be correlated only if they have the same index. So, given true pair \( u \overset{M}{\sim} v \), the features \( A_i(u) \) and \( B_j(v) \) are correlated if and only if \( i = j \).

Given the correlation statistics \( \mu, \Sigma \), it is possible to perform affine transformations on features to guarantee this type of correspondence between correlated feature vectors. We say a pair of databases with statistics of this desired form is in canonical form.

The generality of the canonical form is stated in the following lemma while the construction of the transformation that gives features in canonical form is described in the proof of the lemma. The lemma and the proof only consider a pair of correlated features. This directly generalizes to the entire database since pairs of correlated features are independent and identically distributed.

**Lemma 4** (Existence of the canonical form). Let \( \vec{X} \) taking values in \( \mathbb{R}^{D_a} \) and \( \vec{Y} \) taking values in \( \mathbb{R}^{D_b} \) be a pair of correlated Gaussian features. If the mean and joint variance is known, one can define a pair of affine transformations \( \vec{t}_a : \mathbb{R}^{D_a} \rightarrow \mathbb{R}^D \) and \( \vec{t}_b : \mathbb{R}^{D_b} \rightarrow \mathbb{R}^D \) for some set \( D \) such that the mutual information between \( \vec{t}_a(\vec{X}) \) and \( \vec{t}_b(\vec{Y}) \) equals the mutual information between \( \vec{X} \) and \( \vec{Y} \) and \( \vec{t}_a(\vec{X}), \vec{t}_b(\vec{Y}) \) taking values in \( \mathbb{R}^D \) are a pair of correlated features with mean \( \vec{0} \) and joint variance \( \begin{bmatrix} I & \text{diag}(\vec{\rho}) \\ \text{diag}(\vec{\rho}) & I \end{bmatrix} \) for some correlation vector \( \vec{\rho} \in (-1, 1)^D \).

**Proof.** Let \( \vec{\mu} = \begin{bmatrix} \vec{\mu}_a \\ \vec{\mu}_b \end{bmatrix} \) and \( \Sigma = \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^\top & \Sigma_b \end{bmatrix} \) denote the mean and variance of \( \begin{bmatrix} \vec{X} \\ \vec{Y} \end{bmatrix} \).

If \( \Sigma_a \) is not full rank, then there is some subset of \( D_a \) that can be discarded without loss of information. That is, we can throw away some indices of \( \vec{X} \) to get a shorter vector which allows us to reconstruct the original vector \( \vec{X} \). This follows from the fact that a multivariate
Gaussian vector with covariance $\Sigma$ can be written as a linear combination of rank($\Sigma$) i.i.d. Gaussian normal random variables. Then, without loss of generality, assume $\Sigma_a$ and $\Sigma_b$ are full rank.

$\Sigma_a$ and $\Sigma_b$ are covariance matrices, therefore they are positive semi-definite. It then follows that these matrices have Cholesky decompositions: $\Sigma_a = L_a L_a^\top$ and $\Sigma_b = L_b L_b^\top$ where $L_a$ and $L_b$ are lower triangular matrices with non-negative diagonal entries. By the assumption that $\Sigma_a$ and $\Sigma_b$ are full rank, it follows that the Cholesky decomposition gives triangular matrix with strictly positive entries. Then $L_a$ and $L_b$ are invertible.

Let $d_a \triangleq |D_a|$ and $d_b \triangleq |D_b|$. Consider the singular value decomposition of $L_a^{-1} \Sigma_{ab} (L_b^\top)^{-1}$:

$$U \in \mathbb{R}^{D_a \times \{1, 2, \ldots, d_a\}} \text{ and } V \in \mathbb{R}^{D_b \times \{1, 2, \ldots, d_b\}} \text{ orthonormal matrices and } P \in \mathbb{R}^{d_a \times d_b} \text{ a diagonal matrix such that } UPV^\top = L_a^{-1} \Sigma_{ab} (L_b^\top)^{-1}.$$ 

Let $f_a : \mathbb{R}^{D_a} \to \mathbb{R}^{d_a}$ and $f_b : \mathbb{R}^{D_b} \to \mathbb{R}^{d_b}$ such that

$$f_a(x) = U^\top L_a^{-1} (x - \mu_a)$$
$$f_b(y) = V^\top L_b^{-1} (y - \mu_b).$$

Note that both these transformations are invertible.

We can verify that

$$\begin{bmatrix} U^\top L_a^{-1} \\ V^\top L_b^{-1} \end{bmatrix} \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^\top & \Sigma_b \end{bmatrix} \begin{bmatrix} U^\top L_a^{-1} \\ V^\top L_b^{-1} \end{bmatrix}^\top = \begin{bmatrix} I & P \\ P & I \end{bmatrix}.$$

Then

$$(\tilde{X}, \tilde{Y}) \sim \mathcal{N}(\tilde{\mu}, \Sigma) \iff \left( f_a(x), f_b(y) \right) \sim \mathcal{N}(\tilde{\mu}, \begin{bmatrix} I & P \\ P^\top & I \end{bmatrix}).$$

By the invertibility of the transformations, there has been no loss of mutual information.

If $P$ has no empty rows or columns, then $d_a = d_b$ must hold and we are done.
If the $i$-th row of $P$ is all-zero, then the $i$-th entry of $\mathbf{f}_a(\mathbf{X})$ is completely independent from $\mathbf{Y}$ or $\mathbf{f}_b(\mathbf{Y})$. It then follows that we can drop this entry without any loss of mutual information. The same argument applies for columns of $P$ in relation to entries of $\mathbf{f}_b(\mathbf{Y})$.

Let $d$ denote the number of non-zero entries in the diagonal matrix $P$, $\mathcal{D}$ be some arbitrary set of size $d$. Let $\mathbf{E}_a \in \{0, 1\}^{D \times \{1, 2, \ldots, d_a\}}$ such that rows of $\mathbf{E}_a$ are the $d$ standard basis vectors corresponding to the $d$ non-empty rows of $P$. Left multiplying a vector by $\mathbf{E}_a$ gives us a shorter vector by ‘throwing away’ all entries corresponding to empty rows of $P$. Let $\mathbf{E}_b \in \{0, 1\}^{D \times \{1, 2, \ldots, d_b\}}$ be a matrix of the same kind that ‘throws away’ entries corresponding to empty columns of $P$. Then $\mathbf{E}_a \mathbf{P} \mathbf{E}_b^\top$ is a diagonal matrix with no zeros on the diagonal. We use $\bar{\mathbf{p}} \in \mathbb{R}^D$ to denote the vector formed by the diagonal entries of $\mathbf{E}_a \mathbf{P} \mathbf{E}_b^\top$ (i.e. the non-zero diagonal entries of $\mathbf{P}$.)

Let $\mathbf{t}_a : \mathbb{R}^{D_a} \to \mathbb{R}^D$ and $\mathbf{t}_b : \mathbb{R}^{D_b} \to \mathbb{R}^D$ such that

$$
\mathbf{t}_a^\top(\mathbf{x}) = \mathbf{E}_a \mathbf{U}^\top \mathbf{L}_a^{-1} (\mathbf{x} - \mathbf{\mu}_a)
$$

$$
\mathbf{t}_b^\top(\mathbf{y}) = \mathbf{E}_b \mathbf{V}^\top \mathbf{L}_b^{-1} (\mathbf{y} - \mathbf{\mu}_b).
$$

It can be verified that

$$
(\mathbf{X}, \mathbf{Y}) \sim \mathcal{N}(\mathbf{\mu}, \Sigma) \iff \left( \mathbf{t}_a(\mathbf{X}), \mathbf{t}_b(\mathbf{Y}) \right) \sim \mathcal{N} \left( \mathbf{0}, \begin{bmatrix} \mathbf{I} & \mathrm{diag}(\bar{\mathbf{p}}) \\ \mathrm{diag}(\bar{\mathbf{p}}) & \mathbf{I} \end{bmatrix} \right).
$$

$\blacksquare$
CHAPTER 3

GAUSSIAN PLANTED MATCHING

We study the Gaussian planted matching problem, which corresponds to identifying the planted matching in a Gaussian bigraph, as described in Subsection 2.1.2. We analyze the performance of the three algorithms presented in Section 2.2.

The Gaussian planted matching problem is closely related to database alignment. Database alignment with any independent and identical feature involves computing the log-likelihood score of all potential matches which are to form the estimated mapping. This can be expressed as a weighted bipartite graph where edge weights corresponding to log-likelihood scores of corresponding node pairs. If the features of the databases are high dimensional and have little dependence between dimensions, then the weights of the edges of the bigraph are nearly independent and Gaussian, and the distribution can be closely approximated by that of a bigraph with a planted matching. This does not depend on the Gaussian feature assumption: it is a central limit theorem phenomenon that will be common to any database model with enough almost independent features. Therefore studying the Gaussian planted matching problem facilitates detailed analysis of the database alignment problem and allows us to identify qualitative phenomena that may apply more generally. The connection between Gaussian planted matching and database alignment with high dimensional independent features can be seen through the parallels between the results in this chapter and Chapter 4, which builds on the analyses presented in this chapter.

In Section 3.1, we present a sketch of our analysis and its connections to the analysis in Chapter 4. In Section 3.2 we derive the concentration inequalities to be used in the proofs of the main results. In Section 3.3, we present asymptotic and finite-size achievability bounds. In Section 3.4, we present asymptotic converse bounds which match the achievability results in the previous section. Finally, in Section 3.5, we present a discussion of
phase transitions in the achievability and matching converse bounds, providing intuition and sketches of technical arguments that explain these transitions.

3.1 Sketch of analysis

Our analyses in Chapters 3 and 4 for each algorithm involves deriving Chernoff bounds for the probability of each error event, then taking the union bound over all of these. The bounds are immediate for Gaussian planted matching (Section 3.2), but for database alignment significant work is required to get useful versions of the bounds: We carefully study the generating function $G$ in Section 4.2 before we can derive the concentration inequalities given in Section 4.3.

The union bound overestimates the total probability of error: E.g. for maximum row estimation $\{G_{u,v'} \geq G_{u,v}\}$ and $\{G_{u,v'} \geq G_{u,v}\}$ can both occur, yet we will only make one error on the row corresponding to user $u$. For high correlation, such intersecting error events occurring simultaneously is negligibly unlikely and the union bound gives a good bound. This gives us the linear boundaries in Fig. 3.3.

For the low correlation case, we come up with a way to break up error events into two sub-events: one that is strongly correlated with all error events involving that true pair, and one that is not. E.g. for maximum row estimation, we use $\{G_{u,v} \leq \tau\}$ (atypicality) and $\{G_{u,v'} \geq G_{u,v}\} \cap \{G_{u,v} > \tau\}$ (misalignment-despite-typicality) to cover the error event $\{G_{u,v'} \geq G_{u,v}\}$. The atypicality event has higher likelihood than the original error event, however it only needs to be counted once for each error involving $G_{u,v}$. The misalignment-despite-atypicality event needs to be counted separately for every possible misalignment on a given row, however the correlation between misalignment-despite-atypicality events are much weaker than those of the original error events, allowing us to get a stronger union bound.

Events of the type $\left\{ \sum_{u,v} c_{u,v} G_{u,v} \geq d \right\}$ can be represented as half-spaces in the $|U \times V|$ dimensional event space where each dimension corresponds to a different entry of the
matrix $G$. The covering of the half-space corresponding to the original error event by two auxiliary half-spaces is illustrated in figures 3.1. A more detailed description of the geometric intuition behind these probability bounds are given in Subsection 4.3.2.

3.2 Concentration Inequalities

$W$ refers to the edge weight matrix of the bipartite graph under the planted matching setting described in Subsection 2.1.2. The concentration inequalities are stated in two forms, a simpler more straightforward form with $W$ and a rearranged form involving $W_G \triangleq \mu W - \frac{\mu^2}{2}$, which is $W$ scaled and shifted to match the 1st and 2nd order statistics of $G$ in the low per-feature correlation limit, as shown in Lemma 50 in Appendix A. The second form with $W_G$ mirrors the concentration inequalities in Chapter 4. This allows for a comparison between the probability densities in the planted matching setting and the database alignment setting.

**Lemma 5** (Atypicality). Let $m$ a partial mapping fully contained in the true mapping $M$. Given some $\tau_W \leq \mu$ and $\tau_G = \mu \tau - \frac{\mu^2}{2}$,

$$\Pr [\tau_W | m | \geq \langle W, m \rangle | m \subseteq M] \leq \exp \left( -\frac{(\mu - \tau_W)^2}{2} \right)$$

which is equivalent to

$$\Pr [\tau_G | m | \geq \langle W_G, m \rangle | m \subseteq M] \leq \exp \left( -\frac{(\zeta - \tau_G)^2}{4\zeta} \right)$$

where $\zeta = \mu^2 / 2$.

**Proof.** Given $u \overset{M}{\sim} v$, $W_{u,v}$ is normal with mean $\mu$ and unit variance. Then, its moment generating function is given by $\mathbb{E} [e^{\theta W_{u,v}}] = e^{\theta \mu + \frac{\theta^2}{2}}$. By Markov’s inequality, for any
Figure 3.1: Illustration of the partition of the error event into atypicality and misalignment-despite-typicality events. The horizontal axis represents the information density $G_{u,v}$ of true pair $(u, v)$ while the vertical axis correspond to that of a false pair $G_{u,v}$. The point $(\zeta, -\zeta)$ corresponds to the mean of the distribution. Minimum distance from the mean to the half-space is shown by the bold dashed lines. The top plot shows the partition of the original error event into ‘slices’ while the bottom plots show half-spaces containing those ‘slices’.

Top: Partition of the event half-space corresponding to error event $\{G_{u,v'} \geq G_{u,v}\}$ into two ‘slices’ according to whether information density $G_{u,v}$ of the true pair $(u, v)$ is above or below the threshold $\tau$. Bottom-left: The atypicality ‘slice’ is closer to the mean, however it only needs to be counted once for all error events involving $G_{u,v}$. Bottom-right: The misalignment-despite-typicality ‘slice’ is farther away from the mean than the original half-space and therefore has smaller likelihood.
\[ \theta < 0, \]

\[
\Pr \left[ W_{u,v} \leq \tau_W | u \sim v \right] \leq e^{-\theta \tau_W} \mathbb{E} \left[ e^{\theta W_{u,v}} \right] = \exp \left( -\theta \tau_W + \theta \mu + \frac{\theta^2}{2} \right)
\]

Pick \( \theta = -(\mu - \tau_W) \). Then \( \Pr \left[ W_{u,v} \leq \tau_W | u \sim v \right] \leq \exp \left( -\frac{(\mu - \tau_W)^2}{2} \right) \). Since all entries in \( W \) are independent, \( \Pr \left[ (W, m) \leq \tau_W | m \subseteq M \right] \) is the product of all of these terms.

\[
\frac{(\mu - \tau_W)^2}{2} = \left( \frac{\mu^2 - \mu \tau_W}{2 \mu^2} \right)^2 = \frac{(\zeta - \tau_G)^2}{4 \zeta}. \text{ Then } \Pr \left[ (W_G)_{u,v} \leq \tau_G | u \sim v \right] = \Pr \left[ W_{u,v} \leq \tau_W | u \sim v \right] \leq \exp \left( -\frac{(\zeta - \tau_G)^2}{4 \zeta} \right). \text{ Once again, taking the product of all of this term over all pairs in } m \text{ gives us the claimed result.} \]

\textbf{Lemma 6} (False positive probability). \textit{Given some } \tau_W \geq 0 \text{ and } \tau_G = \mu \tau - \frac{\mu^2}{2},

\[
\Pr \left[ W_{u,v} \geq \tau_W | u \not\sim v \right] \leq \exp \left( -\frac{\tau_W^2}{2} \right)
\]

which is equivalent to

\[
\Pr \left[ (W_G)_{u,v} \leq \tau_G | u \not\sim v \right] \leq \exp \left( -\frac{(\zeta + \tau_G)^2}{4 \zeta} \right)
\]

where \( \zeta = \mu^2 / 2 \).

\textit{Proof.} Given \( u \not\sim v \), \( W_{u,v} \) is normal with zero \( \mu \) and unit variance. Then, its moment generating function is given by \( \mathbb{E} \left[ e^{\theta W_{u,v}} \right] = e^{\frac{\theta^2}{2}} \). By Markov’s inequality, for any \( \theta > 0 \),

\[
\Pr \left[ W_{u,v} \leq \tau_W | u \not\sim v \right] \leq e^{-\theta \tau_W} \mathbb{E} \left[ e^{\theta W_{u,v}} \right] = \exp \left( -\theta \tau_W + \frac{\theta^2}{2} \right)
\]

Pick \( \theta = \tau_W \). Then \( \Pr \left[ W_{u,v} \geq \tau_W | u \not\sim v \right] \leq \exp \left( -\frac{\tau_W^2}{2} \right) \).

\[
\frac{\tau_W^2}{2} = \left( \frac{\mu \tau_W}{2 \mu^2} \right)^2 = \frac{(\mu^2 / 2 + (\mu \tau_W - \mu^2 / 2))^2}{2 \mu^2} = \frac{(\zeta + \tau_G)^2}{4 \zeta}. \text{ Then } \Pr \left[ (W_G)_{u,v} \leq \tau_G | u \not\sim v \right] = \Pr \left[ W_{u,v} \leq \tau_W | u \not\sim v \right] \leq \exp \left( -\frac{(\zeta + \tau_G)^2}{4 \zeta} \right). \]

\[ \Box \]
Lemma 7 (Misalignment). Let $m$ and $m'$ denote two mappings of same size and $\delta$ denote the number of pairs mapped by $m$ but not by $m'$. Then $\Pr \left[ \langle W, m \rangle \leq \langle W, m' \rangle | M = m \right] \leq \exp \left( -\frac{\delta \mu^2}{4} \right)$

which is equivalent to

$$\Pr \left[ \langle W_G, m \rangle \leq \langle W_G, m' \rangle | M = m \right] \leq \exp \left( -\frac{\delta \zeta}{2} \right)$$

where $\zeta = \frac{\mu^2}{2}$.

Proof. $\langle W, m \rangle - \langle W, m' \rangle$ is the linear combination of $2\delta$ independent Gaussian random variables and therefore is Gaussian. ($|m| - \delta$ of the terms in $\langle W, m \rangle$ get canceled out by the $|m| - \delta$ common terms in $\langle W, m' \rangle$.) The difference has mean $\delta \mu$ and variance $2\delta$. Then, the moment generating function is given by $E \left[ \exp \left( \theta \langle W, m \rangle - \theta \langle W, m' \rangle \right) \right] = \exp \left( \theta \delta \mu + \theta^2 \delta \right)$. Then, by Markov’s inequality, for any $\theta < 0$,

$$\Pr \left[ \langle W, m \rangle \leq \langle W, m' \rangle | M = m \right] = \Pr \left[ \langle W, m \rangle - \langle W, m' \rangle \leq 0 | M = m \right]
\leq E \left[ \exp \left( \theta \langle W, m \rangle - \theta \langle W, m' \rangle \right) \right]
= \exp \left( \theta \delta \mu + \theta^2 \delta \right).$$

Picking $\theta = -\mu/2$ gives us the claimed result. 

Lemma 8 (Misalignment-despite-typicality). Let $m$ and $m'$ denote two mappings of same size $\delta$ such that no pair is mapped under both mappings. Given some $\tau_W \geq \mu/2$ and $\tau_G = \mu \tau - \frac{\mu^2}{2}$,

$$\Pr \left[ \langle W, m \rangle \geq \tau_W|m| \text{ and } \langle W, m' \rangle \geq \langle W, m \rangle | m \subseteq M \right] \leq \exp \left( -\delta \cdot (\tau_W - \mu/2)^2 - \delta \mu^2/4 \right)$$
which is equivalent to

\[
\Pr \left[ \langle W_G, m \rangle \geq \tau_G | m \rangle \text{ and } \langle W_G, m' \rangle \geq \langle W_G, m \rangle | m \subseteq M \right] \leq \exp \left( -\delta \cdot \frac{\tau_G^2 + \zeta^2}{2\zeta} \right)
\]

where \( \zeta = \mu^2 / 2 \).

**Proof.** If \( y \geq x \) and \( x \geq t \), then \( \theta_1(y - x) + \theta_2(x - t) \geq 0 \) for any choice of \( \theta_1, \theta_2 > 0 \).

Replacing \( y \) by \( \langle W, m' \rangle \), \( x \) by \( \langle W, m \rangle \) and \( t \) by \( \tau_W | m | \), we get the implication between the events of interest: \( \langle W, m' \rangle \geq \langle W, m \rangle \) and \( \langle W, m \rangle \geq \tau_W | m | \) implies \( \theta_1 (\langle W, m' \rangle - \langle W, m \rangle) + \theta_2 \langle W, m \rangle \geq \theta_2 \tau_W | m | \).

\( \langle W, m \rangle \geq \tau_W | m | \) implies \( \theta_1 (\langle W, m' \rangle - \langle W, m \rangle) + \theta_2 \langle W, m \rangle \) is the linear combination of \( 2\delta \) independent Gaussian random variables and is therefore Gaussian. It has mean \( \delta \mu (\theta_2 - \theta_1) \) and variance \( \delta \theta_1^2 + \delta (\theta_2 - \theta_1)^2 = \delta (2\theta_1^2 - 2\theta_1 \theta_2 + \theta_2^2) \).

By Markov’s inequality

\[
\Pr \left[ \theta_1 (\langle W, m' \rangle - \langle W, m \rangle) + \theta_2 \langle W, m \rangle \geq \theta_2 \tau_W | m | | m \subseteq M \right] \\
\leq e^{-\theta_2 \tau_W | m |} \mathbb{E} \left[ e^{\theta_1 (\langle W, m' \rangle - \langle W, m \rangle) + \theta_2 \langle W, m \rangle} | m \subseteq M \right] \\
= \exp \left( -\theta_2 \tau_W \delta + \delta \mu (\theta_2 - \theta_1) + \frac{\delta}{2} (2\theta_1^2 - 2\theta_1 \theta_2 + \theta_2^2) \right)
\]

Pick \( \theta_1 = \tau_W \) and \( \theta_2 = 2(\tau_W - \mu / 2) \). Then, the expression in the last line simplifies to

\[
\exp \left( -(\tau_W - \mu / 2)^2 - \mu^2 / 4 \right),
\]

which matches the first part of the claim.

\[-(\tau_W - \mu / 2)^2 - \mu^2 / 4 = -\frac{(\mu \tau - \mu^2 / 2) + (\mu^2 / 2)^2}{\mu^2} = \frac{\tau_G^2 + \zeta^2}{2\zeta^2} \] gives us the second part of the claim.

\( \square \)
3.3 Achievability

In Subsection 3.3.1, we state asymptotic results which give bounds on the signal strength $\zeta$ that guarantee upper bounds on the expected number of errors as $n$, the size of the matching, goes to infinity. In Subsection 3.3.2, we state finite-size results that bound the expected number of errors as a function of the signal strength $\zeta$ for matchings of any finite size. The proofs for these results are given in Subsections 3.3.3 (threshold testing), 3.3.4 (maximum row estimation) and 3.3.5 (maximum likelihood estimation), where we perform different analyses to derive the expressions for the bounds of various forms.

As described in Subsection 2.1.2, the Gaussian bigraph has normally distributed edge weights with unit variance, mean 0 for pairs not included in the planted matching and mean $\mu$ for pairs included in it. All results in this section are stated in terms of $\zeta \equiv \mu^2 / 2$, which we refer to as signal strength. This re-parametrization is done in order to state results in a form that mirrors the ones in Chapter 4.

Recall that, as defined in Subsection 2.2.4, $d(\hat{M}, M) \equiv \frac{1}{2}||\hat{M} - M||_F^2$. For $\hat{M}_{\text{ML}}$ and $\hat{M}_{\text{MR}}$ this distance gives the number of users in $\mathcal{U}$ mapped to a false match in $\mathcal{V}$. For $\hat{M}_{\text{MR}}$, the distance gives the arithmetic mean of the number of false positives and false negatives.

### 3.3.1 Asymptotic results

In the asymptotic case, as the size of the matching $n$ goes to infinity, we say an algorithm achieves **exact alignment** if $\mathbb{E}[d(\hat{M}, M)] \leq o(1)$, and **almost-exact alignment** if $\mathbb{E}[d(\hat{M}, M)] \leq o(n)$.

**Theorem 3.3.1** (Exact alignment and almost-exact alignment recovery). Let $n = |M| = |\mathcal{U}|$. Define $\alpha = \frac{\log(|\mathcal{V}| - n)}{\log n}$ if $|\mathcal{V}| > n$. Consider the Gaussian planted matching problem.

- Lower bounds on $\zeta$ as given in Table 3.1 are sufficient conditions for almost-exact alignment for different cases.
- $\zeta \geq c \log n + \omega(1)$ is a sufficient condition for exact alignment, where the values of
Figure 3.2: Comparison of boundaries for achievability regions of exact alignment and almost-exact alignment as given in Theorems 3.3.1 and 4.4.1. x-axis corresponds to signal strength and y-axis corresponds to order of magnitude of number of unmatched users in $V$. Achievability regions are areas below/right of curves.

$c$ for different cases are given in Table 3.2.

Table 3.1: Sufficient conditions for almost-exact alignment for Gaussian planted matching. Values in the table are lower bounds on $\zeta$ that guarantee almost-exact alignment for different sizes of $|V|$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Threshold.</th>
<th>Max row</th>
<th>Max likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>V</td>
<td>\leq n + o(n)$</td>
<td>$\log n + \omega(\sqrt{\log n})$</td>
</tr>
<tr>
<td>$</td>
<td>V</td>
<td>\geq n + \Omega(n)$</td>
<td>$\alpha \log n + \omega(\sqrt{\log n})$</td>
</tr>
</tbody>
</table>

Note that for threshold testing and maximum row estimation, the exact-alignment thresholds does not change with the size of $|V|$ as long as $|V|$ is on the order of $n$. For maximum likelihood estimation, the exact-alignment threshold increases linearly with $\alpha$ in this regime. For $|V| \geq n + \Omega(n)$, the exact-alignment thresholds for all three algorithms increase quadratically with $\sqrt{\alpha}$. The boundaries for exact and almost-exact alignment for the algorithms are illustrated in Fig. 3.2. Boundaries for maximum likelihood and maximum row algorithms completely overlap for $\zeta/\log n \geq 4$.

**Theorem 3.3.2** (Expected number of errors in the balanced case). Let $n = |M| = |U| =$
Table 3.2: Sufficient conditions for exact alignment for Gaussian planted matching. Sufficient conditions are of the form $\zeta \geq c \log n + \omega(1)$, where the value of $c$ is given in the table for different algorithms and for different sizes of $|V|$.

| Size of $V$ | $|V| = n$ | $n < |V| \leq n + o(n)$ | $|V| \geq n + \Omega(n)$ |
|-------------|----------|-----------------|-----------------|
| Thresholding| $\left(1 + \sqrt{2}\right)^2$ | $\left(1 + \sqrt{2}\right)^2$ | $\left(1 + \sqrt{1 + \alpha}\right)^2$ |
| Max row     | 4        | 4               | $(1 + \sqrt{\alpha})^2$ |
| Max likelihood | 2     | $2(\alpha + 1)$ | $(1 + \sqrt{\alpha})^2$ |

Figure 3.3: Comparison of the boundaries for the achievability regions in the balanced case (i.e. when $|V| = |U| = |M| = n$) as given in Theorems 3.3.2 and 4.4.2. The x-axis is to signal strength and the y-axis is the order of magnitude of the number of the expected number of mismatched users. Achievability regions are areas above/right of curves.

Let $\beta > 0$ some constant. For Gaussian planted matching, as $n \to \infty$, lower bounds on $\zeta / \log n$ that guarantee error bounds $\mathbb{E}[d(\hat{M}, M)] \leq O \left(n^{1-\beta}\right)$ are given in Table 3.3:

The boundaries for the achievability regions of the algorithms are illustrated in Fig. 3.3.

**Theorem 3.3.3** (Expected number of errors in unbalanced case). Let $n = |M| = |U|$ and $|V| > n$. Define $\nu = \frac{\log |V|}{\log n}$ and $\alpha = \frac{\log (|V| - n)}{\log n}$, and let these be constant functions of $n$. Let $\beta > 0$ some constant. For Gaussian database alignment, as $n \to \infty$, lower bounds on $\zeta / \log n$ that guarantee error bounds $\mathbb{E}[d(\hat{M}, M)] \leq O \left(n^{1-\beta}\right)$ are given in Table 3.4:

$^{1}$Asymptotically, $\nu$ can be replaced by $\max\{1, \alpha\}$ as $1 \leq \frac{\nu}{\max\{1, \alpha\}} \leq 1 + \Omega(1/\log n)$.
Table 3.3: Sufficient conditions for error bounds for Gaussian planted matching in the balanced case, i.e. $|\mathcal{V}| = |\mathcal{U}| = |\mathcal{M}| = n$. Sufficient conditions are expressed as lower bounds on $\zeta / \log n$. Different conditions are relevant for different ranges of $\beta$. The form of the achievability boundary (as illustrated in Fig. 3.3) corresponding to each condition is given in the 3rd column.

<table>
<thead>
<tr>
<th>Bound on $\zeta / \log n$</th>
<th>Range of $\beta$</th>
<th>Form of boundary</th>
<th>Bound on $\mathbb{E}[d(\hat{M}, M)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\sqrt{\beta} + \sqrt{1 + \beta})^2$</td>
<td>$0 &lt; \beta$</td>
<td>parabolic</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>$(1 + \sqrt{\beta})^2$</td>
<td>$0 &lt; \beta \leq 1$</td>
<td>parabolic</td>
<td>$2n^{1-\beta}$</td>
</tr>
<tr>
<td>$2(1 + \beta)$</td>
<td>$1 &lt; \beta$</td>
<td>linear</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>$1 + 2\sqrt{\beta(1 - \beta)}$</td>
<td>$0 &lt; \beta &lt; 1/2$</td>
<td>elliptic</td>
<td>$\mathcal{O}(n^{1-\beta})$</td>
</tr>
<tr>
<td>$2 + \frac{2\log(\sqrt{5} - 1)}{\log n}$</td>
<td>$1/2 \leq \beta \leq 1$</td>
<td>vertical</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>$1 + \beta$</td>
<td>$1 &lt; \beta$</td>
<td>linear</td>
<td>$n^{1-\beta}(1 + o(1))$</td>
</tr>
</tbody>
</table>

The boundaries for the achievability region of the maximum likelihood estimator for various values of $\alpha$ are illustrated in Fig. 3.4. Boundaries for $\alpha = 1.5$ and $\alpha = 1.25$ are tangent to $y = 1$ at $x = 1.5$ and $x = 1.25$ respectively, while all other boundaries are tangent to that line at $x = 1$. These match the almost-exact alignment threshold.

The boundaries for the achievability region of maximum likelihood/maximum row estimation, which coincide, and for thresholding at $\alpha = 1.5$ are illustrated in Fig. 3.5. Both boundaries are tangent to $y = 1$ at $x = 1.5$. This matches the almost-exact alignment threshold.

3.3.2 Finite-size results

**Theorem 3.3.4** (Expected number of errors for finite-size case). Define $n \triangleq |\mathcal{M}|$, $x \triangleq \frac{\zeta}{\log n}$, $\nu \triangleq \frac{\log |\mathcal{V}|}{\log n}$ and $\epsilon \triangleq n^{1-x/2}$. Suppose $|\mathcal{U}| = n$. Then, $\log \mathbb{E}\left[d(\hat{M}, M)\right]$, the log of the expected number of errors, is bounded as given in Table 3.3.4 for the planted matching problem.
Figure 3.4: Comparison of boundaries for achievability regions of the maximum likelihood algorithm for various values of $\alpha$ as given in Theorems 3.3.3 and 4.4.3. The x-axis is to signal strength and y-axis is the order of magnitude of expected number of mismatched users. Achievability regions are areas above/right of curves. Boundaries are parabolic/elliptic in the region above the dashed black line and consist of linear segments below it.

Figure 3.5: Comparison of the boundaries for the achievability regions when $|\mathcal{U}| = |\mathcal{M}| = n$ and $|\mathcal{V}| = n^{1.5}$. The x-axis is signal strength and the y-axis is the order of magnitude of the number of the expected number of mismatched users. Achievability regions are areas above/right of curves.
Table 3.4: Sufficient conditions for error bounds for Gaussian planted matching in unbalanced case, i.e. $|V| > |U| = |M| = n$. Sufficient conditions are expressed as lower bounds on $\frac{\zeta}{\log n}$. Different conditions are relevant for different ranges of $\beta$. The form of the achievability boundary (as illustrated in Fig. 3.4 and Fig. 3.5) corresponding to each condition is given in the 3rd column.

<table>
<thead>
<tr>
<th>Bound on $\frac{\zeta}{\log n}$</th>
<th>Range of $\beta$</th>
<th>Form of boundary</th>
<th>Bound on $\mathbb{E}[d(\hat{M}, M)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sqrt{\nu + \beta + \sqrt{\beta}})^2$</td>
<td>$0 &lt; \beta$</td>
<td>parabolic</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>Maximum row estimation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sqrt{\nu} + \sqrt{\beta})^2$</td>
<td>$0 &lt; \beta \leq \max{\alpha, 1}$</td>
<td>parabolic</td>
<td>$2n^{1-\beta}$</td>
</tr>
<tr>
<td></td>
<td>$\max{\alpha, 1} &lt; \beta$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum likelihood estimation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1 + 2\sqrt{\beta(1-\beta)}$</td>
<td>$0 &lt; \beta &lt; \min{1-\alpha, 1/2}$</td>
<td>elliptic</td>
<td>$O(n^{1-\beta})$</td>
</tr>
<tr>
<td></td>
<td>$1-\alpha &lt; \beta \leq \alpha$</td>
<td>parabolic</td>
<td>$O(n^{1-\beta})$</td>
</tr>
<tr>
<td></td>
<td>$1/2 \leq \beta \leq 1-\alpha$</td>
<td>vertical</td>
<td>$n^{1-\beta} + O(1)$</td>
</tr>
<tr>
<td></td>
<td>$\max{\alpha, 1-\alpha} &lt; \beta$</td>
<td>linear</td>
<td>$n^{1-\beta}(1 + o(1))$</td>
</tr>
</tbody>
</table>

3.3.3 Proof for Threshold Testing

The proofs for threshold testing and maximum row estimation state inequalities use the variable $\nu \triangleq \frac{\log |V|}{\log n}$ instead of the variable $\alpha \triangleq \frac{\log(|V|-n)}{\log n}$. $\nu = 1 + O\left(\frac{1}{\log n}\right)$ and $\alpha \in (0, 1]$ if $n < |V| \leq 2n$. $\nu = \frac{\log(|V|-n)}{\log n} \cdot \frac{\log |V|}{\log(|V|-n)} = \alpha \cdot \left(1 + O\left(\frac{1}{\log n}\right)\right)$ if $|V| \geq n + \Omega(n)$. Then $\max\{1, \alpha\} \leq \nu \leq \max\{1, \alpha\} \left(1 + O\left(\frac{1}{\log n}\right)\right)$, which allows us to translate asymptotic statements with expressions containing $\nu$ to those that only involve $\alpha$.

**Parabolic boundary**

We re-state the following results for threshold testing, and introduce their proofs below:

Let $\tau = \log \frac{|U||V|}{|M|}$ be the value of the threshold used for threshold testing.

- **Theorem 3.3.1**
  
  Almost-exact alignment is achieved if $\zeta \geq \nu \log n + \omega\left(\sqrt{\log n}\right)$.
  
  By Lemma 1, this condition also guarantees almost-exact alignment for maximum row estimation.

  Exact alignment is achieved if $\zeta \geq \left(1 + \sqrt{1 + \nu}\right)^2 \log n + \omega(1)$. 
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Table 3.5: Error bounds for Gaussian planted matching with finite-size

<table>
<thead>
<tr>
<th>Error bound</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold testing</td>
<td>( \left( 1 - \frac{(x - \nu)^2}{4x} \right) \log n ) \quad \nu &lt; x</td>
</tr>
<tr>
<td>Maximum row estimation</td>
<td>( (1 - (\sqrt{\nu} - \sqrt{x})^2) \log n + \log 2 ) \quad \nu &lt; x &lt; 4\nu</td>
</tr>
<tr>
<td></td>
<td>( (1 + \nu - \frac{x}{2}) \log n ) \quad 4\nu \leq x</td>
</tr>
<tr>
<td>Maximum likelihood estimation</td>
<td>( 2 \log \varepsilon - \log(1 - \varepsilon) ) \quad x &gt; 2 and</td>
</tr>
<tr>
<td></td>
<td>\log \varepsilon - 2 \log(1 - \varepsilon) + \log(</td>
</tr>
</tbody>
</table>

- **Theorem 3.3.3**
  The expected number of false positive and of false negatives are both bounded by \( n^{1-\beta} \) if \( \zeta \geq (\sqrt{\nu + \beta} + \sqrt{\beta})^2 \log n \).

- **Theorem 3.3.2**
  This is a special case of Theorem 3.3.3 with \( \nu = 1 \).

- **Theorem 3.3.4**
  Given \( x > \nu \), the expected number of errors is bounded by \( n^{1-\frac{(x - \nu)^2}{4x}} \).

**Proof.** Let \( \tau \) the threshold such that \( \tau \leq \zeta \). By Lemma 5, the probability of a true pair failing the test is at most \( \exp \left( -\frac{(\zeta - \tau)^2}{4\zeta} \right) \) and by Lemma 6 the probability of a false pair passing the test is at most \( \exp \left( -\frac{(\zeta + \tau)^2}{4\zeta} \right) \). The number of true pairs and false pairs are \( |M| \) and \( |U| \cdot |\mathcal{V}| - |M| \) respectively. We bound the latter by \( |U| \cdot |\mathcal{V}| \). So the expected number of false negatives is bounded by \( |M| \exp \left( -\frac{(\zeta - \tau)^2}{4\zeta} \right) \) and expected number of false positives is bounded by \( |U| \cdot |\mathcal{V}| \exp \left( -\frac{(\zeta + \tau)^2}{4\zeta} \right) \).

The log of the ratio of these two bounds is

\[
\log \frac{|M| \exp \left( -\frac{(\zeta - \tau)^2}{4\zeta} \right)}{|U| \cdot |\mathcal{V}| \exp \left( -\frac{(\zeta + \tau)^2}{4\zeta} \right)} = \tau - \log \frac{|U| \cdot |\mathcal{V}|}{|M|}.
\]

The choice of \( \tau = \log \frac{|U| \cdot |\mathcal{V}|}{|M|} \) makes the log of the ratio zero. Hence the bounds for the
expected numbers of false positives and negatives are equal. Then the bound on the number of errors is twice the bound on the number of false negatives.

Let \( n \triangleq |M|, |U| = n \) and \( |V| = n^\nu \) for some \( \nu \geq 1 \). Then, \( \tau = \log \frac{|U||V|}{|M|} = \nu \log n \).

Since we require \( |\tau| \leq \zeta \), then we need \( \zeta \geq \nu \log n \).

Let \( x \triangleq \frac{\zeta}{\log n} \). Then the number of false negatives is given by

\[
|M| \exp\left( -\frac{(\zeta - \tau)^2}{4\zeta} \right) = n^{1-\frac{(x-\nu)^2}{4x}}.
\]

This expression is bounded by \( n^{1-\beta} \) if

\[
x \geq \left( \sqrt{\nu + \beta} + \sqrt{\beta} \right)^2.
\]

This gives us the following inequalities that form part of the main results:

- Almost-exact alignment is achieved if (3.1) is satisfied for some \( \beta \) such that \( n^{-\beta} \leq o(1) \), which is equivalent to \( \beta \geq \omega(1/\log n) \). Such \( \beta \) exists if \( \zeta \geq \nu \log n + \omega(1) \).

- Exact alignment is achieved if (3.1) is satisfied for some \( \beta \) such that \( n^{1-\beta} \leq o(1) \), which is equivalent to \( \beta-1 \geq \omega(1/\log n) \). Such \( \beta \) exists if \( \zeta \geq (1 + \sqrt{1+\nu})^2 \log n + \omega(1) \).

- The expected number of false positive and of false negatives are both bounded by \( n^{1-\beta} \) if \( \zeta \geq (\sqrt{\nu + \beta} + \sqrt{\beta})^2 \log n \).

3.3.4 Proofs for Maximum Row Estimation

Consider users \( u \in U \) and \( v, v' \in V \) such that \( u \sim M v \). We want to bound the probability of the error event where \( u \) is falsely mapped to \( v' \). Under maximum row estimation, this corresponds to the event \( G_{u,v} \leq G_{u,v'} \). Without loss of generality, assume the set \( U \) consists of the single user \( u \).
Recall that, as described in Subsection 3.3.3, proofs for threshold testing and maximum row estimation state inequalities use the variable \( \nu \triangleq \log |V| / \log n \) instead of the variable \( \alpha \triangleq \log(|V| - n) / \log n \). The asymptotic statements for threshold testing and maximum row estimation containing \( \nu \) directly translate to the statements in the main results using the fact that \( \max\{1, \alpha\} \leq \nu \leq \max\{1, \alpha\} \left(1 + O \left(\frac{1}{\log n}\right)\right) \).

**Linear boundary - relevant for large \( \beta \) and small \( \alpha \)**

We re-state the following results for maximum row estimation, and introduce their proofs below:

- **Theorem 3.3.1**
  Exact alignment is achieved if \( \zeta \geq 2(1 + \nu) \log n + \omega(1) \).

- **Theorem 3.3.3**
  The number of errors is bounded by \( n^{1-\beta} \) if \( \zeta \geq (\nu + \beta) \log n \).

- **Theorem 3.3.2**
  This is a special case of Theorem 3.3.3 with \( \nu = 1 \).

- **Theorem 3.3.4**
  Given \( \nu < x \), the expected number of errors is bounded by \( n^{1+\nu-x/2} \).

**Proof.** By Lemma 7, the probability of \( \{G_{u,v} \leq G_{u,v}'\} \) is upper bounded by \( \exp \left(-\frac{\zeta}{2}\right) \).

There are no more than \(|\mathcal{V}|\) vertices \( v' \in \mathcal{V} \setminus \{v\} \) that to which \( u \) can be falsely mapped. By the union bound, the probability that any of these events happens is upper bounded by \( |\mathcal{V}| \exp \left(-\frac{\zeta}{2}\right) \). Then, the expected number of misalignments over all \( |\mathcal{U}| \) of rows is upper bounded by \( |\mathcal{U}| \cdot |\mathcal{V}| \exp \left(-\frac{\zeta}{2}\right) \).

Let \( n \triangleq |M|, |\mathcal{U}| = n, |\mathcal{V}| = n^\nu \) for some \( \nu \geq 1 \), and \( x \triangleq \frac{\zeta}{\log n} \). Then, the bound on the expected number of misalignments is given by \( n^{1+\nu-x/2} \). This expression is bounded by \( n^{1-\beta} \) if

\[
x \geq 2(\nu + \beta).
\] \hfill (3.2)
This gives us the following inequalities that form part of the main results:

- Exact alignment is achieved if (3.2) is satisfied for some $\beta$ such that $n^{1-\beta} \leq o(1)$, which is equivalent to $\beta - 1 \geq \omega(1/\log n)$. Such $\beta$ exists if $\zeta \geq 2(1+\nu) \log n + \omega(1)$.

- The number of errors is bounded by $n^{1-\beta}$ if $\zeta \geq (\nu + \beta) \log n$.

\[\square\]

**Parabolic boundary - relevant for small $\beta$ and large $\alpha$**

We re-state the following results for maximum row estimation, and introduce their proofs below:

Suppose $\zeta \leq 4 \log |V|$.

- **Theorem 3.3.1**

  Exact alignment is achieved if $\zeta \geq (1 + \sqrt{\nu})^2 \log n + \omega(1)$.

  (The proof for the condition for almost-exact alignment for maximum row estimation follows the proof for threshold testing as a result of Lemma 1.)

- **Theorem 3.3.3**

  The number of errors is bounded by $2n^{1-\beta}$ if $\beta \leq \nu$ and $\zeta \geq (\sqrt{\nu} + \sqrt{\beta})^2 \log n$.

- **Theorem 3.3.2**

  This is a special case of Theorem 3.3.3 with $\nu = 1$.

- **Theorem 3.3.4**

  Given $\nu < x < 4\nu$, the expected number of errors is bounded by $2n^{1-(\sqrt{x}-\sqrt{\nu})^2}$.

**Proof.** Let $\tau$ a threshold such that $0 \leq \tau \leq \zeta$. For the purpose of analysis, let us consider the alignment of the row corresponding to $u$ a failure if either $\{G_{u,v} < \tau\}$ or $\{G_{u,v} \geq \tau \text{ and } G_{u,v} \leq G_{u,v'}\}$ for some $v' \in V \setminus \{v\}$. In other words, we say the the algorithm has failed on the given row if either the true pair has score atypically low, in which case many false pairs will beat the true pair, or if a false pair beats the true pair despite the true pair having sufficiently high score. These two events fully cover the actual error event $\{G_{u,v} \leq G_{u,v'}\}$.
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By Lemma 5, the probability of $\{G_{u,v} \leq \tau\}$ is bounded by $\exp\left(-\frac{(\zeta - \tau)^2}{4\zeta}\right)$. By Lemma 8, the probability of $\{G_{u,v} \geq \tau \text{ and } G_{u,v} \leq G_{u,v}'\}$ is bounded by $\exp\left(-\frac{\zeta^2 + \tau^2}{2\zeta}\right)$. There are no more than $|V|$ vertices $v' \in V \setminus \{v\}$ that to which $u$ can be falsely mapped. Then, by the union bound, the probability of $\{G_{u,v} \geq \tau \text{ and } G_{u,v} \leq G_{u,v}'\}$ for some $v'$ is bounded by $|V| \exp\left(-\frac{\zeta^2 + \tau^2}{2\zeta}\right)$.

The log of the ratio of these two bounds is
\[
\log \frac{\exp\left(-\frac{(\zeta - \tau)^2}{4\zeta}\right)}{|V| \exp\left(-\frac{\zeta^2 + \tau^2}{2\zeta} + 6\rho_{\max}^2\tau\right)} = \frac{(\zeta + \tau)^2}{4\zeta} - \log |V|.
\]

The choice of $\tau$ as $\tau^* \triangleq 2\sqrt{\zeta \log |V| - \zeta}$ makes the log of the ratio 0. Then the bound on the failure probability is equal to that of the atypicality bound. Therefore, the bound on the total error probability is twice that of the atypicality bound.

Let $n \triangleq |M|, |U| = n, |V| = n^\nu$ for some $\nu \geq 1$, and $x \triangleq \frac{\zeta}{\log n}$. Then
\[
\frac{\tau^*}{\log n} = 2\sqrt{\nu \cdot x} - x = \nu - (\sqrt{x} - \sqrt{\nu})^2.
\]

Such $\tau^*$ satisfies $0 \leq \tau^* \leq \zeta$ (which is required for Lemma 8) if $\nu \leq x \leq 4\nu$.

There are $n$ rows. Then, the bound on the expected number of atypicality errors is given by
\[
n \exp\left(-\frac{(\zeta - \tau)^2}{4\zeta}\right) = n^{1-(\sqrt{\nu} - \sqrt{x})^2}.
\]

This expression is bounded by $n^{1-\beta}$ if
\[
x \geq \left(\sqrt{\nu} + \sqrt{\beta}\right)^2. \tag{3.3}
\]

For such $x$, we get $\frac{\tau^*}{\log n} = 2\sqrt{\nu x} - x \leq \nu - \beta \leq x$. Then, $\tau^*$ satisfies $0 \leq \tau^* \leq \zeta$ if (3.3) is satisfied as well as $x \leq 4\nu$. (At $x \geq 4\nu$, we can pick $\beta \geq \nu$ and get a bound based on
the linear boundary whose proof was given above.)

If (3.3) is satisfied as well as \( x \leq 4\nu \), the expected number of atypicality errors is bounded by \( n^{1-\beta} \), so the total number of errors (including misalignment-despite-typicality errors) is bounded by \( 2n^{1-\beta} \).

This gives us the following inequalities that form part of the main results:

- Exact alignment is achieved if (3.3) is satisfied for some \( \beta \) such that \( 2n^{1-\beta} \leq o(1) \), which is equivalent to \( \beta - 1 \geq \omega(1/\log n) \). (3.3) is satisfied for such \( \beta \) if \( \zeta \geq (1 + \sqrt{\nu})^2 \log n + \omega(1) \).

- The number of errors is bounded by \( 2n^{1-\beta} \) if \( \beta \leq \nu \) and \( \zeta \geq (\sqrt{\nu} + \sqrt{\beta})^2 \log n \).

3.3.5 Proof for Maximum likelihood estimation

**Linear boundary - relevant for large \( \beta \) and small \( \alpha \)**

We re-state the following results for maximum likelihood estimation, and introduce their proofs below:

- Theorem 3.3.1

  Exact alignment is achieved if \( \zeta \leq 2\log n + \omega(1) \) for \( s = 0 \), or if \( \zeta \geq 2(1 + \alpha) \log n + \omega(1) \) for \( s \geq 1 \).

- Theorem 3.3.2

  The expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq (1 + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \).

  If \( \zeta \geq 2\log n + 2\log \left( \frac{1+\sqrt{5}}{2} \right) \), then the expected number of errors is bounded by 1, which is bounded by \( n^{1-\beta} \) for any \( \beta \leq 1 \).

- Theorem 3.3.3

  The expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq 2(\alpha + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \).

  If \( \zeta \geq 2\log n + 2\log \left( \frac{3+\sqrt{5}}{2} \right) \), then the expected number of errors is bounded by
\[ s + \sqrt{5} - 2, \text{ which is bounded by } n^{1-\beta} + O(1) \text{ for any } \beta \leq 1 - \alpha. \]

- **Theorem 3.3.4**

Let \( \varepsilon \triangleq \exp \left( \log n - \frac{\zeta}{2} \right) \).

Given \( x > \nu \) and \( s = 0 \), the expected number of errors is bounded by \( \frac{\varepsilon^2}{1-\varepsilon} \).

In general, the number of errors is bounded by \( \frac{\varepsilon^2}{1-\varepsilon} + \frac{s\varepsilon}{(1-\varepsilon)^2} \), which is bounded by the simpler expression \( \frac{(s+1)\varepsilon}{(1-\varepsilon)^2} \).

**Proof.** Consider some elementary misalignment of size \( \delta \). (See Subsection 2.3.1 for elementary misalignments.) By Lemma 7, the probability of the given misalignment is at most \( \exp \left( -\delta \cdot \frac{\zeta}{2} \right) \).

Let \( |U| = n \) and \( |V| = n + s \), where \( n \triangleq |M| \) is the size of the matching. By Lemma 2, there are at most \( \frac{n^\delta}{\delta} \) different type-I misalignments and at most \( sn^\delta \) different type-II misalignments of size \( \delta \). There are no misalignments of type-III. Furthermore, the number of type-I misalignments is 0 if \( \delta = 1 \). Define \( \varepsilon \triangleq \exp \left( \log n - \frac{\zeta}{2} \right) \). Then, the expected number of type-I and type-II misalignments of size \( \delta \) are bounded by \( \varepsilon^\delta / \delta \) and \( s\varepsilon^\delta \) respectively.

The contribution of a misalignment of size \( \delta \) is equal to \( \delta \). The total total contribution of all elementary misalignments gives us the expected number of errors. If \( \varepsilon < 1 \), then in expectation, this total contribution is bounded by

\[
\sum_{\delta=2}^{n} \varepsilon^\delta + \sum_{\delta=1}^{n} s\delta \varepsilon^\delta \leq \frac{\varepsilon^2}{1-\varepsilon} + \frac{s\varepsilon}{(1-\varepsilon)^2}
\]

Let us write \( x \triangleq \frac{\zeta}{\log n} \) and \( \alpha \triangleq \frac{\log s}{\log n} \) if \( s \geq 1 \). Then the expression above can be written as

\[
\frac{n^{2-x}}{1-n^{1-x/2}} + \frac{n^{\alpha+1-x/2}}{(1-n^{1-x/2})^2}.
\]

If \( x \geq 2 + \frac{2\log \sqrt{\frac{\zeta+1}{2}}}{\log n} \) and \( s = 0 \), then this expression is bounded by 1. If \( x \geq 2 + \frac{2\log \left( \frac{\zeta+1}{2} \right)}{\log n} \) and \( s \geq 1 \), then the expression is bounded by \( s + \sqrt{5} - 2 \). In both of these cases, we have \( x > 2 \), which implies \( \varepsilon \triangleq \exp \left( \log n - \frac{\zeta}{2} \right) < 1 \).
The expected number of errors is bounded by
\[ \frac{n^{1-\beta}}{(1-n(1-\beta)/2)} \]

if \( s = 0 \) and \( x \geq 1 + \beta \) \hspace{1cm} (3.4)

or if \( s \geq 1 \) and \( x \geq 2(\alpha + \beta) \) \hspace{1cm} (3.5)

Given \( \beta > 1 \), both conditions imply \( x > 2 \), which implies \( \varepsilon \triangleq \exp (\log n - \frac{\zeta}{2}) < 1 \).

- Exact alignment is achieved if (3.4) or (3.5) is satisfied for some \( \beta \) such that \( n^{1-\beta} \leq o(1) \), which is equivalent to \( \beta - 1 \geq \omega(1/\log n) \). Such \( \beta \) exists if \( \zeta \leq 2 \log n + \omega(1) \) for \( s = 0 \), or if \( \zeta \geq 2(1 + \alpha) \log n + \omega(1) \) for \( s \geq 1 \).

- By (3.4), the expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq (1 + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \). The expected number of errors is bounded by \( O(n^{1-\beta}) \) if \( \zeta \geq (1 + \beta) \log n \) and \( \beta > 1 + \Omega(1/\log n) \).

  If \( \zeta \geq 2 \log n + 2 \log \left( \frac{1+\sqrt{5}}{2} \right) \), then the expected number of errors is bounded by 1, which is bounded by \( n^{1-\beta} \) for any \( \beta \leq 1 \).

- By (3.5), the expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq 2(\alpha + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \). The expected number of errors is bounded by \( O(n^{1-\beta}) \) if \( \zeta \geq 2(\alpha + \beta) \log n \) and \( \beta > 1 + \Omega(1/\log n) \).

  If \( \zeta \geq 2 \log n + 2 \log \left( \frac{3+\sqrt{5}}{2} \right) \), then the expected number of errors is bounded by \( s + \sqrt{5} - 2 \), which is bounded by \( n^{1-\beta} + O(1) \) for any \( \beta \leq 1 - \alpha \).

\[ \square \]

Elliptic boundary - relevant for smallest \( \beta \) and small \( \alpha \)

We re-state the following results for maximum likelihood estimation, and introduce their proofs below:

- Theorem 3.3.1

  If \( \alpha < 1 \) some constant bounded away from 1, almost-exact alignment is achieved if \( \zeta \geq \log n + \omega \left( \sqrt{\log n} \right) \).

- Theorem 3.3.2 and Theorem 3.3.3
Let $\alpha \triangleq \frac{\log(|V|-n)}{\log n}$ and $\beta \in [0, 1/2)$ some constants and suppose $\beta < \min\{1-\alpha, 1/2\}$ and bounded away from both $1 - \alpha$ and $1/2$.

The number of errors is bounded by $\exp \left( \frac{2(1+\log 2)+\mathcal{O}(1)}{(1-2\beta)^2} \right) \cdot (n^{1-\beta}) \leq \mathcal{O}(n^{1-\beta})$ if $\zeta \geq \left(1 + 2\sqrt{\beta(1-\beta)}\right) \log n$.

Proof. Let $\tau$ a threshold such that $0 \leq \tau \leq \zeta$. Consider a specific misalignment of size $\delta$. Such a misalignment occurs if and only if one of the following is true:

- Atypicality event: the average information density scores of the $\delta$ true pairs is below $\tau$, or
- Misalignment-despite-ypicality event: the set of $\delta$ true pairs have average score greater than $\tau$ but nevertheless the set of $\delta$ false pairs have greater score than the corresponding set of true pairs.

Lemma 5, the probability of the true pairs having average score below the threshold is bounded by $\exp \left( -\delta \cdot \frac{(\zeta-\tau)^2}{4\zeta} \right)$. By Lemma 8, the probability of that the false pairs have score greater than the true pair despite the true pairs having high score is bounded by $\exp \left( -\delta \cdot \frac{\zeta^2+\tau^2}{2\zeta} \right)$.

Let $|U| = n$ and $|V| = n + s$, where $n \triangleq |M|$ is the size of the matching. Let $\alpha \triangleq \frac{\log s}{\log n}$ and let $\beta \in (0, 1/2)$ some number strictly less than $1 - \alpha$. Such $\beta$ exists as long as $\alpha < 1$.

Define $\delta^* \triangleq n^{1-\beta}$. Since $\beta < 1 - \alpha$, we have $\delta^* = n^{1-\beta} > n^\alpha = s$. Consider some $\delta \geq \delta^*$.

By Lemma 3, there are no more than $\exp \left( \delta \left(1 + \log n + \log 2\right) \right)$ different misalignment-despite-ypicality events of size $\delta$. Then, the log of the expected number of such events is no more than $\delta \left(1 + \log n + \log 2\right) - \zeta^2$. Pick $\tau$ to be

$$\tau^* = \sqrt{2\zeta \left( \log n - \log \varepsilon + 1 + \log 2 \right) - \zeta^2}. \quad (3.6)$$

where $\varepsilon$ is some variable to be set later on. Then, the expected misalignment-despite-otypicality events of size $\delta$ is bounded by $\varepsilon^\delta$. If $\varepsilon < 1$, then the bound on the number of such
events of size at least $\delta^*$ is bounded by

\[
\sum_{\delta = \delta^*}^{n} \varepsilon^\delta \leq \frac{\varepsilon^{\delta^*}}{1 - \varepsilon}.
\]

If $\beta \leq 1/2$, then $\delta^* = n^{1-\beta} \geq \sqrt{n}$. If, furthermore, $-\log \varepsilon \geq \Omega(1)$, then $\frac{\varepsilon^{\delta^*}}{1 - \varepsilon} = \exp(-\Omega(\sqrt{n}) \leq e^{-\Omega(\sqrt{n})}$. Let $\varepsilon$ some constant. A misalignment can result in no more than $n$ errors. Then, the expected number of errors caused by misalignment-despite-typicality errors of size at least $\delta^*$ is $n e^{-\Omega(\sqrt{n})} \leq o(1)$.

Next we confirm the number of atypicality errors is small: There are no more than $\binom{n}{\delta}$ different ways to get an atypicality event. This is bounded by $\exp\left(\delta + \delta \log \frac{n}{\delta}\right)$, which can further be bounded by $\exp\left(\delta + \delta \log \frac{n}{\delta^*}\right)$. Then, in expectation, there are no more than $\exp\left(\delta + \delta \log \frac{n}{\delta^*} - \delta (\zeta - \tau^*)^2 \right)$ atypicality events of size $\delta$.

The log of the ratio of the bound on the expected number of atypicality errors versus the expected number of misalignment-despite-typicality errors is equal to

\[
\left[\delta + \delta \log \frac{n}{\delta^*} - \delta \left(\frac{\zeta - \tau^*}{4\zeta}\right)^2\right] - \left[\delta \left(1 + \log n + \log 2\right) - \frac{\zeta^2 + (\tau^*)^2}{2\zeta}\right]
= \delta \left(\frac{(\zeta + \tau^*)^2}{4\zeta} - \log \delta^* - 2\right).
\]

If

\[
\tau^* \leq 2 \sqrt{\zeta (\log \delta^* + \log 2)} - \zeta,
\]

then the log-ratio is greater than 0 and the bound on the expected number of atypicality events of size $\delta$ is bounded by that of misalignment-despite-typicality events of size $\delta$.

We identify the smallest $\delta^*$ (i.e. the largest $\beta$) such that our choice of $\tau = \tau^*$ in (3.6) satisfies the inequality in (3.7): Let us write $x \overset{\Delta}{=} \frac{\zeta}{\log n}$. Given some $b \in [0, 1/2)$, let
\[ x = 1 + 2 \sqrt{b(1-b)}. \] Define \( \eta \triangleq 1 - \log \varepsilon + \log 2. \) Then, (3.6) gives us

\[
\frac{\tau^*}{\log n} = \sqrt{2x \left( 1 + \frac{\eta}{\log n} \right) - x^2}
= \sqrt{1 - 4b + 4b^2 + 2x \cdot \frac{\eta}{\log n}}
= (1 - 2b) \cdot \sqrt{1 + \frac{2x \cdot \eta}{(1-2b)^2 \log n}}.
\]

For \( x = 1 + 2 \sqrt{b(1-b)}, \) (3.7) is equivalent to

\[
\frac{\tau^*}{\log n} \leq 2 \sqrt{x \left( 1 - \beta + \frac{\log 2}{\log n} \right) - x}
= 2 \sqrt{x(1-b) + x \left( b - \beta + \frac{\log 2}{\log n} \right) - x}
= 2 \sqrt{(1-b + \sqrt{b(1-b)})^2 + x \left( b - \beta + \frac{\log 2}{\log n} \right) - x}
= 2 \left( 1-b + \sqrt{b(1-b)} \right) \sqrt{1 + \frac{x(b-\beta) + x \log 2/\log n}{(1-b + \sqrt{b(1-b)})^2} - 1 - 2 \sqrt{b(1-b)}}
= 1 - 2b + 2 \left( 1-b + \sqrt{b(1-b)} \right) \left( -1 + \sqrt{1 + \frac{x(b-\beta) + x \log 2/\log n}{(1-b + \sqrt{b(1-b)})^2}} \right)
\]

We can simplify this last expression to get a more compact inequality that implies (3.7):

\[
\frac{\tau^*}{\log n} \leq 1 - 2b + (1-2b) \left( -1 + \sqrt{1 + \frac{x(b-\beta)}{(1-b + \sqrt{b(1-b)})^2}} \right)
\]

It then follows that, given \( x = 1 + 2 \sqrt{b(1-b)}, \) (3.6) satisfies (3.7) if

\[
(1-2b) \cdot \sqrt{1 + \frac{2x \cdot \eta}{(1-2b)^2 \log n}} \leq 1 - 2b + (1-2b) \left( -1 + \sqrt{1 + \frac{x(b-\beta)}{(1-b + \sqrt{b(1-b)})^2}} \right)
\]
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or equivalently if
\[
\frac{2\eta/\log n}{(1-2b)^2} \leq \frac{(b-\beta)}{(1-b+\sqrt{b(1-b)})^2}
\]
\[\iff b - \beta \geq \frac{2\eta}{\log n} \cdot \frac{(1-b+\sqrt{b(1-b)})^2}{(1-2b)^2}
\]
\[\geq \frac{2\eta}{\log n} \cdot \frac{1}{(1-2b)^2}.
\]

Then, we can conclude that (3.6) satisfies (3.7) for \(x = 1 + 2\sqrt{b(1-b)}\) if \(b\) and \(\beta\) such that \(\beta \leq b - \frac{2\eta/\log n}{(1-2b)^2}\). For any finite \(b \in [0, 1/2]\) bounded away from \(1/2\), this inequality can be simplified to write \(\beta \leq b \leq \Omega(1/\log n)\).

We have shown that errors from misalignments of size greater than \(\delta^*\) is \(o(1)\): Those due to misalignment-despite-typicality type errors is \(o(1)\) and those due to atypicality type errors is bounded by that of misalignment-despite-typicality type errors, so also \(o(1)\). Finally, the expected number of errors due to misalignments smaller than \(\delta^*\) is at most \(\delta^*\). (Given some misalignment \(m'\) of size \(\delta\), i.e. \(m'\) such that \(d(m', M) = \delta\), the event \(\hat{M} = m'\) results in exactly \(\delta\) errors. Then, the total contribution of all misalignments of size at most \(\delta^*\) to the expected total number of errors is no more than \(\delta^*\).

This gives the total expected number of errors as \(\delta^* + o(1)\).

- Almost-exact alignment is achieved if \(x \geq 1 + 2\sqrt{b(1-b)}\) is satisfied for some \(b\) such that \(\beta = b - \frac{2\eta/\log n}{(1-2b)^2}\) satisfies \(n^{-\beta} \leq o(1)\), which is equivalent to \(\beta \geq \omega(1/\log n)\). Such \(\beta\) exists if \(\zeta \geq \log n + \omega(\sqrt{\log n})\). The condition \(\beta \leq 1 - \alpha\) implies \(\alpha \leq 1 - \omega(1/\log n)\).

- The number of errors is bounded by \(n^{1-b + \frac{2\eta/\log n}{(1-2b)^2}} = n^{1-b} \cdot \exp\left(\frac{2\eta}{(1-2b)^2}\right)\) if \(\zeta \geq \left(1 + 2\sqrt{b(1-b)}\right)\log n\). Since \(\varepsilon < 1\) some arbitrary constant bounded away from 1, replacing \(\eta\) with the explicit expression \(\eta \triangleq 1 + \log 2 - \varepsilon\), we can write the bound as \(\exp\left(\frac{2(1+\log 2) + \Omega(1)}{(1-2b)^2}\right) n^{1-b}\). If \(b \in [0, 1/2]\) some constant bounded away from \(1/2\), then this bound is \(\mathcal{O}(n^{1-\beta})\). We also require \(b \leq 1 - \alpha + \frac{2\eta/\log n}{(1-2b)^2} \leq 1 - \alpha + \Omega(1/\log n)\) as per our assumption.
Parabolic boundary - relevant for small $\beta$ and large $\alpha$

We re-state the following results for maximum likelihood estimation, and introduce their proofs below:

- **Theorem 3.3.1**
  Suppose $\alpha \geq 1$.
  Almost-exact alignment is achieved if $\beta \geq \alpha \log n + \omega(\sqrt{\log n})$.
  Exact alignment is achieved if $\zeta \geq (1 + \sqrt{\alpha})^2 \log n + \omega(1)$.

- **Theorem 3.3.3**
  Given $1 - \alpha < \beta \leq \alpha$, the number of errors is bounded by $3e \cdot (n^{1-\beta}) \leq O(n^{1-\beta})$ if $\zeta \geq (\sqrt{\alpha} + \sqrt{\beta})^2 \log n$.

**Proof.** Let $x \triangleq \log \frac{\zeta}{\log n}$ and $\alpha \triangleq \log \frac{s}{\log n}$ as in the previous. Define $\tilde{\beta} \triangleq 1 - \alpha$. If $\alpha < 1 \iff \tilde{\beta} > 0$, then, by the previous proof, we know that the expected number of errors due to misalignments of size at least $s$ is $o(1)$ if $\zeta \geq \left(1 + 2\sqrt{\beta(1 - \tilde{\beta})}\right) \log n$.

Here we show that, given a stronger bound on $\zeta$, we can also bound the number of errors due to misalignments of size between $\delta^*$ and $s$ for some $\delta^* = n^{1-\beta + \eta} \leq 2s$ where $\beta \in [0, 1/2]$ another constant strictly greater than $1 - \alpha$ and $\eta$ some non-negative function of $n$ which is to be determined later.

Let $\tau$ a threshold such that $0 \leq \tau \leq \zeta$. Consider a specific misalignment of size $\delta$. Once again, we cover the misalignment event using two auxiliary events:

- Atypicality event: the average information density scores of the $\delta$ true pairs is below $\tau$. By Lemma 5, the probability of this event for size $\delta$ is bounded by $\exp \left(-\delta \frac{(\zeta - \tau)^2}{4\zeta}\right)$.
  - Misalignment-despite-Typicality event: the set of $\delta$ true pairs have average score greater than $\tau$ but nevertheless the set of $\delta$ false pairs have greater score than the corresponding set of true pairs. By Lemma 8, the probability of that the false pairs have score greater than the true pair despite the true pairs having high score is bounded by
\[
\exp \left( -\delta \cdot \frac{\zeta^2 + \tau^2}{2\zeta} \right).
\]

Let \(|\mathcal{U}| = n\) and \(|\mathcal{V}| = n + s\), where \(n \triangleq |M|\) is the size of the matching. The number of atypicality events of size \(\delta\) is bounded by \(\exp \left( \delta + \delta \log \frac{n}{\delta} \right)\). By Lemma 3, the number of misalignment-despite-typicality events of size \(\delta\) (which is between \(\delta^*\) and \(2s\)) is bounded by \(\exp \left( \delta \left( 1 + \log \frac{ns}{\delta} + \log 3 \right) \right)\).

The log of the ratio of the bounds on the expected number of atypicality events and the expected number of misalignment-despite-typicality events is equal to \(\delta \left( \frac{(\zeta + \tau)^2}{4\zeta} - \log s - \log 3 \right)\). If \(\tau = \tau^* \triangleq 2\sqrt{\zeta (\log s + \log 3)} - \zeta\), or equivalently if

\[
\frac{\tau}{\log n} = 2\sqrt{x (\alpha + \log 3/ \log n)} - x,
\]

(3.8)

then the log-ratio is 0 and the bound on the expected number of atypicality events of size \(\delta\) is equal to that of misalignment-despite-typicality events of size \(\delta\). Such \(\tau^*\) satisfies \(0 \leq \tau \leq \zeta\) if \(\alpha + \log 3/ \log n \leq x \leq 4(\alpha + \log 3/ \log n)\).

Let’s plug in the variables defined as \(x \triangleq \frac{\zeta}{\log n}\) and \(\alpha \triangleq \frac{\log s}{\log n}\). The expected number of misalignment-despite-typicality errors of size \(\delta\) for some size greater \(\delta^*\) and less than \(2s\) is bounded by

\[
\exp \left( \delta(1 + \log 3) + \delta \log \frac{ns}{\delta} - \delta \cdot \frac{\zeta^2 + (\tau^*)^2}{2\zeta} \right),
\]

which, given the value of \(\tau\) in (3.8), is further bounded by

\[
\exp \left( \delta(1 + \log 3) + \delta \log \frac{ns}{\delta^*} - \delta \cdot \frac{\zeta^2 + (\tau^*)^2}{2\zeta} \right) = n^\delta (\beta - (\sqrt{\alpha} - \sqrt{\beta})^2) e^{\delta(1 + \log 3)}.\]

Pick \(\eta\) to be \(\frac{1 + \log 3}{\log n}\). Then the expression in the previous bound simplifies as \(n^\delta (\beta - (\sqrt{\alpha} - \sqrt{\beta})^2)\).

Define \(\varepsilon \triangleq n^{(\beta - (\sqrt{\alpha} - \sqrt{\beta})^2)}\). \(\varepsilon < 1\) if \(x > (\sqrt{\alpha} + \sqrt{\beta})^2\) and \(\alpha \geq \beta\). The contribution of each event to the size of the misalignment is at most \(\delta\). (This is because at most one misalignment can occur at a time. So the contribution of a misalignment-despite-typicality
event is either 0 or $\delta$.) Then, the total number of errors due to misalignment-despite-typicality events is bounded as

$$\sum_{\delta=0}^{\infty} \delta \varepsilon^\delta = \frac{\varepsilon}{(1 - \varepsilon)^2}.$$ 

The bound above is $o(1)$ if $\varepsilon \leq o(1)$. In that case, the expected number of errors due to all possible misalignments of size $\delta \in [n^{1-\beta+\eta}, 2s]$ is $o(1)$. If $s \geq n \iff \alpha \geq 1$, then this covers all misalignments of size greater than $n^{1-\beta+\eta}$. Otherwise, if $\alpha < 1$, from the previous proof we know that the expected number of errors due to all possible misalignments of size $\delta \in [n^{1-\beta}, n]$ is $o(1)$. The expected number of errors due to misalignments smaller than $n^{1-\beta+\eta}$ is at most $n^{1-\beta+\eta}$. (This follows from the fact that only one of the misalignments can occur.)

$$\varepsilon = n^{\beta - (\sqrt{n} - \sqrt{\alpha})^2} \leq o(1)$$

is equivalent to $x > (\sqrt{\alpha} + \sqrt{\beta} + \omega(1/\log n))^2$, which we can rewrite as

$$x \geq (\sqrt{\alpha} + \sqrt{\beta})^2 + \left(1 + \sqrt{\frac{\alpha}{\beta}}\right) \omega(1/\log n) \quad (3.9)$$

Replacing the last term $\left(1 + \sqrt{\frac{\alpha}{\beta}}\right) \omega(1/\log n)$ by $\left(1 + \sqrt{\frac{\alpha}{\beta}}\right) \Omega(1/\log n)$ changes the bound on the expected number of errors due to all misalignments of size $\delta \in [n^{1-\beta+\eta}, n^{1-\beta}]$ from $o(1)$ to $O(1)$.

This gives us the following inequality that form part of the main results:

- Suppose $\alpha \geq 1$. Our choice for $\eta = \frac{1+\log 3}{\log n}$ is on the order of $1/\log n$.

  Almost-exact alignment is achieved if (3.9) is satisfied for some $\beta$ such that $n^{1-\beta+\eta} \leq o(n)$, which is equivalent to $\beta \geq \eta + \omega(1/\log n)$. Such $\beta$ exists if $\zeta \geq \nu \log n + \omega (\sqrt{\log n})$.

  Exact alignment is achieved if (3.9) is satisfied for some $\beta$ such that $n^{1-\beta+\eta} \leq o(1)$, which is equivalent to $\beta \geq 1+\eta+\omega(1/\log n)$. Such $\beta$ exists if $\zeta \geq (1+\sqrt{\alpha})^2 \log n + \omega (\sqrt{\log n})$.
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The number of errors is bounded by \( n^{1-\beta + \eta} = 3\epsilon \cdot (n^{1-\beta}) \) if \( \zeta \geq (\sqrt{\alpha} + \sqrt{\beta})^2 \log n \).

We also have the initial assumption that \( \beta \leq 1 - \alpha \), as well as the condition \( \alpha + \log 3 \leq x \leq 4(\alpha + \log 3) \). \( \alpha + \log 3 \leq x \) is weaker than \( \zeta \geq (\sqrt{\alpha} + \sqrt{\beta})^2 \log n \) while \( x \leq 4(\alpha + \log 3) \) is implied by \( \beta \leq \alpha \).

\[ \square \]

### 3.4 Converse

#### 3.4.1 Converse statement

We present converse results that match the achievability result in Theorem 3.3.3 in multiple regimes. Statements are given in terms of signal strength \( \zeta \equiv \mu^2 / 2 \) to match the form of the expressions in Section 3.3.

**Theorem 3.4.1** ([37]). Let \( n = |M| = |U| \) and \( \alpha = \frac{\log(|V| - n)}{\log n} \) if \( |V| > n \). As \( n \to \infty \), conditions of the form \( \zeta \leq c \log n - \omega(\log \log n) \) guarantee that, for any estimator, \( d(\hat{M}, M) \geq \Omega(n^{1-\beta}) \) with probability \( 1 - o(1) \). The appropriate values of \( c \) for different ranges of \( \beta \) are given in Table 3.6 for different values of \( \beta \).

Table 3.6: Necessary conditions for error bound for Gaussian planted matching. \( \zeta \leq c \log n - \omega(\log n) \) guarantees that \( d(\hat{M}, M) \geq \Omega(n^{1-\beta}) \) with probability \( 1 - o(1) \) for any algorithm. The conditions given by these three inequalities match the achievability bounds in Theorem 3.3.3 (Table 3.4) for all \( 0 < \beta \leq \max \{\alpha, 1 - \alpha\} \).

<table>
<thead>
<tr>
<th>Value of ( c ) in necessary cond.</th>
<th>Range of ( \beta ) where converse holds</th>
<th>Range of ( \beta ) where converse tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 + 2\sqrt{\beta(1-\beta)} )</td>
<td>( 0 &lt; \beta \leq \frac{1}{2} )</td>
<td>( 0 \leq \beta \leq \min {1 - \alpha, \frac{1}{2} } )</td>
</tr>
<tr>
<td>( (\sqrt{\alpha} + \sqrt{\beta})^2 )</td>
<td>( 0 &lt; \beta \leq 1 )</td>
<td>( \max {1 - \alpha, 0} &lt; \beta \leq \min {\alpha, 1} )</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} \leq \beta \leq 1 )</td>
<td>( 1/2 &lt; \beta \leq 1 - \alpha )</td>
</tr>
</tbody>
</table>

The maximum likelihood estimator is also the maximum a posteriori estimator and thus is the optimal estimator for exact recovery. It is not necessarily optimal for partial recovery: it does not necessarily maximize the probability that it makes at most \( n^{1-\beta} \) errors for \( \beta < 1 \).
However, this converse shows that the maximum likelihood estimator is asymptotically optimal for partial recovery: the conditions needed to ensure partial correctness match the converse conditions in the leading term.

3.5 Interpretation and intuition behind results

We present the intuition behind the various phase transitions of the achievability boundaries given by Theorems 3.3.2 and 3.3.3 as illustrated in Figures 3.3 and 3.4. All explanations in this subsection are also applicable to the matching achievability boundaries given by Theorems 4.4.2 and 4.4.3 for the Gaussian database alignment problem in the low per-feature correlation regime in Chapter 4.

3.5.1 Merging of boundary for maximum likelihood estimation and maximum row estimation

As shown by Theorem 3.3.3 and Fig. 3.4, the boundaries for the achievability regions of maximum likelihood estimation and maximum row estimation fully coincide if the number of unmatched users in $\mathcal{V}$ is on the order of $n$ or greater. As shown by Theorem 3.3.1 and Fig. 3.2, this is also true for the almost-exact alignment threshold.

Maximum row estimation corresponds to a relaxation of the maximum likelihood estimation by removing the constraint that every vertex in $\mathcal{V}$ can have at most one match in $\mathcal{U}$. That is, when looking for the true mapping matrix $M \in \{0, 1\}^{\mathcal{U} \times \mathcal{V}}$, maximum likelihood estimation still only accepts a single non-zero entry on each row, but ignores the number of entries on each column.

For $\alpha < 1$ bounded away from 1, the average non-zero entries in each column is $\frac{n}{n+n^\alpha} \geq 1 - o(1)$. So the column constraint of maximum likelihood estimation is tight for almost every column. Therefore, for such $\alpha$, the column constraint is relevant and its removal results in the introduction of a significant increase in the expected number of errors. This creates a gap between the boundaries of maximum likelihood estimation and maximum row estimation.
On the other hand, for \( \alpha > 1 \) bounded away from 1, the average non-zero entries in each column is \( \frac{n}{n + n^\alpha} \leq o(1) \). So the column constraint is loose for almost every column. Then, for such \( \alpha \), relaxing the column constraint results in no significant loss in performance and the boundaries for the two algorithms coincide.

3.5.2 Transition from the elliptic to the quadratic boundary for maximum likelihood estimation

By Theorem 3.3.3, given \( \alpha > 1/2 \), there is a phase transition in the achievability boundary for maximum likelihood estimation as the bound on the expected number of errors goes beyond \( n^\alpha \).

Recall that \( n = |\mathcal{M}| = |\mathcal{U}| \), and \( n^\alpha = |\mathcal{V}| - n \). Consider a simplified model to generate an estimated mapping \( m \): In step 1, make an independent decision for every true pair whether to include it in \( m \) or not. Each pair is failed to be included with probability \( \frac{n^{1-\beta}}{n} \).

In step 2, randomly assign each of the users in \( \mathcal{U} \) that haven’t been mapped in step 1, to a random user in \( \mathcal{V} \) that also hasn’t been mapped in step 1. In expectation, there are \( n^{1-\beta} \) and \( n^{1-\beta} + n^\alpha \) users that haven’t been mapped in step 1 in \( \mathcal{U} \) and \( \mathcal{V} \) respectively.

Based on this process, every falsely-paired user in \( \mathcal{V} \) will be mapped to about \( \frac{n^{1-\beta}}{n^{1-\beta} + n^\alpha} = (1 + n^{\alpha+\beta-1})^{-1} \) users in expectation. If \( \alpha + \beta < 1 \) bounded away from 1, then this value is \( 1 - o(1) \). So the restriction on having each user from \( \mathcal{V} \) mapped to at most 1 user is tight for almost all users in \( \mathcal{V} \). This implies that, at that point, this constraint is still able to contribute to the elimination of misalignments: An increase in signal strength leads to users previously not paired in step 1 to be correctly paired, which in turn would trigger the mentioned constraint, leading to chain reactions that might fix even more misaligned pairs.

For \( \alpha + \beta > 1 \) bounded away from 1, the average number of users mapped to the falsely-paired users in \( \mathcal{V} \) is \( o(1) \). In this regime, the constraint is loose for almost every falsely-paired user in \( \mathcal{V} \), and the restriction does not help in eliminating misalignments.

The fact that this restriction stops being relevant around the point \( \beta = 1 - \alpha \) demon-
strates itself on the boundary as an immediate decrease in the absolute value of the slope. At this point, increasing mutual information does not decrease the error exponent as quickly, as the algorithm can no longer leverage the constraint on the number of pairs of users from $\mathcal{V}$.

Note that, for $\alpha < 1$ bounded away from 1, the gap between maximum likelihood estimation and maximum row estimation still persists whether $\alpha + \beta < 1$ or $\alpha + \beta > 1$. This is due to the fact the correct pairing of the $n - n^{1-\beta}$ users in step 1 does rely on the column constraint.

### 3.5.3 Transition between quadratic boundary to linear boundary of maximum likelihood estimation and maximum row estimation

When a true pair has a sufficiently low score in $\mathbf{G}$ or $\mathbf{W}$, the expected number of errors involving that pair is larger than 1. Call this a “bad true pair.” This phase transition between the parabolic boundary and the linear one corresponds to a change in the importance of the bad true pairs. In the parabolic region, most errors involve a bad true pair. In the linear region, most errors involve true pairs that are not bad. See the discussion in Appendix 2.3.1 of the cycle-path decomposition of a pair of matchings for the precise interpretation of ”most errors” in these statements.

### 3.5.4 Halving of slope of linear boundary of maximum likelihood estimation

As shown by Theorem 3.3.3, the slope of the linear boundary for maximum likelihood estimation is halved when going from $|\mathcal{V}| = n$ for $|\mathcal{V}| > n$. This is illustrated by the last two curves in Fig. 3.4.

For both cases, the linear region boundary is only relevant for $\beta$ large, i.e. when the error exponent is very small. In this regime, the misalignment of any pair is very rare. For $|\mathcal{V}| = n$, a misalignment requires at least two pairs of users. Specifically, we need some pairs $(u_0, v_0)$ and $(u_1, v_1)$ such that, $(u_0, v_1)$ and $(u_1, v_0)$ jointly make a better pairing.
This requires the occurrence of two relatively low score pairs as well as the corresponding misalignment to have two relatively high score false pairs. As such, this error event requires many unlikely things to coincide, making its likelihood very small as we increase signal strength beyond the point $\zeta = 2 \log n$.

On the other hand, when $|V| \geq n + 1$, there is at least one user, say $v' \in V$, that already has no pair. Therefore a misalignment may consist of a single misaligned pair, e.g. $(u_0, v')$ instead of $(u_0, v_0)$. This requires the occurrence of a single relatively low score pair as well as a relatively high score misalignment of the first pair with an unpaired user, of which there are $|V| - n$. The inclusion of even a single extra therefore makes the unlikely misalignment event somewhat less exceptional.

3.5.5 Vertical segment of boundary of maximum likelihood estimation

This phase transition involves a shift in the structure of the typical error. A misalignment can be composed of errors that involve any number of users, as described in Appendix 2.3.1. In the balanced case all errors come from cycles. When $\zeta = 2 \log n$, the expected contributions of each cycle length to the number of errors are equal. Each of these contributions has a linear dependence on $\zeta$ with a slope proportional to the cycle length. To the right of $\zeta = 2 \log n$, the contribution of the 2-cycle dominates the contributions of others that go down with a steeper descent. To the left of that point, the slopes of long cycles can be arbitrarily steep, dominating the contributions of shorter cycles. This gives us the vertical boundary as we move to the left of $\zeta = 2 \log n$. The top of the vertical boundary occurs due to an effect similar to that described in Subsection 3.5.3. In the elliptical boundary region, most long-cycle errors involve a bad true pair, so the number of bad true pairs controls the overall number of errors.
3.5.6 Gap between maximum row estimation and threshold testing

The difference between the maximum row estimators and the threshold testing estimator is constraint (b) in the linear program, which ensures that the estimated matrix has exactly one 1 in each row. This constraint can be included because of our assumption that $|M| = |U|$, i.e. that every user in the first database has a match in the second database. The gap between the performance of the maximum row and threshold testing estimators means that this constraint corrects most errors in the threshold testing estimator. If we have a sufficiently large gap between $|M|$ and $|U|$, we would see the performance of these two estimators converge, just as the ML and maximum row estimators converge in performance when $|\mathcal{V}|$ is sufficiently larger than $|\mathcal{U}|$. 
CHAPTER 4
GAUSSIAN DATABASE ALIGNMENT IN THE LOW PER-FEATURE CORRELATION LIMIT

We study the Gaussian database alignment problem under the setting where features consist of a very large number of dimensions, each with with a very small contribution to the mutual information between features. This setting is of particular interest: The entries of the information density matrix $G$, as defined in Subsection 2.2.1, become Gaussian, with negligible correlation between pairs of entries, as shown by Lemma 50. This results in a distribution closely related to that of the adjacency matrix $W$ of the Gaussian bigraph with a planted matching which we studied in Chaper 3.

The exact description of this setting, which we refer to as the low per-feature correlation regime, is given in Section 4.1. In Section 4.2, we study the distribution of $G$ through its generating function. In Section 4.3, we use the results on the generating function to derive useful concentration inequalities, which closely mirror those for Gaussian planted matching in Section 3.2. In Section 3.3, we present asymptotic and finite-size achievability bounds. Finally, in Section 4.5, we present an asymptotic converse bound for exact alignment that matches the achievability result in the previous section.

More limited versions of our results in Section 3.3 on the conditions for exact alignment by maximum likelihood estimation and almost exact alignment by threshold testing (Theorem 4.4.1) and in Section 4.5 (Theorem 4.5.1) have been presented at AISTATS 2019 [38]. Our result in Section 3.3 for maximum likelihood estimation in the almost-exact alignment regime in the balanced case (Theorem 4.4.2) has been presented at ISIT 2020 [39].

Refer to Section 3.2 for a sketch of our analysis.
4.1 Low Per-Feature Correlation Regime

For database alignment, when per-feature correlation is low, measures of correlation relevant for our analysis can always be expressed in terms of mutual information $I_{XY}$. Therefore the statements of some of our results are only accurate in this setting. It is also of interest that under the low per-feature correlation regime, the first and second order statistics of the information density matrix $G$, as defined in Subsection 2.2.1, converges to that of the Gaussian bigraph with a planted matching: Specifically, as shown by Lemma 50, under the low per-feature correlation regime (as defined in Condition 4 below), entries corresponding to true and false pairs asymptotically have mean $I_{XY}$ and $I_{XY}$ respectively. All entries asymptotically have variance $2I_{XY}$ and the correlation between any pair of entries is asymptotically 0. Given $\zeta \triangleq I_{XY}$, then $G$ has entries with mean $\zeta$ and $-\zeta$, variance $2\zeta$ and asymptotically zero correlation between entries. This exactly matches the statistics of the Gaussian matrix $W_G$ as described in Subsection 2.2.2 when we replace $\zeta$ by $\mu^2/2$. Under this regime, we are able to derive results for Gaussian database alignment that closely mirror those for Gaussian planted matching.

We formally define this regime, where a large number of dimensions each carry infinitessimally small information:

**Condition 4** (Low per-feature correlation in database alignment). The covariance matrix \[ \Sigma = \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^\top & \Sigma_b \end{bmatrix} \] is said to satisfy the low per-feature correlation condition if $\rho_{\text{max}} \triangleq \| \Sigma_a^{-1/2} \Sigma_{ab} \Sigma_b^{-1/2} \|_2 \leq o(1)$, where $\| \cdot \|_2$ denotes the $\ell_2$ operator norm, i.e. largest singular value.

By Lemma 50, under Condition 4 (i.e. in the low per-feature correlation regime), the correlation between a pair of entries of $G$ is $o(I_{XY})$.

**Condition 5** (Very low per-feature correlation in database alignment). The covariance
matrix $\Sigma = \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^\top & \Sigma_b \end{bmatrix}$ is said to satisfy the low per-feature correlation condition if

$$\rho_{\text{max}} \equiv \left\| \Sigma_{a}^{-1/2} \Sigma_{ab} \Sigma_{b}^{-1/2} \right\|_2 \leq o(1/\log n),$$

where $n$ is the size of the true mapping $M$ and $\| \cdot \|_2$ denotes the $\ell_2$ operator norm, i.e. largest singular value.

By Lemma 50, under Condition 4 (i.e. in the low per-feature correlation regime), the correlation between a pair of entries of $G$ is $o(1)$.

Lemma 9 shows the significance of $\Sigma_{a}^{-1/2} \Sigma_{ab} \Sigma_{b}^{-1/2}$, which is used to characterize Condition 4.

**Lemma 9.** Let $\Sigma = \begin{bmatrix} \Sigma_a & \Sigma_{ab} \\ \Sigma_{ab}^\top & \Sigma_b \end{bmatrix}$ be the covariance matrix between pairs of correlated feature vectors and let and the correlation vector that characterizes the correlation in canonical form. Then

$$\left\| \Sigma_{a}^{-1/2} \Sigma_{ab} \Sigma_{b}^{-1/2} \right\|_2 = \max_{\rho \in (\rho^0)} |\rho_i|,$$

where $\| \cdot \|_2$ denotes the $\ell_2$ operator norm, i.e. largest singular value.

**Proof.** Let $P$, $L_a$, $L_b$, $U$, $V$ be as defined in the proof of Lemma 4. Specifically, let $L_a$ and $L_b$ be triangular matrices such that $L_a L_a^\top = \Sigma_a$ and $L_b L_b^\top = \Sigma_b$, and $P$ diagonal and $U$, $V$ orthonormal matrices such that $U P V^\top = L_a^{-1} \Sigma_{ab} (L_b^\top)^{-1}$.

Define $A_0 \equiv \Sigma_{a}^{-1/2} \Sigma_{ab} \Sigma_{b}^{-1/2}$, $A_1 \equiv \Sigma_{a}^{-1/2} \Sigma_{ab} (L_b^\top)^{-1} V$ and $A_2 \equiv U^\top L_a^{-1} \Sigma_{ab} (L_b^\top)^{-1} V$.

First we show that $A_2$ has the same singular values as $A_0$: The singular values of some matrix $A$ can be found by finding the eigenvalues of $A^\top A$, or those of $A A^\top$.

- Since $L_b L_b^\top = \Sigma_b$ and $V V^\top = I$, it follows that $A_0 A_0^\top = A_1 A_1^\top$.

Then, $A_0$ and $A_1$ must have the same singular values.

- Since $L_a L_a^\top = \Sigma_a$ and $U U^\top = I$, it follows that $A_1^\top A_1 = A_2^\top A_2$.

Then, $A_1$ and $A_2$ must have the same singular values.
Then $A_0$ and $A_2$ have the same singular values.

In the proof of Lemma 4, we are given that $UPV^T = L_a^{-1} \Sigma_{ab}(L_b^T)^{-1}$. Then, by the orthonormality of $U$ and $V$, we have $P = U^T L_a^{-1} \Sigma_{ab}(L_b^T)^{-1} V = A_2$.

Since $P = \text{diag}(\overrightarrow{\rho})$ is a diagonal matrix, its singular values are simply its diagonal entries in absolute value. Then the largest singular value is $\max |\rho_i|$. 

Mutual information $I_{XY} \triangleq I(\overrightarrow{A}(u); \overrightarrow{B}(v)|u \sim v)$ between pairs of correlated features is equal to $I_{XY} = -\frac{1}{2} \sum_{i \in D} \log (1 - \rho_i^2)$. Lemma 9 shows that, under Condition 4, $\rho_i^2 \leq o(1)$ for all $i \in D$. It then follows that $I_{XY} = \frac{1}{2} \sum_{i \in D} \rho_i^2 (1 + o(1)) \leq \frac{1}{2} |D| \rho_{max}^2$. $I_{XY} \geq \Omega(\log n)$ in the regime where alignment is feasible. ($n$ is the size of the matching.) Then Condition 4 implies $|D| \geq \omega(\log n)$, i.e. in the low per-feature correlation limit alignment is feasible only if the number of dimensions is $\omega(\log n)$. Similarly, Then Condition 4 implies $|D| \geq \omega(\log^2 n)$.

4.2 Generating function for information density matrix

In this section we study the distribution of $G$ through its generating function, as defined in Definition 6. This function allows us to directly obtain concentration inequalities, as shown in Lemma 11.

In Subsection 4.2.1, we present a more general study of the generating function, while in Subsection 4.2.2 we focus specifically on elementary misalignments as defined in Subsection 2.3.1.

**Definition 6** (Generating function for information density matrix). The generating function $R = R^{U,V} : \mathbb{R}^{U \times V} \rightarrow \mathbb{R}$ is defined such that

$$R(\Theta) \triangleq \int \int \exp \left( \langle G, \Theta \rangle \right) f_{\overrightarrow{A}}(\overrightarrow{a}) f_{\overrightarrow{B}}(\overrightarrow{b}) d\overrightarrow{a} d\overrightarrow{b}$$

where $f_{\overrightarrow{A}}, f_{\overrightarrow{B}}$ denote the marginal probabilities for the two databases and $G \in \mathbb{R}^{A \times B}$ denotes the information density matrix for $\overrightarrow{a}, \overrightarrow{b}$ as defined in Section 2.2.1.
Lemma 10. $\mathbb{E}[\exp(\langle G, \Theta \rangle) | M = m_1] = R(\Theta + m_1)$

Proof. The key equality of the proof is that $\langle G, M \rangle = \log f_{\tilde{X}, \tilde{B}|M}(\tilde{a}, \tilde{b}) - \log f_{\tilde{A}}(\tilde{a}) - \log f_{\tilde{B}}(\tilde{b})$, where $f_{\tilde{A}, \tilde{B}|M}$ is the joint distribution between databases given $M$. We show as follows:

Let $U_M \subseteq U$ and $V_M \subseteq V$ denote the set of users that have a mapping under $M$ and $W_M \subset U_M \times V_M$ denote the set of pairs mapped by $M$. By the model for Gaussian data structures (as given in Subsection 2.1.3), all matched feature pairs and unmatched features are mutually independent. It then follows that

$$
\log f_{\tilde{A}, \tilde{B}|M}(\tilde{a}, \tilde{b}) = \sum_{(u,v) \in W_M} \log f_{XY}(\tilde{A}(u), \tilde{B}(v)) + \sum_{u' \in U \setminus U_M} \log f_X(\tilde{A}(u')) + \sum_{v' \in V \setminus V_M} \log f_Y(\tilde{A}(v'))
$$

where $f_{XY}$ denotes the joint distribution of correlated features while $f_X, f_Y$ denote the marginals.

As defined in Section 2.2.1, $G_{u,v} = \log \frac{f_{XY}(\tilde{A}(u), \tilde{B}(v))}{f_X(\tilde{A}(u)) f_Y(\tilde{B}(v))} = \log f_{XY}(\tilde{A}(u), \tilde{B}(v)) - \log f_X(\tilde{A}(u)) - \log f_Y(\tilde{B}(v))$ for any $u \in U$ and $v \in V$. Then,

$$
\log f_{\tilde{A}, \tilde{B}|M}(\tilde{a}, \tilde{b}) - \langle G, M \rangle = \sum_{(u,v) \in W_M} (\log f_{XY}(a_u, b_v) - G_{u,v})
$$

$$
+ \sum_{u \in U \setminus U_M} \log f_X(a_u) + \sum_{v \in V \setminus V_M} \log f_Y(a_v)
$$

$$
= \sum_{(u,v) \in W_M} (\log f_X(a_u) + \log f_Y(b_v))
$$

$$
+ \sum_{u \in U \setminus U_M} \log f_X(a_u) + \sum_{v \in V \setminus V_M} \log f_Y(a_v)
$$

$$
= \sum_{u \in U} \log f_X(a_u) + \sum_{v \in V} \log f_Y(b_v)
$$

which shows that $\langle G, M \rangle = \log f_{\tilde{A}, \tilde{B}|M}(\tilde{a}, \tilde{b}) - \log f_{\tilde{A}}(\tilde{a}) - \log f_{\tilde{B}}(\tilde{b})$. 
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Then

\[
\mathbb{E} \left[ \exp \left( \langle G, \Theta - M \rangle \right) \right] | M \\
= \int \int \exp \left( \langle G, \Theta - M \rangle \right) f_{\vec{A},\vec{B}|M}(\vec{a}, \vec{b}) \, d\vec{a} \, d\vec{b} \\
= \int \int \exp \left( \langle G, \Theta \rangle + \log f_{\vec{A},\vec{B}|M}(\vec{a}, \vec{b}) - \langle G, M \rangle \right) \, d\vec{a} \, d\vec{b} \\
= \int \int \exp \left( \langle G, \Theta \rangle + \log f_{\vec{A}}(\vec{a}) + \log f_{\vec{B}}(\vec{b}) \right) \, d\vec{a} \, d\vec{b} \\
= \int \int \exp \left( \langle G, \Theta \rangle \right) f_{\vec{A}}(\vec{a}) f_{\vec{B}}(\vec{b}) \, d\vec{a} \, d\vec{b} = R(\Theta)
\]

This completes the proof. \( \square \)

**Corollary 11.** Let \( m_1, m_2 \in \{0, 1\}^{U \times V} \) be the matrix encodings of the mappings \( m_1 \) and \( m_2 \) respectively. We have the following Chernoff bounds:

a) **Probability of atypicality:**

\[
\Pr \left( |m_1| \geq \langle G, m_1 \rangle \mid M = m_1 \right) \leq \exp (\theta |m_1|) R ((1 - \theta)m_1)
\]

for any \( \theta > 0 \) such that the function \( R \) is non-negative.

b) **False positive probability:**

\[
\Pr \left( G_{u,v} \geq \tau \mid u \not\sim^M v \right) \leq \exp (-\theta \tau) R ([\theta])
\]

for any \( \theta > 0 \) such that the function \( R \) is non-negative.

c) **Probability of misalignment:**

\[
\Pr \left( \langle G, m_2 \rangle \geq \langle G, m_1 \rangle \mid M = m_1 \right) \leq R ((1 - \theta)m_1 + \theta m_2)
\]

for any \( \theta > 0 \) such that the function \( R \) is non-negative.
\( d) \) **Probability of misalignment despite typicality:**

\[
\Pr \left( \langle G, m_1 \rangle \geq \tau |m_1| \land \langle G, m_2 \rangle \geq \langle G, m_1 \rangle \mid M = m_1 \right) \\
\leq e^{-\tau|m_1|(|\nu - 1|)} R (\nu (1 - \theta)|m_1| + \nu \theta |m_2|)
\]

for any \( \theta > 0 \) and \( \nu > 1 \) such that the function \( R \) is non-negative.

**Proof.** a) **Probability of atypicality:**

\[
\Pr \left( \tau |m_1| \geq \langle G, m_1 \rangle \mid M = m_1 \right) \\
\Pr \left( -\theta \tau |m_1| \leq -\theta \langle G, m_1 \rangle \mid M = m_1 \right) \\
= \Pr \left( e^{-\theta \tau |m_1|} \leq \exp \left( \langle G, -\theta m_1 \rangle \right) \mid M = m_1 \right) \\
\leq \exp (\theta \tau |m_1|) \mathbb{E} \left[ \exp \left( \langle G, -\theta m_1 \rangle \right) \mid M = m_1 \right] \\
= \exp (\theta \tau |m_1|) \mathbb{E} \left[ \exp \left( \langle G, -\theta m_1 \rangle \right) \mid M = m_1 \right] \\
= \exp (\theta \tau |m_1|) R \left( (1 - \theta)|m_1| \right).
\]

b) **False positive probability**

Ignore all vertices except a given pair \((u, v)\), i.e. suppose \( U = \{u\} \) and \( V = \{v\} \). Let \( m_1 \) denote an empty mapping, i.e. no pair is mapped under \( m_1 \). Then \( m_1 = [0] \). Let \( m_2 \)
denote the mapping that maps \((u, v)\). Then 
\[ m_2 = [1] \]

\[
\Pr \left( G_{u,v} \geq \tau \mid \text{u} \notin \mathcal{M} \right)
\]
\[
= \Pr \left( \langle G, m_2 - m_1 \rangle \geq \tau \mid M = m_1 \right)
\]
\[
\Pr \left( \theta \langle G, m_2 - m_1 \rangle \geq \theta \tau \mid M = m_1 \right)
\]
\[
= \Pr \left( \exp \left( \langle G, \theta (m_2 - m_1) \rangle \right) \geq e^{\theta \tau} \mid M = m_1 \right)
\]
\[
\leq \exp \left( -\theta \tau \right) \mathbb{E} \left[ \exp \left( \langle G, \theta (m_2 - m_1) \rangle \right) \mid M = m_1 \right]
\]
\[
= \exp \left( -\theta \tau \right) \mathbb{E} \left[ \exp \left( \langle G, \theta (m_2 - m_1) \rangle \right) \mid M = m_1 \right]
\]
\[
= \exp \left( -\theta \tau \right) R \left( \theta m_2 + (1 - \theta)m_1 \right)
\]
\[
= \exp \left( -\theta \tau \right) R \left( \lfloor \theta \rfloor \right).
\]

c) Probability of misalignment:

\[
\Pr \left( \langle G, m_2 \rangle \geq \langle G, m_1 \rangle \mid M = m_1 \right)
\]
\[
= \Pr \left( \langle G, m_2 - m_1 \rangle \geq 0 \mid M = m_1 \right)
\]
\[
= \Pr \left( \exp \left( \langle G, \theta (m_2 - m_1) \rangle \right) \geq 1 \mid M = m_1 \right)
\]
\[
\leq \mathbb{E} \left[ \exp \left( \langle G, \theta (m_2 - m_1) \rangle \right) \mid M = m_1 \right]
\]
\[
= R \left( (1 - \theta)m_1 + \theta m_2 \right).
\]

d) Probability of misalignment despite typicality:

If \(y \geq x\) and \(x \geq t\), then \(\theta_1(y-x) + \theta_2(x-t) \geq 0\) for any choice of \(\theta_1, \theta_2 > 0\). Replace \(\theta_1\) by \(\nu \theta\) and \(\theta_2\) by \(\nu - 1\). \(\theta_1, \theta_2 > 0\) holds for any \(\theta > 0\) and \(\nu > 1\). It then follows that,
if \( y \geq x \) and \( x \geq t \), then \( \nu \theta(y - x) - (1 - \nu)x \geq (\nu - 1)t \). Then

\[
\Pr(\langle G, m_2 \rangle \geq \langle G, m_1 \rangle \land \langle G, m_1 \rangle \geq \tau |m_1| \mid M = m_1)
\]
\[
\leq \Pr(\langle G, \nu \theta(m_2 - m_1) - (1 - \nu)m_1 \rangle \geq \tau |m_1| |(\nu - 1)|M = m_1)
\]
\[
= \Pr(e^{\langle G, \nu \theta(m_2 - m_1) - (1 - \nu)m_1 \rangle} \geq e^{\tau |m_1| |(\nu - 1)|M = m_1})
\]
\[
\leq e^{-\tau |m_1| |(\nu - 1)|} E \left[ e^{\langle G, \nu \theta(m_2 - m_1) - (1 - \nu)m_1 \rangle} \mid M = m_1 \right]
\]
\[
= e^{-\tau |m_1| |(\nu - 1)|} R(\nu \theta(m_2 - m_1) + \nu m_1)
\]
\[
= e^{-\tau |m_1| |(\nu - 1)|} R(\nu(1 - \theta)m_1 + \nu \theta m_2)
\]

4.2.1 Main lemmas on the generating function

Lemma 12. Define \( P = P^{U,V} : \mathbb{R}^{U \times V} \times (-1, 1) \to \mathbb{R}^{(U \cup V) \times (U \cup V)} \) such that

\[
P(\Theta, \rho) \Delta (1 - \rho^2) I + \begin{bmatrix}
\rho^2 \cdot \text{diag}(\Theta \uparrow) & -\rho \Theta \\
-\rho \Theta^\top & \rho^2 \cdot \text{diag}(\Theta^\top \uparrow)
\end{bmatrix}
\]

where \( \uparrow \) represents appropriately indexed vectors of all ones.

If \( P(\Theta, \rho_i) \) positive definite for each \( i \in D \), then evaluating the generating function \( R \) at \( \Theta \) gives the expression

\[
R(\Theta) = \prod_{i \in D} \left[ \frac{(1 - \rho_i^2)^{|U|+|V| - \sum_{(u,v) \in \Theta} \rho_{u,v}}}{\det P(\Theta, \rho_i)} \right]^{\frac{1}{2}}
\]

where \( \rho \in (-1, 1)^D \) is the correlation vector in canonical form.

Proof. Let \( \hat{A}, \hat{B} \) databases in canonical form with statistics \( \hat{\mu} = \hat{0} \) and
$$\Sigma = \begin{bmatrix} I & \text{diag}(\hat{\rho}) \\ \text{diag}(\hat{\rho}) & I \end{bmatrix}$$ and $$\mathbf{G} \in \mathbb{R}^{U \times V}$$ their information density matrix.

$$g_{XY}(\underline{x}, \underline{y}) = \log \frac{f_{X,Y}(\underline{x}, \underline{y})}{f_X(\underline{x})f_Y(\underline{y})}$$

$$= \sum_{i \in D} \left[ -\frac{1}{2} \log (1 - \rho_i^2) - \frac{\rho_i^2 (x_i^2 + y_i^2) - 2 \rho_i x_i y_i}{2 (1 - \rho_i^2)} \right]$$

Define $$\bar{a} \in \mathbb{R}^U$$ and $$\bar{b} \in \mathbb{R}^V$$ such that $$a_u$$ and $$b_v$$ denote the features associated with users $$u$$ and $$v$$ respectively. As shown in the proof for Lemma 10, $$\log f_{\bar{a}, \bar{b}|M}(\bar{a}, \bar{b}) - \langle \mathbf{G}, \mathbf{M} \rangle = \sum \log f_X(a_u) + \sum \log f_Y(b_v)$$. Without loss of generality, assume $$\hat{\rho} = [\rho]$$.

Then,

$$\langle \mathbf{G}, \Theta \rangle + \log f_{\bar{a}, \bar{b}|M}(\bar{a}, \bar{b}) - \langle \mathbf{G}, \mathbf{M} \rangle$$

$$= \langle \mathbf{G}, \Theta \rangle + \sum_{u \in U} \log f_X(a_u) + \sum_{v \in V} \log f_Y(b_v)$$

$$= -\frac{1}{2} \log (1 - \rho^2) \sum_{(u,v)} \Theta_{u,v} - \frac{|U| + |V|}{2} \log (2\pi)$$

$$- \frac{1}{2(1 - \rho^2)} \sum_{u \in U} a_u^2 \left( 1 - \rho^2 + \rho^2 \sum_{v \in V} \Theta_{u,v} \right)$$

$$- \frac{1}{2(1 - \rho^2)} \sum_{v \in V} b_v^2 \left( 1 - \rho^2 + \rho^2 \sum_{u \in U} \Theta_{u,v} \right)$$

$$- \frac{1}{2(1 - \rho^2)} \sum_{u \in U} \sum_{v \in V} \rho \Theta_{u,v} a_u b_v + \rho \Theta_{u,v} b_v a_u$$

$$= -\frac{1}{2} \log (1 - \rho^2) \sum_{(u,v)} \Theta_{u,v} - \frac{|U| + |V|}{2} \log (2\pi)$$

$$- \frac{1}{2(1 - \rho^2)} \begin{bmatrix} \bar{a} \\ \bar{b} \end{bmatrix}^\top \mathbf{P}(\Theta, \rho) \begin{bmatrix} \bar{a} \\ \bar{b} \end{bmatrix}$$
Then we can write
\[
\exp \left( \langle G, \Theta - M \rangle f_{\tilde{A}, \tilde{B} | M}(\tilde{a}, \tilde{b}) \right) = \frac{(1 - \rho^2)^{-\frac{1}{2} \sum_{u,v} \Theta_{u,v}}}{(2\pi)^{\frac{|U| |V|}{2}}} \cdot \exp \left( -\frac{1}{2 (1 - \rho^2)} \begin{bmatrix} \alpha_i \beta_i \end{bmatrix}^T \mathbf{P}(\Theta, \rho) \begin{bmatrix} \alpha_i \beta_i \end{bmatrix} \right).
\]

Taking the integral of this expression gives us the claimed result. For the case where \( \rho \) is multi-dimensional, taking the product of this expression over each \( i \in \mathcal{D} \) gives us the proper expression.

\[\text{Lemma 13} \quad \text{(Decomposition for block diagonal matrices).} \quad \text{If} \quad \Theta \in \mathbb{R}^{U \times V} \quad \text{can be written in block diagonal form, i.e. if} \quad \mathcal{U} \quad \text{and} \quad \mathcal{V} \quad \text{can be partitioned into} \quad \mathcal{U}_1, \mathcal{U}_2 \quad \text{and} \quad \mathcal{V}_1, \mathcal{V}_2 \quad \text{such that} \quad \Theta \quad \text{can be written as} \quad \Theta = \begin{bmatrix} \Theta_1 & 0 \\ 0 & \Theta_2 \end{bmatrix} \in \mathbb{R}^{(\mathcal{U}_1 \cup \mathcal{U}_2) \times (\mathcal{V}_1 \cup \mathcal{V}_2)}, \quad \text{then}
\]

\[R^{\mathcal{U}, \mathcal{V}}(\Theta) = R^{\mathcal{U}_1, \mathcal{V}_1}(\Theta_1) \cdot R^{\mathcal{U}_2, \mathcal{V}_2}(\Theta_2)\]

\[\text{Proof.} \quad \text{This follows from the fact that} \quad \mathbf{P}^{\mathcal{U}, \mathcal{V}}(\Theta, \rho) \in \mathbb{R}^{U \times V} \quad \text{can be transformed into block matrix form as} \quad \begin{bmatrix} \mathbf{P}^{\mathcal{U}_1, \mathcal{V}_1}(\Theta_1, \rho) & 0 \\ 0 & \mathbf{P}^{\mathcal{U}_2, \mathcal{V}_2}(\Theta_2, \rho) \end{bmatrix} \quad \text{by simultaneously permuting rows and columns.}
\]

\[\text{Then} \quad \det \mathbf{P}^{\mathcal{U}, \mathcal{V}}(\Theta) = \det \mathbf{P}^{\mathcal{U}_1, \mathcal{V}_1}(\Theta_1, \rho) \cdot \det \mathbf{P}^{\mathcal{U}_2, \mathcal{V}_2}(\Theta_2, \rho) \quad \text{and we get the claimed result.} \]

**Lemma 14.** If \( \theta \in \mathbb{R} \) such that \( |\theta| < |1/\rho_i| \) for any \( i \in \mathcal{D} \), then

\[R([1 - \theta]) = \prod_{i \in \mathcal{D}} \left[ \frac{(1 - \rho_i^2 \theta^2)^{1/2}}{1 - \rho_i^2 \theta^2} \right]^{1/2}\]
Furthermore, if $\theta \in [-1,1]$ then

$$R([1 - \theta]) \leq \exp(-\theta(1 - \theta)I_{XY}),$$

where $I_{XY} = -\frac{1}{2} \sum_{i \in D} \log(1 - \rho_i^2)$.

Proof.

$$P([1 - \theta], \rho) = \begin{bmatrix} 1 - \rho^2\theta & -\rho(1 - \theta) \\ -\rho(1 - \theta) & 1 - \rho^2\theta \end{bmatrix}$$

The eigenvalues of this matrix are $(1 - \rho^2\theta) - \rho(1 - \theta)$ and $(1 - \rho^2\theta) + \rho(1 - \theta)$. They are both strictly positive if and only if $|\theta| < |1/\rho|$. Their product equals $(1 - \rho^2)(1 - \rho^2\theta^2)$. Plugging in this value in the denominator of $\frac{(1 - \rho_i^2)^{(|U| + |V| - \sum_{(u,v)} \Theta_{u,v})}}{\det P(\Theta, \rho_i)}$ as given in Lemma 12 gives us the exact expression for $R([1 - \theta])$.

By Lemma 51, $(1 - \rho^2\theta^2) \geq (1 - \rho^2)^{\theta^2}$ if $\theta \in [-1,1]$, which gives us

$$R([1 - \theta]) \leq \prod_{i \in D} \left(1 - \rho_i^2\right)^{\frac{\theta(1 - \theta)}{2}}$$

This gives us the upper bound for $R([1 - \theta])$. \hfill \Box

Corollary 15. Let $m \in \{0,1\}^{U \times V}$ some binary matrix with row sums and columns sums at most 1. Let $n$ denote the sum of its entries. Then

$$R((1 - \theta)m) = \prod_{i \in D} \left[\frac{(1 - \rho_i^2)^{\theta^n}}{1 - \rho_i^2\theta^2}\right]^{\frac{1}{2}}$$

Furthermore, if $\theta \in [-1,1]$ then

$$R([1 - \theta]m) \leq \exp(-n\theta(1 - \theta)I_{XY}),$$

where $I_{XY} = -\frac{1}{2} \sum_{i \in D} \log(1 - \rho_i^2)$. 
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Proof. \((1 - \theta) m\) has at most 1 non-zero entry in each row and in each column. Then it can be arranged to have block diagonal form where each non-zero block on the diagonal has size 1 and is equal to \([1 - \theta]\). By Lemma 13, \(R((1 - \theta) m)\) decomposes into the product of \([R([1 - \theta])]^n\) and \(R(0)\) where \(0\) is the zero block of the block diagonal decomposition. By Lemma 12, \(R(0) = 1\). The expression for \(R([1 - \theta])\) is given by Lemma 14. \(\square\)

4.2.2 Generating function evaluated for cycles and even paths

Lemma 16 (Exact Chernoff bound for a cycle). Let \(\theta \in \mathbb{R}\) and \(\nu \in \mathbb{R}\) such that \(|\nu| \leq \min_i 1/|\rho_i|\). Let \(m_1\) and \(m_2\) be two mappings of size \(n\) such that \(\Theta \triangleq \nu((1 - \theta)m_1 + \theta m_2)\) is a matrix block corresponding to a cycle of the type given in Fig. 2.3-I. Then

\[
\log R(\Theta) \geq \log R(\Theta^*)
\]

\[
= -n(2 - \nu) \cdot I_{XY}
\]

\[
- \frac{1}{2} \sum_{i \in \mathcal{D}} \sum_{k=0}^{n-1} \log \left( (1 - \rho_i^2(1 - \nu))^2 - \frac{\rho_i^2 \nu^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right] \right),
\]

where \(I_{XY} = -\frac{1}{2} \sum \log(1 - \rho_i^2)\), and \(\Theta^* = \frac{\nu(m_1 + m_2)}{2}\) is the value for \(\Theta\) optimized over \(\theta \in \mathbb{R}\), which corresponds to \(\theta = 1/2\).

In particular, for \(n = 2\) and \(\nu = 1\),

\[
\log R(\Theta) \geq \log R(\Theta^*) = -I_{XY}
\]

Proof. Without loss of generality, suppose the canonical correlation vector \(\vec{\rho} \in (-1, 1)^\mathcal{D}\) is actually one-dimensional: \(\vec{\rho} = [\rho]\). Our final result generalizes to the multi-dimensional case by taking the product over all \(i \in \mathcal{D}\).
Without loss of generality, let $\Theta$ have its rows and columns arranged such that

$$\Theta = \nu \begin{bmatrix}
\theta & 1 - \theta & 0 & \cdots & 0 & 0 \\
0 & \theta & 1 - \theta & \cdots & 0 & 0 \\
0 & 0 & \theta & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \theta & 1 - \theta \\
1 - \theta & 0 & 0 & \cdots & 0 & \theta 
\end{bmatrix}.$$ 

$\Theta$ has $|\mathcal{U}| = |m_1| = n$ rows and $|\mathcal{V}| = |m_1| = n$ columns.

Recall the definition of $P(\Theta, \rho)$ as given in Lemma 12:

$$P(\Theta, \rho) \triangleq (1 - \rho^2) \mathbf{I} + \begin{bmatrix}
\rho^2 \cdot \text{diag}(\Theta \mathbf{1}^\top) & -\rho \Theta \\
-\rho \Theta^\top & \rho^2 \cdot \text{diag}(\Theta^\top \mathbf{1})
\end{bmatrix}$$

Define the $P_1$ and $P_2$ to be the matrices that form the diagonal blocks of $P(\Theta, \rho) =

\begin{bmatrix}
P_1 & -\rho \Theta \\
-\rho \Theta^\top & P_2
\end{bmatrix}:

$$P_1 \triangleq (1 - \rho^2) \mathbf{I} + \rho^2 \text{diag}(\Theta \mathbf{1}^\top)$$

$$= (1 - \rho^2(1 - \nu)) \mathbf{I}$$

$$P_2 \triangleq (1 - \rho^2) \mathbf{I} + \rho^2 \text{diag}(\Theta^\top \mathbf{1})$$

$$= (1 - \rho^2(1 - \nu)) \mathbf{I}$$
Then
\[
\det P(\Theta, \rho) = [\det P_1] [\det (P_2 - \rho^2 \Theta^\top P_1^{-1} \Theta)]
\]
\[
= [1 - \rho^2(1 - \nu)]^n \det \left[ (1 - \rho^2(1 - \nu)) I - \frac{\rho^2}{1 - \rho^2(1 - \nu)} \Theta^\top \Theta \right]
\]
\[
= \det \left[ (1 - \rho^2(1 - \nu))^2 I - \rho^2 \Theta^\top \Theta \right]
\]

where \( P_2 - \rho^2 \Theta^\top P_1^{-1} \Theta = (1 - \rho^2(1 - \nu)) I - \frac{\rho^2}{1 - \rho^2(1 - \nu)} \Theta^\top \Theta \) is the Schur complement of \( P_1 \).

We can write
\[
\Theta^\top \Theta = \nu^2 (1 - 2\theta(1 - \theta)) I + 2\nu^2 \theta(1 - \theta) Q
\]

where
\[
Q \triangleq \frac{1}{2}
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 & 0 & 1 \\
1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{bmatrix}
\]

and \( Q \) has eigenvalues \( \cos \left( \frac{2k\pi}{n} \right) \), \( k \in \{0, 1, 2, \cdots, n - 1\} \). These are all between \(-1\) and \(1\). Furthermore, the sum of the eigenvalues of \( Q \) is \( \text{tr}(Q) = 0 \) Thus the \( n \) eigenvalues of the matrix
\[
(1 - \rho^2(1 - \nu))^2 I - \rho^2 \Theta^\top \Theta
\]
\[
= (1 - \rho^2(1 - \nu))^2 I - \rho^2 \nu^2 [(1 - 2\theta(1 - \theta)) I + 2\theta(1 - \theta) Q]
\]
are given by the expression

\[
(1 - \rho^2(1 - \nu))^2 - \rho^2\nu^2 \left( (1 - 2\theta(1 - \theta)) + 2\theta(1 - \theta) \cos \left( \frac{2k\pi}{n} \right) \right)
\]

\[
= (1 - \rho^2(1 - \nu))^2 - \rho^2\nu^2 + 2\rho^2\nu^2\theta(1 - \theta) \left[ 1 - \cos \left( \frac{2k\pi}{n} \right) \right]
\]

for \( k \in \{0, 1, 2, \cdots, n - 1\} \).

For any value of \( k, \theta = 1/2 \) gives us the maximum value for this expression over all \( \theta \in \mathbb{R} \). The value for \( \det \mathbf{P}(\Theta, \rho) = \det \left[ (1 - \rho^2(1 - \nu))^2 \mathbf{I} - \rho^2\mathbf{\Theta}^\top\mathbf{\Theta} \right] \) is the product of all eigenvalues. Then, \( \det \mathbf{P}(\Theta, \rho) \) is maximized over all \( \theta \in \mathbb{R} \) at \( \theta = 1/2 \). Consequently, \( R(\Theta) \) is minimized over all \( \theta \in \mathbb{R} \) at \( \theta = 1/2 \).

Henceforth assume \( \theta = 1/2 \). This gives us \( 2\theta(1 - \theta) = 1/2 \) and

\[
\det \mathbf{P}(\Theta, \rho) = \prod_{k=0}^{n-1} \left( (1 - \rho^2(1 - \nu))^2 - \rho^2\nu^2 + \frac{\rho^2\nu^2}{2} \left[ 1 - \cos \left( \frac{2k\pi}{n} \right) \right] \right)
\]

\[
= \prod_{k=0}^{n-1} \left( (1 - \rho^2(1 - \nu))^2 - \frac{\rho^2\nu^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right] \right).
\]

\( R(\Theta) \) has \( \frac{1}{2} \left( |\mathcal{U}| + |\mathcal{V}| - \sum_{(u,v)} \Theta_{u,v} \right) = \frac{n}{2}(1 + 1 - \nu) = \frac{n}{2}(2 - \nu) \) multiplicative terms of \( (1 - \rho^2) \) in the numerator. This gives us

\[
R(\Theta) = \left[ \frac{(1 - \rho^2)^{n(2-\nu)}}{\prod_k (1 - \rho^2(1 - \nu))^2 - \frac{\rho^2\nu^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right]} \right]^{1/2}.
\]

\( I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2) \), which allows us to convert the expression above to the claimed result.

\textbf{Lemma 17} (Chernoff bound for a cycle in the low per-feature correlation regime). \textit{Given \( \nu \in [0, 2] \), let \( m_1 \) and \( m_2 \) be two mappings of size \( n \) such that \( \Theta = \frac{\nu}{2}(m_1 + m_2) \) is a matrix}
block corresponding to a cycle of the type given in Fig. 2.3-I.

\[
\frac{\log R(\Theta)}{I_{XY}} \leq -\frac{n}{2} \nu (2 - \nu) + n \cdot \rho_{\text{max}}^2 (\nu - 1)
\]

where \( I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2) \), mutual information between correlated features, and \( \rho_{\text{max}} = \max |\rho_i| \), the largest correlation coefficient under the canonical form.

**Proof.** Without loss of generality, suppose the canonical correlation vector \( \vec{\rho} \in (-1, 1)^D \) is actually one-dimensional: \( \vec{\rho} = [\rho] \). Our final result generalizes to the multi-dimensional case by taking the product over all \( i \in D \).

By Lemma 16,

\[
\log R(\Theta) = -n(2 - \nu) \cdot I_{XY} - \frac{1}{2} \sum_{k=0}^{n-1} \log \left( (1 - \rho^2(1 - \nu))^2 - \frac{\rho^2 \nu^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right] \right).
\]

By Lemma 52 with \( \tau = (1 - \rho^2(1 - \nu))^2 - \rho^2 \nu^2 / 2 \) and \( \sigma = -\rho^2 \nu^2 / 2 \),

\[
\det \mathbf{P}(\Theta, \rho) = \prod_{k=0}^{n-1} (1 - \rho^2(1 - \nu))^2 - \frac{\rho^2 \nu^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right]
\]

\[
\geq \left[ (1 - \rho^2(1 - \nu))^2 \right]^2 \left[ (1 - \rho^2(1 - \nu))^2 - \rho^2 \nu^2 \right]^2
\]

\[
= \left[ 1 - \rho^2(1 - \nu) \right]^n \left[ 1 - \rho^2 \right]^n \left[ 1 - \rho^2(1 - \nu)^2 \right]^n
\]

Since \( \nu \in [0, 2] \iff (1 - \nu)^2 \in [0, 1] \) by Lemma 51, we have the bound \( 1 - \rho^2(1 - \nu)^2 \geq (1 - \rho^2)^{(1-\nu)^2} \). Furthermore, since \( -(1 - \nu) \in [0, 1] \), we have the bound \( 1 - \rho^2(1 - \nu) \geq (1 + \rho^2)^{-(1-\nu)} \). Then,

\[
\log \det \mathbf{P}(\Theta, \rho) \geq \frac{n}{2} \left( 1 + (1 - \nu)^2 \right) \log (1 - \rho^2) - n(1 - \nu) \log (1 + \rho^2)
\]

\( R(\Theta) \) has \( \frac{1}{2} \left( |U| + |V| - \sum_{(u,v)} \Theta_{u,v} \right) = \frac{n}{2} (1 + 1 - \nu) = \frac{n}{2} (2 - \nu) \) multiplicative terms of
\( (1 - \rho^2) \) in the numerator and our bound has \( \frac{n}{4} (1 + (1 - \nu)^2) \) of them in the denominator, which gives, in total, \( \frac{n}{4} \nu(2 - \nu) + \frac{n}{2} (1 - \nu) \) such terms. Then

\[
\log R(\Theta) = \frac{n}{4} \nu(2 - \nu) \log (1 - \rho^2) - \frac{n}{2} (\nu - 1) \left[ \log (1 + \rho^2) + \log (1 - \rho^2) \right]
\]

By Lemma 53, \(-\frac{1}{2} \sum \log (1 - \rho_i^2) + \log (1 + \rho_i^2)\) is upper bounded by \(-\frac{1}{2} \sum \rho_i^2 \log (1 - \rho_i^2)\), which itself is upper bounded by \(\rho_{\text{max}}^2 I_{XY}\) where \(\rho_{\text{max}} = \max |\rho|\) and \(I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2)\). This gives us the claimed result.

\[ \square \]

**Lemma 18** (Chernoff bound for the minimal even path with \(\nu = 1\) and \(\theta = 1/2\)). Given \(\Theta = [1/2, 1/2] \in \mathbb{R}^{1 \times 2}\)

\[
R(\Theta) = \prod_{i \in D} \left[ \frac{1 - \rho_i^2}{1 - \rho_i^2/2} \right]^{\frac{1}{2}}
\]

**Proof.** Define the \(P_1\) and \(P_2\) to be the matrices that form the diagonal blocks of \(P(\Theta, \rho) = \begin{bmatrix} P_1 & -\rho \Theta \\ -\rho \Theta^\top & P_2 \end{bmatrix}\):

\[
P_1 \triangleq (1 - \rho^2) I + \rho^2 \text{diag}(\Theta^\top) = I
\]

\[
P_2 \triangleq (1 - \rho^2) I + \rho^2 \text{diag}(\Theta^\top^\top) = \left(1 - \frac{\rho^2}{2}\right) I
\]

Then

\[
det P(\Theta, \rho) = det P_1 \det [P_2 - \rho^2 \Theta^\top P_1^{-1} \Theta]
\]

\[
= det [P_2 - \rho^2 \Theta^\top \Theta]
\]

\[
= det \left[ \left(1 - \frac{\rho^2}{2}\right) I - \frac{\rho^2}{4} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \right]
\]
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\[ \frac{1}{4} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \] has eigenvalues 1/2 and 0. Then \( \left( 1 - \frac{\rho^2}{2} \right) I - \frac{\rho^2}{4} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \) has eigenvalues \( 1 - \rho^2 \) and \( 1 - \frac{\rho^2}{2} \). It then follows that

\[
\det P(\Theta, \rho) = \det \left( \left( 1 - \frac{\rho^2}{2} \right) I - \frac{\rho^2}{4} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \right) = (1 - \rho^2) (1 - \rho^2 / 2)
\]

and

\[
R(\Theta) = \prod_{i \in D} \left[ \frac{(1 - \rho_i^2)^{|\mathcal{U}|+|\mathcal{V}|-\sum_{(u,v)} \Theta_{u,v}}}{\det P(\Theta, \rho_i)} \right]^{\frac{1}{2}}
\]

\[
= \prod_{i \in D} \left[ \frac{(1 - \rho_i^2)^{1+2-1}}{(1 - \rho_i^2) (1 - \rho_i^2 / 2)} \right]^{\frac{1}{2}}
\]

\[
= \prod_{i \in D} \left[ \frac{1 - \rho_i^2}{1 - \rho_i^2 / 2} \right]^{\frac{1}{2}}
\]

\[ \square \]

**Lemma 19** (Chernoff bound for an even path in the low per-feature correlation regime).

Given \( \nu \in [1, 2] \), let \( m_1 \) and \( m_2 \) be two mappings of size \( n \) such that \( \Theta = \frac{\nu}{2}(m_1 + m_2) \) is a matrix block corresponding to a cycle of the type given in Fig. 2.3-II.

\[
\log \frac{R(\Theta)}{I_{XY}} \leq -\frac{n}{2} \cdot \nu(2 - \nu) - (\nu - 1)^2 \nu^2 + 6n \cdot \rho_{\max}^2 (\nu - 1)
\]

where \( I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2) \), mutual information between correlated features, and \( \rho_{\max} = \max |\rho_i| \), the largest correlation coefficient under the canonical form.
Proof. Without loss of generality, let \( \Theta \) have its rows and columns arranged such that

\[
\Theta = \nu
\begin{bmatrix}
\theta & 1 - \theta & 0 & \cdots & 0 & 0 & 0 \\
0 & \theta & 1 - \theta & \cdots & 0 & 0 & 0 \\
0 & 0 & \theta & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \theta & 1 - \theta & 0 \\
0 & 0 & 0 & \cdots & 0 & \theta & 1 - \theta
\end{bmatrix}.
\]

\( \Theta \) has \(|\mathcal{U}| = |m_1| = n \) rows and \(|\mathcal{V}| = |m_1| + 1 = n + 1 \) columns.

Define the \( P_1 \) and \( P_2 \) to be the matrices that form the diagonal blocks of \( P(\Theta, \rho) = \)

\[
\begin{bmatrix}
P_1 & -\rho \Theta \\
-\rho \Theta^\top & P_2
\end{bmatrix}:
\]

\[
P_1 \triangleq (1 - \rho^2) I + \rho^2 \text{diag}(\Theta^\top \Theta)
\]

\[
= (1 - \rho^2(1 - \nu)) I
\]

\[
P_2 \triangleq (1 - \rho^2) I + \rho^2 \text{diag}(\Theta^\top \Theta)
\]

\[
= (1 - \rho^2(1 - \nu)) I - \rho^2 \nu \text{diag}(1 - \theta, 0, 0, \cdots, 0, \theta)
\]

Then \( \det P(\Theta, \rho) \) is equal to \( \det P_1 = (1 - \rho^2)^n \) times the determinant of the Schur complement of \( P_1 \), i.e. \( P_2 - \rho^2 \Theta^\top P_1^{-1} \), which is equal to

\[
(1 - \rho^2(1 - \nu)) I - \rho^2 \nu \text{diag}(1 - \theta, 0, 0, \cdots, 0, \theta) - \frac{\rho^2}{1 - \rho^2(1 - \nu)} \Theta^\top \Theta
\]

Define another auxiliary matrix

\[
Q \triangleq \frac{1}{2 \nu^2 \theta(1 - \theta)} \left[ \Theta^\top \Theta - [1 - 2\theta(1 - \theta)] \nu^2 I + \nu \left(1 - \rho^2(1 - \nu)\right) \text{diag}(1 - \theta, 0, 0, \cdots, 0, \theta) \right]
\]
such that the Schur complement of $P_1$ can be expressed as

$$(1 - \rho^2(1 - \nu)) I - \rho^2 \nu \text{diag}(1 - \theta, 0, 0, \cdots, 0, \theta) - \frac{\rho^2}{1 - \rho^2(1 - \nu)} \Theta^T \Theta$$

$$= \left[1 - \rho^2 (1 - \nu) - \frac{\rho^2 \nu^2 (1 - 2\theta(1 - \theta))}{1 - \rho^2(1 - \nu)}\right] I - \frac{2\rho^2 \nu^2 \theta(1 - \theta)}{1 - \rho^2(1 - \nu)} Q$$

It can be shown that

$$Q \triangleq \frac{1}{2} \begin{bmatrix}
1 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & \cdots & 1 & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & 1 \\
\end{bmatrix} + \nu(1 - \nu)(1 - \rho^2) \text{diag}(1 - \theta, 0, 0, \cdots, 0, \theta).$$

We have $\nu(1 - \nu) \max\{\theta, 1 - \theta\} \in [-1, 0]$. Then, $Q$ is an irreducible non-negative square matrix with row sums at most 1. Consequently, by the Perron-Frobenius theorem, its eigenvalues are all between $-1$ and 1. Then the eigenvalues of the Schur complement of $P_1$ are between $1 - \rho^2 (1 - \nu) - \frac{\rho^2 \nu^2 (1 - 2\theta(1 - \theta))}{1 - \rho^2(1 - \nu)}$ and $1 - \rho^2 (1 - \nu) - \frac{\rho^2 \nu^2 (1 - 2\theta(1 - \theta))}{1 - \rho^2(1 - \nu)}$. Furthermore, the sum of the eigenvalues of $Q$ is $\text{tr}(Q) = 1 + \nu(1 - \nu)(1 - \rho^2)$. Multiplying the $n + 1$ eigenvalues of $Q$ by $-\frac{2\rho^2 \nu^2 \theta(1 - \theta)}{1 - \rho^2(1 - \nu)}$ and adding $1 - \rho^2 (1 - \nu) - \frac{\rho^2 \nu^2 (1 - 2\theta(1 - \theta))}{1 - \rho^2(1 - \nu)}$ gives us the $n + 1$ eigenvalues of the Schur complement of $P_1$. Now we plug in $\theta = 1/2$. By Lemma 52, the determinant of the Schur complement of $P_1$ is lower bounded by

$$\left[1 - \rho^2 (1 - \nu)\right]^{\frac{n}{2}} \left[1 - \rho^2 (1 - \nu) - \frac{\rho^2 \nu^2}{1 - \rho^2(1 - \nu)}\right]^{\frac{n}{2} + 1 + \nu(1 - \nu)(1 - \rho^2)}.$$
gives us

\[
\det \mathbf{P}(\Theta, \rho) \geq \left[1 - \rho^2(1 - \nu)\right]^{n-1} \left[(1 - \rho^2(1 - \nu))^2 - \rho^2\nu^2\right]^{\frac{n}{2} + 1 + \nu(1 - \nu)(1 - \rho^2)} \\
= \left[1 - \rho^2(1 - \nu)\right]^{n-1 - \nu(1 - \nu)(1 - \rho^2)} \left[(1 - \rho^2) \left(1 - \rho^2(1 - \nu)^2\right)\right]^{\frac{n}{2} + 1 + \nu(1 - \nu)(1 - \rho^2)}. 
\]

Since \(\nu \in [0, 2] \iff (1 - \nu)^2 \in [0, 1]\) by Lemma 51, we have the bound \(1 - \rho^2(1 - \nu)^2 \geq (1 - \rho^2)^{(1 - \nu)^2}\). Furthermore, since \(-(1 - \nu) \in [0, 1]\), we have the bound \(1 - \rho^2(1 - \nu) \geq (1 + \rho^2)^{-(1 - \nu)}\). Then,

\[
\log \det \mathbf{P}(\Theta, \rho) \geq \left(\frac{n}{2} + 1 + \nu(1 - \nu)(1 - \rho^2)\right) \left(1 + (1 - \nu)^2\right) \log (1 - \rho^2) \\
- \left(n - 1 - \nu(1 - \nu)(1 - \rho^2)\right)(1 - \nu) \log (1 + \rho^2).
\]

\(R(\Theta)\) has \(\frac{1}{2} \left(|\mathcal{U}| + |\mathcal{V}| - \sum_{(u,v)} \Theta_{u,v}\right) = \frac{1}{2}(n + n + 1 - \nu n) = \frac{n}{2}(2 - \nu) + \frac{1}{2}\) multiplicative terms of \((1 - \rho^2)\) in the numerator and our bound has \(\frac{1}{2} \left(\frac{n}{2} + 1 + \nu(1 - \nu)(1 - \rho^2)\right) \left(1 + (1 - \nu)^2\right)\) of them in the denominator, which gives, in total, \(\frac{n}{4} \nu(2 - \nu) - \frac{n - 1}{2} (\nu - 1) + \frac{1}{2} \nu(\nu - 1)\) such terms. Then

\[
\log R(\Theta) \leq \frac{1}{2} \left[\frac{n}{2} \nu(2 - \nu) + \nu^2(\nu - 1)^2 - \nu^2(\nu - 1)^2 \rho^2 - \nu(\nu - 1)\rho^2\right] \log (1 - \rho^2) \\
- \frac{\nu - 1}{2} \left[(n - 1) + \nu(\nu - 1)(1 - \rho^2)\right] \left[\log (1 - \rho^2) + \log (1 + \rho^2)\right].
\]

For the multi-dimensional case, since under the canonical form all dimensions are mutually
independent, we get \( \log R(\Theta) \) by simply summing this expression for all \( \rho_i \). This gives us

\[
\log R(\Theta) \leq \left[ \frac{n}{2} \nu(2 - \nu) + \nu^2 (\nu - 1)^2 \right] \sum_{i \in D} \frac{1}{2} \log (1 - \rho_i^2)

- (\nu - 1) \left[ \nu^2 (\nu - 1) + \nu \right] \sum_{i \in D} \frac{1}{2} \rho_i^2 \log (1 - \rho_i^2)

- (\nu - 1)(n - 1) \sum_{i \in D} \frac{1}{2} \left[ \log (1 - \rho_i^2) + \log (1 + \rho_i^2) \right]

+ (\nu - 1)^2 \nu \sum_{i \in D} \frac{1}{2} \rho_i^2 \left[ \log (1 - \rho^2) + \log (1 + \rho^2) \right]
\]

Given \( \nu \geq 1 \), the last term is non-positive, and therefore we can drop it while maintaining the inequality. By Lemma 53, \(-\frac{1}{2} \sum \log (1 - \rho_i^2) + \log (1 + \rho_i^2)\) is upper bounded by \(-\frac{1}{2} \sum \rho_i^2 \log (1 - \rho_i^2)\), which itself is upper bounded by \( \rho_{\text{max}}^2 I_{XY} \) where \( \rho_{\text{max}} = \max |\rho_i| \) and \( I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2) \). This gives us

\[
\frac{\log R(\Theta)}{I_{XY}} \leq -\frac{n}{2} \cdot \nu(2 - \nu) - (\nu - 1)^2 \nu^2 + n \cdot \rho_{\text{max}}^2 (\nu - 1) + \rho_{\text{max}}^2 (\nu - 1)^2 (\nu^2 + 1)
\]

Since \( n \geq 1 \) and \( \nu \in [1, 2] \), we have \((\nu - 1)^2 (\nu^2 + 1) \leq 5n(\nu - 1)\). This gives us the claimed result.

\[ \square \]

### 4.3 Concentration Inequalities

In Subsection 4.3.1, we state concentration inequalities and give their proofs based on our results on the generating function in Section 4.2, through Lemma 11. In Subsection 4.3.2, we provide some geometric intuition behind the expressions for the concentration inequalities.
4.3.1 Statements of concentration inequalities and their proofs

$G$ refers to the information density matrix under the database alignment setting as described in Subsection 2.1.3. Specifically, $G$ is the matrix such that $G_{u,v}^M$ is the log-likelihood ratio of hypotheses $u \sim v$ vs. $u \not\sim v$ for any $(u, v) \in \mathcal{U} \times \mathcal{V}$.

**Lemma 20** (Atypicality). Given some $|\tau| \leq I_{XY}$ and $m$ a partial mapping fully contained in the true mapping $M$, $\Pr[(G - \tau, m) \leq 0|m \subseteq M] \leq \exp (-|m| \cdot \frac{(I_{XY} - |\tau|)^2}{4I_{XY}})$.

**Proof.** The atypicality event is completely independent from users that are not contained in $m$. Then, without loss of generality, we can assume $m = M$ instead of $m \subseteq M$.

By Corollary 11,

$$\Pr[\tau|m| \geq \langle G, m \rangle | M = m] \leq \exp (\theta |\tau|m|) R (\theta (1 - \theta) |m|).$$

By Corollary 15, this last expression is upper bounded by $\exp (\theta |\tau|m| - \theta (1 - \theta) I_{XY |m|})$.

Let $\theta = \frac{I_{XY} - \tau}{2I_{XY}}$. Then $\tau \theta = \frac{I_{XY} \tau - \tau^2}{2I_{XY}}$ and $\theta (1 - \theta) I_{XY} = \frac{I_{XY}^2 - \tau^2}{4I_{XY}}$, which gives us

$$\Pr[\tau|m| \geq \langle G, m \rangle | M = m] \leq \exp (\tau \theta |m| - \theta (1 - \theta) I_{XY |m|})$$

$$= \exp (-|m| \cdot \frac{I_{XY}^2 - 2I_{XY} \tau + \tau^2}{4I_{XY}})$$

which matches the claimed result. \(\square\)

**Lemma 21** (False positive probability). Given some $|\tau| \leq I_{XY}$, $\Pr[G_{u,v} \geq \tau^M | u \not\sim v] \leq \exp \left( \frac{-(I_{XY} + |\tau|)^2}{4I_{XY}} \right)$.

**Proof.** By Corollary 11,

$$\Pr[G_{u,v} \geq \tau^M | u \not\sim v] \leq e^{\theta |\tau| R (|\tau|)}.$$
By Corollary 15, \( R(\theta) \leq \exp (-\theta(1 - \theta)I_{XY}) \).

\[
\Pr \left[ G_{u,v} \geq \tau | u \not\sim v \right] \\
\leq \exp \left( -\tau \theta - \theta(1 - \theta)I_{XY} \right) \\
= \exp \left( -\frac{I_{XY}^2 + 2I_{XY}\tau + \tau^2}{4I_{XY}} \right)
\]

which matches the claimed result. \( \square \)

**Lemma 22 (Misalignment).** Let \( m \) and \( m' \) denote two mappings of same size and \( \delta \) denote the number of pairs mapped by \( m \) but not by \( m' \). Then \( \Pr[\langle G, m \rangle \leq \langle G, m' \rangle | M = m] \leq \exp \left( -\frac{\delta}{2}I_{XY} \right) \).

**Proof.** By Corollary 11, \( \Pr[\langle G, m \rangle \leq \langle G, m' \rangle | M = m] \) is upper bounded by \( R(\Theta) \) where \( \Theta = \frac{1}{2}m + \frac{1}{2}m' \). \( \Theta \) can be represented in block-diagonal form: For each \( n - \delta \) pair of users \( (u, v) \) that is mapped both by \( m \) and \( m' \), we get a \( 1 \times 1 \) block [1]. The remaining \( \delta \) pairs whose mapping is not the same between \( m \) and \( m' \), we get blocks \( \Theta_j \) that correspond to cycles or even paths as described in Definition 3.

Given this block-diagonal form, by Lemma 13, \( R(\Theta) \) is equal to the product \( [R([1])]^{n-\delta} \cdot \prod_j R(\Theta_j) \). By Lemma 14, \( R([1]) = 1 \). By Lemmas 17 and 19, plugging in \( \nu = 1 \), we have \( R(\Theta_j) \leq \exp \left( -\frac{\delta_jI_{XY}}{2} \right) \) where \( \delta_j \) is the total length (i.e. number of blue edges or number of red edges) of the corresponding cycle or even paths. The total number of user pairs that whose mapping differs between \( m \) and \( m' \) is \( \delta \). Then \( \prod_j R(\Theta_j) \leq \exp \left( \sum_j -\frac{\delta_jI_{XY}}{2} \right) = \exp \left( -\frac{\delta I_{XY}}{2} \right) \).

It then follows that \( \Pr[\langle G, m \rangle \leq \langle G, m' \rangle | M = m] \leq R(\Theta) \leq \exp \left( -\frac{\delta I_{XY}}{2} \right) \). \( \square \)

**Lemma 23 (Misalignment-despite-typicality).** Let \( m \) and \( m' \) denote two mappings of same
size \( \delta \) such that no pair is mapped under both mappings. Given \( 0 \leq \tau \leq I_{XY} \),

\[
\Pr \left[ (G, m) \geq \tau | m \right. \text{ and } \left. (G, m') \geq (G, m) \big | m \subseteq M \right] \leq \exp \left( -\delta \cdot \frac{I_{XY}^2 + \tau^2}{2I_{XY}} + \delta \cdot 6\rho_{\max}^2 \tau \right)
\]

where \( \rho_{\max} = \max |\rho_i| \), the largest correlation coefficient under the canonical form.

By Lemma 9, under Condition 4, \( \rho_{\max}^2 \leq o(1) \), so the bound can be simplified as

\[
\exp \left( -\delta \cdot \frac{I_{XY}^2 + \tau^2}{2I_{XY}} (1 - o(1)) \right).
\]

**Proof.** By Corollary 11, \( \Pr \left[ (G, m) \geq \tau | m \right. \text{ and } \left. (G, m') \geq (G, m) \big | m \subseteq M \right] \) is upper bounded by \( e^{-\tau|m|(\nu-1)} R(\Theta) \) where \( \Theta = \nu(1 - \theta)m + \nu\theta m' \). Consider the decomposition of \( \Theta \) into blocks: we get cycles and even paths as described in Definition 3. (There are no one-by-one blocks since \( m \) and \( m' \) have no intersection.) This decomposition gives us a block-diagonal representation of \( \Theta \). By Lemma 13, \( R(\Theta) = \prod R(\Theta_j) \), where \( \Theta_j \) denotes the block corresponding to an elementary misalignment (i.e. cycle or even path).

Let \( m_j \) and \( m'_j \) denote the partial misalignments that correspond to the intersection of block \( \Theta_j \) with \( m \) and \( m' \). Let \( \delta_j = |m_j| = |m'_j| \) denote their size. (Cycle and even path type misalignment consist of mappings of equal size.) Under Condition 4, Lemmas 17 and 19 give us

\[
R(\nu(1 - \theta)m_j + \nu\theta m'_j) \leq \exp \left( -\delta_j \cdot \frac{I_{XY}}{2} \nu(2 - \nu) + 6\delta_j \rho_{\max}^2 I_{XY} \right)
\]

\[
\Rightarrow R(\nu(1 - \theta)m + \nu\theta m') \leq \exp \left( -\delta \cdot \frac{I_{XY}}{2} \nu(2 - \nu) + 6\delta \rho_{\max}^2 I_{XY} \right)
\]

Pick \( \nu = 1 + \frac{\tau}{I_{XY}} \). Then

\[
R(\nu(1 - \theta)m + \nu\theta m) \leq \exp \left( -\delta \cdot \frac{I_{XY}^2 - \tau^2}{2I_{XY}} + \delta \cdot 6\rho_{\max}^2 \tau \right)
\]

and \( e^{-\tau(\nu-1)} = \exp \left( -\delta \cdot \frac{\tau^2}{I_{XY}} \right) \). Then \( e^{-\tau|m|(\nu-1)} R(\Theta) \leq \exp \left( -\delta \cdot \frac{I_{XY}^2 + \tau^2}{2I_{XY}} + \delta \cdot 6\rho_{\max}^2 \tau \right) \)

and we have the claimed result. \( \square \)
4.3.2 Geometric intuition behind concentration inequalities

For Gaussian database alignment in the low per-feature correlation regime, by Lemma 50, entries corresponding to true pairs in $G$ asymptotically have mean $I_{XY}$ and false pairs have mean $-I_{XY}$. All entries have variance $2I_{XY}$.

Compare this to Gaussian planted matching, where given $W G = \mu W - \mu^2 / 2$ a scaled and shifted version of the original edge weight matrix $W$, entries corresponding to true pairs in $W G$ have mean $\mu^2 / 2$ and false pairs have mean $-\mu^2 / 2$. All entries have variance $\mu^2$.

For the rest of the section, we use $\zeta$ to refer to $I_{XY}$ in the context of Gaussian database alignment, which is analogous to $\mu^2 / 2$ in the context of planted matching. Then true pairs have mean $\zeta$, false pair have mean $-\zeta$, and all pairs have variance $2\zeta$ in both $G$ and $W G$.

We want to bound the measure of the probability spaces that correspond to each type of error event. Consider the probability space $\mathbb{R}^{U \times V}$. A two-dimensional projection of this space is given in Fig. 4.1. Note the mean point $(\zeta, -\zeta)$.

Figure 4.1: 2-dimensional projection of probability space. $G_{u,v}$ corresponds to a true pair and has mean $\zeta$, while $G_{u,v'}$ corresponds to a false pair and has mean $-\zeta$.

As shown in Section 2.2, the objective function for all three algorithms is to maximize a linear combination of a shifted version of $G$ or $W G$. All concentration equalities we use are bounds on the measures of half-spaces in the probability space $\mathbb{R}^{U \times V}$. Approximating the entries of $G$ as independent normal random variables with appropriate statistics (i.e. $(\mu, \sigma^2) = (\zeta, 2\zeta)$ for true pairs and $(\mu, \sigma^2) = (-\zeta, 2\zeta)$ for false pairs), we are able to get
quick approximations for the bounds on half-spaces using the Chernoff bound. Specifically, the probability of a half-space is bounded by $\exp\left(-\frac{\ell^2}{2\sigma^2}\right)$ where $\ell$ denotes the separation between the half-space and the mean point and $\sigma^2 = 2\zeta$ is the variance of the terms. These bounds hold exactly in the planted matching case since entries of $W_G$ are indeed independent normal random variables.

**True pair failing threshold testing**

![Figure 4.2: 2-dimensional projection of the regions of the probability space corresponding to the event $\{G_{u,v} \leq \tau\}$ (left-hand side) and the event $\{G_{u_1,v_1} + G_{u_2,v_2} \leq 2\tau\}$ (right-hand side).](image)

The left-hand side of Fig. 4.2 illustrates the half-space corresponding to $\{G_{u,v} \leq \tau\}$. The separation between the half-space and the mean point is equal to $\ell = \zeta - \tau$. Then, the Chernoff bound gives us $\exp\left(-\frac{\ell^2}{2\sigma^2}\right) = \exp\left(-\frac{(\zeta - \tau)^2}{4\zeta}\right)$, which exactly matches the statement in Lemma 20.

Similarly, the right-hand side of Fig. 4.2 illustrates the half-space corresponding to the case with 2 true pairs: $\{G_{u_1,v_1} + G_{u_2,v_2} \leq 2\tau\}$. The separation between the half-space and the mean point is equal to $\ell = (\zeta - \tau)\sqrt{2}$. Then, the Chernoff bound gives us $\exp\left(-\frac{\ell^2}{2\sigma^2}\right) = \exp\left(-2 \cdot \frac{(\zeta - \tau)^2}{4\zeta}\right)$, which exactly matches the statement in Lemma 20.

This argument can be generalized to an arbitrary number of true pairs.
Figure 4.3: 2-dimensional projection of the regions of the probability space corresponding to the event \( \{G_{u,v'} \geq \tau\}\)

**False pair passing threshold testing**

Fig. 4.3 illustrates the half-space corresponding to \( \{G_{u,v'} \geq \tau\}\). The separation between the half-space and the mean point is equal to \( \ell = \zeta + \tau \). Then, the Chernoff bound gives us

\[
\exp \left( -\frac{\ell^2}{2\sigma^2} \right) = \exp \left( -\frac{(\zeta + \tau)^2}{4\zeta} \right),
\]

which exactly matches the statement in Lemma 21.

**Misalignment**

Figure 4.4: 2-dimensional projection of the half-space corresponding to the event \( \{G_{u,v} \leq G_{u,v'}\}\).

Fig. 4.4 illustrates the half-space corresponding to \( \{G_{u,v} \leq G_{u,v'}\}\). The separation between the half-space and the mean point is equal to \( \ell = \zeta \sqrt{2} \). Then, the Chernoff bound gives us

\[
\exp \left( -\frac{\ell^2}{2\sigma^2} \right) = \exp \left( -\frac{\zeta^2}{4\zeta} \right),
\]

which exactly matches the statement in Lemma 22.
Figure 4.5: Partition of the half-space in Fig. 4.4 according to whether information density $G_{u,v}$ of the true pair $(u,v)$ is above or below the threshold $\tau$.

Figure 4.6: Blue-purple half-spaces containing the purple ‘slices’ from Fig. 4.5.

**Misalignment despite typicality**

The misalignment half-space shown in Fig. 4.4 can be broken down into two cases based on whether or not the true pairs have high enough average score. This is illustrated in Fig. 4.5. These ‘slices’ of a half-space can then be covered by another set of half-spaces, as illustrated in Fig. 4.6. In both figures, the left-hand side corresponds to the atypicality event and the right-hand side corresponds to the misalignment-despite-typicality event.

If can be shown that, the half-space in the right-hand side of Fig. 4.6 is at distance $(\sqrt{2\zeta^2 + 2\eta^2})$ to the mean point. Then, the Chernoff bound gives us $\exp\left(-\frac{\zeta^2}{2\sigma^2}\right) = \exp\left(-\frac{\zeta^2 + \tau^2}{2\zeta}\right)$, which exactly matches the statement in Lemma 8, and asymptotically matches that in Lemma 23.

These figures also help demonstrate the contribution of this approach in analysis: Both the original misalignment half-space in Fig. 4.4 as well as the misalignment-despite-
typicality half-space in the right-hand side of Fig. 4.6 change based on the choice of \((u, v')\). The separation between half-spaces is greater with the misalignment-despite-typicality event, which gives us some improvement in the error bound at the cost of having to consider the atypicality error shown in the left-hand side of Fig. 4.6. This last half-space however, does not depend on \((u, v')\). The atypicality half-space is fixed once we pick \((u, v)\). Therefore this term does not require taking a union bound.

For an appropriate choice of \(\tau\), the gains made by the improvement from the misalignment half-space to the misalignment-despite-typicality half-space can compensate for the cost of having to consider the atypicality half-space. This is thanks to the fact that, unlike misalignment and misalignment-despite-typicality, we need not need to reconsider atypicality for every choice of \((u, v')\).

### 4.4 Achievability

We substitute \(I_{XY}\) with \(\zeta\) in our statements of results to have statements that explicitly show the parallels between Gaussian database alignment in the low per-feature correlation regime and Gaussian planted matching.

In Subsection 4.4.1, we state asymptotic results which give bounds on the signal strength \(\zeta\) that guarantee upper bounds on the expected number of errors as \(n\), the size of the matching, goes to infinity. In Subsection 4.4.2, we state finite-size results that bound the expected number of errors as a function of the signal strength \(\zeta\) for matchings of any finite size. The proofs for these results are described in Subsections 3.3.3 (threshold testing), 3.3.4 (maximum row estimation) and 3.3.5 (maximum likelihood estimation). The analyses for Gaussian planted matching in the low per-feature correlation regime very closely follow the analyses for Gaussian planted matching, with some adjustments due to differences between the concentration inequalities for Gaussian database alignment in the low per-feature correlation regime given in Section 4.3 and those for Section 3.2.

where we perform different analyses to derive the expressions for the bounds of various
forms.

Recall that, as defined in Subsection 2.2.4, \(d(\hat{M}, M) \triangleq \frac{1}{2}||\hat{M} - M||^2_F\). For \(\hat{M}_{ML}\) and \(\hat{M}_{MR}\) this distance gives the number of users in \(\mathcal{U}\) mapped to a false match in \(\mathcal{V}\). For \(\hat{M}_{MR}\), the distance gives the arithmetic mean of the number of false positives and false negatives.

4.4.1 Asymptotic results

In the asymptotic case, as the size of the matching \(n\) goes to infinity, we say an algorithm achieves exact alignment if \(\mathbb{E}[d(\hat{M}, M)] \leq o(1)\), and almost-exact alignment if \(\mathbb{E}[d(\hat{M}, M)] \leq o(n)\).

**Theorem 4.4.1** (Exact alignment and almost-exact alignment recovery). Let \(n = |M| = |\mathcal{U}|. Define \(\alpha = \frac{\log(|\mathcal{V}| - n)}{\log n}\) if \(|\mathcal{V}| > n\) and \(\alpha = 0\) if \(|\mathcal{V}| = n\). Consider the Gaussian database alignment problem.

- Lower bounds on \(\zeta\) as given in Table 4.1 are sufficient conditions for almost-exact alignment for different cases\(^1\).
- \(\zeta \geq c\log n + \omega(1)\) is a sufficient condition for exact alignment, where the values of \(c\) for different cases are given in Table 4.2.

**Table 4.1**: Sufficient conditions for almost-exact alignment for Gaussian database alignment. Values in the table are lower bounds on \(\zeta\) that guarantee almost-exact alignment for different algorithms, for different sizes of \(|\mathcal{V}|\) and different conditions on \(\rho_{\max}^2\).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Threshold.</th>
<th>Max row</th>
<th>Max likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cond. on (\rho_{\max}^2)</td>
<td>No cond.</td>
<td>No cond.</td>
<td>Cond. 5</td>
</tr>
<tr>
<td>(</td>
<td>\mathcal{V}</td>
<td>\leq n + o(n))</td>
<td>log (n + \omega(\sqrt{\log n}))</td>
</tr>
<tr>
<td>(</td>
<td>\mathcal{V}</td>
<td>\geq n + \Omega(n))</td>
<td>(\alpha\log n + \omega(\sqrt{\log n}))</td>
</tr>
</tbody>
</table>

The boundaries for exact and almost-exact alignment for the algorithms are illustrated in Fig. 3.2. Boundaries for maximum likelihood and maximum row algorithms completely overlap for \(\zeta/\log n \geq 4\).

\(^1\)No condition on \(\rho_{\max}^2\) is necessary for any of the conditions for threshold testing given in Table 4.1, including the condition \(\zeta \geq (1 + \sqrt{1 + \alpha})^2 \log n + \omega(1)\) for the case where \(|\mathcal{V}| \geq n + \Omega(n)\).
Table 4.2: Sufficient conditions for exact alignment for Gaussian database alignment. Sufficient conditions are of the form $\zeta \geq c \log n + \omega(1)$, where the value of $c$ is given in the table for different algorithms, for different sizes of $|V|$ and different conditions on $\rho_{\text{max}}^2$.

| Size of $V$ | $|V| = n$ | $|V| \leq n + o(n)$ | $|V| \geq n + \Omega(n)$ |
|-------------|-----------|------------------|------------------|
| Cond. on $\rho_{\text{max}}^2$ | No cond. | No condition | Condition 5 |
| Threshold. | $(1 + \sqrt{2})^2$ | $(1 + \sqrt{2})^2$ | $(1 + \sqrt{1 + \alpha})^2$ |
| Max row | 4 | 4 | $(1 + \sqrt{1 + \alpha})^2 + \Omega(1)$ |
| Max likelihood | 2 | $2(\alpha + 1)$ | $(1 + \sqrt{\alpha})^2 + \Omega(1)$ |

The sufficient conditions in Theorem 4.4.1 (Table 4.2) for database alignment fully match those in Theorem 3.3.1 (Table 3.2), except for the case where we consider . The conditions fully match for threshold testing for the case where $|V| \leq n + o(n)$ and for the case where Condition 5 holds, i.e. $\rho_{\text{max}}^2 \leq o(1/ \log n)$. (We only fail to show matching conditions when Condition 5 does not hold and $|V| \geq n + \Omega(n)$, and only for maximum row estimation and maximum likelihood estimation.)

**Theorem 4.4.2** (Expected number of errors in the balanced case). Let $n = |M| = |U| = |V|$. Let $\beta > 0$ some constant. For Gaussian database alignment, as $n \to \infty$, lower bounds on $\zeta / \log n$ that guarantee error bounds $\mathbb{E}[d(\hat{M}, M)] \leq n^{1-\beta + o(1)}$, and whether or not they require conditions on $\rho_{\text{max}}^2$, are given in Table 4.3:

From top to bottom, the forms of the boundaries given by the thresholds in Theorem 4.4.2: (Threshold testing) parabolic, (maximum row estimation) parabolic, linear, (maximum likelihood estimation) elliptic, vertical, linear. The boundaries for the achievability regions of the algorithms are illustrated in Fig. 3.3.

**Theorem 4.4.3** (Expected number of errors in unbalanced case). Let $n = |M| = |U|$ and $|V| > n$. Define $^2 \nu \triangleq \frac{\log |V|}{\log n}$ and $\alpha \triangleq \frac{\log(|V| - n)}{\log n}$, and let these be constant functions of $n$. Let $\beta > 0$ some constant. For Gaussian database alignment, as $n \to \infty$, lower bounds on $\zeta / \log n$ that guarantee error bounds $\mathbb{E}[d(\hat{M}, M)] \leq n^{1-\beta + o(1)}$, and whether or not they require conditions on $\rho_{\text{max}}^2$, are given in Table 4.3:

$^2$Asymptotically, $\nu$ can be replaced by $\max\{1, \alpha\}$ as $1 \leq \frac{\nu}{\max\{1, \alpha\}} \leq 1 + \Omega(1/ \log n)$.  
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Table 4.3: Sufficient conditions for error bounds for Gaussian database alignment in the balanced case, i.e. $|\mathcal{V}| = |\mathcal{U}| = |M| = n$. Sufficient conditions are expressed as lower bounds on $\zeta / \log n$. Different conditions are relevant for different ranges of $\beta$. If it is noted ‘no’ on the 3rd column, then the error bound on the 4th column does not require any condition on $\rho_{\text{max}}^2$. Otherwise, the bounds on the 4th and 5th columns correspond to bounds under Cond. 5 and Cond. 4 respectively.

<table>
<thead>
<tr>
<th>Bound on $\zeta / \log n$</th>
<th>Range of $\beta$</th>
<th>Require condition?</th>
<th>Bound on $\mathbb{E}[d(M, \hat{M})]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cond. 5</td>
</tr>
<tr>
<td>Threshold testing</td>
<td>$(\sqrt{\beta} + \sqrt{1+\beta})^2$</td>
<td>$0 &lt; \beta$</td>
<td>no</td>
</tr>
<tr>
<td>Maximum row estimation</td>
<td>$(1 + \sqrt{\beta})^2$</td>
<td>$0 &lt; \beta \leq 1$</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>$2(1 + \beta)$</td>
<td>$1 &lt; \beta$</td>
<td>no</td>
</tr>
<tr>
<td>Maximum likelihood estimation</td>
<td>$1 + 2\sqrt{\beta(1 - \beta)}$</td>
<td>$0 &lt; \beta &lt; 1/2$</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>$2 + \frac{2 \log 2 - 1}{\log n}$</td>
<td>$1/2 &lt; \beta \leq 1$</td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>$1 + \beta$</td>
<td>$1 &lt; \beta$</td>
<td>no</td>
</tr>
</tbody>
</table>

From top to bottom, the forms of the boundaries given by the thresholds in Theorem 4.4.2: (Threshold testing) parabolic, (maximum row estimation) parabolic, linear, (maximum likelihood estimation) elliptic, parabolic, vertical, linear. The boundaries for the achievability region of the maximum likelihood estimator for various values of $\alpha$ are illustrated in Fig. 3.4. Boundaries for $\alpha = 1.5$ and $\alpha = 1.25$ are tangent to $y = 1$ at $x = 1.5$ and $x = 1.25$ respectively, while all other boundaries are tangent to that line at $x = 1$. These match the almost-exact alignment threshold.

The boundaries for the achievability region of maximum likelihood/maximum row estimation, which coincide, and for thresholding at $\alpha = 1.5$ are illustrated in Fig. 3.5. Both boundaries are tangent to $y = 1$ at $x = 1.5$. This matches the almost-exact alignment threshold.

### 4.4.2 Finite-size results

**Theorem 4.4.4** (Expected number of errors for finite-size case). Define $n \triangleq |M|$, $x \triangleq \frac{\zeta}{\log n}$, $\nu \triangleq \frac{\log |\mathcal{V}|}{\log n}$ and $\varepsilon \triangleq n^{1-x/2}$. Suppose $|\mathcal{U}| = n$. Then, $\log \mathbb{E}[d(\hat{M}, M)]$, the log of the
Table 4.4: Sufficient conditions for error bounds for Gaussian database alignment in the unbalanced case, i.e. $|V| > |U| = |M| = n$. Sufficient conditions are expressed as lower bounds on $\zeta / \log n$. Different conditions are relevant for different ranges of $\beta$. If it is noted ‘no’ on the 3rd column, then the error bound on the 4th column does not require any condition on $\rho^2_{\text{max}}$. Otherwise, the bounds on the 4th and 5th columns correspond to bounds under Cond. 5 and Cond. 4 respectively.

<table>
<thead>
<tr>
<th>Bound on $\zeta / \log n$</th>
<th>Range of $\beta$</th>
<th>Require condition?</th>
<th>Bound on $\mathbb{E}[d(M, M)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cond. 5</td>
</tr>
<tr>
<td>Threshold testing</td>
<td></td>
<td>no</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>$(\sqrt{\nu + \beta + \sqrt{\beta}})^2$</td>
<td>$0 &lt; \beta$</td>
<td>no</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>Maximum row estimation</td>
<td></td>
<td>yes</td>
<td>$2n^{1-\beta}(1 + o(1))$</td>
</tr>
<tr>
<td>$(\sqrt{\nu + \sqrt{\beta}})^2$</td>
<td>$0 &lt; \beta \leq \max{\alpha, 1}$</td>
<td>yes</td>
<td>$O(n^{1-\beta})$</td>
</tr>
<tr>
<td>$2(\nu + \beta)$</td>
<td>$\max{\alpha, 1} &lt; \beta$</td>
<td>no</td>
<td>$n^{1-\beta}$</td>
</tr>
<tr>
<td>Maximum likelihood estimation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1 + 2\sqrt{\beta(1-\beta)}$</td>
<td>$0 &lt; \beta \leq \min{1-\alpha, 1/2}$</td>
<td>yes</td>
<td>$O(n^{1-\beta})$</td>
</tr>
<tr>
<td>$(\sqrt{\alpha + \sqrt{\beta}})^2$</td>
<td>$1-\alpha &lt; \beta \leq \alpha$</td>
<td>yes</td>
<td>$O(n^{1-\beta})$</td>
</tr>
<tr>
<td>$2 + \frac{2 \log(\frac{1 + \sqrt{\beta}}{2})}{\log n}$</td>
<td>$1/2 &lt; \beta \leq 1 - \alpha$</td>
<td>no</td>
<td>$n^{1-\beta} + O(1)$</td>
</tr>
<tr>
<td>$2(\alpha + \beta)$</td>
<td>$\max{\alpha, 1-\alpha} &lt; \beta$</td>
<td>no</td>
<td>$n^{1-\beta}(1 + o(1))$</td>
</tr>
</tbody>
</table>

The expected number of errors is bounded as given in Table 4.4.4

Table 4.5: Error bounds for Gaussian database alignment with finite-size

<table>
<thead>
<tr>
<th>Error bound</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold testing</td>
<td>$\left(1 - \frac{(x - \sqrt{\nu})^2}{4x}\right) \log n$</td>
</tr>
<tr>
<td>Maximum row estimation</td>
<td>$(1 - (\sqrt{\nu} - \sqrt{x})^2) \log n + \log 2$</td>
</tr>
<tr>
<td></td>
<td>$(1 + \nu - \frac{x}{2}) \log n$</td>
</tr>
<tr>
<td>Maximum likelihood estimation</td>
<td>$2 \log \varepsilon - \log(1 - \varepsilon)$</td>
</tr>
<tr>
<td></td>
<td>$\log \varepsilon - 2 \log(1 - \varepsilon) + \log(</td>
</tr>
</tbody>
</table>

4.4.3 Proof for Threshold Testing

Recall that, as described in Subsection 3.3.3, proofs for threshold testing and maximum row estimation state inequalities use the variable $\nu \triangleq \frac{\log |V|}{\log n}$ instead of the variable $\alpha \triangleq \frac{\log |V|}{\log n}$.
\[ \log (|V| - n) \log n. \] The asymptotic statements for threshold testing and maximum row estimation containing \( \nu \) directly translate to the statements in the main results using the fact that 
\[
\max\{1, \alpha\} \leq \nu \leq \max\{1, \alpha\} \left(1 + \mathcal{O}\left(\frac{1}{\log n}\right)\right).
\]

**Parabolic boundary**

Consider the following results for threshold testing, and introduce their proofs below:

Let \( \tau = \log \frac{|E|}{|M|} \) be the value of the threshold used for threshold testing.

- **Theorem 4.4.1**
  
  Almost-exact alignment is achieved if \( \zeta \geq \nu \log n + \omega (\sqrt{\log n}). \)

  By Lemma 1, this condition also guarantees almost-exact alignment for maximum row estimation.

  Exact alignment is achieved if \( \zeta \geq \left(1 + \sqrt{1 + \nu}\right)^2 \log n + \omega (1). \)

- **Theorem 4.4.3**

  The expected number of false positive and of false negatives are both bounded by \( n^{1-\beta} \) if \( \zeta \geq \left(\sqrt{\nu + \beta} + \sqrt{\beta}\right)^2 \log n. \)

- **Theorem 4.4.2**

  This is a special case of Theorem 4.4.3 with \( \nu = 1. \)

- **Theorem 4.4.4**

  Given \( x > \nu, \) the expected number of errors is bounded by \( n^{1 - \frac{(x-\nu)^2}{4x}}. \)

**Proof.** The proof for database alignment is identical to the corresponding proof in Subsection 3.3.3 for planted matching when we replace the concentration inequality lemmas 5 and 6 for \( W_G \) with the corresponding lemmas 20 and 21 for \( G. \)

**4.4.4 Proofs for Maximum Row Estimation**

Consider users \( u \in \mathcal{U} \) and \( v, v' \in \mathcal{V} \) such that \( u \overset{M}{\sim} v. \) We want to bound the probability of the error event where \( u \) is falsely mapped to \( v'. \) Under maximum row estimation, this corresponds to the event \( G_{u,v} \leq G_{u,v'}. \) Without loss of generality, assume the set \( \mathcal{U} \) consists of the single user \( u. \)
Linear boundary - relevant for large $\beta$ and small $\alpha$

Consider the following results for maximum row estimation, and introduce their proofs below:

- **Theorem 4.4.1**
  Exact alignment is achieved if $\zeta \geq 2(1 + \nu) \log n + \omega(1)$.

- **Theorem 4.4.3**
  The number of errors is bounded by $n^{1-\beta}$ if $\zeta \geq (\nu + \beta) \log n$.

- **Theorem 4.4.2**
  This is a special case of Theorem 4.4.3 with $\nu = 1$.

- **Theorem 4.4.4**
  Given $\nu < x$, the expected number of errors is bounded by $n^{1+\nu-x}$.

**Proof.** The proof for database alignment is identical to the corresponding proof in Subsection 3.3.4 for planted matching when we replace the concentration inequality Lemma 7 for $W_G$ with the corresponding Lemma 22 for $G$. \qed

Parabolic boundary - relevant for small $\beta$ and large $\alpha$

Consider the following results for maximum row estimation, and introduce their proofs below:

Suppose $\zeta \leq 4 \log |\mathcal{V}|$.

- **Theorem 4.4.1**
  Under Condition 4 exact alignment is achieved if $\zeta \geq \left[ (1 + \sqrt{\nu})^2 + \Omega(1) \right] \log n$.
  Under Condition 5 exact alignment is achieved if $\zeta \geq (1 + \sqrt{\nu})^2 \log n + \omega(1)$.
  (The proof for the condition for almost-exact alignment for maximum row estimation follows the proof for threshold testing as a result of Lemma 1.)

- **Theorem 4.4.3**
  The number of errors is bounded by $n^{1-\beta} \left( 1 + n^{6\rho_{\text{max}}(\nu-\beta)} \right)$ if $\beta \leq \nu$ and $\zeta \geq (\sqrt{\nu} + \sqrt{\beta})^2 \log n$. This bound is $n^{1-\beta+o(1)}$ under Condition 4 and $2n^{1-\beta}(1+o(1))$. 
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• Theorem 3.3.2

This is a special case of Theorem 3.3.3 with \( \nu = 1 \).

• Theorem 3.3.4

Given \( \nu < x < 4\nu \), the expected number of errors is bounded by

\[
n^{1-(\sqrt{\nu}-\sqrt{x})^2} \left( 1 + n^{6\rho_{\text{max}}^2(2\sqrt{\nu} - x)} \right).
\]

**Proof.** The proof for database alignment closely follows the corresponding proof in Subsection 3.3.4 for planted matching when we replace the concentration inequality Lemma 5 for \( W_G \) with the corresponding Lemma 20 for \( G \). We describe the other adjustments needed to make to the proof to get the claimed result.

The probability bound in Lemma 20 for database alignment differs from the probability bound in Lemma 5 for planted matching by an exponential factor of \( 6\delta \rho_{\text{max}}^2 \). (\( \delta = 1 \) for this analysis.) Consequently we need to introduce this extra term to the log-ratio between the probability of the events \( \{ G_{u,v} \leq \tau \} \) (i.e. atypicality for \( u \)) and \( \{ \exists v' \in \mathcal{V} \setminus \{ v \} : G_{u,v} \geq \tau \text{ and } G_{u,v} \leq G_{u,v'} \} \) (i.e. misalignment despite typicality for \( u \)). Then, picking \( \tau = \tau^* \triangleq 2\sqrt{\zeta \log |\mathcal{V}|} - \zeta \) gives us a misalignment-despite-typicality probability bound that is \( \exp (6\rho_{\text{max}}^2 \tau^*) = \exp (6\rho_{\text{max}}^2(2\sqrt{\nu} - x) \log n) \) times that of the atypicality bound, which can be further bounded by \( \exp (6\rho_{\text{max}}^2(\nu - \beta) \log n) \). Then, the bound on the total number of errors is \( 1 + n^{6\rho_{\text{max}}^2(\nu - \beta)} \) times the atypicality bound, which is shown to be \( n^{1-(\sqrt{\nu}-\sqrt{x})^2} \).

By Lemma 9, under Condition 4, \( \rho_{\text{max}}^2 \leq o(1) \) so \( 1 + n^{6\rho_{\text{max}}^2(\nu - \beta)} \leq 1 + n^{o(1)} \).

Then \( x \geq (\sqrt{\nu} + \sqrt{\beta})^2 \) achieves \( n^{1-\beta} \left( 1 + n^{6\rho_{\text{max}}^2(\nu - \beta)} \right) \leq n^{1-\beta + o(1)} \) errors. To achieve exact alignment, we need \( \beta - 1 - 6\rho_{\text{max}}^2(\nu - \beta) \geq \omega(1/\log n) \), which is equivalent to \( \beta \geq 1 + 6\rho_{\text{max}}^2\nu + \omega(1/\log n) \).

Under Condition 4, \( \beta \geq 1 + 6\rho_{\text{max}}^2\nu + \omega(1/\log n) \) is dominated by the stronger bound \( \beta \geq 1 + \Omega(1) \) since \( \rho_{\text{max}}^2 \leq o(1) \). Then, \( x \geq (\sqrt{\nu} + \sqrt{\beta})^2 \) is satisfied for such \( \beta \) if \( \zeta \geq \left( (1 + \sqrt{\nu})^2 + \Omega(1) \right) \log n \).
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Under Condition 5, \( \beta \geq 1 + 6\rho_{\text{max}}^2 \nu + \omega(1/\log n) \) is equivalent to \( \beta \geq \omega(1/\log n) \) since \( \rho_{\text{max}}^2 \leq o(1/\log n) \). Then, \( x \geq (\sqrt{\nu} + \sqrt{\beta})^2 \) is satisfied for such \( \beta \) if \( \zeta \geq (1 + \sqrt{\nu})^2 \log n + \omega(1) \). \( \square \)

4.4.5 Proof for Maximum likelihood estimation

**Linear boundary - relevant for large \( \beta \) and small \( \alpha \)**

Consider the following results for maximum likelihood estimation, and introduce their proofs below:

- **Theorem 3.3.1**
  Exact alignment is achieved if \( \zeta \leq 2 \log n + \omega(1) \) for \( s = 0 \), or if \( \zeta \geq 2(1 + \alpha) \log n + \omega(1) \) for \( s \geq 1 \).

- **Theorem 3.3.2**
  The expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq (1 + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \).
  If \( \zeta \geq 2 \log n + 2 \log \left( \frac{1 + \sqrt{5}}{2} \right) \), then the expected number of errors is bounded by 1, which is bounded by \( n^{1-\beta} \) for any \( \beta \leq 1 \).

- **Theorem 3.3.3**
  The expected number of errors is bounded by \( n^{1-\beta}(1 + o(1)) \) if \( \zeta \geq 2(\alpha + \beta) \log n \) and \( \beta > 1 + \omega(1/\log n) \).
  If \( \zeta \geq 2 \log n + 2 \log \left( \frac{3 + \sqrt{5}}{2} \right) \), then the expected number of errors is bounded by \( s + \sqrt{5} - 2 \), which is bounded by \( n^{1-\beta} + O(1) \) for any \( \beta \leq 1 - \alpha \).

- **Theorem 3.3.4**
  Let \( \varepsilon \triangleq \exp \left( \log n - \frac{\zeta}{2} \right) \).
  Given \( x > \nu \) and \( s = 0 \), the expected number of errors is bounded by \( \frac{\varepsilon^2}{1-\varepsilon} \).
  In general, the number of errors is bounded by \( \frac{\varepsilon^2}{1-\varepsilon} + \frac{s\varepsilon}{(1-\varepsilon)^2} \), which is bounded by the simpler expression \( \frac{(s+1)e}{(1-\varepsilon)^2} \).

**Proof.** The proof for database alignment is identical to the corresponding proof in Subsec-
Elliptic boundary - relevant for smallest $\beta$ and small $\alpha$

Consider the following results for maximum likelihood estimation, and introduce their proofs below:

- **Theorem 3.3.1**
  
  Let $\alpha < 1$ some constant bounded away from 1.
  
  Under Condition 4, then almost-exact alignment is achieved if $\zeta \geq (1 + \Omega(1)) \log n$.
  
  Under Condition 4, then almost-exact alignment is achieved if $\zeta \geq \log n + \omega(1)$.

- **Theorem 3.3.2** and **Theorem 3.3.3**
  
  Let $\alpha \in (0, \infty)$ and $\beta \in [0, 1/2)$ some constants and suppose $\beta < \min\{1 - \alpha, 1/2\}$ and bounded away from both $1 - \alpha$ and $1/2$.
  
  If $\zeta \geq \left(1 + 2\sqrt{\beta (1 - \beta)}\right) \log n$, then the number of errors is bounded by
  
  $\exp\left(\frac{1 + \log 2 - \log \varepsilon + 12\left(1 + 2\sqrt{\beta (1 - \beta)}\right) \rho_{\max}^2 \log n}{(1 - 2\beta)^2}\right) \cdot (n^{1-\beta})$, where $\varepsilon < 1$ some constant bounded away from 1. This error bound is $n^{1-\beta + o(1)}$ under Condition 4. It is
  
  $\exp\left(\frac{2(1 + \log 2) + \Theta(1)}{(1 - 2\beta)^2}\right) n^{1-\beta}$ under Condition 5, which is $\Theta(n^{1-\beta})$.

**Proof.** The proof for database alignment closely follows the the corresponding proof in Subsection 3.3.5 for planted matching when we replace the concentration inequality Lemma 5 for $W_G$ with the corresponding Lemma 20 for $G$. We describe the other adjustments needed to make to the proof to get the claimed result.

The probability bound in Lemma 20 for database alignment differs from the probability bound in Lemma 5 for planted matching by an exponential factor of $6\delta \rho_{\max}^2 \tau$. Then, the expression for $\tau^*$ needs to be adjusted to include the extra term $6\delta \rho_{\max}^2 \tau$, which is bounded by $6\delta \rho_{\max}^2 \zeta$: $\tau^* = \sqrt{2\zeta (\log n - \log \varepsilon + 6\rho_{\max}^2 \zeta + 1 + \log 2) - \zeta^2}$. Then, the definition of $\eta$ is also to be adjusted to be $\eta \triangleq 1 + \log 2 - \log \varepsilon + 6\rho_{\max}^2 \zeta$. Then $x = 1 + 2\sqrt{b(1 - b)}$.
guarantees an error bound of \( n^{1-b} \cdot \exp \left( \frac{2\eta}{(1-2b)^2} \right) \). This makes the error bound equal to

\[
n^{1-b} \cdot \exp \left( 1 + \log 2 - \log \varepsilon + 12 \left( 1 + 2\sqrt{b(1-b)} \right) \frac{\rho_{\max}^2 \log n}{(1-2b)^2} \right).
\]

By Lemma 9, under Condition 4, \( \rho_{\max}^2 \leq o(1) \), so \( \rho_{\max}^2 \log n \leq o(\log n) \). Under Condition 5, \( \rho_{\max}^2 \leq o(1/\log n) \), so \( \rho_{\max}^2 \log n \leq o(1) \).

For almost-exact alignment, we need \( x = 1 + 2\sqrt{b(1-b)} \) to be satisfied for some \( b \) such that \( \beta = b - \frac{2\eta/\log n}{(1-2b)^2} \) satisfies \( \beta \geq \omega(1/\log n) \). This is equivalent to \( b \geq \frac{2\eta/\log n}{(1-2b)^2} + \omega(1/\log n) \).

Under Condition 4 \( b \geq \frac{2\eta/\log n}{(1-2b)^2} + \omega(1/\log n) \) is dominated by \( b \geq \Omega(1) \), since \( \rho_{\max}^2 \leq o(1) \). Such \( b \) exists if \( \zeta \geq (1 + \Omega(1)) \log n \).

Under Condition 5 \( b \geq \frac{2\eta/\log n}{(1-2b)^2} + \omega(1/\log n) \) is equivalent to \( b \geq \omega(1/\log n) \), since \( \rho_{\max}^2 \leq o(1/\log n) \) and therefore \( \eta \leq O(1) \). Such \( b \) exists if \( \zeta \geq \log n + \omega(1) \).

\textbf{Parabolic boundary - relevant for small \( \beta \) and large \( \alpha \)}

Consider the following results for maximum likelihood estimation, and introduce their proofs below:

- \textbf{Theorem 3.3.1}

Suppose \( \alpha \geq 1 \). Under Condition 4, almost-exact alignment is achieved if \( \beta \geq (\alpha + \Omega(1)) \log n \) and exact alignment is achieved if \( \zeta \geq [(1 + \sqrt{\alpha})^2 + \Omega(1)] \log n \).

Under Condition 5, almost-exact alignment is achieved if \( \beta \geq \alpha \log n + \omega(\sqrt{\log n}) \) and exact alignment is achieved if \( \zeta \geq (1 + \sqrt{\alpha})^2 \log n + \omega(1) \).

- \textbf{Theorem 3.3.3}

Given \( 1 - \alpha < \beta \leq \alpha \), the number of errors is bounded by \( 3e \cdot n^{1-\beta + 7\rho_{\max}^2 (\alpha-\beta)} \) if \( \zeta \geq (\sqrt{\alpha} + \sqrt{\beta})^2 \log n \). This error bound is \( n^{1-\beta + o(1)} \) under Condition 4 and \( 3e \cdot n^{1-\beta}(1 + o(1)) \) under Condition 5, which is \( O(\beta) \).

\textit{Proof}. The proof for database alignment closely follows the the corresponding proof in
Subsection 3.3.5 for planted matching when we replace the concentration inequality Lemma 5 for $W_G$ with the corresponding Lemma 20 for $G$. We describe the other adjustments needed to make to the proof to get the claimed result.

The probability bound in Lemma 20 for database alignment differs from the probability bound in Lemma 5 for planted matching by an exponential factor of $6\delta \rho_{\text{max}}^2 \tau^*$. Given the choice $\tau = \tau^* \triangleq 2\sqrt{\zeta} (\log s + \log 3) - \zeta$, the log-ratio between the bound on the expected number of atypicality events of size $\delta$ versus the bound on the expected number of misalignment-despite-typicality events of size $\delta$ is $-6\delta \rho_{\text{max}}^2 \tau^*$, which is negative. Then the expected number of atypicality events of size $\delta$ is bounded by the bound for the expected number of misalignment-despite-typicality events of size $\delta$.

We adjust the choice of $\eta$ to be

$$\eta = \frac{1 + \log 3 + 6\rho_{\text{max}}^2 \tau^*}{\log n}.$$  

It can be shown that $\tau^* = 2\sqrt{\zeta} (\log s + \log 3) - \zeta \leq \frac{2}{\beta} (\alpha - \beta) \log n$. Then $\eta$ is on the order of $\frac{1}{\log n} + \rho_{\text{max}}^2 (\alpha - \beta)$.

Consequently, our error bound $n^{1-\beta+\eta}$ guaranteed by

$$x \geq \left( \sqrt{\alpha} + \sqrt{\beta} \right)^2 + \left( 1 + \sqrt{\alpha/\beta} \right) \omega(1/ \log n)$$

is itself bounded by $3e \cdot n^{1-\beta+\eta}$.

By Lemma 9, under Condition 4, $\rho_{\text{max}}^2 \leq o(1)$, $n^{1-\beta+\eta} \rho_{\text{max}}^2 (\alpha - \beta) \leq n^{1-\beta+o(1)}$. Under Condition 5, $\rho_{\text{max}}^2 \leq o(1/ \log n)$, and therefore $n^{1-\beta+\eta} \rho_{\text{max}}^2 (\alpha - \beta) \leq O\left(n^{1-\beta}\right)$.

To achieve exact alignment, we need $\beta \geq 1 + \eta + \omega(1/ \log n)$.

Under Condition 4, $\beta \geq 1 + \eta + \omega(1/ \log n)$ is dominated by the stronger bound $\beta \geq 1 + \Omega(1)$ since $\eta$ is on the order of $\frac{1}{\log n} + \rho_{\text{max}}^2 (\alpha - \beta)$ and $\rho_{\text{max}}^2 \leq o(1)$. To achieve almost-exact alignment, we need $\beta \geq 1 + \Omega(1)$ by the same reason. $x \geq \left( \sqrt{\alpha} + \sqrt{\beta} \right)^2 + \left( 1 + \sqrt{\alpha/\beta} \right) \omega(1/ \log n)$ is satisfied for some $\beta \geq 1 + \Omega(1)$ if $\zeta \geq \left( 1 + \sqrt{\alpha} \right)^2 + \Omega(1) \log n$. That condition on $x$ is satisfied for some $\beta \geq \Omega(1)$ if $\zeta \geq (\alpha + \Omega(1)) \log n$.

Under Condition 5, $\beta \geq 1 + \eta + \omega(1/ \log n)$ is equivalent to $\beta \geq 1 + \omega(1/ \log n)$.
since $\eta$ is on the order of $\frac{1}{\log n} + \rho_{\text{max}}^2(\alpha - \beta)$ and $\rho_{\text{max}}^2 \leq o(1/\log n)$. To achieve almost-exact alignment, we need $\beta \geq \eta + \omega(1/\log n)$, which is equivalent to $\beta \geq o(1/\log n)$ by the same reason. $x \geq (\sqrt{\alpha} + \sqrt{\beta})^2 + \left(1 + \sqrt{\alpha/\beta}\right) \omega(1/\log n)$ is satisfied for some $\beta \geq 1 + \omega(1/\log n)$ if $\zeta \geq (1 + \sqrt{\alpha})^2 \log n + \omega(1)$. That condition on $x$ is satisfied for some $\beta \geq \omega(1/\log n)$ if $\zeta \geq \alpha \log n + \omega(\sqrt{\log n})$.

4.5 Exact alignment converse

We have a converse for exact alignment that exactly matches the achievability result in Theorem 4.4.1.

Theorem 4.5.1. Consider a pair of correlated Gaussian databases where mutual information is distributed equally across each dimension as described in Condition 2. Under Condition 4, if $I_{XY} \leq (2 - \Omega(1)) \log n$, then any for algorithm, the probability of returning the proper alignment is $o(1)$.

Lemma 24. Suppose $|U| = |V| = |M|$. Let $m, m'$ denote two mappings of size $n$ that agree everywhere except on two mapped pairs. Let $\rho \in (-1, 1)^D$ denote the correlation vector under canonical form (as described in Section 2.4) and suppose the value of $|\rho_i|$ is the same for all $i$. Under Condition 4, if $I_{XY} \geq \Omega(\log n)$,

$$\Pr(\langle G, m \rangle \leq \langle G, m' \rangle) \geq \exp(-I_{XY}(1 + o(1))).$$

Proof. Recall that, as defined in Subsection 2.2.1 $G_{u,v} \triangleq \log \frac{f_{XY}(\mathcal{A}(u), \mathcal{B}(v))}{f_X(\mathcal{A}(u))f_Y(\mathcal{B}(v))},$ where $f_X$ and $f_Y$ denote the marginal probability density functions of features in $\mathcal{A}$ and $\mathcal{B}$ respectively, and $f_{XY}$ denotes the probability density function of the joint distribution of a pair of correlated features. Assume features are given in canonical form as described in . Then $f_X, f_Y$ and $f_{XY}$ can each be decomposed into the product of distributions marginalized over each dimension $i \in D$. Specifically, we can define dimension-wise distribution functions
\( f_x, f_y \) and \( f_{xy} \) such that

\[
    f_X(x) = \prod_{i \in D} f_{X_i}(x_i) = \prod_{i \in D} \frac{1}{\sqrt{2\pi}} e^{-x_i^2/2} \\
    f_Y(y) = \prod_{i \in D} f_{Y_i}(y_i) = \prod_{i \in D} \frac{1}{\sqrt{2\pi}} e^{-y_i^2/2} \\
    f_{XY}(x, y) = \prod_{i \in D} f_{X_iY_i}(x_i, y_i) = \prod_{i \in D} \frac{1}{2\pi \sqrt{1 - \rho_i^2}} \exp \left( -\frac{x_i^2 + y_i^2 - 2\rho_i x_i y_i}{2(1 - \rho_i^2)} \right)
\]

It then follows that we can decompose \( G_{u,v} \) into the sum of terms corresponding to each dimension:

\[
    G_{u,v} = \sum_{i \in D} (G_i)_u, v = \sum_{i \in D} \frac{f_{X_iY_i}(A_i(u), B_i(v))}{f_X(A_i(u)) f_Y(B_i(v))},
\]

which allows us to define matrices \( G_i \) taking values in \( \mathbb{R}^{U \times V} \) for all \( i \in D \). This allows for the decomposition of the matrix \( G = \sum_i G_i \).

Fix \( \rho_i = \rho \). Let \( z \triangleq |D| \).

be a function of \( I_{XY} \) and \( \rho \): \( z = -\frac{2I_{XY}}{\log(1 - \rho^2)} \).

Let \( R_i \) denote the generating function (as given in Definition 6) for the single dimensional case. (The function is the same for all \( i \in D \) since the value of \( \rho_i^2 \) does not depend on \( i \).) By Cramér’s Theorem on the asymptotic tightness of the Chernoff bound (see for example [40]),

\[
    \lim_{z \to \infty} \frac{1}{z} \log \Pr \left( \sum_{i \in D} \langle G_i, m' - m \rangle \geq 0 \right) = -\inf_{\theta > 0} \log \mathbb{E} \left[ e^{\langle \theta G_i, m' - m \rangle} \right] = -\inf_{\theta > 0} \log R_i ((1 - \theta)m + \theta m')
\]

\( (1 - \theta)m + \theta m' \) can be written in block diagonal form with \( n - 2 \) \( 1 \times 1 \) blocks [1] and a single block \[
    \begin{pmatrix}
        1 - \theta & \theta \\
        \theta & 1 - \theta
    \end{pmatrix}
\]

By Lemma 13, the value of \( R_i(\left(\frac{m + m'}{2}\right)) \) can be written as the product of the \( R \) value for each block. By Lemma 14, \( R_i([1]) = 1 \) and by Lemma 16,
\[
\inf \log R_t \left( \begin{bmatrix} 1 - \theta & \theta \\ \theta & 1 - \theta \end{bmatrix} \right) = \sqrt{1 - \rho_t^2}. \text{ Then }
\]

\[
\lim_{z \to \infty} \frac{1}{z} \log \Pr \left( \sum_{i \in \mathcal{D}} \langle G_i, m' - m \rangle \geq 0 \right) = \frac{1}{2} \log (1 - \rho^2).
\]

Then,

\[
\log \Pr (\langle G, m' \rangle \geq \langle G, m \rangle) \geq \frac{z}{2} \log (1 - \rho^2) (1 - o(1)).
\]

The \( \frac{z}{2} \log (1 - \rho^2) \) is by definition equal to \( I_{XY} \).

\[\square\]

**Lemma 25.** Suppose \(|\mathcal{U}| = |\mathcal{V}| = |\mathcal{M}| \). Let \( m, m', m'' \) denote three mappings of size \( n \) such that \( m' \) and \( m'' \) agree everywhere except on \( \delta \) mapped pairs. Then

\[
\Pr (\langle G, m' \rangle \geq \langle G, m \rangle \text{ and } \langle G, m'' \rangle \geq \langle G, m \rangle | M = m) \leq \exp \left( -\frac{\delta}{2} I_{XY} \right).
\]

**Proof.**

\[
\Pr (\langle G, m' \rangle \geq \langle G, m \rangle \text{ and } \langle G, m'' \rangle \geq \langle G, m \rangle | M = m)
\leq \Pr \left( \left\langle G, \frac{m' + m'' - 2m}{2} \right\rangle \geq 0 | M = m \right)
\leq \mathbb{E} \left[ e^{\left\langle G, \frac{m' + m'' - 2m}{2} \right\rangle} | M = m \right]
= R \left( \frac{m' + m''}{2} \right)
\]

\( \frac{m' + m''}{2} \) can be written in block diagonal form: We get \( n - \delta \) \( 1 \times 1 \) blocks \([1]\) for all mapped pairs that agree between the two mappings. For the remaining \( \delta \) pairs whose mapping disagrees between \( m' \) and \( m'' \), we get blocks \( \Theta_j \) that correspond to cycles or even paths as described in Definition 3.
Given this block-diagonal form, by Lemma 13, $R\left(\frac{m'+m''}{2}\right)$ is equal to the product $[R([1])]^{n-\delta}$. By Lemma 14, $R([1]) = 1$. By Lemmas 17 and 19, plugging in $\nu = 1$ and $\theta = 1/2$ we get $\prod_j R(\Theta_j) = e^{-\frac{1}{2}I_{XY}}$. □

**Proof of Theorem 4.5.1.** Suppose $|V| = |U| = |M|$ and $I_{XY} \geq \Omega(\log n)$ so that Lemma 24 is applicable.

Let $\mathcal{M}(G; m) \triangleq \{m' | \langle G, m' \rangle \geq \langle G, m \rangle, m' \neq m\}$ denote the set of matches that are at least as likely as $m$ given the information density matrix $G$. Maximum likelihood estimation perfectly estimates the mapping if and only if $\mathcal{M}(G; M) = \emptyset$.

Also define $\mathcal{M}_2(m) \triangleq \{m' | \text{The disagreement between } m \text{ and } m' \text{ corresponds to a 2-cycle.}\}$. For compactness, let $X \triangleq |\mathcal{M}(G; m) \cap \mathcal{M}_2(m)|$. Clearly $0 \leq X \leq |\mathcal{M}(G; m)|$.

We apply Chebyshev’s inequality:

$$\Pr (|\mathcal{M}(G; m)| = 0) \leq \Pr (X = 0) \leq \Pr \left((X - \mathbb{E}[X])^2 \geq \mathbb{E}^2[X]\right) \leq \frac{\text{Var}(X)}{\mathbb{E}^2[X]}$$

All matchings are equally likely. Therefore, given any bijective matching $m$,

$$\mathbb{E}[X] = \mathbb{E}[|\mathcal{M}(G; m) \cap \mathcal{M}_2(m)|] = \sum_{m' \in \mathcal{M}_2(m)} \Pr (m' \in \mathcal{M}(G; m) | M = m)$$

$$= \sum_{m' \in \mathcal{M}_2(m)} \Pr (\langle G, m' \rangle \geq \langle G, m \rangle | M = m)$$

Let $\varepsilon_1 \triangleq \Pr (\langle G, m' \rangle \geq \langle G, m \rangle | M = m)$ for some $m' \in \mathcal{M}_2(m)$. Then $\mathbb{E}[X] = |\mathcal{M}_2(m)|$. 
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\[ \varepsilon_1 = \binom{n}{2} \cdot \varepsilon_1. \]

\[ |\mathcal{M}(G; m) \cap \mathcal{M}_2(m)|^2 = \left[ \sum_{m' \in \mathcal{M}_2(m)} 1 \{m' \in \mathcal{M}(G; m)\} \right]^2 \]

\[ = \sum_{m' \in \mathcal{M}_2(m)} 1 \{m' \in \mathcal{M}(G; m)\} \]

\[ + 2 \sum_{\{m', m''\} \subset \mathcal{M}_2(m)} 1 \{m' \in \mathcal{M}(G; m) \text{ and } m'' \in \mathcal{M}(G; m)\} \]

\[ = \sum_{m' \in \mathcal{M}_2(m)} 1 \{\langle G, m' - m \rangle \geq 0\} \]

\[ + 2 \sum_{\{m', m''\} \subset \mathcal{M}_2(m)} 1 \{\langle G, m' - m \rangle \geq 0 \text{ and } \langle G, m'' - m \rangle \geq 0\} \]

Any pair of mappings \( m', m'' \in \mathcal{M}_2(m) \) disagree on either 3 or 4 pairs. There are \( \frac{1}{2} \binom{n}{4} \binom{1}{2} = 3 \binom{n}{4} \) different ways to choose to matchings \( \{m', m''\} \subset \mathcal{M}_2(m) \) such that \( m' \) and \( m'' \) disagree on 4 pairs, and \( 3 \binom{n}{3} \) ways to choose them such that they disagree on 3 pairs. Notice that \( 3 \binom{n}{4} + 3 \binom{n}{3} = \binom{|\mathcal{M}_2(m)|}{2} \) and these partition all the choices for \( \{m', m''\} \mathcal{M}_2(m) \).

When \( m' \) and \( m'' \) disagree on 4 pairs, the error events become independent and we get

\[ \Pr (\langle G, m' - m \rangle \geq 0 \text{ and } \langle G, m'' - m \rangle \geq 0 | M = m) = \varepsilon_1^2. \]

Let \( \varepsilon_2 \triangleq \Pr (\langle G, m' - m \rangle \geq 0 \text{ and } \langle G, m'' - m \rangle \geq 0 | M = m) \) given that \( m' \) and \( m'' \)

disagree on 4 pairs.

By the relation \( k + 2 \binom{k}{2} = k^2 \). For \( k = |\mathcal{M}_2(m)| = \binom{n}{2} \) and \( \binom{k}{2} = 3 \binom{n}{3} + 3 \binom{n}{4} \) we can
write:

\[ \mathbb{E} [\| \mathcal{M}(G; m) \cap \mathcal{M}_2(m) \|] = |\mathcal{M}_2(m)|^2 \varepsilon_1^2 \]

\[ = \left( \frac{n}{2} \right) \varepsilon_1^2 + \left[ \frac{n}{3} \right] + \left( \frac{n}{4} \right) \varepsilon_1^2 \]

\[ \mathbb{E} [\| \mathcal{M}(G; m) \cap \mathcal{M}_2(m) \|^2] = \left( \frac{n}{2} \right) \varepsilon_1 + 6 \left( \frac{n}{3} \right) \varepsilon_2 + 6 \left( \frac{n}{4} \right) \varepsilon_1^2 \]

\[ \text{Var} \| \mathcal{M}_2^c(F, M) \| = \left( \frac{n}{2} \right) (\varepsilon_1 - \varepsilon_1^2) + 6 \left( \frac{n}{3} \right) (\varepsilon_2 - \varepsilon_1^2) \]

\[ \leq \left( \frac{n}{2} \right) \varepsilon_1 + 6 \left( \frac{n}{3} \right) \varepsilon_2 \]

Plugging these values into the Chernoff bound we get

\[ \Pr (\| \mathcal{M}(G; m) \| = 0) \leq \frac{\left( \frac{n}{2} \right) \varepsilon_1 + 6 \left( \frac{n}{3} \right) \varepsilon_2}{\left( \frac{n}{2} \right) \varepsilon_1^2} \leq \mathcal{O}\left( \frac{1}{n^2 \varepsilon_1 + \varepsilon_2^2 \varepsilon_1} \right) \]

By lemmas 24 and 25 we have \( \varepsilon_1 \geq e^{-I_{XY}(1-o(1))} \) and \( \varepsilon_2 \leq e^{-\frac{3I_{XY}}{2}} \). Thus \( \varepsilon_1 \varepsilon_2 \geq e^{-\frac{I_{XY}}{2}(1-o(1))} \).

If \( I_{XY} \leq (2 - \Omega(1)) \log n \), then

\[ n \varepsilon_1 / \varepsilon_2 \geq n e^{-\frac{I_{XY}}{n}(1-o(1))} \geq n^{1-\frac{1}{2}(2-\Omega(1))} \geq n^{\Omega(1)} \]

and \( n^2 \varepsilon_1 = n^2 e^{-I_{XY}(1-o(1))} \geq n^2(2-\Omega(1)) \geq n^{\Omega(1)} \)

and therefore \( \Pr (|\mathcal{M}(G; M)| = 0) \leq \mathcal{O}(n^{-\Omega(1)}) \leq o(1) \), i.e. the probability of the maximum likelihood estimator perfectly estimating the mapping is \( o(1) \).

The maximum likelihood estimator is also the maximum a posteriori estimator and thus is the optimal estimator for exact recover. Then, the probability of perfectly estimating the mapping is \( o(1) \) for any algorithm.

Adding extra users to \( \mathcal{V} \) only makes it less likely that the true estimator is perfectly retrieved. Then, our result extends to the case where \(|\mathcal{V}| > |\mathcal{U}| \). Similarly, making \( I_{XY} \) smaller only makes it less likely to retrieve the true estimator. So our result trivially extends
to the case where $I_{XY} \leq o(\log n)$. □
In Chapter 4, we derived achievability results for the Gaussian database alignment in the low per-feature correlation regime that matched the achievability (and converse) results for Gaussian planted matching from Chapter 3, which established the connection between the two problems. However, that is not to say that Gaussian planted matching is an exact substitute to study and understand the dynamics of the database alignment problem.

In this chapter, we study the Gaussian database alignment problem with no constraints on the number of dimensions, unlike the previous chapter where we required features to be \( \omega(\log n) \) dimensional. We show that the converse result for Gaussian planted matching in Theorem 3.4.1 does not always hold for Gaussian database alignment, which illustrates the more complex nature of the database alignment problem.

In Section 5.1, we analyze threshold testing: Subsection 5.1.1 presents a bound on the expected number of errors and Subsection 5.1.2 presents a converse for almost-exact alignment that matches the achievability result in Subsection 5.1.1. Unlike our other results on database alignment, neither of these assume that the underlying mapping \( M \) fully covers either of the user sets \( \mathcal{U} \) and \( \mathcal{V} \).

In Section 5.2 we present a bound on the expected number of errors for maximum row estimation.

In Section 5.3, we do some majorization analysis over some random variables which happen to be important in the following section, Section 5.4, where we present achievability results for maximum likelihood alignment.

Our results for both threshold testing and for maximum likelihood alignment, the bounds vary as a function of the ratio \( |D|/\log n \), i.e. the ratio between the number of dimensions
and the log of the size of the underlying mapping, which suggests that \( \log n \) is the scaling of interest for the number of dimensions. Furthermore, the results for threshold testing and for maximum likelihood alignment match each other in the \( o(\log n) \)-dimensional case, and they match the corresponding results in Chapter 4 in the \( \omega(\log n) \)-dimensional case.

Our result in Subsection 5.1.2 (Theorem 5.1.2) has been presented at AISTATS 2019 [38].

5.1 Threshold testing

5.1.1 Achievability

Our achievability result depends on mutual information \( I_{XY} \) as well as the effective dimensionality \(|D|\) as defined in Definition 1.

**Theorem 5.1.1.** Define \( \tau^* \triangleq \log \left( \frac{|U \times V|}{n} \right). \) If \(|\tau^*| < I_{XY}\), then the expected number of errors by threshold testing with threshold \( \tau \) is bounded as follows:

- For any value of the effective dimensionality \(|D|\):

  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{TT}, M \right) \right] \leq \log n - \frac{(I_{XY} - \tau^*)^2}{4I_{XY}} = \log |U \times V| - \frac{(I_{XY} + \tau^*)^2}{4I_{XY}}.
  \]

- For a given value of the effective dimensionality \(|D|\):

  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{TT}, M \right) \right] \leq \log n - \frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right],
  \]

  where \( \xi \triangleq \frac{2(I_{XY} - \tau^*)}{|D| \sqrt{1-\exp \left( - \frac{2I_{XY}}{|D|^2} \right)}}. \)

- For \(|D| \) such that \(|D| \leq o(\log n)\):

  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{TT}, M \right) \right] \leq \log n - (I_{XY} - \tau^*)(1 - o(1)) \leq \log |U \times V| - I_{XY}(1 - o(1)).
  \]

Trivially, all bounds are decreasing functions of \( I_{XY} \). The second bound is an increas-
The achievability regions for various values of the number of dimensions $|D|$ are illustrated in Fig. 5.1.

In Subsection 5.1.1, we present a lemma that shows that any bound applicable for the case where mutual information is distributed equally among all dimensions is applicable in general with no such constraint. In Subsection 5.1.1, we derive concentration inequalities that are needed to obtain the main result in this subsection. Finally, in Subsection 5.1.1, we give the proof for Theorem 5.1.1.

**Convexity of generating function**

Lemma 26 shows that, given the number of dimensions and the mutual information $I_{XY}$, the generating function and consequently the Chernoff bound for the false negative event is maximized, i.e. is worst, when mutual information is distributed equally among all
dimensions as described in Condition 2. Then, we can limit ourselves to the case where mutual information is distributed equally among all dimensions to get a bound that applies generally.

**Lemma 26.** Consider two pairs of correlated databases \((\tilde{A}_0, \tilde{B}_0)\) and \((\tilde{A}_1, \tilde{B}_1)\) between the same user sets \(U\) and \(V\) and with the same underlying mapping \(M\). Suppose \(|U| = |V| = 1\) and suppose the two pairs of databases have the same number of effective features, as defined in Definition 1. Let \(R_0, R_1 : \mathbb{R}^{1 \times 1} \to \mathbb{R}\) denote the generating functions for the information density matrices corresponding to the two pairs of correlated databases as defined in Section 4.2.

If \(R_0\) corresponds to a pair of databases with mutual information distributed equally among all dimensions (Condition 2), then \(R_0([\theta]) \geq R_1([\theta])\) for any value of \(\theta \in [0, 1]\).

**Proof.** Let \(\vec{\rho} \in (-1, 1)^D\) some arbitrary correlation vector and \(I_{XY} = -\frac{1}{2} \sum_i \log (1 - \rho_i^2)\).

For any \(i \in D\), define

\[
\lambda_i \triangleq -\frac{1}{2} \log (1 - \rho_i^2) \frac{1}{I_{XY}}
\]

and express \(\rho_i\) as a function of \(\lambda_i\) and \(I_{XY}\):

\[
\rho_i = \rho(\lambda_i) = \sqrt{1 - \exp (-2I_{XY} \lambda_i)}.
\]

By definition, \(\sum \lambda_i = 1\).

By Lemma 14, the log of the generating function is given by

\[
\log R([1 - \theta]) = -I_{XY} \theta - \frac{1}{2} \sum_{i \in D} \log (1 - \rho_i^2 \theta^2) .
\] (5.1)
This expression can be written as a function of $\lambda_i$:

$$- I_{XY} \theta - \frac{1}{2} \sum_{i \in D} \log \left(1 - \rho^2(\lambda_i) \theta^2\right).$$

Given $\Lambda$ is a uniform random variable with support over $\{\lambda_i\}_{i \in D}$, the above expression can also be written as

$$|D| \mathbb{E} \left[ - \frac{I_{XY}}{|D|} \theta - \frac{1}{2} \log \left(1 - \rho^2(\Lambda) \theta^2\right) \right].$$

The expected value of $\Lambda$ is $\mathbb{E}[\Lambda] = \frac{1}{|D|} \sum \lambda_i = 1/|D|$.

The second derivative of the function inside the expectation is equal to

$$\frac{d^2}{d\lambda^2} \left(- I_{XY} \theta - \frac{1}{2} \log \left(1 - \rho^2(\lambda) \theta^2\right)\right) = - \frac{2I_{XY}^2 \theta^2}{(e^{2I_{XY}} (1 - \theta^2) + \theta^2)^2}$$

which is strictly negative if and only if $\theta \in (0, 1)$. Then, for $\theta \in (0, 1)$, the function inside the expectation is strictly concave. (If $\theta \in \{0, 1\}$, then the second derivative is zero and the function is linear.) It then follows that, by Jensen’s inequality,

$$|D| \mathbb{E} \left[ - \frac{I_{XY}}{|D|} \theta - \frac{1}{2} \log \left(1 - \rho^2(\Lambda) \theta^2\right) \right] \leq |D| \left( - \frac{I_{XY}}{|D|} \theta - \frac{1}{2} \log \left(1 - \rho^2(\mathbb{E}[\Lambda]) \theta^2\right) \right)$$

or

$$- I_{XY} \theta - \frac{1}{2} \sum_{i \in D} \log \left(1 - \rho^2(\lambda_i) \theta^2\right) \leq - I_{XY} \theta - \frac{|D|}{2} \log \left(1 - \rho^2(1/|D|) \theta^2\right).$$

Then, for any value of $\theta \in (0, 1)$, the generating function for an arbitrary partitioning of mutual information across $D$ is upper bounded by the generating function for the case where mutual information is partitioned equally across $D$. \qed
Concentration inequalities

Lemma 27 identifies the conditions on \( \tau \) that result in the optimal Chernoff parameter being within a certain range, which is required for the convexity argument in Lemma 26 and to obtain concentration inequalities through Corollary 11. Lemma 28 gives the concentration inequalities in their raw form, while Lemma 29 evaluates them in the extreme cases where \(|D| \leq o(\log n)\) and \(|D| \geq \omega(\log n)\).

**Lemma 27.** Define \( \xi \triangleq \frac{2(I_{XY} - \tau)}{|D|\rho^2} \) and \( \theta^* = \frac{\sqrt{1 + \xi^2} - 1}{\xi\sqrt{\rho^2}} \) where \( I_{XY} \triangleq -\frac{|D|}{2} \log (1 - \rho^2) \).

- If \( \tau < I_{XY} \), then \( 0 < \theta^* < \frac{1}{\sqrt{\rho^2}} \).
- If \( \tau > I_{XY} \), then \( -\frac{1}{\sqrt{\rho^2}} < \theta^* < 0 \).
- If \( |\tau| < I_{XY} \), then \( 0 < \theta^* < 1 \).

**Proof.**

- \( 0 < \theta^* < 1/\sqrt{\rho^2} \) if \( \tau < I_{XY} \):
  
  Since \(|D| \geq 1, \sqrt{\rho^2} > 0\) and \( I_{XY} > \tau \), we have \( \xi > 0 \), which implies \( \theta^* > 0 \).

  \[
  0 < \xi \\
  \iff 1 + \xi^2 < 1 + \xi^2 + 2\xi \\
  \iff \sqrt{1 + \xi^2} < \xi + 1 \\
  \iff \sqrt{1 + \xi^2} - 1 < \xi \\
  \iff \theta^* \sqrt{\rho^2} = \frac{\sqrt{1 + \xi^2} - 1}{\xi} < 1
  \]

  So \( \theta^* < 1/\sqrt{\rho^2} \).

- \( -1/\sqrt{\rho^2} < \theta^* < 0 \) if \( \tau > I_{XY} \):
  
  Since \(|D| \geq 1, \sqrt{\rho^2} > 0\) and \( I_{XY} < \tau \), we have \( \xi < 0 \), which implies \( \theta^* < 0 \).
\[
0 < -\xi \\
\Longleftrightarrow \\
1 + \xi^2 < 1 + \xi^2 - 2\xi \\
\Longleftrightarrow \\
\sqrt{1 + \xi^2} < 1 - \xi \\
\Longleftrightarrow \\
\sqrt{1 + \xi^2} - 1 < -\xi \\
\Longleftrightarrow \\
\theta^* \sqrt{\rho^2} = \frac{\sqrt{1 + \xi^2} - 1}{\xi} > -1
\]

So \( \theta^* < 1/\sqrt{\rho^2} \).

- \( 0 < \theta^* < 1 \) if \(|\tau| < I_{XY} \):

\( \tau < I_{XY} \) implies \( \theta^* > 0 \).

The Taylor series expansion of \(- (1 - x) \log(1 - x)\) is given by

\[
-(1 - x) \log(1 - x) = -(1 - x) \sum_{k=1}^{\infty} \frac{x^k}{k} \\
= x - \sum_{k=2}^{\infty} \frac{x^k}{k(k - 1)} \leq x
\]
It then follows that, given $|\tau| < -I_{XY}$

$$-(1 - \rho^2) \log (1 - \rho^2) \leq \rho^2$$

$$\iff$$

$$2(1 - \rho^2) I_{XY} \leq |D| \rho^2$$

$$\iff$$

$$\frac{2I_{XY}}{|D| \rho^2} \leq \frac{1}{1 - \rho^2}$$

$$\Rightarrow$$

$$\frac{I_{XY} - \tau}{|D| \rho^2} < \frac{1}{1 - \rho^2}$$

$$\iff$$

$$\frac{\xi}{2\sqrt{\rho^2}} < \frac{1}{1 - \rho^2}$$

$$\iff$$

$$\xi^2 (1 - \rho^2) < 2\xi \sqrt{\rho^2}$$

$$\iff$$

$$\xi^2 + 1 < \rho^2 \xi^2 + 2\xi \sqrt{\rho^2} + 1$$

$$\iff$$

$$\sqrt{1 + \xi^2} < \xi \sqrt{\rho^2} + 1$$

$$\iff$$

$$\sqrt{1 + \xi^2} - 1 < \xi \sqrt{\rho^2}$$

$$\iff$$

$$\frac{\sqrt{1 + \xi^2} - 1}{\xi \sqrt{\rho^2}} < 1.$$

\[\square\]

**Lemma 28.** Define $\xi \equiv \frac{2(I_{XY} - \tau)}{|D| \sqrt{1 - \exp \left(-\frac{2I_{XY}}{|D|}\right)}}$. Let $\vec{\rho} \in (-1, 1)^D$ the correlation vector under canonical form.

- **Let $\tau < I_{XY}$.**

  If either $\tau > -I_{XY}$ or if mutual information is distributed equally across all dimensions (Condition 2), then

  $$\log \Pr \left[ \tau \geq G_{u,v} | u \sim^M v \right] \leq -\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) \right] + \log 2$$

- **Let $\tau > -I_{XY}$.**

  If either $\tau < I_{XY}$ or if mutual information is distributed equally across all dimen-
sions (Condition 2), then

\[
\log \Pr \left( \tau \leq G_{u,v} \mid u \not= v \right) \leq -\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right] - \tau
\]

These bounds are decreasing functions of \( I_{XY} \) and increasing functions of \(|D|\).

Proof. Assume that mutual information is distributed equally across each dimension as described in Condition 2, i.e. under the canonical form, the correlation vector \( \rho \in (-1, 1)^D \) is such that

\[
\rho_i = \pm \sqrt{1 - \exp \left( -\frac{2I_{XY}}{|D|} \right)}
\]

for each \( i \in D \). Then \( \rho_i \neq 0 \) as long as \( I_{XY} > 0 \). Henceforth, in this proof, we refer to this value simply as \( \rho \).

By Corollary 11, for any value of \( \theta_{FN} \in (0, 1/\sqrt{\rho^2}) \) and \( \theta_{FP} \in (0, 1 + 1/\sqrt{\rho^2}) \), the log-probability of the false negative and false positive events are bounded as follows:

\[
\log \Pr \left( \tau \geq G_{u,v} \mid u \sim v \right) \leq \tau \theta_{FN} + \log R([1 - \theta_{FN}])
\]

\[
\log \Pr \left( \tau \leq G_{u,v} \mid u \not= v \right) \leq -\tau \theta_{FP} + \log R([\theta_{FP}])
\]

\[
= (1 - \theta_{FP})\tau + \log R([1 - (1 - \theta_{FP})]) - \tau
\]

It then follows that, given any value of \( \tau \), the values for \( \theta_{FN} \) and for \( 1 - \theta_{FP} \) within any range that minimize the expressions above satisfy \( \theta_{FN}^* = 1 - \theta_{FP}^* \). (These optimal \( \theta^* \) values may or may not be strictly positive. We are not able to get a useful Chernoff bound if the minimizing \( \theta^* \) is negative.) Plugging in the optimizing values for \( \theta_{FN}^* \) and \( \theta_{FP}^* \) gives us an expression for false negatives which is \( e^\tau \) times that of false positives.
Next we optimize $\theta = \theta_{\text{FN}}$ as a function of $\tau$:

\[
\log \Pr \left[ \tau \geq G_{u,v} | u \sim M \right] \leq \tau \theta + \log R([1 - \theta])
= \theta \tau - \theta I_{XY} - \frac{|D|}{2} \log (1 - \rho^2 \theta^2)
= -\theta (I_{XY} - \tau) - \frac{|D|}{2} \log (1 - \rho^2 \theta^2)
\]

The derivative of this last expression is $-(I_{XY} - \tau) + \frac{|D|}{1 - \rho^2 \theta^2}$, and it is an increasing function of $\theta$ within the ranges $\theta \in (-\infty, -1/\sqrt{\rho^2})$, $\theta \in (-1/\sqrt{\rho^2}, 1/\sqrt{\rho^2})$, and $\theta \in (1/\sqrt{\rho^2}, \infty)$. Then the optimal value of $\theta$ that minimizes the Chernoff bound is the only root to $I_{XY} - \tau = \frac{|D|}{1 - \rho^2 \theta^2}$ within the range $\theta \in (-1/\sqrt{\rho^2}, 1/\sqrt{\rho^2})$, which is equal to

\[
\theta^* = \frac{\sqrt{|D|^2 \rho^4 + 4 (I_{XY} - \tau)^2 \rho^2} - |D| \rho^2}{2 \rho^2 (I_{XY} - \tau)}
= \frac{\sqrt{1 + \frac{4 (I_{XY} - \tau)^2}{|D|^2 \rho^4} - 1}}{2 (I_{XY} - \tau) / |D|}
= \frac{\sqrt{1 + \frac{\xi^2}{\rho^2}} - 1}{\xi \sqrt{\rho^2}},
\]

where $\xi \triangleq \frac{2 (I_{XY} - \tau)}{|D| \sqrt{\rho^2}}$.

- By Lemma 27, if $\tau < I_{XY}$, then $\theta^* \in (0, 1/\sqrt{\rho^2})$ and therefore we have a probability bound for the false negative event.
- By Lemma 27, if $\tau > -I_{XY}$, then $1 - \theta^* > 0$ and $|\theta^*| < 1/\sqrt{\rho^2}$ and therefore we have a probability bound for the false positive event.

Plugging in the value of $\theta^*$,

\[
1 - \rho^2 (\theta^*)^2 = 1 - \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right)^2 = 2 \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right)
\]

\[
\theta^* (I_{XY} - \tau) = \frac{|D|}{2} \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right)
\]
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which gives us the expression for the Chernoff bound as
\[-\theta (I_{XY} - \tau) - \frac{|D|}{2} \log \left(1 - \rho^2 \theta^2\right) \leq -\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left(\frac{\sqrt{1 + \xi^2} - 1}{\xi^2}\right) + \log 2 \right]\]

By Lemma 27, \(\theta^* \in (0, 1)\) if \(|\tau| \leq I_{XY}\). Then, by Lemma 26, the Chernoff bound can only get smaller when we remove the assumption that mutual information is distributed equally across each dimension.

\(\xi\) is an increasing function of \(I_{XY}\), and the general bound is a decreasing function of \(\xi\). Then the general bound is a decreasing function of \(I_{XY}\).

The general bound applies in the case where mutual information is equally distributed across \(|D|\) dimensions as defined by Condition 2. The equally distributed case across \(|D| - 1\) is equivalent to a non-equally distributed case across \(|D|\) dimensions. By Lemma 26, the Chernoff bound can only get smaller when we violate the equally distributed condition across a given number of dimensions. Then the bound is an increasing function of \(|D|\).

We work out the form of the concentration inequalities in Lemma 28 under the low-dimensional case (i.e. \(|D| \leq o(\log n)\)) and the high-dimensional case (i.e. \(|D| \geq \omega(\log n)\)). This bound in the high-dimensional case is slightly weaker than, yet asymptotically matches, the bound in Lemma 20, which applies without any restriction on the number of dimensions. Therefore we use Lemma 20 instead of the following lemma when working in the high-dimensional case.

**Lemma 29.** Define \(\xi \triangleq \frac{2(I_{XY} - \tau)}{|D| \sqrt{1 - \exp\left(-\frac{2I_{XY}}{|D|}\right)}}\).

- **Low-dimensional case:** \(|D| \leq o(\log n)\)

\[-\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left(\frac{\sqrt{1 + \xi^2} - 1}{\xi^2}\right) + \log 2 \right] \leq -|I_{XY} - \tau|(1 - o(1))\]
Proof. Recall that $\xi \equiv \frac{2(I_{XY} - \tau)}{|D|/\sqrt{1 - \exp\left(-\frac{2I_{XY}}{|D|}\right)}}$. Suppose $I_{XY}$ and $I_{XY} - \tau$ are on the order of $\log n$. If $|D| \leq o(\log n)$, then $1 - o(1) \leq \sqrt{1 - \exp\left(-\frac{2I_{XY}}{|D|}\right)} \leq 1$ and therefore $\frac{2|I_{XY} - \tau|}{|D|} \leq |\xi| \leq \sqrt{1 + \frac{x^2 - 1}{2}}$ for $x(1 - o(1))$ for $x \geq o(1)$. Then

\[
\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right] \leq -\frac{(I_{XY} - \tau)^2}{4I_{XY}} (1 - o(1))
\]

It then follows that, if $|D| \geq \omega(\log n)$, then $|\xi| \leq o(1)$.

- **High-dimensional case:** $|D| \geq \omega(\log n)$

\[
\frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right] \leq -\frac{(I_{XY} - \tau)^2}{4I_{XY}} (1 - o(1))
\]
\[ \sqrt{1 + x} - 1 \geq \frac{x}{2} \left( 1 - \frac{x}{4} \right) \] and \( \log(1 - x) \geq -x(1 + o(1)) \) for \( x \leq o(1) \). Then,

\[
\log \Pr \left[ \tau \geq G_{u,v} | u \sim v \right] \leq - \frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right]
\]

\[ \leq - \frac{|D|}{2} \left[ \frac{\xi^2}{2} \left( 1 - \frac{\xi^2}{4} \right) + \log \left( \frac{\xi^2}{2} \left( 1 - \frac{\xi^2}{4} \right) \right) + \log 2 \right]
\]

\[ = - \frac{|D|}{2} \left[ \frac{\xi^2}{2} \left( 1 - \frac{\xi^2}{4} \right) + \log \left( 1 - \frac{\xi^2}{4} \right) \right]
\]

\[ \leq - \frac{|D|}{2} \left[ \frac{\xi^2}{2} \left( 1 - o(1) \right) - \frac{\xi^2}{4} (1 + o(1)) \right]
\]

\[ \leq - \frac{|D|}{2} \left[ \frac{\xi^2}{4} (1 - o(1)) \right]
\]

\[ = - \frac{(I_{XY} - \tau)^2}{2|D| \left( 1 - \exp \left( -\frac{2I_{XY}}{|D|} \right) \right)} (1 - o(1))
\]

\[ \leq - \frac{(I_{XY} - \tau)^2}{2|D| \left( \frac{2I_{XY}}{|D|} \right)} (1 - o(1))
\]

\[ = - \frac{(I_{XY} - \tau)^2}{4I_{XY}} (1 - o(1))
\]

We get the bound for the false positive event by multiplying the bound for the false negative event by \( e^{-\tau} \).

**Proof for achievability result**

**Proof for Theorem 5.1.1.** There are \( n \) true pairs and \( |U \times V| - n \) false pairs, which are the number of possible false negative and false positive events respectively. The Chernoff bound for false negatives is \( e^\tau \) times that of false positives. Then, picking \( \tau = \log \left( \frac{|U \times V|}{n} - 1 \right) \) results in an equal number of false negatives and false positives in expectation. Instead, we pick a slightly larger value \( \tau = \log \frac{|U \times V|}{n} \) with a simpler expression. This means the expected number of false negatives is slightly larger than that of false positives. \( \tau^* \geq \log n \) since \( |U| \geq n \) and \( |V| \geq n \).

Summing up the bound in Lemma 28 for all \( n \) possible false negative events, or for all
$|U \times V|$ possible false positive events, gives us the claimed general bound.

Plugging in the simplified expression in Lemma 29 gives us the expression for the low-dimensional cases. We use Lemma 20 for the high-dimensional case, which is the most general bound, since the bound is an increasing function of $|D|$.

5.1.2 Converse for almost-exact alignment

By Theorem 5.1.1, $I_{XY} \geq \tau^* + \omega(\sqrt{n})$ is a sufficient condition for threshold testing to achieve almost-exact alignment (i.e. alignment with $o(n)$ errors). Next, we show that $I_{XY} \geq \tau^*(1 - \Omega(1))$ is a necessary condition for almost-exact alignment by proving the matching converse.

**Theorem 5.1.2.** For threshold testing,

$$\mathbb{E} \left[ d(\hat{M}_{TT}, M) \right] \geq \frac{n}{2} \left( \frac{\tau^* - I_{XY}}{\log |U \times V| + 1} \right).$$

where $\tau^* \triangleq \log \frac{|U \times V|}{n}$.

Consequently, if $I_{XY} \leq \tau^*(1 - O(1))$, then $\mathbb{E} \left[ d(\hat{M}_{TT}, M) \right] \geq \Omega(n)$ and almost-exact alignment is cannot be achieved by threshold testing.

**Lemma 30.** For $u \in U$ and $v \in V$, $H(M_{u,v}; \hat{A}_u, \hat{B}_v) \geq \frac{n}{|U \times V|} \left( \log \frac{|U \times V|}{n} - I_{XY} \right)$.

**Proof.** We have

$$H(M_{u,v}; \hat{A}_u, \hat{B}_v) = H(M_{u,v}) + I(M_{u,v}; \hat{A}_u) + I(M_{u,v}; \hat{B}_v) - I(M_{u,v}; \hat{A}_u, \hat{B}_v).$$

$I(M_{u,v}; \hat{A}_u, \hat{B}_v) \geq 0$ since mutual information is non-negative.

$M_{u,v}$ is a Bernoulli random variable $\Pr(M_{u,v} = 1) = \frac{n}{|U \times V|}$. Then

$$H(M_{u,v}) = \frac{n}{|U \times V|} \log \frac{|U \times V|}{n} - \frac{|U \times V|}{|U \times V| - n} \log \frac{|U \times V|}{|U \times V| - n}$$

$$\geq \frac{n}{|U \times V|} \log \frac{|U \times V|}{n}.$$
Furthermore, $I(M_{u,v}; \vec{A}_u) = I(M_{u,v}; \vec{B}_v) = 0$ since, as long as we don’t observe the other database, all features in a given database are i.i.d. no matter what the underlying mapping.

Finally,

$$I(\vec{A}_u, \vec{B}_v | M_{u,v}) = \frac{|U \times V| - n}{|U \times V|} I(\vec{A}_u | (M_{u,v} = 0); \vec{B}_v | (M_{u,v} = 0))$$

$$+ \frac{n}{|U \times V|} I(\vec{A}_u | (M_{u,v} = 1); \vec{B}_v | (M_{u,v} = 1))$$

$$= \frac{|U \times V| - n}{|U \times V|} \cdot 0 + \frac{n}{|U \times V|} I^{XY}.$$

Then $H(M_{u,v}; \vec{A}_u, \vec{B}_v) \geq \frac{n}{|U \times V|} \left( \log \frac{|U \times V|}{n} - I^{XY} \right)$. □

**Proof of Theorem 5.1.2.** Let $\hat{M}_{u,v} \triangleq 1 \{ (\vec{A}_u, \vec{B}_v) \in H_r \}$ denote the estimation on the relation between identifiers $u$ and $v$. We have a correct estimation if $\hat{M}_{u,v} = M_{u,v}$. Define $E \triangleq 1 \{ \hat{M}_{u,v} \neq M_{u,v} \}$. Then by Fano’s inequality,

$$H(M_{u,v}; \vec{A}_u, \vec{B}_v) \leq H(E) + \Pr[E = 1],$$

which gives the upper bound as $H(E)$.

Let $\epsilon \triangleq \Pr[E = 1]$. This value can also be expressed as the expected frequency of false matches, i.e. given $\varepsilon_{FN}$ and $\varepsilon_{FP}$ the expected number of false negatives and false positives,

$$\epsilon = \frac{\varepsilon_{FN} + \varepsilon_{FP}}{|U \times V|}.$$

Let $H_b$ denote the binary entropy function. By Fano’s inequality, using Lemma 30, we have

$$H_b(\epsilon) \geq H(M_{u,v}; \vec{A}_u, \vec{B}_v) \geq \frac{n}{|U \times V|} \left( \log \frac{|U \times V|}{n} - I^{XY} \right) \quad (5.2)$$

$-(1 - x) \ln(1 - x) \leq x$, so

$$H_b(\epsilon) = -\epsilon \log \epsilon - (1 - \epsilon) \log(1 - \epsilon)$$

$$\leq -\epsilon \log \epsilon + \epsilon \leq \frac{\varepsilon_{FN} + \varepsilon_{FP}}{|U \times V|} \left( \log |U \times V| - \log (\varepsilon_{FN} + \varepsilon_{FP}) + 1 \right).$$
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Combining this with (5.2) gives us
\[
\frac{\varepsilon_{FN} + \varepsilon_{FP}}{n} \geq \frac{\log \frac{|U \times V|}{n} - I_{XY}}{\log |U \times V| + 1 - \log (\varepsilon_{FN} + \varepsilon_{FP})}.
\]

If \(\frac{\log \frac{|U \times V|}{n} - I_{XY}}{\log |U \times V| + 1 - \log (\varepsilon_{FN} + \varepsilon_{FP})} \geq \frac{1}{n}\), then the inequality above implies
\[
\frac{\varepsilon_{FN} + \varepsilon_{FP}}{n} \geq \frac{\log \frac{|U \times V|}{n} - I_{XY}}{\log |U \times V| + 1}.
\]

5.2 Maximum row estimation

**Theorem 5.2.1.** Suppose \(|U| = |M| = n\). If \(I_{XY} \geq \log |V|\), then the expected number of errors by maximum row estimation is bounded as follows:

- For a given value of the effective dimensionality \(|D|\):
  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{MR}, M \right) \right] \leq \log |U \times V| - I_{XY} - \frac{|D|}{2} \log \left( 1 + \exp \left( -\frac{2I_{XY}}{|D|} \right) \right)
  \]
  and
  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{MR}, M \right) \right] \leq \log n - \frac{|D|}{2} \left[ \sqrt{1 + \xi^2} - 1 + \log \left( \frac{\sqrt{1 + \xi^2} - 1}{\xi^2} \right) + \log 2 \right] + \log 2,
  \]
  where \(\xi \triangleq \frac{2(I_{XY} - \log |V|)}{|D| \sqrt{1 - \exp \left( -\frac{2I_{XY}}{|D|} \right)}}\).

- For \(|D|\) such that \(|D| \leq o(\log n)\):
  \[
  \log \mathbb{E} \left[ d \left( \hat{M}_{TT}, M \right) \right] \leq \log |U \times V| - I_{XY} + O(|D|).
  \]

Trivially, all bounds are decreasing functions of \(I_{XY}\). The second bound is an increasing function of \(|D|\) and its limits as \(|D|/\log n\) goes to infinity and to zero give us the first
The achievability regions for various values of the number of dimensions $|D|$ are illustrated in Fig. 5.2.

Note that, in the $\omega(\log n)$-dimensional regime, in the balanced case where $|U| = |V| = |M|$, by Theorem 4.4.2, the achievability bound for maximum row estimation beats the bound for threshold testing at every value of $I_{XY}$. In Theorem 5.2.1, we simply use the threshold testing bounds from Theorem 5.1.1 for small values of $I_{XY}$. We conjecture that the bound for Theorem 5.1.1 is never tight for maximum row estimation, and that a more careful analysis (comparable to the one in Chapter 4 that gave the parabolic boundaries) would give us tighter bounds. The fact that the boundary from Theorem 4.4.2 for the $\omega(\log n)$-dimensional case intersects some of the boundaries from Theorem 5.2.1 for the $O(\log n)$-dimensional case in Fig. 5.2 supports the claim that this achievability bound is

Figure 5.2: Comparison of boundaries for achievability regions for maximum row estimation under the fully covered case (i.e. $|U| = |V| = |M|$) for various values of the number of dimensions $|D|$ as given by Theorem 5.2.1 for $|D| \leq O(\log n)$ and by Theorem 4.4.2 for $|D| \geq \omega(\log n)$. The x-axis is to signal strength $\frac{\zeta}{\log n} = \frac{I_{XY}}{\log n}$ and y-axis is the order of magnitude of expected number of mismatched users. Achievability regions are areas above/right of curves. Note that the boundary from Theorem 4.4.2 intersects some of the boundaries from Theorem 5.2.1.

and third bounds respectively.
not tight for small values of $I_{XY}$.

**Lemma 31.** Consider two pairs of correlated databases $(\tilde{A}_0, \tilde{B}_0)$ and $(\tilde{A}_1, \tilde{B}_1)$ between the same user sets $\mathcal{U}$ and $\mathcal{V}$ and with the same underlying mapping $M$. Suppose $|\mathcal{U}| = 1$ and $|\mathcal{V}| = 2$ and suppose the two pairs of databases have the same number of effective features, as defined in Definition 1. Let $R_0, R_1 : \mathbb{R}^{1 \times 2} \rightarrow \mathbb{R}$ denote the generating functions for the information density matrices corresponding to the two pairs of correlated databases as defined in Section 4.2.

If $R_0$ corresponds to a pair of databases with mutual information distributed equally among all dimensions (Condition 2), then $R_0([1/2, 1/2]) \geq R_1([1/2, 1/2])$.

**Proof.** By Lemma 18,

$$R([1/2, 1/2]) = \prod_{i \in D} \left[ \frac{1 - \rho_i^2}{1 - \rho_i^2 / 2} \right]^{1/2} \implies \log R([1/2, 1/2]) = -I_{XY} - \frac{1}{2} \sum_{i \in D} \log \left( 1 - \frac{\rho_i^2}{2} \right)$$

(5.3)

The proof of the lemma statement can be shown by exactly following the proof for Lemma 26. We simply need to replace the expression $\log \left( 1 - \rho_i^2 \theta^2 \right)$ in (5.1) with $\log \left( 1 - \frac{\rho_i^2}{2} \right)$. The proof for Lemma 26 holds for any value of $\theta \in [0, 1]$, which includes $\theta^2 = 1/2$.

(The $-I_{XY}\theta$ term in (5.1) and the $-I_{XY}$ term in (5.3) are not important and make no difference in the proofs since $I_{XY}$ is fixed.)

**Proof for Theorem 5.2.1.** Assume that mutual information is distributed equally across each dimension as described in Condition 2, i.e. under the canonical form, the correlation vector $\vec{\rho} \in (-1, 1)^D$ is such that

$$\rho_i = \pm \sqrt{1 - \exp \left( -\frac{2I_{XY}}{|D|} \right)}$$

for each $i \in D$. Then $\rho_i \neq 0$ as long as $I_{XY} > 0$. Henceforth, in this proof, we refer to this
value simply as $\rho$.

Consider a misalignment on a given row. Without loss of generality, we assume $\mathcal{U}$ consists of a single user $u$ (to which the row corresponds) and $\mathcal{V}$ consists of two users, $v$ which is the true pair of $u$, and $v'$, which is the user $u$ is falsely mapped to. Let $m$ be the correct mapping and $m'$ the false mapping. By Corollary 11,

$$
\Pr (\langle G, m \rangle \leq \langle G, m' \rangle) \leq R\left(\frac{m + m'}{2}\right) = R([1/2, 1/2]).
$$

By Lemma 18,

$$
\log R([1/2, 1/2]) = \frac{1}{2} \sum_{i \in \mathcal{D}} \log (1 - \rho_i^2) - \log \left(1 - \frac{\rho_i^2}{2}\right) = \frac{|\mathcal{D}|}{2} \log (1 - \rho^2) - \frac{|\mathcal{D}|}{2} \log \left(1 - \frac{\rho^2}{2}\right) = -I_{XY} - \frac{|\mathcal{D}|}{2} \log \left(1 - \frac{\rho^2}{2}\right)
$$

By Lemma 31, this bound still holds if we remove the assumption that mutual information is distributed equally across each dimension as described in Condition 2.

There are $|\mathcal{V}|$ different misalignment events on a given row. Then, by the union bound, the log-expected number of errors on a given row is upper bounded by $\log |\mathcal{V}| - I_{XY} - \frac{|\mathcal{D}|}{2} \log \left(1 - \frac{\rho^2}{2}\right)$ where $\rho^2 = 1 - \exp \left(-\frac{2I_{XY}}{|\mathcal{D}|}\right)$. Summing up the expectation over all $|\mathcal{U}|$ rows, we get

$$
\log E \left[d \left(\hat{M}_{MR}, M\right)\right] \leq \log |\mathcal{U} \times \mathcal{V}| - I_{XY} - \frac{|\mathcal{D}|}{2} \log \left(1 + \exp \left(-\frac{2I_{XY}}{|\mathcal{D}|}\right)\right).
$$

By Lemma 1, $d \left(\hat{M}_{MR}, M\right) \leq 2d \left(\hat{M}_{TT}, M\right)$. Then, by Theorem 5.1.1,

$$
\log E \left[d \left(\hat{M}_{MR}, M\right)\right] \leq \log n - \frac{|\mathcal{D}|}{2} \left[\sqrt{1 + \xi^2} - 1 + \log \left(\frac{\sqrt{1 + \xi^2} - 1}{\xi^2}\right) + \log 2\right] + \log 2.
$$
Evaluating either of these bounds at $|\mathcal{D}| \leq o(\log n)$ gives the expression for the special case.

\[ \square \]

5.3 Majorization of distributions

5.3.1 Majorization

Majorization is a partial ordering of multisets. Consider multisets of $n$ real numbers $\mathcal{X} = \{x_1, x_2, \cdots, x_n\}$ and $\mathcal{Y} = \{y_1, y_2, \cdots, y_n\}$. Assume, without loss of generality, that $x_1 \geq x_2 \geq \cdots \geq x_n$ and $y_1 \geq y_2 \geq \cdots \geq y_n$.

We say $\mathcal{X}$ majorizes $\mathcal{Y}$ and write $\mathcal{X} \succ \mathcal{Y}$ if and only if

\[
\sum_{k=1}^{m} x_k \geq \sum_{k=1}^{m} y_k, \quad \forall m \in \{1, 2, \cdots, n-1\}
\]

and

\[
\sum_{k=1}^{n} x_k = \sum_{k=1}^{n} y_k.
\]

**Theorem 5.3.1** ([41]). $\mathcal{X} \succ \mathcal{Y}$ if and only if $\sum_{x \in \mathcal{X}} h(x) \geq \sum_{y \in \mathcal{Y}} h(y)$ for all convex continuous function $h$.

5.3.2 Lorenz ordering and majorization for distributions

Lorenz ordering is a scale-invariant generalization of majorization that applies to distributions. Given real-valued random variable $X$, let $F_X^{-1}(p) \triangleq \sup \{x \in \mathbb{R} : \Pr(X \leq x) \leq p\}$ denote its inverse cumulative distribution function.

**Lorenz curve**

Let $X$ a random variable such that its expectation is finite and strictly positive. The Lorenz curve corresponding to $X$ is defined as $L_X(p) = \frac{1}{E[X]} \int_0^p F_X^{-1}(t)dt$ for any $p \in [0, 1]$.

We talk about a partial ordering of distributions if the Lorenz curve of one is greater than the Lorenz curve of the other at every point.
Non-standardized Lorenz curve

The Lorenz curve is scale-invariant, i.e. multiplying a random variable by a scalar does not change its Lorenz curve. Majorization, on the other hand, is scale dependent. Therefore, we define a non-standardized Lorenz curve to incorporate scale variance.

We define the non-standardized Lorenz curve as

\[
\tilde{L}_X(p) = \int_0^p \frac{1}{F_X^{-1}(t)} dt.
\]

(5.4)

We say \(X\) majorizes \(Y\) and write \(X \succ Y\) if and only if

\[
\tilde{L}_X(p) \leq \tilde{L}_Y(p), \quad \forall p \in [0, 1] \\
\text{and } \tilde{L}_X(1) = \tilde{L}_Y(1).
\]

The last line is equivalent to saying that \(\mathbb{E}[X] = \mathbb{E}[Y]\).

**Theorem 5.3.2 ([42]).** \(X \succ Y\) if and only if \(\mathbb{E}[h(X)] \geq \mathbb{E}[h(Y)]\) for all convex continuous function \(h\).

Lorenz ordering as a generalization of majorization

Let \(\mathcal{X} = \{x_1, x_2, \ldots, x_n\}\) be some multiset with \(x_1 \leq x_2 \leq \cdots \leq x_n\). Let \(X\) be a random variable sampled uniformly at random from \(\mathcal{X}\). Then, given any \(k \in \{1, 2, \cdots, n - 1\}\),

\[
x < x_k \iff \Pr(X \leq x) < \frac{k}{n}.
\]

So, it follows that,

\[
\lim_{x \to x_k} \Pr(X \leq x) < \frac{k}{n} \\
\text{and } \Pr(X \leq x_k) \geq \frac{k}{n}.
\]

Then, for any \(p \in \left[\frac{k-1}{n}, \frac{k}{n}\right]\), \(F_X^{-1}(p) = \sup\{x \in \mathbb{R} : \Pr[X \leq x] \leq p\} = x_k\). Therefore the
value of $F^{-1}_X(p)$ is given by

$$F^{-1}_X(p) = x_{[np]}.$$  

It then follows that

$$\bar{L}_X(p) = \int_0^p F^{-1}_X(t) dt = \int_0^p x_{[nt]} dt$$

$$= \frac{1}{n} \sum_{k=1}^{[np]} x_k + \left( p - \frac{np}{n} \right) x_{[np]}$$  \hspace{1cm} (5.5)

The value of this curve at $k/n$ for some integer $k \in \{1, 2, \cdots, n\}$ is equal to $1/n$ times the sum of the $k$ smallest entries in $\mathcal{X}$. We obtain the rest of the curve by connecting the values at $0/n, 1/n, 2/n, \cdots, n/n$ through straight lines.

Let $\mathcal{X}$ and $\mathcal{Y}$ multisets of same size and $X$ and $Y$ sampled uniformly at random from multisets $\mathcal{X}$ and $\mathcal{Y}$ respectively. We can check the Lorenz ordering between $X$ and $Y$ by only comparing the Lorenz curves at $k/n$ for each integer $k \in \{1, 2, \cdots, n\}$. This is equivalent to comparing the sums of the $k$ smallest entries in $\mathcal{X}$ and $\mathcal{Y}$ for each $k$. Then

$$X \succ Y \iff \mathcal{X} \succ \mathcal{Y}.$$  

### 5.3.3 Lorenz ordering of terms that make up the generating function

By Lemma 16, given $m_1$ and $m_2$ two mappings of size $n$ such that $(1 - \theta)m_1 + \theta m_2$ is a matrix block corresponding to a cycle of the type given in Fig. 2.3-I, the expression for the log of the generating function $R \left( \frac{m_1 + m_2}{2} \right)$ as defined in Definition 6 is given by

$$\log R \left( \frac{m_1 + m_2}{2} \right) = -\frac{I_{XY}}{2} - \frac{1}{2} \sum_{i \in \mathcal{D}} \sum_{k=0}^{n-1} \log \left( 1 - \frac{\rho_i^2}{2} \left[ 1 + \cos \left( \frac{2k\pi}{n} \right) \right] \right).$$  

This expression can be described as the expected value of some function of a random variable, as shown below:
For each $\ell \in \{2, 3, \cdots \}$, define $U_\ell$ as a random variable distributed uniformly over the set $\{0, \frac{1}{\ell}, \frac{2}{\ell}, \cdots, \frac{\ell-1}{\ell}\}$. Let $U_\infty$ be the continuous random variable distributed uniformly over $[0, 1]$. $U_\ell$ converges to $U_\infty$ in distribution as $\ell \rightarrow \infty$.

For each $\ell \in \{2, 3, \cdots \}$, also define $V_\ell$ as the random variable a mixture distribution between that of $U_2$ and of $U_\infty$. Specifically,

$$\Pr(V_\ell = 0) = \Pr(V_\ell = 1/2) = \frac{1}{\ell}$$

$$\Pr(a < V_\ell < b) = \frac{\ell - 2}{\ell} (b - a)$$

and

$$\Pr(a + 1/2 < V_\ell < b + 1/2) = \frac{\ell - 2}{\ell} (b - a)$$

for any $0 \leq a < b \leq 1/2$. $U_2$ and $V_2$ are identical in distribution. $V_\ell$ converges to $U_\infty$ in distribution as $\ell \rightarrow \infty$.

Define $W_\ell \triangleq \cos(2\pi U_\ell)$. Then, $\log \log R \left( \frac{m_1 + m_2}{2} \right)$ can be expressed as the expected value of the following function of $W_\ell$:

$$\log R \left( \frac{m_1 + m_2}{2} \right) = \mathbb{E} \left[ -\frac{I_{xy}}{2} - \frac{1}{2n} \sum_{i \in D} \log \left( 1 - \frac{p_i^2}{2} (1 + W_\ell) \right) \right].$$

We are interested in the Lorenz ordering of $W_\ell \triangleq \cos(2\pi U_\ell)$ and $Z_\ell \triangleq \cos(2\pi V_\ell)$ for different values of $\ell$. $Z_\ell$ is an auxiliary random variable that is to be useful in the analysis in Section 5.4. The distribution of each $Z_\ell$ corresponds to a mixture distribution between that of $W_2$ and that of $W_\infty$.

The plots for non-standardized Lorenz curves of $W_2$, $W_3$, $W_4$, $W_5$, $W_6$ and $W_\infty$ are given in Figure 5.3. The plots for non-standardized Lorenz curves of $Z_\ell$ compared with that of $W_2$, $W_\ell$ and $W_\infty$ are given in Figure 5.4. Note that $\tilde{L}_{W_2} = \tilde{L}_{Z_2}$ and $\tilde{L}_{W_\infty} = \tilde{L}_{Z_\infty}$ since $(W_2, Z_2)$ and $(W_\infty, Z_\infty)$ are identically distributed pairs.

**Lemma 32.** For any $\ell \in \{2, 3, \cdots \} \cup \{\infty\}$, $\mathbb{E}[W_\ell] = \mathbb{E}[Z_\ell] = 0$.

**Proof.** Let $\text{Re} : \mathbb{C} \rightarrow \mathbb{R}$ be the function that returns the real component of a complex
Figure 5.3: Comparison of non-standardized Lorenz curves for $W_2$, $W_3$, $W_4$, $W_5$, $W_6$ and $W_\infty$.

Figure 5.4: Comparison non-standardized Lorenz curves for $W_2$, $Z_\ell$, $W_\ell$ and $W_\infty$ for $\ell \in \{3, 4, 5, 6\}$.
number. For any \( \ell \in \{2, 3, \cdots \} \),

\[
\mathbb{E}[W_\ell] = \frac{1}{\ell} \sum_{k=0}^{\ell-1} \cos \left( 2\pi \frac{k}{\ell} \right) = \frac{1}{\ell} \sum_{k=0}^{\ell-1} \Re \left( e^{2i\pi k} \right)
\]

\[
= \frac{1}{\ell} \cdot \Re \left( \sum_{k=0}^{\ell-1} e^{2i\pi k} \right) = \frac{1}{\ell} \cdot \Re \left( \frac{1 - e^{2i\pi}}{1 - e^{2i\pi / \ell}} \right)
\]

\[
= \frac{1}{\ell} \Re \left( \frac{1 - 1}{1 - e^{2i\pi / \ell}} \right) = \frac{1}{\ell} \Re(0) = 0.
\]

For \( \ell = \infty \),

\[
\mathbb{E}[W_\infty] = \int_0^1 \cos(2\pi x) du = \left[ \frac{\sin(2\pi x)}{2\pi} \right]_0^1 = 0.
\]

Finally, using the fact that the distribution of \( Z_\ell \) is a mixture distribution between \( W_2 \) and \( W_\infty \), we have \( \mathbb{E}[Z_\ell] = \frac{2}{\ell} \mathbb{E}[W_2] + \frac{\ell-2}{\ell} \mathbb{E}[W_\infty] = 0. \)

Lemma 33. Given any \( \ell \in \{2, 3, 4, 5, \cdots \} \), \( W_2 \) majorizes \( W_\ell \), i.e.

\[
\tilde{L}_{W_2}(p) \leq \tilde{L}_{W_\ell}(p), \quad \forall p \in [0, 1]
\]

and \( \tilde{L}_{W_2}(1) = \tilde{L}_{W_\ell}(1) \)

Proof. The inverse cumulative distribution function \( F^{-1} \) for a random variable \( X \) is defined as \( F_X^{-1}(p) = \sup\{ x \in \mathbb{R} : \Pr[X \leq x] \leq p \} \).

Then, by (5.4), the slope of the non-standardized Lorenz curve of \( W_\ell \) is given by

\[
\left. \frac{d}{dp} \tilde{L}_{W_\ell}(p) \right|_{p=p_k} = F_{Z_\ell}^{-1}(p_k)
\]

- The slope of \( \tilde{L}_{W_2}(p) \) is less than the slope of \( \tilde{L}_{W_\ell}(p) \) within the interval \( p \in (0, 1/2) \):
  - \( \Pr(W_2 < -1) = 0 \) and \( \Pr(W_2 \leq -1) = 1/2. \) Then, for any \( p \in (0, 1/2) \),
$F_{W_2}^{-1}(p) = -1$. Then the slope is $-1$ within the interval.

- $\Pr(W_\ell < -1) = 0$ and $\Pr(W_\ell \leq -1) \leq 1/2$. Then, for any $p \in (0, 1/2)$, $F_{W_\ell}^{-1}(p) \geq -1$. Then the slope is at least $-1$ within the interval.

- The slope of $\tilde{L}_{W_2}(p)$ is greater than the slope of $\tilde{L}_{W_\ell}(p)$ within the interval $p \in (1/2, 1)$:
  - $\Pr(W_2 < 1) = 1/2$ and $\Pr(W_2 \leq 1) = 1$. Then, for any $p \in (1/2, 1)$, $F_{W_2}(p) = 1$. Then the slope is $1$ within the interval.
  - $\Pr(W_\ell < 1) < 1$ and $\Pr(W_\ell \leq 1) = 1$. Then, for any $p \in (1/2, 1)$, $F_{W_\ell}^{-1}(p) \leq 1$. Then the slope is at most $1$ within the interval.

Since $\tilde{L}_{W_2}(0) = \tilde{L}_{W_\ell}(0) = 0$, and since the slope of $\tilde{L}_{W_2}(p)$ is less than the slope of $\tilde{L}_{W_\ell}(p)$ within the interval $p \in (0, 1/2)$, it then follows that $\tilde{L}_{W_2}(p) \leq \tilde{L}_{W_\ell}(p)$ within that interval.

Similarly, since $\tilde{L}_{W_2}(1) = \tilde{L}_{W_\ell}(1) = 0$, and since the slope of $\tilde{L}_{W_2}(p)$ is greater than the slope of $\tilde{L}_{W_\ell}(p)$ within the interval $p \in (1/2, 1)$, it then follows that $\tilde{L}_{W_2}(p) \leq \tilde{L}_{W_\ell}(p)$ within that interval.

\[ \boxed{\text{Lemma 34. The non-standardized Lorenz curves of } W_\infty \text{ and of } Z_\ell \text{ are given by the following expressions:}} \]

- \textit{Given any } $p \in [0, 1]$, \[ \tilde{L}_{W_\infty}(p) = -\frac{\sin(\pi p)}{\pi}. \]

- \textit{Given any } $p \in [0, 1]$, \[ \tilde{L}_{Z_\ell}\left(\frac{1}{\ell} + \frac{\ell - 2}{\ell} \cdot p\right) = -\frac{1}{\ell} \left[1 + (\ell - 2) \cdot \frac{\sin(\pi p)}{\pi}\right]. \]
and, given any \( p \in [0, 1/\ell] \),
\[
\tilde{L}_{Z_\ell}(p) = -p
\]
\[
\tilde{L}_{Z_\ell}(1 - p) = -p.
\]

**Proof.** Given any \( w \in [-1, 1] \) and \( p \in [0, 1] \),
\[
F_{W_\infty}(w) = \Pr(W_\infty \leq w)
\]
\[
= \Pr\left(\frac{\arccos(w)}{2\pi} \leq U_\infty \leq 1 - \frac{\arccos(w)}{2\pi}\right)
\]
\[
= 1 - \frac{\arccos(w)}{\pi}
\]
\[
\implies F_{W_\infty}^{-1}(p) = \cos\left(\pi(1 - p)\right) = -\cos(\pi p)
\]
\[
\implies \tilde{L}_{W_\infty}(p) = -\int_0^p \cos(\pi t) \, dt
\]
\[
= -\frac{\sin(\pi p)}{\pi},
\]
which gives us the first part of the statement.

For any \( z \in (-1, 1) \) and \( p \in [0, 1] \),
\[
F_{Z_\ell}(z) = \Pr(Z_\ell \leq z)
\]
\[
= \Pr\left(\frac{\arccos(z)}{2\pi} \leq V_\infty \leq 1 - \frac{\arccos(z)}{2\pi}\right)
\]
\[
= \frac{1}{\ell} + \frac{\ell - 2}{\ell} \left[ 1 - \frac{\arccos(w)}{\pi} \right]
\]
\[
\implies F_{Z_\ell}^{-1}\left(\frac{1}{\ell} + \frac{\ell - 2}{\ell} \cdot p\right) = \cos\left(\pi(1 - p)\right) = -\cos(\pi p).
\]
and, since \( \Pr(Z_\ell = -1) = \Pr(Z_\ell = 1) = 1/\ell \) and \( \Pr(Z_\ell \in [-1, 1]) = 1 \),
\[
F_{Z_\ell}^{-1}(p) = -1 \text{ for any } p \in [0, 1/\ell]
\]
\[
F_{Z_\ell}^{-1}(p) = 1 \text{ for any } p \in [1 - 1/\ell, 1]
\]
It then follows that, for any \( p \in [0, 1] \)

\[
\tilde{L}_{Z_\ell}\left(\frac{1}{\ell} + \frac{\ell - 2}{\ell} \cdot p\right) = -\frac{1}{\ell} + \int_{\frac{1}{\ell}}^{\frac{1}{\ell} + \frac{\ell - 2}{\ell} \cdot p} F_{Z_\ell}^{-1}(t) dt \\
= -\frac{1}{\ell} + \frac{\ell - 2}{\ell} \int_{0}^{p} F_{Z_\ell}^{-1}\left(\frac{1}{\ell} + \frac{\ell - 2}{\ell} \cdot t\right) dt \\
= \frac{1}{\ell} \left[-1 + (\ell - 2) \int_{0}^{p} \cos(\pi t) dt\right] \\
= \frac{1}{\ell} \left[-1 - (\ell - 2) \cdot \frac{\sin(\pi p)}{\pi}\right]
\]

and, for any \( p \in [0, 1/\ell] \)

\[
\tilde{L}_{Z_\ell}(p) = -p \\
\tilde{L}_{Z_\ell}(1 - p) = -p.
\]

\[ \square \]

**Lemma 35.** Given any \( \ell \in \{2, 3, 4, 5, \ldots\} \), \( Z_\ell \) majorizes \( W_\ell \), i.e.

\[
\tilde{L}_{Z_\ell}(p) \leq \tilde{L}_{W_\ell}(p), \quad \forall p \in [0, 1] \\
and \tilde{L}_{Z_\ell}(1) = \tilde{L}_{W_\ell}(1)
\]

**Proof.** By Lemma 32, \( \mathbb{E}[W_\ell] = \mathbb{E}[Z_\ell] = 0 \), which is equivalent to \( \tilde{L}_{Z_\ell}(1) = \tilde{L}_{W_\ell}(1) = 0 \).

a) Consider \( \ell = 2 \). Then \( W_\ell \) and \( Z_\ell \) are identically distributed therefore \( \tilde{L}_{W_\ell} = \tilde{L}_{Z_\ell} \) at any \( p \in [0, 1] \)

b) Consider \( \ell = 3 \).

Then the curve \( \tilde{L}_{W_\ell} \) consists of two line segments: From \( (x, \tilde{L}) = (0, 0) \) to \((2/3, -1/3)\) and from \((2/3, -1/3)\) to \((1, 0)\).

\[
\tilde{L}_{Z_\ell}(0) = \tilde{L}_{Z_\ell}(1) = 0 = \tilde{L}_{W_\ell}(0) \quad \text{and} \quad \tilde{L}_{Z_\ell}(2/3) = -1/3 = \tilde{L}_{W_\ell}(2/3). 
\]

Since \( \tilde{L}_{Z_\ell} \) is a convex function, it follows that \( \tilde{L}_{W_\ell} \leq \tilde{L}_{Z_\ell} \) at any \( p \in [0, 1] \).

c) Consider \( \ell = 4 \).
Then the curve \( \tilde{L}_W \) consists of three line segments: From \((x, \tilde{L}) = (0, 0)\) to \((1/4, -1/4)\), from \((1/4, -1/4)\) to \((3/4, -1/4)\) and from \((3/4, -1/4)\) to \((1, 0)\).

\( \tilde{L}_Z(0) = \tilde{L}_Z(1) = 0 = \tilde{L}_W(0) \) and \( \tilde{L}_Z(1/4) = \tilde{L}_Z(3/4) = -1/4 = \tilde{L}_W(1/4) = \tilde{L}_W(3/4) \). Since \( \tilde{L}_Z \) is a convex function, it follows that \( \tilde{L}_W \leq \tilde{L}_Z \) at any \( p \in [0,1] \).

d) Suppose \( \ell \) is even and greater than 5.

Then the non-standardized Lorenz curve \( \tilde{L}_W(p) \) is symmetric around the axis \( p = 1/2 \). We only consider the left half of the curve (i.e. the segment corresponding to \( p \in [0, 1/2] \)) and show that, the slope of every line segment that forms \( \tilde{L}_W \) is greater than the average slope of \( \tilde{L}_Z \) within the interval corresponding to that line segment. Since both Lorenz curves start at \((p, \tilde{L}(p)) = (0, 0)\), it then follows that \( \tilde{L}_W(p) \geq \tilde{L}_Z(p) \) for any value of \( p \in [0, 1/2] \). Since both \( \tilde{L}_W \) and \( \tilde{L}_Z \) are symmetric, we then have \( \tilde{L}_W(p) \geq \tilde{L}_Z(p) \) for all \( p \in [0, 1] \), i.e. \( Z \) majorizes \( W \).

\( W \) can be described as a discrete random variable distributed uniformly over the multi-set (i.e. set with duplicates) that contains one copy of \(-1\), two copies of \(-\cos \left( \frac{2\pi k}{\ell} \right) \) for each \( k \in \{1, 2, \ldots, \frac{\ell}{2} - 1\} \), and one copy of 1. Then, given any \( k \in \{1, 2, \ldots, \frac{\ell}{2} - 1\} \) and \( p_k \in \left( \frac{2k+1}{\ell}, \frac{2k+1}{\ell} \right) \),

\[
F_{W_k}^{-1}(p_k) = \sup \{ w \in \mathbb{R} : \Pr[W \leq w] \leq p_k \} = -\cos \left( \frac{2\pi k}{\ell} \right).
\]

Then, by (5.4), the slope of the non-standardized Lorenz curve of \( W \) is given by

\[
\left. \frac{d}{dp} \tilde{L}_W(p) \right|_{p=p_k} = F_{Z_k}^{-1}(p_k) = -\cos \left( \frac{2\pi k}{\ell} \right)
\]

It is easy to show that, given any \( p_0 \in (0, 1/\ell) \),

\[
\left. \frac{d}{dp} \tilde{L}_W(p) \right|_{p=p_0} = F_{W_k}^{-1}(p_0) = -1
\]

This exactly matches the slope of \( \tilde{L}_Z \) at \( p = p_0 \) for each \( p_0 \in (0, 1/\ell) \). Therefore \( \tilde{L}_W \)
and $\tilde{L}_{Z_b}$ have the same slope within the intervals $p \in [0, 1/\ell]$.  

Next we find the average slope of $\tilde{L}_{Z_b}$ for the interval $\left(\frac{2(k-1)+1}{\ell}, \frac{2k+1}{\ell}\right)$ for each $k \in \{1, 2, \cdots, \frac{\ell}{2} - 1\}$. By Lemma 34:

\[
\frac{\ell}{2} \left[ \tilde{L}_{Z_b} \left( \frac{2k+1}{\ell} \right) - \tilde{L}_{Z_b} \left( \frac{2(k-1)+1}{\ell} \right) \right]
= -\frac{\ell-2}{2\pi} \left[ \sin \left( \frac{2\pi k}{\ell-2} \right) - \sin \left( \frac{2\pi (k-1)}{\ell-2} \right) \right]
= -\frac{\ell-2}{\pi} \cdot \sin \left( \frac{\pi}{\ell-2} \right) \cdot \cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right)
\leq -\cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right) + \left( 1 - \frac{\ell-2}{\pi} \right) \cdot \sin \left( \frac{\pi}{\ell-2} \right) \cdot \cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right)
\leq -\cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right) + \frac{\pi^2}{6(\ell-2)^2}
\]

Finally, we show that the difference between $\cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right)$ and $\cos \left( \frac{2\pi k}{\ell} \right)$ is at least $\frac{\pi^2}{6(\ell-2)^2}$ within the range $k \in [1, \frac{\ell-1}{4}]$ for any $\ell \geq 5$.

Applying Lemma 54 with $x = k/\ell - 1/4$ and $\alpha = \ell/\ell-2$ we get

\[
f \left( \frac{k}{\ell} - \frac{1}{4}, \frac{\ell}{\ell-2} \right) = -\cos \left( \frac{2\pi k}{\ell} \right) - \sin \left( \frac{2\pi k}{\ell-2} - \frac{2\pi \ell}{4(\ell-2)} \right)
= -\cos \left( \frac{2\pi k}{\ell} \right) + \cos \left( \frac{2\pi k}{\ell-2} - \frac{2\pi \ell}{4(\ell-2)} + \frac{\pi}{2} \right)
= -\cos \left( \frac{2\pi k}{\ell} \right) + \cos \left( \frac{2\pi (k-1/2)}{\ell-2} \right)
\]

which is exactly the difference we are interested in. Once again making the substitutions $x = k/\ell - 1/4$ and $\alpha = \ell/\ell-2$, we get $1 < \alpha \leq 5/3 \iff 5 \leq \ell$,

\[
-\frac{1}{4\alpha} \leq x \leq -\frac{\alpha-1}{8\alpha}
\iff -\frac{\ell-2}{4\ell} \leq \frac{k}{\ell} - \frac{1}{4} \leq -\frac{1}{4\ell}
\iff \frac{1}{2} \leq k \leq \frac{\ell-1}{4}
\]
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and

\[ f(x, \alpha) \geq \frac{\pi^2 (\alpha - 1)^2}{24} = \frac{\pi^2}{6(\ell - 2)^2}. \]

Then, by Lemma 54, \( \cos \left( \frac{2\pi (k - 1/2)}{\ell - 2} \right) - \cos \left( \frac{2\pi k}{\ell} \right) \) is at least \( \frac{\pi^2}{6(\ell - 2)^2} \) within the range \( k \in \left[ 1, \frac{\ell - 1}{4} \right] \) for any \( \ell \geq 5 \).

Consequently, the difference between the slope of \( \tilde{L}_{W_i}(p) \) and the average slope of \( \tilde{L}_{Z_i}(p) \) is positive within the interval \( p \in \left( \frac{2(k - 1) + 1}{\ell}, \frac{2k + 1}{\ell} \right) \) for each \( k \in \left\{ 1, 2, \ldots, \left\lfloor \frac{\ell - 1}{4} \right\rfloor \right\} \):

\[
\left[ - \cos \left( \frac{2\pi k}{\ell} \right) \right] - \left[ - \cos \left( \frac{2\pi (k - 1/2)}{\ell - 2} \right) + \frac{\pi^2}{6(\ell - 2)^2} \right] \\
= \left[ \cos \left( \frac{2\pi (k - 1/2)}{\ell - 2} \right) - \cos \left( \frac{2\pi k}{\ell} \right) \right] - \frac{\pi^2}{6(\ell - 2)^2} \\
\geq \frac{\pi^2}{6(\ell - 2)^2} - \frac{\pi^2}{6(\ell - 2)^2} = 0,
\]

i.e. the slope of \( \tilde{L}_{W_i}(p) \) is greater than the average slope of \( \tilde{L}_{Z_i}(p) \).

All Lorenz curves are convex. Since \( \tilde{L}_{Z_i}(1/\ell) = \tilde{L}_{W_i}(1/\ell) \) and since \( \tilde{L}_{Z_i} \) is a convex function, the inequality between the slope of \( \tilde{L}_{W_i} \) and the average slope of \( \tilde{L}_{Z_i} \) within each interval implies that \( \tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \) within each of the intervals. Combining each of these (and adding the interval \( p \in [0, 1/\ell] \) which was shown at the beginning), we have \( \tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \) within the interval \( p \in \left[ 0, \frac{2(\ell - 1/4) + 1}{\ell} \right] \). Then, by symmetry, we also have \( \tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \) within the interval \( p \in \left[ 1 - \frac{2(\ell - 1/4) + 1}{\ell}, 1 \right] \).

It just remains to show the inequality for the interval \( p \in \left[ \frac{2(\ell - 1/4) + 1}{\ell}, 1 - \frac{2(\ell - 1/4) + 1}{\ell} \right] \).

This interval is non-empty only if \( \ell \) is a multiple of 4. Then the interval corresponds to \( \left[ \frac{1}{2} - \frac{1}{\ell}, \frac{1}{2} + \frac{1}{\ell} \right] \). The slope of \( \tilde{L}_{W_i} \) is zero and the average slope of \( \tilde{L}_{Z_i} \) is zero within this interval. Then, once again, by the convexity of \( \tilde{L}_{Z_i}, \tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \) within this last interval.

e) Suppose \( \ell \) is odd and at least 5.

We can describe \( Z_{\ell} \) as a discrete random variable distributed uniformly over the multiset
(i.e. set with duplicates) two copies of $-\cos\left(\frac{2\pi(k-1/2)}{\ell}\right)$ for each $k \in \{1, 2, \cdots, \frac{\ell-1}{2}\}$, and one copy of 1. Then, given any $k \in \{1, 2, \cdots, \frac{\ell-1}{2}\}$ and $p_k \in \left(\frac{2(k-1)}{\ell}, \frac{2k}{\ell}\right)$

$$F_{Z_{\ell}}^{-1}(p_k) = \sup\{z \in \mathbb{R} : \Pr[Z_{\ell} \leq z] \leq p_k\} = -\cos\left(\frac{2\pi(k-1/2)}{\ell}\right).$$

Then, by (5.4), the slope of the non-standardized Lorenz curve of $W_{\ell}$ is given by

$$\frac{d}{dp} \tilde{L}_{W_{\ell}}(p) \bigg|_{p=p_k} = F_{Z_{\ell}}^{-1}(p_k) = -\cos\left(\frac{2\pi(k-1/2)}{\ell}\right).$$

Next we find the average slope of $\tilde{L}_{Z_{\ell}}$ for the interval $(\frac{2(k-1)}{\ell}, \frac{2k}{\ell})$ for each $k \in \{1, 2, \cdots, \frac{\ell-1}{2}\}$.

By Lemma 34:

$$\frac{\ell}{2} \left[ \tilde{L}_{Z_{\ell}}\left(\frac{2k}{\ell}\right) - \tilde{L}_{Z_{\ell}}\left(\frac{2(k-1)}{\ell}\right) \right]$$

$$= -\frac{\ell - 2}{2\pi} \left[ \sin\left(\frac{\pi(2k-1)}{\ell - 2}\right) - \sin\left(\frac{\pi(2k-3)}{\ell - 2}\right) \right]$$

$$= -\frac{\ell - 2}{\pi} \cdot \sin\left(\frac{\pi}{\ell - 2}\right) \cdot \cos\left(\frac{2\pi(k-1)}{\ell - 2}\right)$$

$$= -\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right) + \left(1 - \frac{\ell - 2}{\pi} \cdot \sin\left(\frac{\pi}{\ell - 2}\right)\right) \cdot \cos\left(\frac{2\pi(k-1)}{\ell - 2}\right)$$

$$\leq -\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right) + \left(1 - \frac{\ell - 2}{\pi} \cdot \sin\left(\frac{\pi}{\ell - 2}\right)\right) \cdot \cos\left(\frac{2\pi(k-1)}{\ell - 2}\right)$$

$$\leq -\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right) + \frac{\pi^2}{6(\ell - 2)^2}.$$

This value is between $-\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right)$ and $-\cos\left(\frac{2\pi(k-1/2)}{\ell - 2}\right) + \frac{\pi^2}{6(\ell - 2)^2}.$

We compare the slope of $\tilde{L}_{W_{\ell}}$, which is $-\cos\left(\frac{2\pi(k-1/2)}{\ell - 2}\right)$, to the average slope of $\tilde{L}_{Z_{\ell}}$, which is between $-\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right)$ and $-\cos\left(\frac{2\pi(k-1)}{\ell - 2}\right) + \frac{\pi^2}{6(\ell - 2)^2}$. Applying Lemma 54
with \( x = \frac{k - 1/2}{\ell} - \frac{1}{4} \) and \( \alpha = \frac{\ell}{\ell - 2} \) we get

\[
f \left( \frac{k - 1/2}{\ell} - \frac{1}{4}, \frac{\ell}{\ell - 2} \right) = -\cos \left( \frac{2\pi(k - 1/2)}{\ell} \right) - \sin \left( \frac{2\pi(k - 1/2)}{\ell - 2} - \frac{2\pi\ell}{4(\ell - 2)} \right)
\]

\[
= -\cos \left( \frac{2\pi(k - 1/2)}{\ell} \right) + \cos \left( \frac{2\pi(k - 1/2)}{\ell - 2} - \frac{2\pi\ell}{4(\ell - 2)} + \frac{\pi}{2} \right)
\]

\[
= -\cos \left( \frac{2\pi(k - 1/2)}{\ell} \right) + \cos \left( \frac{2\pi(k - 1)}{\ell - 2} \right)
\]

which is exactly the difference we are interested in.

We study the left-hand and right-hand part of \( \tilde{L}_{W_i} \) separately.

i) Left-hand part, specifically \( p \in \left[ 0, \frac{2((\ell+1)/4)\ell+1}{\ell} \right] \):

Making the substitutions \( x = \frac{k - 1/2}{\ell} - \frac{1}{4} \) and \( \alpha = \frac{\ell}{\ell - 2} \), we get \( 1 < \alpha \leq 5/3 \iff 5 \leq \ell, \)

\[
-\frac{1}{4\alpha} \leq x \leq -\frac{\alpha - 1}{8\alpha}
\]

\[
\iff 1 \leq k \leq \frac{\ell + 1}{4}
\]

and

\[
f(x, \alpha) \geq \frac{\pi^2(\alpha - 1)^2}{24} = \frac{\pi^2}{6(\ell - 2)^2}.
\]

Then, by Lemma 54, \( \cos \left( \frac{2\pi(k - 1/2)}{\ell - 2} \right) - \cos \left( \frac{2\pi k}{\ell} \right) \) is at least \( \frac{\pi^2}{6(\ell - 2)^2} \) within the range \( k \in \left[ 1, \frac{\ell+1}{4} \right] \) for any \( \ell \geq 5 \).

Consequently, the difference between the slope of \( \tilde{L}_{W_i}(p) \) and the average slope of \( \tilde{L}_{Z_i}(p) \) is positive within the interval \( p \in \left( \frac{2(k-1)+1}{\ell}, \frac{2k+1}{\ell} \right) \) for each \( k \in \{1, 2, \cdots, \left[ \frac{\ell+1}{4} \right] \} \).

Since \( \tilde{L}_{Z_i}(0) = \tilde{L}_{W_i}(0) = 0 \), \( \tilde{L}_{W_i} \) is a convex function, the inequality between the slope of \( \tilde{L}_{W_i} \) and the average slope of \( \tilde{L}_{Z_i} \) within each interval implies that \( \tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \) within each of the intervals. Combining each of these, we have

\[
\tilde{L}_{W_i}(p) \geq \tilde{L}_{Z_i}(p) \text{ within the interval } p \in \left[ 0, \frac{2((\ell+1)/4)\ell+1}{\ell} \right].
\]
ii) Right-hand part, specifically $p \in \left[\frac{2[\ell+2]}{\ell} - \frac{2}{\ell}, 1\right]$.

Making the substitutions $x = \frac{k-1/2}{\ell} - \frac{1}{4}$ and $\alpha = \frac{\ell}{\ell-2}$, we get

\begin{align*}
0 \leq x & \leq \frac{1}{2(\alpha + 1)} \\
\iff 0 \leq \frac{k - 1/2}{\ell} - \frac{1}{4} & \leq \frac{\ell - 2}{\ell - 1} = 1 - \frac{1}{\ell - 1} \\
\iff \frac{\ell}{4} + \frac{1}{2} & \leq \ell \left(\frac{5}{4} - \frac{1}{\ell - 1}\right) + \frac{1}{2}
\end{align*}

If $\ell \geq 5$, this implies $\frac{\ell + 2}{4} \leq k \leq \ell$. Then, by Lemma 54, $\cos \left(\frac{2\pi(k-1/2)}{\ell-2}\right) - \cos \left(\frac{2\pi k}{\ell}\right)$ is at most 0 within the range $k \in \left[\frac{\ell + 2}{4}, \ell\right]$ for any $\ell \geq 5$.

Consequently, the difference between the slope of $\tilde{L}_W(\ell)(p)$ and the average slope of $\tilde{L}_Z(\ell)(p)$ is negative within the interval $p \in \left(\frac{2(k-1)}{\ell}, \frac{2k+1}{\ell}\right)$ for each $k \in \left\{\left[\frac{\ell + 2}{4}, \frac{\ell + 2}{4} - 1\right]\right\}$.

Since $\tilde{L}_W(1) = \tilde{L}_Z(1) = 0$ and since $\tilde{L}_Z$ is a convex function, the inequality between the slope of $\tilde{L}_W$ and the average slope of $\tilde{L}_Z$ implies that $\tilde{L}_W(\ell)(p) \geq \tilde{L}_Z(\ell)(p)$ within each of the intervals. Combining each of these, we have $\tilde{L}_W(\ell)(p) \geq \tilde{L}_Z(\ell)(p)$ within the interval $p \in \left[\frac{2[(\ell+2)/4] - 2}{\ell}, 1\right]$.

For any odd $\ell$, either

$$\left\lfloor\frac{\ell + 1}{4}\right\rfloor = \left\lfloor\frac{\ell + 2}{4}\right\rfloor - 1.$$ 

Then

$$\frac{2 \left\lfloor(\ell + 1)/4\right\rfloor}{\ell} = 2 \left\lfloor(\ell + 2)/4\right\rfloor - 2.$$ 

So our proofs for the left-hand part corresponding to the interval $p \in \left[0, \frac{2[(\ell+1)/4]+1}{\ell}\right]$ and the right-hand part corresponding to the interval $p \in \left[\frac{2[(\ell+2)/4] - 2}{\ell}, 1\right]$ spans the entirety of the interval $[0, 1]$. So $\tilde{L}_W(\ell)(p) \geq \tilde{L}_Z(\ell)(p)$ for any $p \in [0, 1]$.

\[\square\]
5.4 Maximum likelihood estimation

We present an achievability result that extends the linear boundary for maximum likelihood estimation from Theorem 4.4.2 beyond $I_{XY} < 2 \log n$ in the case where the number of dimensions is $O(\log n)$.

**Theorem 5.4.1.** Let $n \triangleq |M|$ and suppose $|U| = |V| = n$. Let $m$ some bijective mapping between $U$ and $V$. Consider a pair of correlated Gaussian databases with mutual information equal to $x \log n$ and effective number of dimensions (as defined in Definition 1) equal to $z \log n$.

If $x \geq x_z$ where $x_z \triangleq z \log (2 \exp (1/z) - 1)$, then

$$E[d(\hat{M}_{ML}, M)] \leq \frac{n^{2-x}}{1 - n^{1-xz_x}}.$$

In particular, if $n \geq \omega(1)$ and if $x \geq 1 + \omega(1/ \log n)$, then

$$E[d(\hat{M}_{ML}, M)] \leq n^{2-x}(1 + o(1)).$$

The achievability regions for various values of the number of dimensions $|D|$ are illustrated in Fig. 5.5.

A sketch of the proof of this result is given in Subsection 5.4.1. A description of the contents and purpose of Subsections 5.4.3 and 5.4.4 can be found in this subsection. In Subsection 5.4.2, we present a lemma that shows that any bound applicable for the case where mutual information is distributed equally among all dimensions is applicable in general with no such constraint, which allows us to extend our results beyond the assumption that mutual information is distributed equally among all dimensions. Finally, in Subsection 5.4.5, the proof for Theorem 5.1.1 is given based on the results from Subsections 5.4.3 and 5.4.4.
Figure 5.5: Comparison of boundaries for achievability regions for maximum likelihood estimation for various values of the number of dimensions under the fully covered case (i.e., $|\mathcal{U}| = |\mathcal{V}| = |M|$). The x-axis is to signal strength $\frac{\zeta}{\log n} = \frac{I_{XY}}{\log n}$ and y-axis is the order of magnitude of expected number of mismatched users. By Theorem 5.4.1, if the number of dimensions is $z \log n$, then the achievability region is the area to the right of $x = x_z \triangleq z \log (2 \exp(1/z) - 1)$ and to the right of $y = x - 2$.

5.4.1 Sketch of proof

In Subsection 5.4.3, we define some sequence of functions $h_\ell$ such that the log expected number of errors that result from elementary misalignments of size $\ell$ is bounded by $\ell \cdot (1 - x + h_\ell) \log n$ where $x = \frac{I_{XY}}{\log n}$. The plots for $\ell \cdot (1 - x + h_\ell)$ for $\ell \in \{2, 3, 4, 5, 6, 7, 8, 9, 10\}$ in the $\log n$, $0.15 \log n$ and $1000 \log n$ dimensional cases are given in Figures 5.6, 5.8 and 5.7 respectively.

The slope of the curve $\ell \cdot (1 - x + h_\ell)$ gets steeper as $\ell$ increases. In particular, it is exactly $-1$ for $\ell = 2$ and it is less than $-\ell/2$ for any $\ell$. Eventually, as $\ell \to \infty$, the curve converges to a vertical line. We identify the point at which this line intersects the x-axis in Subsection 5.4.4. We refer to this as the critical point. The position of the critical point depends on the number of dimensions. Therefore we denote the value of this point by $x_z$ where $z$ refers to the ratio between the number of dimensions and $\log n$.

The achievability result relies on the fact that, as shown in in Subsection 5.4.4, the curve
Figure 5.6: Comparison of error bound exponents for elementary misalignments of different sizes $\ell$ in the $\log n$ dimensional case. The curve for $\ell = 2$ dominates the others if $x > x_1$. The curve for $\ell(1 - x + h_\ell)$ converges to the line $x = x_1$ as $\ell \to \infty$.

Figure 5.7: Comparison of error bound exponents for elementary misalignments of different sizes $\ell$ in the $1000 \log n$ dimensional case. The curve for $\ell = 2$ dominates the others if $x > x_{1000}$. The curve for $\ell(1 - x + h_\ell)$ converges to the line $x = x_{1000}$ as $\ell \to \infty$. 
Figure 5.8: Comparison of error bound exponents for elementary misalignments of different sizes $\ell$ in the $0.15 \log n$ dimensional case. The curve for $\ell = 2$ dominates the others if $x > x_{0.15}$. The curve for $\ell (1 - x + h_\ell)$ converges to the line $x = x_{0.15}$ as $\ell \to \infty$. For $\ell = 2$ dominates all the others if $x$ is to the right of the critical point. At any point to the left of the critical point, given any $\ell$ (including $\ell = 2$), we can find some other $\ell'$ such that the very steep curve for $\ell'$ dominates the curve for $\ell$. Therefore, within the region to the left of the critical point, we cannot bound the curves by some curve with finite slope. Therefore this analysis does not give any achievability result for $I_{XY} \log n < x_z$. For that region, we need an analysis that better deals with correlations between error events, such as the one in Chapters 3 and 4 that gave us the elliptic and parabolic achievability boundaries for maximum likelihood estimation.

It is worth noting that, in the $\omega(\log n)$ dimensional case, the infinite slope boundary at the critical point ($x_{\omega(1)} = 2$) matches the achievability results in Theorems 3.3.2 and 4.4.2 and the converse result in Theorem 3.4.1, which include a vertical boundary at $x = 2$. This suggests that the infinite slope boundary might be meaningful, although we wouldn’t expect this boundary to extend all the way to $y = 1$. 
5.4.2 Convexity of generating function

**Lemma 36.** Consider two pairs of correlated databases \((\vec{A}_0, \vec{B}_0)\) and \((\vec{A}_1, \vec{B}_1)\) between the same user sets \(U\) and \(V\) and with the same underlying mapping \(M\). Suppose \(|U| = |V| = \ell\) and suppose the two pairs of databases have the same number of effective features, as defined in Definition 1. Let \(R_0, R_1 : \mathbb{R}^{\ell \times \ell} \to \mathbb{R}\) denote the generating functions for the information density matrices corresponding to the two pairs of correlated databases as defined in Section 4.2.

Let \(m_1\) and \(m_2\) be two mappings of size \(n\) such that \(\Theta = m_1 + m_2\) is a matrix block corresponding to a cycle of the type given in Fig. 2.3-I.

If \(R_0\) corresponds to a pair of databases with mutual information distributed equally among all dimensions (Condition 2), then \(R_0(\Theta) \geq R_1(\Theta)\).

**Proof.** By Lemma 16,

\[
R(\Theta) = -\ell \cdot I_{XY} - \frac{1}{2} \sum_{i \in D} \sum_{k=0}^{\ell-1} \log \left(1 - \rho_i^2 \cdot \frac{1 + \cos \left(\frac{2k\pi}{\ell}\right)}{2}\right)
\]

\[
= \sum_{k=0}^{\ell-1} \left[-I_{XY} - \frac{1}{2} \sum_{i \in D} \log \left(1 - \frac{\rho_i^2}{2} \left[1 + \cos \left(\frac{2k\pi}{\ell}\right)\right]\right)\right] \quad (5.6)
\]

The proof of the lemma statement can be shown by exactly following the proof for Lemma 26 for each value of \(k\). We simply need to replace the expression \(\log \left(1 - \rho_i^2 \theta^2\right)\) in (5.1) with \(\log \left(1 - \rho_i^2 \cdot \frac{1 + \cos \left(\frac{2k\pi}{\ell}\right)}{2}\right)\). The proof for Lemma 26 holds for any value of \(\theta \in [0, 1]\), which includes \(\theta^2 = \frac{1 + \cos \left(\frac{2k\pi}{\ell}\right)}{2}\).

(The \(-I_{XY}\theta\) term in (5.1) and the \(-I_{XY}\) term in (5.6) are not important and make no difference in the proofs since \(I_{XY}\) is fixed.)
5.4.3 Normalized error exponent

**Definition 7.** Given any \( \ell \in \mathbb{N} \), define \( h_\ell : (0, \infty)^2 \to \mathbb{R} \) such that

\[
h_\ell(x, z) \triangleq -\frac{z}{2\ell} \sum_{k=0}^{\ell-1} \log \left( 1 - \frac{\rho^2}{2} \left( 1 + \cos \left( \frac{2\pi k}{\ell} \right) \right) \right)
\]

where \( \rho^2 = \rho^2(x, z) \triangleq 1 - \exp \left( -\frac{2x}{z} \right) \).

In particular, for \( \ell = 2 \), \( h_2(x, z) = \frac{x}{2} \) for any \( z \in (0, \infty) \).

**Lemma 37.** Let \( n \triangleq |M| \) and suppose \( |U| = |V| = n \). Let \( m \) some bijective mapping between \( U \) and \( V \). Given any \( \ell \in \{2, 3, \cdots, n\} \), let \( M_\ell^c(m) \) be the set of all bijective mappings between \( U \) and \( V \) such that \( m' \in M_\ell^c(m) \) if and only if the disagreement between \( m \) and \( m' \) corresponds to a type-I misalignment of size \( \ell \) as illustrated in Fig. 2.2-I.

Consider a pair of correlated Gaussian databases with mutual information equal to \( x \log n \) and effective number of dimensions (as defined in Definition 1) equal to \( z \log n \).

Then, given any \( \ell \in \{2, 3, \cdots, n\} \),

\[
\sum_{m' \in M_\ell^c(m)} \ell \cdot \Pr ( \langle G, m' \rangle \leq \langle G, m \rangle | M = m) \leq n^{\ell(1-x+h_\ell(x, z))}.
\]

**Proof.** The claimed result can be derived by the following sequence of inequalities:

\[
\begin{align*}
\sum_{m' \in M_\ell^c(m)} \ell \cdot \Pr ( \langle G, m \rangle \leq \langle G, m' \rangle | M = m) & \leq \sum_{m' \in M_\ell^c(m)} \ell \cdot R \left( \frac{m + m'}{2} \right) \tag{i} \\
& \leq \sum_{m' \in M_\ell^c(m)} \ell \cdot \exp (-\ell \cdot I_{XY} + \ell \cdot h_\ell (I_{XY}, |D|)) \tag{ii} \\
& \leq n^{\ell \cdot \exp (-\ell \cdot I_{XY} + \ell \cdot h_\ell (I_{XY}, |D|))} \tag{iii} \\
& \leq n^{\ell \left(1-\frac{I_{XY}}{\log n} + h_\ell \left(\frac{I_{XY}}{\log n} + \frac{|D|}{\log n}\right)\right)} \tag{iv}
\end{align*}
\]
The argument behind each inequality is given below:

i) By Corollary 11, \( \Pr (\langle G, m \rangle < \langle G, m' \rangle | M = m) \leq R \left( \frac{m + m'}{2} \right) \).

ii) Let \( \rho \in (-1, 1)^D \) denote the correlation vector under canonical form. By Lemma 16,

\[
\log R \left( \frac{m + m'}{2} \right) \leq -\ell \cdot I_{XY} - \ell \cdot h_\ell \left( I_{XY}, |D| \right) \leq \ell \cdot I_{XY} + \ell \cdot h_\ell \left( I_{XY}, |D| \right).
\]

By Lemma 36, the generating function only gets larger if mutual information is distributed equally across each dimension as described in Condition 2, so that is a valid upper bound. In that case, \( \rho_i^2 = \rho^2 \triangleq 1 - \exp \left( -\frac{2I_{XY}}{|D|} \right) \) for any \( i \in D \) and the summation over \( D \) can be written as a product \(|D| \sum_k \log \left( 1 - \frac{\ell^2}{2} \left( 1 + \cos \left( \frac{2\pi k}{\ell} \right) \right) \right) \). Then

\[
\log R \left( \frac{m + m'}{2} \right) = -\ell \cdot I_{XY} + \ell \cdot h_\ell \left( I_{XY}, |D| \right).
\]

iii) By Lemma 2, \( M_\ell \circ \ell (m) \leq n \ell \).

iv) \( h_\ell(a, b) = h_\ell \left( \frac{a}{b}, \frac{1}{b} \right) \).

\( \square \)

Lemma 38. Given any \( \ell \in \{2, 3, 4, \cdots \} \),

\[
\frac{\partial}{\partial x} h_\ell(x, z) \leq \frac{\partial}{\partial x} h_2(x, z) = \frac{1}{2}
\]

Proof. First we show that \( \frac{\partial}{\partial x} h_\ell(x, z) \leq \frac{\partial}{\partial x} h_2(x, z) \).

Define \( f(w, a) \triangleq \frac{1 + w}{1 - a(1 + w)} \). We show that, given any \( a \in (0, \infty) \), \( f(w, a) \) is a convex function of \( w \) within the interval \( w \in (-\infty, \frac{1-a}{a}) \):

\[
\frac{\partial^2}{\partial w^2} f(w, a) = \frac{2a}{(1 - a(1 + w))^3}.
\]

The second derivative of \( f(w, a) \) is non-negative for any \( w \in (-\infty, \frac{1-a}{a}) \) and therefore \( f(w, a) \) is a convex function of \( w \).

Consider \( W_\ell \), the sequence of random variables as defined in Subsection 5.3.3. Specifically, define \( U_\ell \) as a random variable distributed uniformly over the set \( \{0, \frac{1}{\ell}, \frac{2}{\ell}, \cdots, \frac{\ell-1}{\ell} \} \).
and \( W_\ell \triangleq \cos (2\pi U_\ell) \). Then,

\[
\frac{\partial}{\partial \rho^2} h_2(x, z) = -\frac{z}{2} \mathbb{E} \left[ \frac{1 + W_\ell}{2 - \rho^2(1 + W_\ell)} \right] = -\frac{z}{2} \mathbb{E} \left[ f \left( W_\ell, \frac{\rho^2}{2} \right) \right]
\]

\( f \left( x, \frac{\rho^2}{2} \right) \) is a convex function for any \( x \in \left( -\infty, \frac{1-\rho^2/2}{\rho^2/2} \right) \). For any \( x > 0 \) and \( z > 0 \), \( \rho^2 = \rho^2(x, z) \triangleq 1 - \exp \left( -\frac{2x}{z} \right) \in (0, 1) \). Then \( \frac{1-\rho^2/2}{\rho^2/2} \geq 1 \) and the interval \( \left( -\infty, \frac{1-\rho^2/2}{\rho^2/2} \right) \) contains \([-1, 1]\). So \( f \left( x, \frac{\rho^2}{2} \right) \) is a convex function of \( x \) over the convex hull of the support of \( W_\ell \).

By Lemma 33, \( W_2 \) majorizes \( W_\ell \) for any \( \ell \in \{2, 3, \ldots\} \). Then, by Theorem 5.3.2,

\[
\mathbb{E} \left[ f \left( W_2, \frac{\rho^2}{2} \right) \right] \geq \mathbb{E} \left[ f \left( W_\ell, \frac{\rho^2}{2} \right) \right] \iff \frac{\partial}{\partial \rho^2} h_2(x, z) \geq \frac{\partial}{\partial \rho^2} h_\ell(x, z)
\]

So \( \frac{\partial}{\partial x} h_\ell(x, z) \leq \frac{\partial}{\partial x} h_2(x, z) \). We get \( \frac{\partial}{\partial x} h_\ell(x, z) \leq \frac{\partial}{\partial x} h_2(x, z) \) by multiplying both sides by \( \frac{\partial \rho^2}{\partial x} \).

Finally, since \( h_2(x, z) = \frac{z}{2} \), we get \( \frac{\partial}{\partial x} h_2(x, z) = \frac{1}{2} \).

\section*{5.4.4 Critical point}

We identify the point where \( \lim_{\ell \to \infty} 1 - x + h_\ell(x, z) = 0 \) as \( \ell \to \infty \), which we refer to as the critical point. We then show that \( 2 \left[ 1 - x + h_2(x, z) \right] \geq \ell \left[ 1 - x + h_\ell(x, z) \right] \) at this point.

\textbf{Lemma 39.}

\[
\lim_{\ell \to \infty} h_\ell(x, z) = -z \log \left( \frac{1 + \exp(-x/z)}{2} \right)
\]
Proof.

\[
\lim_{\ell \to \infty} h_\ell(x, z) = -z^2 \left[ \lim_{\ell \to \infty} \frac{1}{\ell} \sum_{k=0}^{\ell-1} \log \left( 1 - \frac{\rho^2}{2} \left( 1 + \cos \left( \frac{2\pi k}{\ell} \right) \right) \right) \right]
\]
\[
\overset{(*)}{=} -z^2 \int_0^1 \log \left( 1 - \frac{\rho^2}{2} - \frac{\rho^2}{2} \cos (2\pi u) \right) du
\]
\[
= -z^2 \log \left( 1 - \frac{\rho^2}{2} \right) + \sqrt{1 - \rho^2} - \left( -\frac{\rho^2}{2} \right) + \frac{z}{2} \log 2
\]
\[
= -z^2 \log \left( 1 - \frac{\rho^2}{2} \right) + \sqrt{1 - \rho^2} + \frac{z}{2} \log 2
\]
\[
= -z^2 \log \left( \frac{1 + \sqrt{1 - \rho^2}}{2} \right) + \frac{z}{2} \log(2)
\]
\[
= -z \log \left( \frac{1 + \sqrt{1 - \rho^2}}{2} \right)
\]
\[
= -z \log \left( \frac{1 + \exp \left( -x/z \right)}{2} \right)
\]

where the inequality (*) follows from Lemma 55.

Given any \( z \in (0, \infty) \), \( 1 - x + \lim_{\ell \to \infty} h_\ell(x, z) = 0 \) at point \( x = z \log \left( 2 \exp \left( 1/z \right) - 1 \right) \).

Henceforth we refer to this point as the critical point and denote it by \( x_z \triangleq z \log \left( 2 \exp \left( 1/z \right) - 1 \right) \).

Lemma 40. Given any \( \ell \in \{2, 3, \cdots\} \) and \( z \in (0, \infty) \),

\[
2 \cdot [1 - x_z + h_2(x_z, z)] \geq \ell \cdot [1 - x_z + h_\ell(x_z, z)]
\]

where \( x_z \triangleq z \log \left( 2 \exp \left( 1/z \right) - 1 \right) \geq 1 \)

Proof. Let us denote \( \lim_{\ell \to \infty} h_\ell(x, z) \) by \( h_\infty(x, z) \). By the definition of \( x_z, h_\infty(x_z, z) = \ldots \)
Consider $W_\ell$ and $Z_\ell$, the sequences of random variables as defined in Subsection 5.3.3. Specifically, define $U_\ell$ as a random variable distributed uniformly over the set $\{0, \frac{1}{\ell}, \frac{2}{\ell}, \ldots, \frac{\ell-1}{\ell}\}$ and $W_\ell \triangleq \cos (2\pi U_\ell)$. Define $Z_\ell$ as a mixture between $W_2$ and $W_\infty$: Given auxiliary Bernoulli random variable $Y_\ell$ with mean $\frac{2}{\ell}$, given any set $S \subseteq \mathbb{R}$, $\Pr (Z_\ell \in S | Y_\ell = 1) = \Pr (W_2 \in S)$ and $\Pr (Z_\ell \in S | Y_\ell = 0) = \Pr (W_\infty \in S)$. Then, we can write

$$2 \cdot [1 - x_z + h_2(x_z, z)] - \ell \cdot [1 - x_z + h_\ell(x_z, z)] = \ell \left[ \ell - 2 \cdot h_\infty(x_z, z) + 2 \cdot h_2(x_z, z) - h_\ell(x_z, z) \right].$$

where $\rho^2 = \rho^2(x_z, z) \triangleq 1 - \exp \left(-\frac{2x_z}{z}\right) \in (0, 1)$.

The second derivative of $-\log \left(1 - \frac{\rho^2}{2} (1 + w)\right)$ with respect to $w$ is $\frac{\rho^4}{4} \frac{1}{(1 - \frac{\rho^2}{2} (1 + w))^2}$, which is positive for any $w \leq 1$. Then $-\log \left(1 - \frac{\rho^2}{2} (1 + w)\right)$ is a convex function of $w$.

By Lemma 35, $Z_\ell$ majorizes $W_\ell$ for any $\ell \in \{2, 3, \cdots\}$. Then, by Theorem 5.3.2,

$$\mathbb{E} \left[ -\log \left(1 - \frac{\rho^2}{2} (1 + Z_\ell)\right) \right] \geq \mathbb{E} \left[ -\log \left(1 - \frac{\rho^2}{2} (1 + W_\ell)\right) \right].$$

It then follows that

$$2 \cdot [1 - x_z + h_2(x_z, z)] - \ell \cdot [1 - x_z + h_\ell(x_z, z)] = \ell \cdot \frac{z}{2} \mathbb{E} \left[ -\log \left(1 - \frac{\rho^2}{2} (1 + Z_\ell)\right) \right] - \ell \cdot \frac{z}{2} \mathbb{E} \left[ -\log \left(1 - \frac{\rho^2}{2} (1 + W_\ell)\right) \right] \geq 0.$$
5.4.5 Proof of achievability result

Proof. The claimed result can be derived by the following sequence of inequalities. We drop the second argument for $h_\ell$ and write $h_\ell(x)$ instead of $h_\ell(x, z)$ for brevity.

\[
\mathbb{E}\left[d\left(\hat{M}_{ML}, M\right)\right] \leq \sum_{\ell=2}^{n} \sum_{m' \in M^2_\ell(m)} \ell \cdot \Pr\left(\langle G, m \rangle \leq \langle G, m' \rangle | M = m\right)
\]

\[
\leq \sum_{\ell=2}^{n} n\ell(1-x+h_\ell(x))
\]

\[
= n^2(1-x+h_2(x)) \sum_{\ell=2}^{n} n(\ell-2)(1-x)-(2h_2(x)-\ell-h_\ell(x))
\]

\[
= n^2(1-x+h_2(x)) \sum_{\ell=2}^{n} n(\ell-2)(1-x)-2(h_2(x)-h_2(x_{\ell}))+(\ell(h_\ell(x)-h_\ell(x_{\ell}))-2h_2(x_{\ell})-\ell-h_\ell(x_{\ell}))
\]

\[
\leq n^2(1-x+h_2(x)) \sum_{\ell=2}^{n} n(\ell-2)(1-x)-2(h_2(x)-h_2(x_{\ell}))+\ell(h_\ell(x)-h_\ell(x_{\ell}))
\]

\[
\leq n^2(1-x+h_2(x)) \sum_{\ell=2}^{n} \left[n^{1-x+x_{\ell}x_{\ell}}\right]^{\ell-2}
\]

\[
= n^2(1-x+h_2(x)) \sum_{k=0}^{n} \left[n^{1-x+x_{\ell}x_{\ell}}\right]^k
\]

\[
= \frac{n^2}{1-n^{1-x+x_{\ell}x_{\ell}}}
\]

The argument behind each inequality is given below:

1. If an elementary misalignment (as defined in Definition 3) of size $\ell$ is part of the difference between the estimated mapping and the true mapping, it contributes $\ell$ to the total number of errors. Suppose $m'$ induces an elementary misalignment with $m$. That elementary misalignment cannot be part of the final misalignment unless $\langle G, m \rangle \leq \langle G, m' \rangle$. 
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When $|U| = |V| = |M|$, by Lemma 2, there are no elementary misalignment of type-II or type III, and elementary misalignments of type-I may only have size $\ell \in \{2, 3, \cdots, n\}$.

2. By Lemma 37, $\sum_{m' \in \mathcal{M}(m)} \ell \cdot \Pr(\langle G, m \rangle \leq \langle G, m' \rangle | M = m) \leq n^{\ell(1-x + h(x, z))}$.

3. By Lemma 40, $2 \cdot h_2(x_z) - \ell \cdot h_\ell(x_z) \geq 0$.

4. By Lemma 38, the slope of $h_\ell$ is less than that of $h_2$, which is equal to $1/2$. Then $h_\ell(x) - h_\ell(x_z) \leq h_2(x) - h_2(x_z) = \frac{1}{2}(x - x_z)$ for any $x \geq x_z$. 

\[\square\]
CHAPTER 6
ANALYSIS OF A CANONICAL LABELING ALGORITHM FOR THE
ALIGNMENT OF CORRELATED ERDŐS-RÉNYI GRAPHS

In this chapter we study the performance of a polynomial time canonical labeling algorithm for graph alignment under the correlated Erdős-Rényi graph model.

The algorithm proceeds in two phases: during the first phase, for a fixed threshold parameter $h$, the $h$ highest-degree vertices in both graphs are matched in the natural way (highest degree to highest, second-highest to second-highest, and so forth). For convenience, we call these ‘anchors’. In the second phase, each remaining vertex is labeled with a binary vector of length $h$ that encodes its adjacency to the set of anchor vertices. The final alignment is then generated via a minimum-distance matching over the labels in both graphs. Note that the second phase is equivalent to the matching of two bipartite graphs given the matching of one of their partite sets.

We evaluate the performance of the algorithm on the correlated random graph model of asymptotic size and determine conditions for the reliable performance of the algorithm. This result relies on an achievability result on the alignment of bipartite graphs as an intermediary step, which is of independent interest.

In Section 6.1, we present the problem setting, introduce the algorithm we study and the graph model we work with as well as present a sketch of the analysis in this chapter. In Section 6.2, we present our main result which provides a condition on the correlation and density parameters of the correlated graph model that guarantees perfect recovery of the underlying alignment with high probability. In Sections 6.3 and 6.4 we study the two stages of the canonical labeling algorithm and combine the analyses in Section 6.5 to provide the proof of our main result.

The analysis and results in this chapter have been presented at Sigmetrics 2019 [21].
6.1 Model

6.1.1 Notation

For a graph $G$ we denote its vertex set and edge set as $V(G)$ and $E(G)$, respectively. Alternatively we write $G = (V; E)$ where $V = V(G)$ and $E = E(G)$. For a bipartite graph $H$ we denote $H = (A, B; E)$ where $A$ and $B$ are the partite sets and $E = E(H)$. For any vertex $v \in V(G)$ let $N_G(v)$ be the set of its neighbors in $G$, $d_G(v)$ its degree and $d_G^\pi(v)$ its complementary degree. The maximum degree in graph $G$ is denoted by $\Delta(G)$. When referring to graphs distinguished by their subscript (e.g. $G_a$, $G_b$), we use a shorthand notation to denote neighborhoods, degrees etc. as follows: $N_a(v) = N_{G_a}(v)$, $d_a(v) = d_{G_a}(v)$, $d^\pi_a(v) = d^\pi_{G_a}(v)$. For a set $X$, let $X^k$ be set of vectors of length $k$ with entries from $X$. We will use $[k]$ as the index set for these vectors. We denote vectors in lower case bold font, e.g. $\vec{v} = (v_1, v_2, \ldots, v_k) \in V^k$.

For any $n \in \mathbb{N}$, $[n]$ denotes the set of all integers from 1 to $n$. We denote by $\text{Bin}(n; p)$ the binomial distribution with $n$ trials and event probability $p$.

6.1.2 Problem Definition

Let $G_a = (V_a; E_a)$ and $G_b = (V_b; E_b)$ be graphs and let $M : V_a \rightarrow V_b$ be a bijection between their vertex sets. We say that these graphs are correlated if the edge set of one provides information about the edge set of the other. We are interested in the case of simple positive correlation: conditioning on the event $\{u, v\} \in E_a$ makes the event $\{M(u), M(v)\} \in E_b$ more likely. The details of our random graph model are given in Section 6.1.4.

**Graph Alignment Problem:** For a pair of correlated random $G_a = (V_a; E_a)$ and $G_b = (V_b; E_b)$, recover $M : V_a \rightarrow V_b$, the bijection between the vertex pairs in the two graphs based on the correlation of the edge sets.
6.1.3 Alignment by Canonical Labeling

The classical graph isomorphism recovery problem, that is, finding the bijection between vertex sets of a pair of identical graphs, is often solved by canonical labeling based approaches. For a graph $G = (V; E)$ this approach returns a function $\ell_G$ from a set of vertices $V$ to a set of labels called the canonical labeling of vertices, with the property that, any for any permutation $\sigma$ of the vertex set and the graph $H$ induced by this permutation on $G$, $\ell_G(v) = \ell_H(\sigma(v))$ for all vertices $v \in V$. In other words, the canonical labeling only depends on the structure of the graph and is invariant to permutations of the vertex set. This allows us to identify an underlying bijection. If $\ell_G$ is injective, then the labeling allows for recovery of the automorphism.

If the canonical labeling scheme is robust in the sense that small differences in the structure of the graph induce small perturbations on the labels of vertices, then the canonical labeling can still be used to align a pair of graphs that are “adequately” correlated. In this setting, we seek to find a matching between the label sets of the two graphs that minimizes an appropriately defined labeling distance.

Labeling is done in two steps: In the first step vertices are labeled with their degrees and the small subset of the vertices with high-degrees are identified. These are referred to as ‘anchors’ and form a basis for the alignment of the rest of the graph. In the second step, the remaining vertices are labeled with signature vectors based on their adjacencies with the anchors identified in step one.

This second step ignores all edges between unidentified vertices, effectively treating the graph as a bipartite graph. Therefore, the second step may be considered separately as an algorithm to align two bipartite graphs with one unidentified partite set. In the remainder of this paper, we refer to the first step as the anchor alignment algorithm and the second step as the bipartite alignment algorithm.
Algorithm 1 AnchorSignAlign

Input: $G_a = (V_a; E_a), G_b = (V_b; E_b), h$
Output: Estimated alignment $\hat{M} : V_b \rightarrow V_a$

1: Step 1: Anchor alignment
2: $\vec{w}_a = f_h(G_a)$
3: $\vec{w}_b = f_h(G_b)$
4: for $i \in [h]$ do
5: $\hat{M}(w_{b,i}) = w_{a,i}$
6: end for

7: Step 2: Bipartite alignment
8: $H_a = \{ w_{a,i} : i \in [h] \}$
9: $H_b = \{ w_{b,i} : i \in [h] \}$
10: for vertex $v \in V_b \setminus H_b$ do
11: $\hat{M}(v) = \arg \min_{u \in V_a \setminus H_a} \| \text{sig}_a(u) - \text{sig}_b(v) \|
12: end for

The alignment algorithm uses the same canonical labeling scheme originally presented for the graph isomorphism problem by Babai, Erdős, and Selkow [43] and subsequently used for graph alignment in the adversarial setting [44]. (Note that the graph isomorphism algorithm runs in $O(n^2)$-time when graphs because the signature matching step can be accomplished by sorting the signatures. The variation for noisy signatures requires $O(n^2h)$-time.)

Definition 8. For a $n$-vertex graph $G$, let $\vec{\delta}_G = (\delta_{G,1}, \cdots, \delta_{G,n})$ be the degree sequence of $G$ in decreasing order.

Definition 9. The high-degree sorting function $f_h$ takes as input a graph $G$ on the vertex set $V$ and lists the $h$ highest-degree vertices, sorted by degree. More precisely, $f_h(G)$ is some vector $\vec{w} = (w_1, w_2, \cdots, w_h) \in V^h$ of distinct vertices such that $d_G(w_i) = \delta_{G,i}$.

The degree sequence of $G$ is always uniquely defined. $f_h(G)$ is uniquely defined only
(I) Anchor alignment with $h = 3$

(II) Bipartite alignment

Figure 6.1: Illustration of AnchorSignAlign with $h = 3$. I) Label nodes by degrees and match the $h$ nodes with the highest degrees. II) Label nodes by signatures that encode adjacencies to highest-degree vertices and match each node to the closest signature in other graph.
if the first $h$ entries of $\delta_G$ are strictly decreasing. If multiple high-degree vertices have the same degree, $f_h(G)$ lists them in some arbitrary order.

Anchor alignment on graphs $G_a$ and $G_b$ corresponds to the index-by-index alignment of vertices of $f_h(G_a)$ and $f_h(G_b)$. We refer to the set of $h$ vertices that appear in $f_h(G_a)$ as $H_a$, the set of $h$ vertices that appear in $f_h(G_b)$ as $H_b$, and when they are the same we say $H_a = H_b = H$. The bipartite alignment algorithm labels each vertex in $V_a \setminus H_a$ by a binary vector encoding its adjacency with vertices in $H_a$. These labels, which we refer to as signatures, are defined as follows:

**Definition 10.** Given graph $G$ and anchor vector $f_h(G) = \vec{w} = (w_1, w_2, \cdots, w_h)$, the signature function $\text{sig}_G$ takes as input vertex $u \in V(G)$ and returns the signature label of the vertex such that,

$$\text{sig}_G(u) \in \{0, 1\}^h \quad \text{and} \quad \text{sig}_G(u)_i = 1 \{u, w_i\} \in E(G)$$

where $1 \cdot$ denotes the indicator function of an event. We use the shorthand notation $\text{sig}_a(u) = \text{sig}_G(u)$, $\text{sig}_b(u) = \text{sig}_G(u)$ when referring to graphs $G_a$ and $G_b$.

The bipartite alignment algorithm aligns vertices in $V \setminus H$ such as to minimize the Hamming distance between pairs of signatures of aligned vertices. In our analysis we consider a naive approach, aligning each vertex in one graph to the vertex with the closest signature in the other graph. Notice that any graph alignment approach limited to signatures ignores all information pertaining to edges among the unidentified set of vertices.

The steps of the alignment algorithm are summarized in Algorithm 1. We refer to the estimated alignment as $\hat{M}$. We say the algorithm is successful when $\hat{M} = M$.

### 6.1.4 Correlated Erdős-Rényi Graphs

We perform our analysis on correlated Erdős-Rényi (ER) graphs [45]. Under the basic ER model of random graphs, $G \sim ER(n; p)$ is a random graph on $n$ vertices where any two
vertices share an edge with probability \( p \) independent from the rest of the graph. Under the correlated graph model, \((G_a, G_b) \sim ER(n; (p_{11}, p_{10}, p_{01}, p_{00}))\) are a pair of graphs on the same set of \( n \) vertices where the occurrences of an edge \( e = \{u, v\} \) between any pair of vertices \( u, v \) is independent and identically distributed with the following probabilities:

\[
(1 \in E(G_a), 1 \in E(G_b)) = \begin{cases} (1, 1) \text{ w.p. } p_{11} \\ (1, 0) \text{ w.p. } p_{10} \\ (0, 1) \text{ w.p. } p_{01} \\ (0, 0) \text{ w.p. } p_{00} \end{cases}
\] (6.1)

The marginal probabilities are then defined as:

\[
p_{1*} = p_{11} + p_{10} \quad p_{*1} = p_{11} + p_{01} \\
p_{0*} = p_{01} + p_{00} \quad p_{*0} = p_{10} + p_{00}
\]

We denote the vector of probabilities as \( \vec{p} = (p_{11}, p_{10}, p_{01}, p_{00}) \). Note that all probabilities are functions of \( n \). We limit our interest to sparse graphs and only consider \( \vec{p} \) such that \( \lim_{n \to \infty} p_{00} = 1 \).

Two other variations of the correlated Erdős-Rényi model have appeared in the literature.

**Subsampling model:** This generates a pair of correlated graphs via subsampling of a parent graph \( G_{\text{parent}} \sim ER(n; r) \). Each edge in \( G_{\text{parent}} \) is then included in \( G_a \) with probability \( s_a \) and in \( G_b \) with probability \( s_b \). Each of these \( 2|E(G_{\text{parent}})| \) edge subsampling events
are independent. This results in \((G_a, G_b) \sim ER(n; (p_{11}, p_{10}, p_{01}, p_{00}))\) with

\[
p_{11} = rs_a s_b \\
p_{10} = r s_a (1 - s_b) \\
p_{01} = r (1 - s_a) s_b \\
p_{00} = 1 - r (s_a + s_b - s_a s_b).
\]

This model appeared in Pedarsani and Grossglauser [46] in the symmetric case \(s_a = s_b\). Observe that \(\frac{p_{11}}{p_{1+}p_{1-}} = \frac{1}{r} \geq 1\), so this model can only represent non-negatively correlated graphs.

**Perturbation model:** This starts by generating a base graph \(G_{\text{parent}} \sim ER(n; r)\). In the adversarial perturbation model considered by Mitzenmacher and Morgan [44], \(G_a\) and \(G_b\) are each created by making up to \(d/2\) changes to the edge set of \(G_{\text{base}}\). In the natural randomized version, \(G_a\) and \(G_b\) differ from \(G_{\text{base}}\) at each of the \(\binom{n}{2}\) vertex pairs independently with probability \(\delta = \frac{d}{n(n-1)}\). This results in \((G_a, G_b) \sim ER(n; (p_{11}, p_{10}, p_{01}, p_{00}))\) with

\[
p_{11} = r (1 - 2\delta) + \delta^2 \\
p_{10} = \delta - \delta^2 \\
p_{01} = \delta - \delta^2 \\
p_{00} = (1 - r)(1 - 2\delta) + \delta^2.
\]

The models that we have just described generates a pair of graphs on the same vertex set \(V\). To convert these graphs to a pair of correlated graphs on distinct vertex sets, the vertices of \(G_b\) can be relabeled using the bijection \(M : V \rightarrow V_b\). This relabeling hides the association between the vertex sets and makes the alignment recovery problem nontrivial. For the analysis of Algorithm 1, it is more convenient to work with pairs of graphs on the same vertex sets rather than work with \(M\) explicitly, so we will do this for the remainder.
of the paper.

In the case of bipartite graphs we use an analogous model. We denote the distribution as \( ER (h, k; \vec{p}) \) for pairs of correlated graphs with left vertex set of size \( h \) and right vertex set of size \( k \). For random bipartite graphs \( (B_a, B_b) \sim ER (h, k; \vec{p}) \), a left vertex \( u \), and a right vertex \( v \), the pair of random variables \( (1(u, v) \in E(B_a), 1(u, v) \in E(B_b)) \) have the same distribution as (6.1).

### 6.1.5 Outline and Intuition for the Analysis

The two steps of Algorithm 1 dictate opposing bounds on the value of the parameter \( h \). The bipartite alignment phase requires distinct signatures, which is guaranteed only if the length of the signature vectors \( (h) \) is large enough. However, the performance of the anchor alignment phase degrades as \( h \) grows larger. Our analysis consists of determining upper and lower bounds on \( h \) and identifying the region for \( h \) which satisfies both bounds.

In Section 6.3 we present a sufficient condition to perfectly align the \( h \) highest-degree vertices in correlated ER graphs. This gives an upper bound on \( h \). The result is derived by determining the conditions that guarantee, with high probability, that the \( h \) highest-degree vertices have large enough degree separation. It is then unlikely that any two high-degree vertices have their degree order reversed. Applying the Chernoff bound, we show that a degree separation of \( \sigma \sqrt{\log h} \) is sufficient, where \( \sigma^2 \approx n(p_{10} + p_{01}) \) is the variance of a vertex degree in \( G_b \) given its degree in \( G_a \). Trivially, independent of the variance, the degree separation must also be at least 1. Thus we get

\[
\text{minimum degree separation} \geq \max \left\{ 1, \sigma \sqrt{\log h} \right\}. \quad (6.2)
\]

The argument that gives this minimum degree separation bound is illustrated in Fig. 6.2.

Combining (6.2) with a known result on the degree separation of high-degree vertices
gives Theorem 6.3.2, which states a sufficient condition on $h$ for high-degree matching. Ignoring logarithmic terms, this condition can be simply written as

$$
\frac{\sqrt{np_{11}}}{\max\{1, \sqrt{n(p_{10} + p_{01})}\}} \geq \omega\left(h^2\right).
$$

The intuition behind this result is as follows: given that all vertex degrees are distributed within an interval of size roughly $\sqrt{np_{11}}$, the range of degrees can be partitioned into $\frac{\sqrt{np_{11}}}{\max\{1, \sqrt{n(p_{10} + p_{01})}\}}$ bins of size equal to the minimum degree separation. Two vertices in the same bin violate the degree separation requirement. If the degrees of the $h$ high-degree vertices were to be distributed uniformly within this range, then by the birthday paradox, we would need the number of bins to be significantly larger than $h^2$. Clearly high-degree vertices are not uniformly distributed. Nevertheless a rigorous analysis shows that this rough estimate is accurate in the leading term and differs from the actual necessary condition only in the logarithmic terms. This packing argument is illustrated in Fig. 6.3.

In order to understand the constraints on the bipartite matching phase, in Section 6.4 we
analyze the closely related problem of correlated random bipartite graphs. We try to match one of the partite sets based on the complete knowledge of the matching of the other partite set. The identified set is of size \( h \). As in Algorithm 1, this matching is done through sparse binary signatures. The signatures of the copies of any vertex in the two graphs have around \( hp_{11} \) common ones. Thus \( h \geq \Omega(1/p_{11}) \) is a necessary condition for matching. Applying the Chernoff inequality and the union bound over all \( \approx n^2/2 \) possible mismatches, we derive the result in Remark 2 which gives the sufficient condition as

\[
h \geq \frac{2 \log n + \omega(1)}{p_{11}}.
\]

This problem closely relates to the bipartite alignment phase of Algorithm 1; in both cases we assume to have complete knowledge of the alignment of one partite set (i.e. the set
of anchor vertices) and try to match the other side by only considering edges that connect these two sets. In the case of the correlated bipartite distribution, the analysis is straightforward since edge random variables are independent. But in the general case the edge random variables between the high-degree set and the remaining vertices are not independent. Fortunately the dependence is weak and it is possible to handle this issue by requiring the anchor set to be robust to the addition or removal of a pair of vertices. (This simply requires an additional degree separation of 2 between anchor vertices.)

6.2 Achievability result

Our main result is a condition under which Algorithm 1 successful recovers the true graph alignment.

**Theorem 6.2.1.** Let \( G_a = (V; E_a) \) and \( G_b = (V; E_b) \) such that \( (G_a, G_b) \sim ER(n, \vec{p}) \)

where \( \vec{p} \) is a function of \( n \) with \( p_{11} \leq o(1) \),

\[
p_{11} \geq \omega\left(\frac{\log^{7/5} n}{n^{1/5}}\right) \quad \text{and} \quad p_{01} + p_{10} \leq o\left(\frac{p_{11}^5}{\log^6 n}\right),
\]

Then Algorithm 1 with parameter \( h \) such that

\[
\frac{\log n + \omega(1)}{p_{11}} \leq h \leq O\left(\frac{\log n}{p_{11}}\right)
\]

exactly recovers the alignment between the vertex sets of \( G_a \) and \( G_b \) with probability \( 1 - o(1) \).

Fig. 6.4 illustrates the asymptotic achievability region of Algorithm 1 as a function of graph density \( \left(\frac{\log p_{11}}{\log n}\right) \) and noise \( \left(\frac{\log p_{10}}{\log n}\right) \). We also include the achievability of the noiseless scenario [43], more challenging adversarial scenario [44], as well as the information theoretic achievability region [45]. We only consider the symmetric case, where \( p_{10} = \Theta(p_{01}) \). The \( x \)-axis shows \( \frac{\log p_{01}}{\log n} \) and the \( y \)-axis shows \( \frac{\log p_{11}}{\log n} \). Note that in the region
Figure 6.4: Comparison of regions of achievability for symmetric noise, i.e. \( p_{10} = \Theta (p_{01}) \): (A) region achievable by Algorithm 1 under no expected noise [47], (A∪B) under the adversarial model [44], (A∪B∪C) under the random graph model, (A∪B∪C∪D) theoretical achievability region for the random graph model [45].

\[ x < -2, \] the number of edge edge differences between the pairs of graphs is zero under the adversarial model and is zero with high probability under the random graph model, so the alignment problem reduces to the graph isomorphism problem.

The adversarial model is defined as follows: Consider a random graph \( G_a = ER(n; p) \) and its modified copy \( G_b \) obtained by the addition or deletion of at most \( d \) edges by an adversary where \( d \geq 2 \) is a deterministic function of \( n \).

Note that the parameters in this problem formulation relate to the correlated random graph problem through:

\[
p = p_{1*} = p_{11} + p_{10} = p_{11}(1 + o(1)) \quad \text{and} \quad d = (p_{10} + p_{01}) \left( \frac{n}{2} \right).
\] (6.3)

By Theorem 5.3 in [44], there exists an appropriate choice of parameter \( h \) for which Algorithm 1 perfectly aligns the vertex sets of the two graphs with probability at least \( 1 - o(1) \) as long as \( p = \omega \left( d \log n \left( \frac{d}{n} \right)^{1/7} \right) \). By the equalities in (6.3), this condition is satisfied when

\[
\Omega \left( n^{-2} \right) \leq (p_{01} + p_{10})^{\frac{2}{3}} \leq o \left( \frac{p_{11}}{\log n} n^{-17/7} \right).
\]
Recall that the $x$-axis shows $\frac{\log p_{01}}{\log n}$ and the $y$-axis shows $\frac{\log p_{11}}{\log n}$. Taking the logarithm of both sides and dividing by $\log n$, in the symmetric case, results in the triangular region defined by the inequality

$$-2 \leq \frac{9}{7} x \leq y - \frac{17}{7} - o(1).$$

Note that $d = o(1)$ for $p_{01} + p_{10} \leq o(n^{-2})$, so the adversarial scenario with a fixed number of edge changes reduces to the graph isomorphism problem and under the random graph model the graphs are isomorphic with high likelihood. The condition to guarantee successful alignment for that problem, given in Theorem 3.17 in [47], is $p = \omega(n^{-1/5} \log n)$, which corresponds to the region where

$$y \geq -\frac{1}{5} + o(1) \quad \text{and} \quad x \leq -2.$$

The achievability region is derived similarly. Theorem 2 in [45] gives the following achievability condition as

$$p_{11} \geq 2 \frac{\log n + \omega(1)}{n} \quad \text{and} \quad p_{01}p_{10} = o(p_{11}p_{00}),$$

which for $p_{00} = 1 - o(1)$ and $p_{10} = \Theta(p_{01})$ corresponds to

$$p_{11} = \Omega\left(\frac{\log n}{n}\right) \quad \text{and} \quad p_{01}^2 = o(p_{11}).$$

This gives the the region defined by

$$y \geq -1 + o(1) \quad \text{and} \quad 2x \leq y.$$

In Section 6.3 we analyze the performance of the anchor alignment stage of the algorithm. In Section 6.4 we present the result on the performance of bipartite graph alignment stage of the algorithm. Finally, in Section 6.5 the results from these two analyses are com-
bined to provide a proof on performance of the alignment algorithm.

6.3 Anchor alignment

The expected performance on the alignment of the anchors (i.e. high-degree vertices) is a function of the sparsity of the graph, its size, and the number of anchors to be matched. We first present a result on the required minimum degree separation between a pair of vertices in one graph to guarantee a given degree separation on the other graph with high probability. We remind the reader of our shorthand notation where for any vertex $v \in V$, $d_a(v)$ and $d_\pi(v) = |V| - d_a(v) - 1$ denote $v$’s degree and inverse degree in $G_a$, respectively. Similarly $d_b(v), d_\pi(v)$ denote the degree and inverse degree in $G_b$.

Lemma 41. Let $(G_a, G_b) \sim ER(n; \tilde{p})$. Given $u, v \in V(G)$ such that $d_a(u) > d_a(v)$, define $\varphi \triangleq d_a(u) \frac{p_{ua}}{p_{1*}} + d_\pi(v) \frac{p_{ua}}{p_{0*}}$ and $\varepsilon = \frac{p_{ua}}{p_{0*}} + \frac{p_{ua}}{p_{1*}}$. Let $\eta \in (0, \infty)$ be a function of $n$. If

$$d_a(u) - d_a(v) \geq (1 - \varepsilon)^{-1} \left( k + 4 \max (\eta, \sqrt{\varphi \cdot \eta}) \right),$$

Then $P[d_b(u) - d_b(v) \leq k] \leq e^{-\eta}$.

Proof. Let us denote the degree separations in the two graphs by $\alpha \triangleq d_a(u) - d_a(v)$ and $\beta \triangleq d_b(u) - d_b(v)$. Observe that the presence of the edge $\{u, v\}$ in $G_a$ does not affect $\alpha$. Thus we define

$$d^u_a \triangleq |N_a(u) \setminus \{v\}| \quad d^u_b \triangleq n - 2 - d^u_a$$

$$d^v_a \triangleq |N_a(v) \setminus \{u\}| \quad d^v_b \triangleq n - 2 - d^v_a.$$

The error event in the degree sequence, i.e. $d_b(u) - d_b(v) \leq k$, corresponds to $\beta \leq k$. By the Chernoff bound:

$$P[\beta \leq k| d^u_a, d^v_a] \leq z^{-k} \mathbb{E} \left[ z^{\beta} | d^u_a, d^v_a \right] \quad \forall 0 < z \leq 1.$$
By Lemma 42, the expression for the probability generating function $F_\beta(z) \triangleq \mathbb{E} [z^\beta | d^u_a, d^v_a]$ is given by

$$F_\beta(z) = z^\alpha \left(1 + \frac{p_{10}}{p_{1*}} (z - 1)\right)^{d^u_a} \left(1 + \frac{p_{01}}{p_{0*}} (z - 1)\right)^{d^u_\pi} \times \left(1 + \frac{p_{10}}{p_{1*}} (z^{-1} - 1)\right)^{d^u_a} \left(1 + \frac{p_{01}}{p_{0*}} (z^{-1} - 1)\right)^{d^u_\pi}.$$ 

By applying $1 + x \leq e^x$ we get

$$F_\beta(z) \leq \exp \left\{\alpha \log z + \left(\frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi\right) (z - 1)\right\} \times \exp \left\{\left(\frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi\right) (z^{-1} - 1)\right\}$$

Furthermore applying $\log x \leq x - 1$ we have

$$z^{-k} F_\beta(z) \leq \exp \left\{\left(\alpha - k + \frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi\right) (z - 1)\right\} \times \exp \left\{\left(\frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi\right) (z^{-1} - 1)\right\}$$

(6.4)

Denote the coefficients by

$$r' \triangleq \alpha - k + \frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi \quad \text{and} \quad r \triangleq \frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} d^u_\pi.$$

Denote their difference as

$$\Delta r \triangleq r' - r = \alpha - k + \frac{p_{10}}{p_{1*}} d^u_a - \frac{p_{10}}{p_{1*}} \left(n - 2\right) - d^u_a$$

$$- \frac{p_{10}}{p_{1*}} d^u_a + \frac{p_{01}}{p_{0*}} \left(n - 2\right) - d^u_a$$

$$= \alpha - k - \left(\frac{p_{01}}{p_{0*}} + \frac{p_{10}}{p_{1*}}\right) (d^u_a - d^u_\pi)$$

$$= \alpha \left(1 - \frac{p_{01}}{p_{0*}} - \frac{p_{10}}{p_{1*}}\right) - k$$
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The right hand side of the inequality in (6.4) is minimized at \( z^* \triangleq \sqrt{r/r'} \). Taking the logarithm of both sides in (6.4) and evaluating it at \( z = z^* \) we get

\[
\log F_\beta(z^*) - k \log z^* \leq - \left( \sqrt{r'} - \sqrt{r} \right)^2 = -\Delta r \left( \sqrt{1 + r/\Delta r} - \sqrt{r/\Delta r} \right)^2.
\]

The inequality \( \sqrt{1 + x^2} - x \geq \frac{1}{1 + 2x} \) holds for any \( x \geq 0 \). Specifically the choice of \( x = \frac{r}{\Delta r} \) results in

\[
- \left[ \log F_\beta(z^*) - k \log z^* \right] \geq \frac{\Delta r}{(1 + 2\sqrt{r/\Delta r})}.
\]

Note that:

\[
\Delta r \geq 4 \max \{ \eta, \sqrt{r\eta} \} \implies \left( 1 + 2 \sqrt{\frac{r}{\Delta r}} \right)^2 \leq 4 \min \left\{ 1, \frac{r}{\eta}, \sqrt{\frac{r}{\eta}} \right\}
\]

\[
\implies \frac{\Delta r}{(1 + 2\sqrt{r/\Delta r})^2} \geq \frac{1}{4} \max \left\{ \Delta r', \Delta r \frac{\eta}{r}, \sqrt{\frac{\eta}{r}} \right\}
\]

\[
\geq \frac{\Delta r}{4} \geq \eta
\]

which implies \((z^*)^{-k} F_\beta(z^*) \leq e^{-\eta}\). Finally observe that \( \varphi \triangleq d_a(u) \frac{p_{10}}{p_{1*}} + d_{\pi}(v) \frac{p_{01}}{p_{0*}} \) is at least \( r \). Therefore the condition in the statement of the lemma implies \( \Delta r \geq 4 \max \{ \eta, \sqrt{r\eta} \} \).

\[ \square \]

**Lemma 42.** \( \beta \triangleq d_b(u) - d_b(v), d_{au} \triangleq |N_\alpha(u) \setminus \{v\}| \) and \( d_{av} \triangleq |N_\alpha(v) \setminus \{u\}| \), the expression for the conditional generating function probability generating function \( F_\beta(z) \triangleq \mathbb{E}[z^\beta | d_{au}, d_{av}] \) is given by

\[
F_\beta(z) = z^\alpha \left( 1 + \frac{p_{10}}{p_{1*}} (z - 1) \right)^{d_{av}} \left( 1 + \frac{p_{01}}{p_{0*}} (z - 1) \right)^{d_{au}} \times \left( 1 + \frac{p_{10}}{p_{1*}} (z^{-1} - 1) \right)^{d_{av}} \left( 1 + \frac{p_{01}}{p_{0*}} (z^{-1} - 1) \right)^{d_{au}}
\]

**Proof.** Given the random graphs \( (G_a, G_b) \sim ER(n; \overrightarrow{p}) \) and for a given pair of vertices
$u, v$, define $d^u_a = |N_a(u) \setminus \{v\}|$, $d^v_a = |N_a(v) \setminus \{u\}|$ and $d^u_b, d^v_b$ analogous for $G_b$. We seek to find $F_\beta(z) = \mathbb{E} \left[ z^\beta |d^u_a, d^v_a \right]$ where $\beta = d_b(u) - d_b(v)$.

Let us denote the degree separation in $G_a$ as $\alpha = d_a(u) - d_a(v)$. Note that $d^u_a - d^u_v = d_a(u) - d_a(v) = \alpha$ and $d^v_b - d^v_a = d_b(u) - d_b(v) = \beta$. Let us denote the number of edges of $x$ in $G_a \setminus \{u\}$ that are non-edges in $G_b$ (i.e. number of edges exclusive to $G_a$) as $e^u_a = ||N_a(u) \setminus N_b(u) \setminus \{v\}||$ and vice versa as $e^u_b = ||N_b(u) \setminus N_a(u) \setminus \{v\}||$. It can be shown that $d^u_b = d^u_a - e^u_a + e^u_v$. Similarly define $e^v_a$ and $e^v_b$ by ignoring the edge $\{u, v\}$. We then have

$$d^u_b - d^v_b = d^u_a - d^v_a - e^u_a + e^v_a + e^v_b - e^v_b$$

or simply $\beta = \alpha - e^u_a + e^v_a + e^v_a - e^v_b$. Notice that given $d^u_a$ and $d^v_a$, $\alpha$ is deterministic. Also notice that the remaining terms $e^u_a, e^v_a, e^v_b, e^v_b$ are mutually independent binomially distributed random variables with distribution:

$$e^u_a \sim B \left( d^u_a; \frac{p_{10}}{p_{1*}} \right), \quad e^v_b \sim B \left( d^v_a; \frac{p_{01}}{p_{0*}} \right),$$

$$e^v_a \sim B \left( d^v_a; \frac{p_{10}}{p_{1*}} \right), \quad e^v_b \sim B \left( d^v_a; \frac{p_{01}}{p_{0*}} \right)$$

where $d^u_a = n - 2 - d^u_a$ and $d^v_a = n - 2 - d^v_a$. The probability generating function of a binomially distributed random variable $X \sim \text{Bin}(n, p)$ is given by $[1 + p(z - 1)]^n$. Thus we get the probability generating function of $\beta$ as

$$F_\beta(z) = z^\alpha \left( 1 + \frac{p_{10}}{p_{1*}} (z - 1) \right)^{d^u_a} \left( 1 + \frac{p_{10}}{p_{1*}} (z - 1) \right)^{d^v_a} 
\times \left( 1 + \frac{p_{01}}{p_{0*}} (z - 1) \right)^{d^u_b} \left( 1 + \frac{p_{01}}{p_{0*}} (z - 1) \right)^{d^v_b}$$

Lemma 41 involves two lower bounds on the gap between degrees: one depending on
\( \eta \) and the other on \( \sqrt{\varphi \cdot \eta} \). The quantity \( \varphi \) is the expected number of edges ‘lost’ by \( u \) and ‘gained’ by \( v \) when moving from \( G_a \) to \( G_b \). A larger \( \varphi \) implies higher likelihood for the degree gap to be ‘bridged’ moving from \( G_a \) to \( G_b \). At the dense high-noise performance limit, the \( \sqrt{\varphi \cdot \eta} \) lower bound is dominant. The \( \eta \) lower bound arises from the discreteness of the degrees. This bound is dominant at the sparse low-noise limit.

Lemma 41 only concerns pairs of vertices. Next we present a condition on the graph sequence of \( G_a \) that guarantees with high probability the desired degree separation among high-degree vertices in \( G_b \). Recall that, by Definition 8, \( \delta_a \) and \( \delta_b \) denote the degree sequences in \( G_a \) and \( G_b \) respectively.

Corollary 43. Let \( (G_a, G_b) \sim \text{ER}(n; \hat{p}) \) where \( G_a = (V; E_a) \) and \( G_b = (V; E_b) \). Define \( \varphi \triangleq \Delta(G_a) \frac{p_{10}}{p_{1+}} + \eta \frac{p_{01}}{p_{0+}} \) and \( \varepsilon \triangleq \frac{p_{10}}{p_{1+}} + \frac{p_{01}}{p_{0+}} \). Let \( h \in [n] \) and \( \eta \) be functions of \( n \). Let \( s \) be an integer such that \( s \geq h + \frac{1}{\eta} \log \left( \frac{n}{h} \right) + 1 \). If

\[ \forall i \in [s], \quad \delta_{a,i} - \delta_{a,i+1} \geq (1 - \varepsilon)^{-1} \left( k + 4 \max \{ \eta, \sqrt{\varphi \cdot \eta} \} \right) \]  

(6.5)

then, with probability at least \( \frac{1 - 2(2h + 1)e^{-\eta}}{1 - e^{-\eta}} \), \( f_h(G_a) = f_h(G_b) \) and \( \delta_{b,i} - \delta_{b,i+1} > k \) for any \( i \in [h] \).

Proof. Let \( H_a \) and \( S_a \) be the set of \( h \) and \( s \) highest-degree vertices in \( G_a \) respectively and define \( H_b \) analogously for \( G_b \). The following two events collectively imply \( f_h(G_a) = f_h(G_b) \) and \( \delta_{b,i} - \delta_{b,i+1} > k \) for any \( i \in [h] \).

- Let \( \mathcal{E}^{\text{high}} \) be the event that vertices in \( H_a \) have the same degree ordering in \( G_a \) and in \( G_b \) as well as a minimum degree separation larger than \( k \) in \( G_b \). Note that this does not guarantee \( H_a = H_b \).

- Let \( \mathcal{E}^{\text{low}} \) be the event that all vertices in \( V \setminus H_a \) have degree less than \( \delta_{b,h} - k \) in \( G_b \), i.e. no vertex from \( V \setminus H_a \) is in \( H_b \) and all have a sufficiently large degree separation with the \( h \)-th highest-degree vertex.
First we consider $\mathcal{E}^{\text{high}}$, i.e. the event where $\delta_{b,i} - \delta_{b,j} > k$ for any $i < j$ with $i, j \in [h]$. Notice that it is sufficient to check this condition for consecutive pairs of vertices in the degree sequence. Given the condition in (6.5), Lemma 41 states that for any pair of vertices $v_i, v_{i+1} \in H_a$, $v_i$ and $v_{i+1}$ in $G_b$ have the same degree ordering as well as a degree separation larger than $k$ with probability at least $e^{-\eta}$. Thus, by the union bound, we get

$$P[\mathcal{E}^{\text{high}}] \leq 1 - he^{-\eta}.$$  

Second we consider $\mathcal{E}^{\text{low}}$, i.e. the event where $\delta_{b,h} - \delta_{b,i} > k$ for any $i \in [n] \setminus [h]$. By the condition in (6.5) we have, $\forall i \in [s] \setminus [h]$,

$$\delta_{a,h} - \delta_{a,i} \geq (i - h)(k + 4 \max \{\eta, \sqrt{\varphi \cdot \eta}\})(1 - \varepsilon)^{-1}$$

$$\geq \left( k + 4 \max \{(i - h)\eta, \sqrt{(i - h)\varphi \eta}\}\right) (1 - \varepsilon)^{-1}$$

and $\forall i \in [n] \setminus [s]$,

$$\delta_{a,h} - \delta_{a,i} \geq (s + 1 - h)(k + 4t \max \{\eta, \sqrt{\varphi \cdot \eta}\})(1 - \varepsilon)^{-1}$$

$$\geq \left( k + 4 \max \{(s + 1 - h)\eta, \sqrt{(s + 1 - h)\varphi \eta}\}\right) (1 - \varepsilon)^{-1}.$$  

By Lemma 41 we then have

$$P[\delta_{a,h} - \delta_{a,i} \leq k] \leq \exp(-\eta \min\{i - h, s + 1 - h\}).$$

Then, by the union bound,

$$P[\mathcal{E}^{\text{low}}] \leq \sum_{i=h+1}^{s} e^{-\eta(i-h)} + \sum_{i=s+1}^{n} e^{-\eta(s+1-h)}$$

$$\leq \frac{e^{-\eta}}{1 - e^{-\eta}} + \left( n - s \right) \frac{h}{n} e^{-\eta}.$$
Applying the union bound again we obtain

\[ P \left[ \bigvee \mathcal{E}^{\text{high}} \right] \leq \frac{(2h + 1)e^{-\eta}}{(1 - e^{-\eta})}. \]

The \( \varphi \) term in Corollary 43 corresponds to an upper bound for the same term in Lemma 41 that we obtain by replacing the vertex degree with the max degree in the graph, and the inverse degree with \( n \). We then need the following upper bound on the maximum degree of a random graph.

**Lemma 44.** Let \( G \sim \text{ER}(n; p) \) with \( p \geq \omega \left( \frac{\log n}{n} \right) \). For any constant \( \epsilon > 0 \), we have \( P[\Delta(G) \geq pn(1 + \epsilon)] \leq o(1) \).

**Proof of Lemma 44.** For any vertex \( u \in V(G) \), \( d_G(u) \sim \text{Bin}(n - 1; p) \). By the Chernoff bound, for any \( D \in \mathbb{N} \) and \( z \in [1, \infty] \)

\[ P[d_G(u) \geq D] \leq z^{-D} \mathbb{E}[z^{-d_G(u)}] \leq z^{-D} [1 + p(z - 1)]^{n-1}. \]

Applying \( 1 + x \leq e^x \) to both terms this becomes

\[ \log P[d_G(u) \geq D] \leq D(z^{-1} - 1) + p(n - 1)(z - 1). \]

The right hand side is minimized for \( z^* = \frac{D}{p(n-1)} \) which gives us

\[ \log P[d_G(u) \geq D] \leq - \left( \sqrt{D} - \sqrt{p(n-1)} \right)^2. \]

Let \( D = (1 + \epsilon)p(n - 1) \). By the union bound, the probability that the maximum degree
is at least $D$ is at most

\[
nP [d_G(u) \geq D] \leq n \exp \left(-p(n - 1) \left(\sqrt{1 + \epsilon - 1}\right)^2\right) \\
\leq n \exp (-\omega(\log n)) \leq o(1).
\]

\[\square\]

Corollary 43 relies on $G_a$ having a degree sequence whose largest terms are sufficiently separated. We now present a condition that guarantees a given degree separation for almost all random graphs.

**Theorem 6.3.1.** ([47] Theorem 3.15) Let $h \in \mathbb{N}$ and $c \in \mathbb{R}^+$ functions of $n$ such that $h = o(n)$ and $c = o(1)$. Then, with probability $1 - o(1)$, in $G \sim ER(n, p)$

\[
\delta_i - \delta_{i+1} \geq \frac{c}{h^2} \left(\frac{np(1 - p)}{\log n}\right)^{1/2}
\]

for each $i \in [h]$.

We are now in a position to present a result on the performance of the high-degree matching step of our algorithm. First we define the three events that are needed to be able to successfully align the high-degree vertices: the set of high-degree vertices must be the same in the two graphs and in each graph the high-degree vertices must have sufficiently separated degrees. Distinct degrees are clearly required, but we require the stronger condition that degrees have difference of at least 3. This allows us to establish the independence of this stage of the algorithm with the bipartite matching stage later in Subsection 6.5.

**Definition 11.** Let $E^H$ be the event that the lists of the $h$ highest-degree vertices in $G_a$ and $G_b$ are the same, i.e. $f_h(G_a) = f_h(G_b)$. This is the “high-degree match” event. Let $E^S_a$ be the event that $\delta_{a,i} > \delta_{a,i+1} + 2$ for all $i \in [h]$. Define $E^S_b$ analogously for $\delta_b$. These are the “degree separation” events.
Theorem 6.3.2. Let \((G_a, G_b) \sim ER(n, \vec{p})\) where \(\vec{p}\) is a function of \(n\) such that \(p_{00} = 1 - o(1)\). Moreover let \(h \in [n]\) such that \(\omega(\log n) \leq h \leq o(n)\). If

\[
\max \{ (\log h)^2, n(p_{01} + p_{10}) \log h \} \leq o\left( \frac{n p_{11}}{h^4 \log n} \cdot \frac{p_{11}}{p_{1*}} \right), \tag{6.6}
\]

then \(P[\mathcal{E}^H \wedge \mathcal{E}_a^S \wedge \mathcal{E}_b^S] \geq 1 - o(1)\).

Proof. To apply Corollary 43, \(\eta\) and \(s\) must satisfy \(s \geq h + \frac{1}{\eta} \log \left( \frac{n}{h} \right)\). We pick \(\eta\) such that \(s = \left[ h + \frac{1}{\eta} \log \left( \frac{n}{h} \right) \right]\) and \(\log h + \omega(1) \leq \eta \leq O(\log h)\). The condition \(h \geq \omega(\log n)\) guarantees that \(s \leq h(1 + o(1))\).

Applying Lemma 44, we have

\[
\varphi = \Delta(G_a) \frac{p_{10}}{p_{1*}} + n \frac{p_{01}}{p_{0*}} \leq (1 + \epsilon) np_{10} + n \frac{p_{01}}{p_{0*}} \leq (1 + \epsilon + o(1)) n (p_{10} + p_{01}). \tag{6.7}
\]

Define \(c \triangleq \left( \frac{s^4 \log n}{n p_{1*}} \right)^{1/2} \left( 1 - \frac{p_{01}}{p_{0*}} - \frac{p_{10}}{p_{1*}} \right)^{-1} \left( 2 + 4 \max\{ \eta, (\varphi \cdot \eta)^{1/2} \} \right)\). By \(p_{00} = 1 - o(1)\) we have \(\left( 1 - \frac{p_{10}}{p_{1*}} - \frac{p_{01}}{p_{0*}} \right)^{-1} = \left( \frac{p_{11}}{p_{1*}} - o(1) \right)^{-1} = \Theta\left( \frac{p_{11}}{p_{1*}} \right)\). Together with the upper bounds on \(\eta, h,\) and \(s\), we get

\[
c \leq O(1) \left( \frac{h^4 \log n}{n p_{11}} \cdot \frac{p_{1*}}{p_{11}} \right)^{1/2} \max\{ \log h, (n(p_{01} + p_{10}) \log h)^{1/2} \}.
\]

From (6.6), we have \(c \leq o(1)\).

By Theorem 6.3.1, with probability \(1 - o(1)\), we have a minimum separation of \(2 + 4 \max\{ \eta, (\varphi \cdot \eta)^{1/2} \}\) among the top \(s\) degrees in \(G_a \sim ER(n; p_{1*})\). Then Corollary 43 implies that the probability that \(f_h(G_a) \neq f_h(G_b)\) is at most \(se^{-\eta} \leq (1 + o(1))he^{-log h - o(1)} \leq o(1)\).

\[
\square
\]

6.4 Bipartite graph alignment

We will need the following method of specifying an induced bipartite subgraph. Let \(G\) be a graph on the vertex set \(V\) and let \(U \subseteq V\). Let \(\vec{w}\) be a vector of \(h\) distinct vertices in \(V \setminus U\).
Define $G[U, \bar{w}]$ to be the bipartite graph with left vertex set $U$, right vertex set $[h]$, and edge set

$$E(G[U, \bar{w}]) = \{(u, j) \in U \times [h] : (u, w_j) \in E(G)\}.$$ 

Recall that in Algorithm 1, we have $\bar{w}_a = f_h(G_a)$ and $\bar{w}_b = f_h(G_b)$. By Definition 10, the signature of any $u \in U$ is the edge indicator function for $G_a[u, \bar{w}_a]$:

$$\text{sig}_a(u) \in \{0, 1\}^h \text{ and } \text{sig}_a(u)_i = \1(u, i) \in E(G_a[u, \bar{w}_a]).$$

We define an analogous signature scheme for bipartite graphs to be used for the bipartite alignment step.

**Definition 12.** Given the bipartite graph $B = (V, [h]; E)$, the bipartite signature function $\text{sig}_B'$ takes as input vertex $u \in V$ and returns the signature label of the vertex such that

$$\text{sig}_B'(u) \in \{0, 1\}^h \text{ and } \text{sig}_B'(u)_i = \1(u, i) \in E.$$ 

When referring to signatures on bipartite graphs that are distinguished only by their subscripts (e.g. $B_a$ and $B_b$) we only denote the signatures in shorthand notation, e.g. $\text{sig}_B'(u) = \text{sig}_{B_a}'(u), \text{sig}_B'(u) = \text{sig}_{B_b}'(u)$.

We restate the second half of Algorithm 1 as the bipartite graph alignment algorithm in Algorithm 2

**Algorithm 2** Bipartite Graph alignment

**Input:** $B_a = (V_a, [h]; E_a), B_b = (V_b, [h]; E_b)$

**Output:** Estimated alignment $\hat{M} : V_b \rightarrow V_a$

1: for vertex $v \in V_b$ do
2: $\hat{M}(v) = \arg \min_{u \in V_a} \|\text{sig}_a'(u) - \text{sig}_b'(v)\|$
3: end for

Suppose that we have bipartite graphs $B_a = (V_a, [h]; E_a)$ and $B_b = (V_b, [h]; E_b)$ such
that \(|V_a| = |V_b|\). Assume there is an exact correspondence between the vertex sets, expressed by the alignment \(M : V_b \rightarrow V_a\). Algorithm 2 is guaranteed to map vertex \(u \in V_b\) to \(M(u) \in V_a\) if

\[
\|\text{sig}'_a(M(v)) - \text{sig}'_b(u)\| > \|\text{sig}'_a(M(u)) - \text{sig}'_b(u)\|
\]

(6.8)

for any \(v \in V_b \setminus \{u\}\). Hence verifying the equality above for any ordered pair of vertices \((u, v) \in V_b^2\) guarantees that the algorithm perfectly aligns all vertices.

In the remainder of the section, in order to avoid cumbersome notation, we assume that, without loss of generality, \(V_a = V_b = V\) and the true alignment is the trivial alignment \(M(v) = v\) for any \(v \in V\).

To analyze Algorithm 2 for random bipartite graphs, we need the following lemma which bounds the probability that a pair of vertices are misaligned. This corresponds to the failure of (6.8) for either one of the vertices.

**Lemma 45.** Let bipartite graphs \(B_a = (\{u, v\}, [h]; E_a)\) and \(B_a = (\{u, v\}, [h]; E_b)\) be distributed according to \((B_a, B_b) \sim \text{ER}(2, h; \tilde{p})\).

Define \(\mathcal{E}^M(B_a, B_b)\) to be the “misalignment event” i.e. the event where either of the following inequalities hold:

\[
\|\text{sig}'_a(v) - \text{sig}'_b(u)\| \leq \|\text{sig}'_a(u) - \text{sig}'_b(u)\|
\]

or

\[
\|\text{sig}'_a(u) - \text{sig}'_b(v)\| \leq \|\text{sig}'_a(v) - \text{sig}'_b(v)\|.
\]

Then \(P[\mathcal{E}^M(B_a, B_b)] \leq 2 \exp(-h \rho^2)\) where

\[
\rho \triangleq \sqrt{p_{00}p_{1*} + p_{11}p_{0*}} - \sqrt{p_{10}p_{0*} + p_{01}p_{1*}}.
\]
**Proof of Lemma 45.** Define the random variable

\[ \gamma \triangleq \| \operatorname{sig}_a'(v) - \operatorname{sig}_b'(u) \| - \| \operatorname{sig}_a'(u) - \operatorname{sig}_b'(u) \|. \]

We bound the probability of \( \gamma \leq 0 \) using the Chernoff bound: \( P[\gamma \leq 0] \leq \mathbb{E}[z^{\gamma}] \) for all \( 0 < z \leq 1 \). By Lemma 46, the generating function \( F_\gamma(z) \triangleq \mathbb{E}[z^{\gamma}] \) is given as

\[ F_\gamma(z) = [1 + q_0(z - 1) + q_1(z^{-1} - 1)]^h \]

where \( q_0 = p_{00}p_{1*} + p_{11}p_{0*} \) and \( q_1 = p_{10}p_{0*} + p_{01}p_{1*} \).

Applying \( 1 + x \leq e^x \) and evaluating the function at \( z^* = \sqrt{\frac{q_0}{q_1}} \), we get \( \log F_\gamma(z^*) \leq -h \left( \sqrt{q_0} - \sqrt{q_1} \right)^2 \). Hence for \( \rho = \sqrt{q_0} - \sqrt{q_1} \) we have \( P[\gamma \leq 0] \leq \exp(-h\rho^2) \).

Notice that for the analogous

\[ \gamma' = \| \operatorname{sig}_a'(u) - \operatorname{sig}_b'(v) \| - \| \operatorname{sig}_a'(v) - \operatorname{sig}_b'(v) \| \]

the same bound holds. The event \( E^M(B_a, B_b) \) is equivalent to \( \{ \gamma \leq 0 \lor \gamma' \leq 0 \} \). Thus by the union bound \( P[E^M(B_a, B_b)] \leq 2 \exp(-h\rho^2) \). \( \square \)

**Lemma 46.** Given \( \gamma \triangleq \| \operatorname{sig}_a'(v) - \operatorname{sig}_b'(u) \| - \| \operatorname{sig}_a'(u) - \operatorname{sig}_b'(u) \| \), the expression for the probability generating function \( F_\gamma(z) = \mathbb{E}[z^{\gamma}] \) is given by

\[ F_\gamma(z) = [1 + q_0(z - 1) + q_1(z^{-1} - 1)]^h \]

where \( q_0 = p_{00}p_{1*} + p_{11}p_{0*} \) and \( q_1 = p_{10}p_{0*} + p_{01}p_{1*} \)

**Proof.** Consider the random bipartite graphs \( B_a = (V, H; E_a), B_b = (V, H; E_b) \) distributed according to \((B_a, B_b) \sim \text{ER}(h, n; \bar{p})\). For a given pair of vertices \( u, v \in V \) let us define the relative signature distance of \( u \) to \( v \) observed from \( G_b \) as \( \gamma(u, v) = \| \operatorname{sig}_a'(v) - \operatorname{sig}_b'(u) \| - \| \operatorname{sig}_a'(u) - \operatorname{sig}_b'(u) \| \). \( \gamma(u, v) \) can be expressed as the sum of the contributions of each
high-degree vertex \( w \in H \). The neighborhoods \( N_a(v), N_a(u) \) and \( N_b(u) \) partition the set of high-degree vertices in 8 disjoint sets as given in Fig. 6.5. We then have
\[
\gamma(u, v) = \sum_{w \in H} 1_{w \in H_3 \cup H_4} - 1_{w \in H_1 \cup H_6}.
\]

Notice that for any \( w \in H \), \( P[w \in H_3 \cup H_4] = p_{00}p_{1*} + p_{11}p_{0*} \) and \( P[w \in H_1 \cup H_6] = p_{10}p_{0*} + p_{01}p_{1*} \). In fact the random variables \( \{1_{w \in H_3 \cup H_4} - 1_{w \in H_1 \cup H_6}\}_{w \in H} \) are mutually independent and identically distributed. Let us define \( q_0 = p_{00}p_{1*} + p_{11}p_{0*} \) and \( q_1 = p_{10}p_{0*} + p_{01}p_{1*} \). This gives us the following generating function
\[
F_\gamma(z) = \mathbb{E}[z^{\gamma(u,v)}] = [1 + q_0(z - 1) + q_1(z^{-1} - 1)]^h.
\] (6.9)

The quantity \( \rho \) is a measure of the correlation between the pair of graphs. The likelihood of misalignment between a pair of vertices can be upper bounded in terms of \( h \), the size of the readily identified set, and \( \rho \), the strength of the correlation between the new graphs. Applying this result over the entire graph gives us the following result.

**Remark 2.** Let \((B_a, B_b) \sim ER(n, h; \overline{p})\). Then for each \( u, v \in [n] \), the subgraphs induced by \( \{u, v\} \) and \([h]\) have joint distribution \( ER(2, h; \overline{p}) \). By Lemma 45, the probability that
Algorithm 2 misaligns $u$ with $v$ or $v$ with $u$ is at most $2 \exp (-h \rho^2)$. Then, by the union bound over all $\binom{n}{2}$ pairs of vertices, Algorithm 2 correctly recovers the alignment between $B_a$ and $B_b$ with probability at least $1 - n(n-1) \exp (-h \rho^2)$ and the algorithm is correct with probability $1 - o(1)$ when

$$h \geq \frac{2 \log n + \omega(1)}{\rho^2}.$$

(6.10)

In our analysis of Algorithm 1, the situation is similar yet not quite as simple as the one described in Remark 2. After we find the lists of anchors in $G_a$ and $G_b$, we obtain a pair of induced bipartite subgraphs: $G_a[V_a \setminus H_a, \vec{w}_a]$ and $G_b[V_b \setminus H_b, \vec{w}_b]$. When the anchor lists are the same, i.e. $\vec{w}_a = \vec{w}_b$, Algorithm 2 can be applied, but bipartite graphs do not have the joint distribution $ER(n-h, h, \tilde{p})$, required for Remark 2. This is due to the fact that we used edge information to partition the original vertex set, so the edges are not independent of this partition. However, this dependence is weak. In Section 6.5 we will apply Lemma 45 after careful conditioning.

6.5 General alignment algorithm

In this section we first show that the anchor alignment stage is independent from the alignment of any pair of non-anchor vertices in the bipartite alignment step. We do this by considering the subgraph obtained by removing any pair of vertices and show that the anchor set is sufficiently stable due to the degree separation of at least 3 as guaranteed by Theorem 6.3.2. This then allows us to combine results on both stages to get the condition for successful alignment of pairs of random graphs.

Recall that $\vec{w}_a = f_h(G_a)$ and $\vec{w}_b = f_h(G_b)$. For $U = \{u_1, u_2\} \subseteq V$, the induced bipartite subgraphs $(G_a[U, \vec{w}_a], G_b[U, \vec{w}_b])$ determine whether Algorithm 1 misaligns $u_1$ with $u_2$ or $u_2$ with $u_1$. However, these graphs do not have a correlated ER joint distribution, so we define a related pair of induced bipartite subgraphs.
Definition 13. Let $G_a$ and $G_b$ be graphs on vertex set $V$. For set $U = \{u_1, u_2\} \subseteq V$, and $h \in \mathbb{N}$, define

$$\tilde{w}_a^U = f_h(G_a[V \setminus \{u_1, u_2\}]) \quad \text{and} \quad B_a^U = G_a[U, \tilde{w}_a^U],$$

i.e. $(u, i) \in E(B_a^U) \iff \{u, w_i^U\} \in E(G_a)$ for any $u \in U$ and $i \in [h]$. Define $\tilde{w}_b^U$ and $B_b^U$ analogously. Let $\mathcal{E}^H(U)$ be the event $\tilde{w}_a^U = \tilde{w}_b^U$.

We emphasize that in both $B_a^U$ and $B_b^U$ the left vertex set is $\{u_1, u_2\}$ and the right vertex set is $[h]$, so the vertex sets are not random variables.

We start by stating a result on conditional independence of the high-degree neighborhoods of a pair of vertices.

Lemma 47. Let $(G_a, G_b) \sim ER(n; p)$ be correlated graphs on the vertex set $V$ and let $U = \{u_1, u_2\} \subseteq V$. Then

$$B_a^U \sim ER(2, h, p_{1*}), \quad B_b^U \sim ER(2, h, p_{*1})$$

and

$$(B_a^U, B_b^U) | \mathcal{E}^H(U) \sim ER(2, h, \overline{p}),$$

where $B_a^U$ and $B_b^U$ are as defined in Definition 13.

Proof. Recall that, by definition, $B_a^U = G_a[U, \tilde{w}_a^U]$ and $1(u, j) \in E(B_a^U) = 1\{u, w_{a,j}^U\} \in E(G_a)$. We will show that despite being defined using $\tilde{w}_a^U$, the random variable $B_a^U$ is independent of the random variable $\tilde{w}_a^U$. Observe that $B_a^U = G_a[U, \tilde{w}_a^U]$ is independent of $G_a[V \setminus U]$ because they have no edge random variables in common. Because $\tilde{w}_a^U = f_h(G_a[V \setminus U])$, $B_a^U$ is independent of $\tilde{w}_a^U$ as well.

Similarly, $B_b^U$ is independent of $\tilde{w}_b^U$ and $1(u, j) \in E(B_b^U) = 1\{u, w_{b,j}^U\} \in E(G_b)$. As long as $\tilde{w}_a^U = \tilde{w}_b^U$ holds, $1(u, j) \in E(B_a^U)$ and $1(u, j) \in E(B_b^U)$ have the joint distribution of a pair of corresponding edges in the correlated Erdős-Rényi model. \qed
This result may be counterintuitive because we are selecting the right vertex set of $B^U_a$ using high degree vertices, but there the edge density of $B^U_a$ is the same as $G_a$. For a fixed $(u, j) \in U \times [h]$, the random variable $1(u, j) \in E(B^U_a)$ is not determined by any single edge random variable from $G_a$, but is a mixture of $1\{u, v\} \in E(G_a)$ over all $v \in V \setminus U$ because $\bar{w}^U_b$ is random. It is helpful to compare with $G_a[U \setminus \bar{w}_a, \bar{w}_a]$, where $U \setminus \bar{w}_a = \{u_1, u_2\}$ is a uniformly random subset of $V \setminus H_a$. This bipartite graph is not distributed as $ER(n, p_1\ast)$ because edges of $G_a$ are slightly more likely to be sampled than non-edges.

Recall from Definition 11 that $\mathcal{E}_a^S$ is defined as the event that $\delta_{a,i} > \delta_{a,i+1} + 2$ for all $i \in [h]$ and $\mathcal{E}_b^S$ is the corresponding event for $\bar{w}_b$ and $G_b$.

**Lemma 48.** The event $\mathcal{E}_a^S$ implies $\bar{w}_a = \bar{w}^U_a$ for all $U \subseteq V$ pair of vertices that do not include any from $\bar{w}_a$. Similarly $\mathcal{E}_b^S$ implies $\bar{w}_b = \bar{w}^U_b$.

**Proof.** For any $v \in V$, the degree of $v$ in $G_a$ differs by at most 2 from the degree of $v$ in $G_a[V \setminus U]$. The same holds for $G_b$. \hfill $\square$

Finally we prove our main theorem:

**Proof of Theorem 6.2.1.** Theorem 6.3.2 provides the condition on the correlation of graphs required to successfully align a given number $h$ of high-degree vertices. From the inequalities $h \leq \mathcal{O}\left(\frac{\log n}{p_{11}}\right)$, $\log h \leq \log n$, and the conditions in the theorem statement, $p_{11} \geq \omega\left(n^{-1/5} \log^{7/5} n\right)$ and $p_{01} + p_{10} \leq o\left(\frac{p_{11}}{\log^5 n}\right)$, we have

$$\max\{ (\log h)^2, n(p_{10} + p_{01}) \log h \} \leq o\left(\frac{n p_{11}}{h^4 \log n} \cdot \frac{p_{11}}{p_{1\ast}}\right).$$

Thus $P[\mathcal{E}^H \wedge \mathcal{E}_{a}^S \wedge \mathcal{E}_{b}^S] \geq 1 - o(1)$, where $\mathcal{E}^H, \mathcal{E}_a^S$ and $\mathcal{E}_b^S$ are events as defined in Definition 11. These events imply $H_a = H_b = H$.

Recall the definition of $\mathcal{E}^M(B_a, B_b)$ from Lemma 45 and $\mathcal{E}^H(U)$ from Definition 13. Applying the union bound to error events in the bipartite alignment stage of the algorithm
results in the following:

\[
P[M \neq M | \mathcal{E}^H \land \mathcal{E}_a^S \land \mathcal{E}_b^S]
\leq \sum_{\{u_1, u_2\} \subseteq V \setminus H} P[\mathcal{E}^M(G_a[U, \tilde{w}_a], G_b[U, \tilde{w}_b]) \land \mathcal{E}^H \land \mathcal{E}_a^S \land \mathcal{E}_b^S]
\leq \sum_{\{u_1, u_2\} \subseteq V \setminus H} P[\mathcal{E}^M(B_a^U, B_b^U) \land \mathcal{E}^H(U)]
\leq \sum_{\{u_1, u_2\} \subseteq V} P[\mathcal{E}^M(B_a^U, B_b^U) | \mathcal{E}^H(U)]
\leq \sum_{\{u_1, u_2\} \subseteq V} \exp(-h\rho^2).
\]

The inequality (a) is derived by applying Lemma 48 twice, which gives \(G_a[U, \tilde{w}_a] = B_a^U\), \(G_a[U, \tilde{w}_b] = B_b^U\), and \(\tilde{w}_a^U = \tilde{w}_b^U\). (Recall that the event \(\{\tilde{w}_a^U = \tilde{w}_b^U\}\) is denoted by \(\mathcal{E}^H(U)\).) In (b), we use \(P[\mathcal{E}^U] \leq 1\) and also extend the sum to include pairs \(\{u_1, u_2\}\) that include members of \(H\). Because \(u_1\) and \(u_2\) are now arbitrary vertices with no conditioning, from Lemma 47 we have that \((B_a^U, B_b^U) \sim ER(2, h, \tilde{p})\). Observe that for any \(U = \{u_1, u_2\} \subseteq V \setminus H\), the signatures in Lemma 45 are the same as the signatures in Algorithm 1: \(\text{sig}_{G_a[U, \tilde{w}_a]}(u_i) = \text{sig}_{a}^\prime(u_i)\). Finally, (c) follows from Lemma 45. Note that the final bound is the same as the one stated earlier in Remark 2.

We have

\[
\rho = \sqrt{p_{00}p_{1*} + p_{11}p_{0*} - \sqrt{p_{10}p_{0*} + p_{01}p_{1*}}}
= \sqrt{p_{11}p_{00}} \left(\sqrt{2 + \frac{p_{10}}{p_{11}} + \frac{p_{01}}{p_{00}}} - \sqrt{2 \frac{p_{01}p_{10}}{p_{11}p_{00}} + \frac{p_{10}}{p_{11}} + \frac{p_{01}}{p_{00}}}\right)
\geq \sqrt{2p_{11}} \left(1 - \mathcal{O}\left(\frac{1}{\log n}\right)\right)
\]

because \(\frac{p_{10}}{p_{11}} \leq o\left(\frac{1}{\log^2 n}\right)\) and \(\frac{p_{01}}{p_{00}} \leq o\left(\frac{1}{\log^2 n}\right)\). The logarithm of the probability of an
incorrect alignment in $V \setminus H$ is at most

\[
\log \left( n(n - 1) \exp(-h \rho^2) \right) \\
\leq 2 \log n - \frac{\log n + \omega(1)}{p_{11}} \cdot 2p_{11} \left( 1 - \mathcal{O} \left( \frac{1}{\log n} \right) \right) \\
\leq 2 \log n - 2 \log n + \mathcal{O}(1) - \omega(1) \left( 1 - \mathcal{O} \left( \frac{1}{\log n} \right) \right) = -\omega(1).
\]

□
Appendices
APPENDIX A

STATISTICS OF THE INFORMATION DENSITY MATRIX FOR GAUSSIAN DATABASE ALIGNMENT

Recall the definition of $G$: Let $f_{XY}$, $f_X$ and $f_Y$ denote the joint and marginal distributions for correlated features in $\vec{A}$ and $\vec{B}$.

$$G_{u,v} = \log \frac{f_{XY}(\vec{A}(v), \vec{B}(v))}{f_X(\vec{A}(u))f_Y(\vec{B}(v))}$$

Lemma 49. The expressions for the first and second moments of $G$ in terms of the correlation vector $\vec{\rho}$ as defined in Appendix 2.4 are given below:

(a) Mean and variance of information density of a true pair:

$$\mathbb{E} \left[ G_{u,v} | u \sim^M v \right] = \sum_{i \in D} \frac{1}{2} \log \left( 1 - \rho_i^2 \right)$$

$$\text{Var} \left( G_{u,v} | u \sim^M v \right) = \sum_{i \in D} \rho_i^2$$

(b) Mean and variance of information density of a false pair:

$$\mathbb{E} \left[ G_{u,v'} | u \not\sim^M v' \right] = \sum_{i \in D} \frac{1}{2} \log \left( 1 - \rho_i^2 \right) - \frac{\rho_i^2}{1 - \rho_i^2}$$

$$\text{Var} \left( G_{u,v'} | u \not\sim^M v' \right) = \sum_{i \in D} \frac{\rho_i^2 (1 + \rho_i^2)}{(1 - \rho_i^2)^2}$$

(c) Covariance between information density of a true match and a false match with a user in common:

$$\text{Cov} \left( G_{u,v}, G_{u,v'} | u \sim^M v \right) = \sum_{i \in D} - \frac{\rho_i^4}{2(1 - \rho_i^2)}$$
(d) Covariance between information density of two false matches with a user in common:

\[
\text{Cov} \left( G_{u,v}, G_{u,v'} | u \sim^M v \right) = \sum_{i \in D} \frac{\rho_i^4}{4(1 - \rho_i^2)^2}
\]

(e) Covariance between information density of two false matches that break apart two true matches:

\[
\text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2} | u_1 \sim^M v_1, u_2 \sim^M v_2 \right) = \sum_{i \in D} \frac{\rho_i^4}{1 - \rho_i^2}
\]

(f) Covariance between information density of two false matches that break apart one true match:

\[
\text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2} | u_1 \sim^M v_1, u_2 \not\sim^M v_2 \right) = \sum_{i \in D} \frac{\rho_i^4(1 + \rho_i^2)}{2(1 - \rho_i^2)^2}
\]

(g) Covariance between information density of two matches that do not break apart any true match:

\[
\text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2} | u_1 \not\sim^M v_1, u_2 \not\sim^M v_2 \right) = 0
\]

Proof. Assume \( \vec{A} \) and \( \vec{B} \) are given in canonical form with correlation vector \( \vec{\rho} \in [-1, 1]^D \).
Then
\[
\log \frac{f_{XY}(\vec{x}, \vec{y})}{f_X(\vec{x})f_Y(\vec{y})} = \log \frac{\prod_i f_{X,Y_i}(x_i, y_i)}{\prod_i f_{X_i}(x_i) \prod_i f_{Y_i}(y_i)}
= \sum_{i \in D} \log \frac{f_{X,Y_i}(x_i, y_i)}{f_{X_i}(x_i)f_{Y_i}(y_i)}
= \sum_{i \in D} \frac{1}{2\pi \sqrt{1-\rho_i^2}} \exp \left( -\frac{1}{2} \left[ \begin{array}{c} x_i \\ y_i \end{array} \right] ^\top \left[ \begin{array}{cc} 1 & \rho \\ \rho & 1 \end{array} \right]^{-1} \left[ \begin{array}{c} x_i \\ y_i \end{array} \right] \right)
= \sum_{i \in D} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x_i^2}{2} \right) \cdot \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{y_i^2}{2} \right)
= \sum_{i \in D} -\frac{1}{2} \log (1 - \rho_i^2) - \frac{\rho_i^2(x_i^2 + y_i^2) - 2\rho_i x_i y_i}{2(1 - \rho_i^2)}
= \sum_{i \in D} -\frac{1}{2} \log (1 - \rho_i^2) - \frac{\rho_i^2(x_i - y_i)^2}{2(1 - \rho_i^2)} + \frac{\rho_i x_i y_i}{1 + \rho_i}
\]
(A.1)

Then \(G_{u,v}\) can be written as the sum of \(|D|\) independent random variables, each a function of only \(A_i(u), B_i(v)\) and \(\rho_i\). For the rest of this section we assume \(|D| = 1\) and drop all subscripts \(i\) for simplicity of notation. The means, variances or covariances for the case \(|D| > 1\) can be found by summing over the corresponding expression for different values of \(\rho\).

For the derivations (a) to (d), assume \(u \overset{M}{\sim} v\) and let \(X \triangleq A(u), Y \triangleq B(v)\). Then \((X,Y) \sim \mathcal{N} \left( \begin{array}{c} 0 \\ \rho \end{array} \right) \). Define \(Z \triangleq \frac{Y - \rho X}{\sqrt{1 - \rho^2}}\). Then \(Y = \rho X + \sqrt{1 - \rho^2} Z\). Also define \(W = W_0 \triangleq B(v')\) and \(W_1 \triangleq B(v'')\). Then \(W_0, W_1, X\) and \(Z\) are i.i.d. standard normal random variables.

(a) \(\mathbb{E} \left[ G_{u,v} | u \overset{M}{\sim} v \right] \) and \(\text{Var} \left( G_{u,v} | u \overset{M}{\sim} v \right) \):

We want to find the mean and variance of \(-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X-Y)^2}{2(1 - \rho^2)} + \frac{\rho XY}{1 + \rho}\). The first term is constant. We find the mean, variance and covariance of the two other terms.

\(X - Y = (1 - \rho)X - \sqrt{1 - \rho^2} Z \sim \mathcal{N}(0, 2(1-\rho))\), which implies that \(\frac{(X-Y)^2}{2(1-\rho)} \sim \chi^2(1)\) and therefore \(\frac{\rho^2(X-Y)^2}{2(1 - \rho^2)}\) has mean \(\frac{\rho^2}{1 + \rho}\) and variance \(\frac{2\rho^4}{(1 + \rho)^2}\).
\( XY = \rho X^2 + \sqrt{1 - \rho^2}XZ \). Then \( XY \) has mean \( \rho \).

\[
(XY - \rho)^2 = \rho^2 X^4 + 2\rho \sqrt{1 - \rho^2}X^3Z + (1 - \rho^2)X^2Z^2
- 2\rho^2X^2 - 2\rho \sqrt{1 - \rho^2}XZ + \rho^2
\]

\[\implies \text{Var}(XY) = E[(XY - \rho)^2] = 3\rho^2 + (1 - \rho^2) - 2\rho^2 + \rho^2 = 1 + \rho^2\]

So \( \frac{\rho XY}{1 + \rho} \) has mean \( \frac{\rho^2}{1 + \rho} \) and variance \( \frac{\rho^2(1 + \rho^2)}{(1 + \rho)^2} \).

\[
\text{Cov}((X - Y)^2, XY) = E \left[ ((X - Y)^2 - 2(1 - \rho)) (XY - \rho) \right]
((X - Y)^2 - 2(1 - \rho)) (XY - \rho) = -2(\rho^2 - \rho)^2 - 2(XY - \rho)
+ (X^2 + Y^2)(XY - \rho)
= -2(XY - \rho)^2 - 2(XY - \rho)
+ X^3Y + XY^3 - \rho X^2 - \rho Y^2
\]

\[\implies \text{Cov}((X - Y)^2, XY) = -2 \text{Var}(XY) + 2E[X^3Y] - 2\rho E[X^2] = -2(1 + \rho^2) + 2E \left[ \rho X^4 + \sqrt{1 - \rho^2}X^3Z \right] - 2\rho = -2 - 2\rho^2 + 6\rho - 2\rho = -2(1 - \rho)^2\]

The covariance between \( \frac{\rho^2(X - Y)^2}{2(1 - \rho^2)} \) and \( \frac{\rho XY}{1 + \rho} \) equals \( -\frac{\rho^3(1 - \rho)}{(1 + \rho)^2} \).
Then

\[
E \left[ G_{u,v} | u \sim v \right] = E \left[ -\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - Y)^2}{2(1 - \rho^2)} + \frac{\rho XY}{1 + \rho} \right]
\]

\[
= -\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2}{1 + \rho} + \frac{\rho^2}{1 + \rho}
\]

\[
= -\frac{1}{2} \log (1 - \rho^2)
\]

\[
\text{Var} \left( G_{u,v} | u \sim v \right) = \text{Var} \left( \frac{\rho^2(X - Y)^2}{2(1 - \rho^2)} \right) + \text{Var} \left( \frac{\rho XY}{1 + \rho} \right)
\]

\[
- 2 \text{ Cov} \left( \frac{\rho^2(X - Y)^2}{2(1 - \rho^2)} , \frac{\rho XY}{1 + \rho} \right)
\]

\[
= \frac{2\rho^4}{(1 + \rho)^2} + \frac{\rho^2(1 + \rho)^2}{(1 + \rho)^2} + \frac{2\rho^3(1 - \rho)}{(1 + \rho)^2}
\]

\[
= \rho^2 + 2\rho^3 + \rho^4 = \rho^2
\]

(b) \(E \left[ G_{u,v'} | u \not\sim v' \right] \) and \(\text{Var} \left( G_{u,v'} | u \not\sim v' \right)\):

Once again, we find the mean, variance and covariance of the random terms in 

\[-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - W)^2}{2(1 - \rho^2)} + \frac{\rho XW}{1 + \rho}.\]

\(X - W \sim N(0, 2)\), which implies that \(\frac{X - W)^2}{2(1 - \rho^2)} \sim \chi^2(1)\) and therefore \(\frac{\rho^2(X - W)^2}{2(1 - \rho^2)}\) has

mean \(\frac{\rho^2}{1 - \rho^2}\) and variance \(\frac{2\rho^4}{(1 - \rho^2)^2}\).

\(E[XW] = 0\) and \(\text{Var}(XW) = E[X^2W^2] = E[X^2]E[W^2] = 1.\) Then \(\frac{\rho XW}{1 + \rho}\) has mean 0

and variance \(\frac{\rho^2}{(1 + \rho)^2}\).

\[
\text{Cov}((X - W)^2, XW) = E \left[ ((X - W)^2 - 2) XW \right]
\]

\[
(X - W)^2 - 2) XW = X^2W + XW^2 - 2X^2W^2 - 2XW
\]

\[\implies \text{Cov}((X - W)^2, XW) = -2\]

The covariance between \(\frac{\rho^2(X - W)^2}{2(1 - \rho^2)}\) and \(\frac{\rho XY}{1 + \rho}\) equals \(\frac{-\rho^3}{(1 + \rho)(1 - \rho^2)}\).
Then

\[
\mathbb{E} \left[ G_{u,v'} | u \not\sim v' \right] = \mathbb{E} \left[ -\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - W)^2}{2(1 - \rho^2)} + \frac{\rho_XW}{1 + \rho} \right]
\]

\[
= -\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2}{1 - \rho^2}
\]

\[
\text{Var} \left( G_{u,v'} | u \not\sim v' \right) = \text{Var} \left( \frac{\rho^2(X - W)^2}{2(1 - \rho^2)} \right) + \text{Var} \left( \frac{\rho_XW}{1 + \rho} \right)
\]

\[
- 2 \text{Cov} \left( \frac{\rho^2(X - W)^2}{2(1 - \rho^2)}, \frac{\rho_XW}{1 + \rho} \right)
\]

\[
= \frac{2\rho^4}{(1 - \rho^2)^2} + \frac{\rho^2}{(1 + \rho)^2} + \frac{2\rho^3}{(1 + \rho)(1 - \rho^2)}
\]

\[
= \frac{2\rho^4 + \rho^2(1 - \rho)^2 + 2\rho^3(1 - \rho)}{(1 - \rho^2)^2}
\]

\[
= \frac{\rho^2(1 + \rho^2)}{(1 - \rho^2)^2}
\]

(c) \( \text{Cov} \left( G_{u,v}, G_{u,v'} | u \sim v \right) \):

We want to find the covariance between

\[
-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - Y)^2}{2(1 - \rho^2)} + \frac{\rho_XY}{1 + \rho}
\]

and

\[
-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - W)^2}{2(1 - \rho^2)} + \frac{\rho_XW}{1 + \rho}.
\]

We’ve already shown that \( \mathbb{E}[(X - Y)^2] = 2(1 - \rho) \), \( \mathbb{E}[XY] = \rho \), \( \mathbb{E}[(X - W)^2] = 2 \)

and \( \mathbb{E}[XW] = 0 \).
\( \text{Cov} \left( \frac{\rho^2(X-Y)^2}{2(1-\rho^2)}, \frac{\rho^2(X-W)^2}{2(1-\rho^2)} \right) = \frac{\rho^4}{2(1+\rho)^2}; \)

\[
(X-Y)^2(X-W)^2 = X (\rho X + \sqrt{1-\rho^2} Z) (X^2 - 2XW + W^2)
\]

\[
= \rho X^4 + \left( \sqrt{1-\rho^2} Z - 2\rho W \right) X^3
\]

\[
+ \left( \rho W^2 - 2\sqrt{1-\rho^2} Zw \right) X^2 + \sqrt{1-\rho^2} XZW^2
\]

\[ \Rightarrow \mathbb{E}[XY(X-W)^2] = 3\rho + \rho = 4\rho \]

\[ \Rightarrow \text{Cov} (XY, (X-W)^2) = \mathbb{E}[XY(X-W)^2] - \mathbb{E}[XY]\mathbb{E}[(X-W)^2]
\]

\[ = 4\rho - 2\rho = 2\rho \]
\[ \text{Cov} \left( \frac{\rho^2(X-Y)^2}{2(1-\rho^2)}, \frac{\rho XY}{1+\rho} \right) = 0; \]

\[ \mathbb{E}[(X-Y)^2XW] = \mathbb{E}[(X-Y)^2X]\mathbb{E}[W] = 0 \]

\[ \Rightarrow \text{Cov} \left( (X-Y)^2, XW \right) = \mathbb{E}[(X-Y)^2XW] - \mathbb{E}[(X-Y)^2]\mathbb{E}[XW] = 0 \]

\[ \text{Cov} \left( \frac{\rho XY}{1+\rho}, \frac{\rho XW}{1+\rho} \right) = 0; \]

\[ \mathbb{E}[XYXW] = \mathbb{E}[X^2Y]\mathbb{E}[W] = 0 \]

\[ \Rightarrow \text{Cov} \left( XY, XW \right) = \mathbb{E}[XYXW] - \mathbb{E}[XY]\mathbb{E}[XW] = 0 \]

Then

\[ \text{Cov} \left( G_{u,v}, G_{u,v'} | u \sim v \right) = \text{Cov} \left( \frac{\rho^2(X-Y)^2}{2(1-\rho^2)}, \frac{\rho^2(X-W)^2}{2(1-\rho^2)} \right) - \text{Cov} \left( \frac{\rho XY}{1+\rho}, \frac{\rho^2(X-W)^2}{2(1-\rho^2)} \right) \]

\[ = \frac{\rho^4}{2(1+\rho)^2} - \frac{\rho^4}{(1+\rho)^2(1-\rho)} \]

\[ = -\frac{\rho^4}{2(1-\rho^2)} \]

(d) \[ \text{Cov} \left( G_{u,v}, G_{u,v'} | u \sim v \right): \]

We want to find the covariance between \(-\frac{1}{2} \log (1-\rho^2) - \frac{\rho^2(X-W_0)^2}{2(1-\rho^2)} + \frac{\rho XW_0}{1+\rho}\) and \(-\frac{1}{2} \log (1-\rho^2) - \frac{\rho^2(X-W_1)^2}{2(1-\rho^2)} + \frac{\rho XW_1}{1+\rho}\).

We’ve already shown that \(\mathbb{E}[(X-W_0)^2] = \mathbb{E}[(X-W_1)^2] = 2\) and \(\mathbb{E}[XW_0] = \mathbb{E}[XW_1] = 0\). It can also be shown that \(\text{Cov}((X-W_0)^2, XW_1) = \text{Cov}(XW_0, (X-W_1)^2) = 0\) and...
(e) Cov \left( G_{u,v'}, G_{u,v''} | u \overset{M}{\sim} v \right) = \text{Cov} \left( \frac{\rho^2(X - W_0)^2}{2(1 - \rho^2)}, \frac{\rho^2(X - W_1)^2}{2(1 - \rho^2)} \right) = \frac{\rho^4}{4(1 - \rho^2)^2}.

We want to find the covariance between \( (X - W_0)^2, (X - W_1)^2 \) = \( X^4 - 2X^3(W_0 + W_1) + X^2(W_0^2 + W_1^2) \)

\[-4X^2W_0W_1 - 2X(W_0^2W_1 + W_0W_1^2) + W_0^2W_1^2\]

\[\implies \mathbb{E}[(X - W_0)^2, (X - W_1)^2] = 3 + 1 = 5\]

\[\implies \text{Cov}((X - W_0)^2, (X - W_1)^2) = \mathbb{E}[(X - W_0)^2, (X - W_1)^2] - \mathbb{E}[(X - W_0)^2] \mathbb{E}[(X - W_1)^2] = 1\]

Then

\[\text{Cov} \left( G_{u,v}, G_{u,v'} | u \overset{M}{\sim} v \right) = \text{Cov} \left( \frac{\rho^2(X - W_0)^2}{2(1 - \rho^2)}, \frac{\rho^2(X - W_1)^2}{2(1 - \rho^2)} \right)\]

\[= \frac{\rho^4}{4(1 - \rho^2)^2}\]

Let \( X_k \triangleq A(u_k), Y_k \triangleq B(v_k) \) and \( Z_k \triangleq \frac{Y_k - \rho X_k}{\sqrt{1 - \rho^2}} \) for \( k = \{1, 2\} \). Then \( X_1, X_2, Z_1, Z_2 \) are i.i.d. standard normal random variables and \( \{X_2, Y_1\} \) and \( \{X_1, Y_2\} \) are two pairs of independent standard normal variables.

We want to find the covariance between

\[\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X_2 - Y_1)^2}{2(1 - \rho^2)} + \frac{\rho X_2 Y_1}{1 + \rho} \]

and

\[\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X_1 - Y_2)^2}{2(1 - \rho^2)} + \frac{\rho X_1 Y_2}{1 + \rho}.
\]

We know that \( \mathbb{E}[(X_2 - Y_1)^2] = \mathbb{E}[(X_2 - Y_1)^2] = 2 \) and \( \mathbb{E}[X_2 Y_1] = \mathbb{E}[X_1 Y_2] = 0 \).

- \( \text{Cov} \left( \frac{\rho^2(X_2 - Y_1)^2}{2(1 - \rho^2)}, \frac{\rho^2(X_1 - Y_2)^2}{2(1 - \rho^2)} \right) = 0:\)

\[\mathbb{E}[(X_2 - Y_1)^2](X_1 - Y_2)^2 = \left( X_2 - \rho X_1 - \sqrt{1 - \rho^2} Z_1 \right)^2 \times \left( X_1 - \rho X_2 - \sqrt{1 - \rho^2} Z_2 \right)^2\]
Ignoring the terms with an $X_1$, $X_2$, $Z_1$ or $Z_2$ factor of power 1, we get the following expansion:

$$(X_2 - Y_1)^2(X_1 - Y_2)^2 = \rho^2(X_1^4 + X_2^4) + (1 + \rho^4 - 4\rho^2)X_1^2X_2^2$$

$$+ (1 - \rho^2)(X_1^2Z_1^2 + X_2^2Z_2^2)$$

$$+ \rho^2(1 - \rho^2)(X_1^2Z_2^2 + X_2^2Z_1^2)$$

$$+ (1 - \rho^2)^2 Z_1^2Z_2^2 + (\cdots)$$

$$\implies \mathbb{E}[(X_2 - Y_1)^2(X_1 - Y_2)^2] = 6\rho^2 + (1 + \rho^4 - 4\rho^2) + 2(1 - \rho^2)$$

$$+ 2\rho^2(1 - \rho^2) + (1 - \rho^2)^2$$

$$= 4$$

$$\implies \text{Cov}((X_2 - Y_1)^2, (X_1 - Y_2)^2) = \mathbb{E}[(X_2 - Y_1)^2(X_1 - Y_2)^2]$$

$$- \mathbb{E}[(X_2 - Y_1)^2]\mathbb{E}[(X_1 - Y_2)^2]$$

$$= 0$$

$$\cdot \text{Cov} \left( \frac{\rho^2(X_2 - Y_1)^2}{2(1 - \rho^2)}, \frac{\rho X_1 Y_2}{1 + \rho} \right) = \text{Cov} \left( \rho \frac{X_1 Y_2}{1 + \rho}, \rho \frac{(X_1 - Y_2)^2}{2(1 - \rho^2)} \right) = -\frac{\rho^5}{(1 + \rho)^2(1 - \rho)}$$

$$(X_2 - Y_1)^2X_1Y_2 = \left(X_2 - \rho X_1 - \sqrt{1 - \rho^2}Z_1\right)^2 X_1 \left(\rho X_2 + \sqrt{1 - \rho^2}Z_2\right)$$

Ignoring the terms with an $X_1$, $X_2$, $Z_1$ or $Z_2$ factor of power 1, we get the following expansion:

$$(X_2 - Y_1)^2 X_1 Y_2 = -2\rho^2X_1^2X_2 + (\cdots)$$

$$\implies \mathbb{E}[(X_2 - Y_1)^2 X_1 Y_2] = -2\rho^2$$

$$\implies \text{Cov}((X_2 - Y_1)^2, X_1Y_2) = \mathbb{E}[(X_2 - Y_1)^2 X_1 Y_2] - \mathbb{E}[(X_2 - Y_1)^2] \mathbb{E}[X_1 Y_2]$$

$$= -2\rho^2$$

198
\[\text{Cov} \left( \frac{\rho X_1 Y_2}{1 + \rho}, \frac{\rho X_2 Y_1}{1 + \rho} \right) = \frac{\rho^4}{(1 + \rho)^2}\]

\[\mathbb{E}[X_2 Y_1 X_1 Y_2] = \mathbb{E}[X_1 Y_1] \mathbb{E}[X_2 Y_2] = \rho^2\]

\[\Rightarrow \text{Cov}(X_2 Y_1, X_1 Y_2) = \mathbb{E}[X_2 Y_1 X_1 Y_2] - \mathbb{E}[X_2 Y_1] \mathbb{E}[X_1 Y_2] = \rho^2\]

Then

\[\text{Cov} \left( G_{u_2, v_1}, G_{u_1, v_2} \mid u_1 \overset{M}{\sim} v_1, u_2 \overset{M}{\sim} v_2 \right) = \text{Cov} \left( \frac{\rho^2(X_2 - Y_1)^2}{2(1 - \rho^2)}, \frac{\rho^2(X_1 - Y_2)^2}{2(1 - \rho^2)} \right) \]

\[- 2 \text{Cov} \left( \frac{\rho^2(X_2 - Y_1)^2}{2(1 - \rho^2)}, \frac{\rho X_1 Y_2}{1 + \rho} \right) \]

\[+ \text{Cov} \left( \frac{\rho X_2 Y_1}{1 + \rho}, \frac{\rho X_1 Y_2}{1 + \rho} \right) \]

\[= 0 + \frac{2\rho^5}{(1 + \rho)^2(1 - \rho)} + \frac{\rho^4}{(1 + \rho)^2} \]

\[= \frac{\rho^4}{1 - \rho^2}\]

(f) \[\text{Cov} \left( G_{u_2, v_1}, G_{u_1, v_2} \mid u_1 \overset{M}{\sim} v_1, u_2 \not\overset{M}{\sim} v_2 \right) : \]

Let \(X \triangleq A(u_1), Y \triangleq B(v_1)\) and \(Z \triangleq \frac{Y - \rho X}{\sqrt{1 - \rho^2}}\). Furthermore let \(W_x \triangleq A(u_2)\) and \(W_y \triangleq B(v_2)\). Then \(W_x, W_y, X, Z\) are i.i.d. standard normal random variables.

We want to find the covariance between

\[-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(W_x - Y)^2}{2(1 - \rho^2)} + \frac{\rho W_x Y}{1 + \rho}, \]

\[-\frac{1}{2} \log (1 - \rho^2) - \frac{\rho^2(X - W_y)^2}{2(1 - \rho^2)} + \frac{\rho X W_y}{1 + \rho}\]

We know that \(\mathbb{E}[(W_x - Y)^2] = \mathbb{E}[(X - W_y)^2] = 2\) and \(\mathbb{E}[W_x Y] = \mathbb{E}[X W_y] = 0\). It can also be shown that \(\text{Cov}((W_x - Y)^2, X W_y) = \text{Cov}(W_x Y, (X - W_y)^2) = 0\). Then we only need to compute

\[\text{Cov} \left( \frac{\rho^2(W_x - Y)^2}{2(1 - \rho^2)}, \frac{\rho^2(X - W_y)^2}{2(1 - \rho^2)} \right)\]

\[(W_x - Y)^2(X - W_y)^2 = \left( W_x - \rho X - \sqrt{1 - \rho^2} Z \right)^2 (X - W_y)^2\]
Ignoring the terms with an $W_x, W_y, X$ or $Z$ factor of power 1, we get the following expansion:

\[
(W_x - Y)^2(X - W_y)^2 = \rho^2 X^4 + X^2 W_x^2 + \rho^2 X^2 W_y^2 \\
+ (1 - \rho^2)X^2 Z^2 + W_x^2 W_y^2 + (1 - \rho^2)Z^2 W_y^2 + (\cdots)
\]

\[
\implies \mathbb{E}[(W_x - Y)^2(X - W_y)^2] = 3\rho^2 + 1 + \rho^2 + (1 - \rho^2) + 1 + (1 - \rho^2)
\]

\[
= 2(1 + \rho^2)
\]

Then

\[
\text{Cov} \left( G_{u^2,v_1}, G_{u^1,v_2} | u^1 \sim v_1, u^2 \not\sim v_2 \right) = \text{Cov} \left( \frac{\rho^2(W_x - Y)^2}{2(1 - \rho^2)}, \frac{\rho^2(X - W_y)^2}{2(1 - \rho^2)} \right)
\]

\[
= \frac{\rho^4(1 + \rho^2)}{2(1 - \rho^2)^2}
\]

(g) \text{Cov} \left( G_{u^2,v_1}, G_{u^1,v_2} | u^1 \not\sim v_1, u^2 \not\sim v_2 \right)

Conditioned on $u^1 \not\sim v_1, u^2 \not\sim v_2$, $(A(u_2), B(u_1))$ is independent from $(A(u_1), B(u_2))$.

Since $G_{u^2,v_1}$ is a function of the former and $G_{u^1,v_2}$ a function of the latter with no additional randomness, it follows that $G_{u^2,v_1}$ and $G_{u^1,v_2}$ are independent and therefore have no correlation.

\[
\square
\]

**Lemma 50.** Under Condition 4,

(a) Mean and variance of information density of a true pair:

\[
\mathbb{E} \left[ G_{u,v} | u^M \sim v \right] = I_{XY}
\]

\[
2I_{XY} \geq \text{Var} \left( G_{u,v} | u^M \sim v \right) \geq 2I_{XY}(1 - o(1))
\]
(b) Mean and variance of information density of a false pair:

\[-I_{XY} \geq \mathbb{E} \left[G_{u,v'} | u \sim u' \right] \geq -I_{XY}(1 + o(1))\]

\[2I_{XY} \leq \text{Var} \left(G_{u,v'} | u \sim u' \right) \leq 2I_{XY}(1 + o(1))\]

(c) Covariance between information density of a true match and a false match with a user in common:

\[0 > \text{Cov} \left(G_{u,v}, G_{u,v'} | u \sim u' \right) \geq -\mathcal{O} \left(\rho_{\text{max}}^2 I_{XY} \right)\]

(d) Covariance between information density of two false matches with a user in common:

\[0 < \text{Cov} \left(G_{u,v}, G_{u,v'} | u \sim u' \right) \leq \mathcal{O} \left(\rho_{\text{max}}^2 I_{XY} \right)\]

(e) Covariance between information density of two false matches that break apart two true matches:

\[0 < \text{Cov} \left(G_{u_2,v_1}, G_{u_1,v_2} | u_1 \sim u_2, v_1 \sim v_2 \right) \leq \mathcal{O} \left(\rho_{\text{max}}^2 I_{XY} \right)\]

(f) Covariance between information density of two false matches that break apart one true match:

\[0 < \text{Cov} \left(G_{u_2,v_1}, G_{u_1,v_2} | u_1 \sim u_2, v_1 \sim v_2 \right) \leq \mathcal{O} \left(\rho_{\text{max}}^2 I_{XY} \right)\]

(g) Covariance between information density of two matches that do not break apart any true match:

\[\text{Cov} \left(G_{u_2,v_1}, G_{u_1,v_2} | u_1 \sim u_2, v_1 \sim v_2 \right) = 0\]
Proof. Exact expressions for the statistics are given in Lemma 49.

Next we show the following statements which help us derive the asymptotic forms of the expressions for the statistics. As \( x \to 0 \),

(i) \( - \log(1 - x) \geq x \geq -(1 - o(1)) \log(1 - x) \),
(ii) \( - \log(1 - x) \leq \frac{x}{1-x} \leq -(1 + o(1)) \log(1 - x) \),
(iii) \( - \log(1 - x) \leq \frac{x(1+x)}{(1-x)^2} \leq -(1 + o(1)) \log(1 - x) \).

(i) By the Taylor series expansion of \( \log \), given \( x \in (0,1) \),

\[-\frac{1}{x} \log(1 - x) = \frac{1}{x} \sum_{k=1}^{\infty} \frac{x^k}{k} > \frac{1}{x} \sum_{k=1}^{\infty} x^k = 1.\]

So \( - \log(1 - x) > x \). Furthermore, the limit of \( -\frac{1}{x} \log(1 - x) \) and the limit of is 1 as \( x \to 0 \). Then, given \( x \leq o(1) \), \( - \log(1 - x) \geq x \geq -(1 - o(1)) \log(1 - x) \).

(ii) Similarly, by the Taylor series expansion of \( \log \), given \( x \in (0,1) \),

\[-\frac{1}{x} \log(1 - x) = \frac{1}{x} \sum_{k=1}^{\infty} \frac{x^k}{k} < \frac{1}{x} \sum_{k=1}^{\infty} x^k = \frac{1}{1-x}.\]

So \( - \log(1 - x) < \frac{x}{1-x} \). Furthermore, the limit of \( -\frac{1}{x} \log(1 - x) \) and the limit of \( \frac{1}{1-x} \) are both 1 as \( x \to 0 \). Then, given \( x \leq o(1) \), \( - \log(1 - x) \leq \frac{x}{1-x} \leq -(1 + o(1)) \log(1 - x) \).

(iii) Finally, \( - \log(1 - x) < \frac{x}{1-x} < \frac{x(1+x)}{(1-x)^2} \) and the limits of \( -\frac{1}{x} \log(1 - x) \) and \( \frac{(1+x)}{(1-x)^2} \) are both 1 as \( x \to 0 \). So \( - \log(1 - x) \leq \frac{x(1+x)}{(1-x)^2} \leq -(1 + o(1)) \log(1 - x) \).

Next we derive the asymptotic forms of the expressions for the statistics. Define \( \rho_{\text{max}}^2 \triangleq \max_i \rho_i^2 \).

(a) The expression for \( \mathbb{E} \left[ G_{u,v} | u \sim v \right] \) is exactly equal to the expression for mutual in-
\[ I_{XY} = -\frac{1}{2} \sum \log (1 - \rho_i^2). \] By (i), \(-I_{XY} \geq \mathbb{E} \left[ G_{u,v}|u \sim v' \right] \geq I_{XY} - 2I_{XY}(1 + o(1)) = -I_{XY}(1 + o(1)). \]

(b) By (ii), \(-I_{XY} \geq \mathbb{E} \left[ G_{u,v}|u \sim v' \right] \geq I_{XY} - 2I_{XY}(1 + o(1)) = -I_{XY}(1 + o(1)). \) By (iii), \(2I_{XY} \leq \sum \frac{\rho_i^2(1+\rho_i^2)}{(1-\rho_i^2)} \leq 2I_{XY}(1 + o(1)). \)

(c) By (ii), \(0 < \frac{x^2}{(1-x)^2} \leq -(1 + o(1))x \log(1 - x) \) which is \(\mathcal{O}(-x \log(1 - x)). \) Then \(0 > \text{Cov} \left( G_{u,v}, G_{u,v'}|u \sim v \right) \geq -\mathcal{O}(\rho_{\text{max}}^2 I_{XY}). \)

(d) By (ii), \(\frac{x^2}{(1-x)^2} = \left( \frac{x}{1-x} \right)^2 \leq (1 + o(1)) \left(- \log(1 - x)\right)^2. \) By (i), \((- \log(1 - x))^2 \leq -(1 + o(1))x \log(1 - x), \) which is \(\mathcal{O}(-x \log(1-x)). \) Then \(0 < \text{Cov} \left( G_{u,v'}, G_{u,v'}|u \sim v \right) \leq \mathcal{O}(\rho_{\text{max}}^2 I_{XY}). \)

(e) By the same argument as for (c), \(\frac{x^2}{1-x} \leq \mathcal{O}(-x \log(1 - x)) \) and therefore \(0 < \text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2}|u_1 \sim v_1, u_2 \sim v_2 \right) \leq \mathcal{O}(\rho_{\text{max}}^2 I_{XY}). \)

(f) By the same argument as for (d), \(\frac{x^2}{(1-x)^2} \leq \mathcal{O}(-x \log(1 - x)). \) Then \(\frac{x^2}{(1-x)^2} \leq \mathcal{O}(-x \log(1-x)). \) So \(0 < \text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2}|u_1 \sim v_1, u_2 \sim v_2 \right) \leq \mathcal{O}(\rho_{\text{max}}^2 I_{XY}). \)

(g) \(\text{Cov} \left( G_{u_2,v_1}, G_{u_1,v_2}|u_1 \not\sim v_1, u_2 \not\sim v_2 \right) = 0 \)

\(\square\)
Here we present some auxiliary lemmas that are instrumental for the proofs of the main results in this thesis, but have not been included in the corresponding chapters in order to have a cleaner presentation.

Lemmas 51, 52 and 53 are used in Section 4.2 to simplify the expressions for the generating functions under the low per-feature correlation regime. Lemma 54 studies a function that happens to be instrumental in proving (in Subsection 5.3.3) the majorization ordering between the distributions that appear in Section 5.4. Lemma 55 gives the expression for the limit of the normalized error exponent in Subsection 5.4.3.

**Lemma 51** (Bernoulli’s inequality). Let $a \in (-1, \infty)$. Then

- $(1 + ax) > (1 + a)^x$ if $x \in (0, 1)$.
- $(1 + ax) < (1 + a)^x$ if $x \in \mathbb{R} \setminus [0, 1]$.
- If $|ax| \leq o(1)$, then $\left| \frac{1 + ax}{(1+a)^x} - 1 \right| \leq o(1)$.

**Proof.** Let $f(x) \triangleq (1 + a)^x - (1 + ax)$. $f(0) = f(1) = 0$. The first derivative is given by $f'(x) = (1 + a)^x \log(1 + a) - a$. $f'(0)$ is strictly negative for $x = 0$ since $\log(1 + a) < a$ and $f'(1)$ is strictly positive for $x = 1$ since $\log(1 + a) \geq \frac{a}{1+a}$. Furthermore the second derivative $f''(x) = (1 + a)^x \log^2(1 + a)$ is strictly positive. Then this function has a global minimum at some $x^* \in (0, 1)$, is strictly decreasing for $x < x^*$ and strictly increasing for $x > x^*$. Then $f(x) < 0$ for $x \in (0, 1)$ and $f(x) > 0$ for $x \in (-\infty, 0) \cap (1, \infty)$.
The Taylor series expansion for $f(x)$ at $x = 0$ is given by

$$f(x) = -ax + \sum_{k=1}^{\infty} \frac{x^k \log^k(1 + a)}{k!},$$

which is $-o(1) + o(1)$ if $|ax| \leq o(1)$. Then $\left| \frac{1+ax}{(1+a)^2} - 1 \right| \leq o(1)$.

**Lemma 52.** Let $\tau \in (0, \infty)$, $\sigma \in (-\tau, \tau)$, $x_1, \ldots, x_n \in [-1, 1]$ and $s = \sum x_i$. Then

$$\prod_{i=1}^{n} (\tau + \sigma x_i) \geq (\tau - \sigma)^{\frac{n-s}{2}} (\tau + \sigma)^{\frac{n+s}{2}}$$

**Proof.** Define $\theta_i = \frac{x_i + 1}{2} \in [0, 1]$. By the concavity of $\log$,

$$\log (\tau + \sigma x_i) = \log (\theta_i (\tau + \sigma) + (1 - \theta_i) (\tau - \sigma))$$

$$\geq \theta_i \log (\tau + \sigma) + (1 - \theta_i) \log (\tau - \sigma)$$

$$= \frac{x_i}{2} \log \left( \frac{\tau + \sigma}{\tau - \sigma} \right) + \frac{1}{2} \log (\tau^2 - \sigma^2)$$

Then

$$\prod_{i=1}^{n} (\tau + \sigma x_i) \geq \exp \left( \sum_{i=1}^{n} \frac{x_i}{2} \log \left( \frac{\tau + \sigma}{\tau - \sigma} \right) + \frac{1}{2} \log (\tau^2 - \sigma^2) \right)$$

$$= \exp \left( \frac{s}{2} \log \left( \frac{\tau + \sigma}{\tau - \sigma} \right) + \frac{n}{2} \log (\tau^2 - \sigma^2) \right)$$

$$= (\tau + \sigma)^{\frac{n+s}{2}} (\tau - \sigma)^{\frac{n-s}{2}}$$

**Lemma 53.** Let $\rho_{\text{max}} \triangleq \max_i |\rho_i|$ and $I_{XY} \triangleq -\frac{1}{2} \sum_i \log (1 - \rho_i^2)$. Then

$$-\sum_i \log (1 - \rho_i^2) + \log (1 + \rho_i^2) \leq \sum_i \rho_i^2 \log (1 - \rho_i^2) \leq \rho_{\text{max}}^2 I_{XY}$$
Proof. First we show that, for any \( x \in [0, 1] \), \(-x \log(1-x) \geq -\log(1-x) - \log(1+x)\):

By the Taylor series expansion,

\[
-x \log (1 - x) = x \sum_{k=1}^{\infty} \frac{x^k}{k} = \sum_{k=2}^{\infty} \frac{x^k}{k-1}
\]

\[
= \sum_{k=1}^{\infty} \frac{x^{2k}}{2k-1} + \frac{x^{2k+1}}{2k}
\]

For \( x \in [0, 1] \), \( \frac{x^{2k}}{2k-1} + \frac{x^{2k+1}}{2k} \geq x^{2k} \left( \frac{1}{2k-1} + \frac{1}{2k} \right) = \frac{x^{2k}}{k} \left( 1 + \frac{1}{2(2k-1)} \right) \), which is strictly greater than \( \frac{x^{2k}}{k} \) for any \( k > 1/2 \). Then

\[
-x \log (1 - x) = \sum_{k=1}^{\infty} \frac{x^{2k}}{2k-1} + \frac{x^{2k+1}}{2k}
\]

\[
> \sum_{k=1}^{\infty} \frac{x^{2k}}{k}
\]

\[(*) = -\log (1 - x^2)
\]

\[
= -\log (1 - x) - \log (1 + x)
\]

where \((*)\) follows from the Taylor series expansion. Consequently, we have

\[-\rho^2 \log (1 - \rho^2) \geq -\log (1 - \rho^2) - \log (1 + \rho^2)\]

for any \( \rho \in [-1, 1] \).

The result follows from the fact that \( \sum \rho_i^2 \log (1 - \rho_i^2) \leq \max_i \rho_i^2 \log (1 - \rho_i^2) \). \( \square \)

Lemma 54. Define \( f : \mathbb{R}^2 \to \mathbb{R} \) such that

\[
f(x, \alpha) \triangleq \sin (2\pi x) - \sin(2\pi \alpha x).
\]

Then

• If \( \alpha \geq 1 \),
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then $f(x, \alpha) \leq 0$ at any $x \in \left[0, \frac{1}{2(\alpha+1)}\right]$ 
and $f(x, \alpha) \geq 0$ at any $x \in \left[-\frac{1}{2(\alpha+1)}, 0\right]$.

- If $\alpha \in \left(1, \frac{5}{3}\right)$, 
  then $f(x, \alpha) \leq -\frac{\pi^2(\alpha-1)^2}{24}$ at any $x \in \left[\frac{\alpha-1}{8\alpha}, \frac{1}{4\alpha}\right]$ 
and $f(x, \alpha) \geq \frac{\pi^2(\alpha-1)^2}{24}$ at any $x \in \left[-\frac{1}{4\alpha}, -\frac{\alpha-1}{8\alpha}\right]$.

Proof. All lemma statements are for the case where $\alpha \geq 1$, so we always assume $\alpha \geq 1$.

$f(x, \alpha)$, as a function of $x$, is the difference of two sinusoidal functions, one with frequency $2\pi \alpha$ and the other with frequency $2\pi$. Let us refer to these functions as

$$f_\alpha(x) \triangleq \sin(2\pi \alpha x)$$
$$f_1(x) \triangleq \sin(2\pi x).$$

Then $f(x, \alpha) = f_1(x) - f_\alpha(x)$. Since $f_1$ and $f_\alpha$ are both odd functions, it follows that $f(x, \alpha)$ is an odd function of $x$. Then we only study the function for $x \geq 0$ and derive results for $x < 0$ based on this property of $f$.

- At $x = 0$, $f_1(x) = f_\alpha(x) = 0$, so $f(0, \alpha) = 0$.
- At $x = \frac{1}{2(\alpha+1)}$, $f_1(x) = f_\alpha(x)$, so $f\left(\frac{1}{2(\alpha+1)}, \alpha\right) = 0$.
- Within the interval $x \in \left[0, \frac{1}{2(\alpha+1)}\right]$, $f_\alpha(x) \geq f_1(x)$:
  - Within the interval $x \in \left[0, \frac{1}{8\alpha}\right]$, $2\pi \alpha x$ and $2\pi x$ are both within the interval $[0, \frac{\pi}{2}]$. Then, since $2\pi \alpha x \geq 2\pi x$, it follows that $f_\alpha(x) \geq f_1(x)$.
  - Within the interval $\left[\frac{1}{4\alpha}, \frac{1}{2(\alpha+1)}\right]$, $2\pi \alpha x \in \left[\frac{\pi}{2}, \pi\right]$ and $2\pi x \in \left[0, \frac{\pi}{2}\right]$. Then, since $\pi - 2\pi \alpha x \geq 2\pi x$, it follows that $f_\alpha(x) \geq f_1(x)$.
- Within the interval $x \in \left[0, \frac{1}{2(\alpha+1)}\right]$, $2\pi x \in [0, \pi]$, so $f_1(x) \geq 0$. Then we can bound
the second derivative of \( f \) with respect to \( x \) as

\[
\frac{\partial^2}{\partial x^2} f(x, \alpha) = -4\pi^2 \left[ f_1(x) - \alpha^2 f_\alpha(x) \right]
\geq -4\pi^2 \left[ \alpha^2 f_1(x) - \alpha^2 f_\alpha(x) \right] - 4\pi^2 \alpha^2 f(x, \alpha).
\]

It then follows that, within the interval \( x \in \left[ 0, \frac{1}{2(\alpha+1)} \right] \), \( f \) is a convex function.

• Given any \( \alpha \in \left( 1, \frac{5}{3} \right] \), at \( x = \frac{1}{4\alpha} \), \( f(x, \alpha) \leq -\frac{\pi^2(\alpha-1)^2}{24} \):
  - Consider \( \alpha = \frac{5}{3} \) and \( x = \frac{1}{4\alpha} = \frac{3}{20} \). Then \( f(x, \alpha) < -0.19 < -0.183 < -\frac{\pi^2(\alpha-1)^2}{24} \).
  - At \( x = \frac{1}{4\alpha} \), the expression for \( f\left(\frac{1}{4\alpha}, \alpha\right) \) is given by

\[
f\left(\frac{1}{4\alpha}, \alpha\right) = \frac{1}{(\alpha - 1)^2} \left[ \sin \left(\frac{\pi}{2\alpha}\right) - \sin \left(\frac{\pi}{2}\right) \right]
= \sin \left(\frac{\pi}{2\alpha}\right) - 1 \frac{(\alpha - 1)^2}{(\alpha - 1)^2}.
\]

The numerator \( \sin \left(\frac{\pi}{2\alpha}\right) - 1 \) is negative and decreasing as a function of \( \alpha \) within the interval \( \alpha \in (1, \infty) \). The denominator \( (\alpha - 1)^2 \) is positive and increasing as a function of \( \alpha \) within the same interval. Then, \( f\left(\frac{1}{4\alpha}, \alpha\right) \) is a negative and decreasing function of \( \alpha \) within the interval \( \alpha \in (1, \infty) \).

Since \( f\left(\frac{\pi}{2\alpha}, \alpha\right) < -\frac{\pi^2}{24} \) at \( \alpha = \frac{5}{3} \), it then follows that it also satisfies \( f\left(\frac{1}{4\alpha}, \alpha\right) \) at any \( \alpha \in (1, \frac{5}{3}] \).

• Given any \( \alpha \in \left( 1, \frac{5}{3} \right] \), at \( x = \frac{\alpha-1}{8\alpha} \), \( f(x, \alpha) \leq -\frac{\pi^2(\alpha-1)^2}{24} \):
  - Consider \( \alpha = \frac{5}{3} \) and \( x = \frac{\alpha-1}{8\alpha} = \frac{1}{20} \). Then \( f(x, \alpha) < -0.19 < -0.183 < -\frac{\pi^2(\alpha-1)^2}{24} \).
  - At \( x = \frac{\alpha-1}{8\alpha} \), the expression for \( f\left(\frac{\alpha-1}{8\alpha}, \alpha\right) \) is given by

\[
f\left(\frac{\alpha-1}{8\alpha}, \alpha\right) = \frac{1}{(\alpha - 1)^2} \left[ \sin \left(\frac{\pi(\alpha - 1)}{4\alpha}\right) - \sin \left(\frac{\pi(\alpha - 1)}{4}\right) \right]
\]
The numerator \( \sin \left( \sin \left( \frac{\pi (\alpha - 1)}{4a} \right) - \sin \left( \frac{\pi (\alpha - 1)}{4} \right) \right) \) is negative and decreasing as a function of \( \alpha \) within the interval \( \alpha \in (1, 2] \). The denominator \( (\alpha - 1)^2 \) is positive and increasing as a function of \( \alpha \) within the same interval. Then, \( f \left( \frac{\alpha - 1}{(\alpha - 1)^2} \right) \) is a negative and decreasing function of \( \alpha \) within the interval \( \alpha \in (1, 2] \).

Since \( f \left( \frac{\alpha - 1}{8a} \right) < -\frac{\pi^2}{24} \) at \( \alpha = \frac{5}{3} \), it then follows that it also satisfies \( f \left( \frac{\alpha - 1}{8a} \right) < -\frac{\pi^2}{24} \) at any \( \alpha \in (1, \frac{5}{3}] \).

- Since \( f(x, \alpha) \) is a convex function of \( x \) within the interval \( [0, \frac{1}{2(\alpha + 1)}] \), and since \( f(0, \alpha) = f \left( \frac{\alpha - 1}{2(\alpha + 1)}, \alpha \right) = 0 \), it follows that \( f(x, \alpha) \leq 0 \) at any \( x \in \left[ 0, \frac{1}{2(\alpha + 1)} \right] \).
- \( f(x, \alpha) \) is a convex function of \( x \) within the interval \( [0, \frac{1}{2(\alpha + 1)}] \) which contains the interval \( \left[ \frac{\alpha - 1}{8a}, \frac{1}{4a} \right] \). Furthermore, if \( \alpha \in (1, \frac{5}{3}] \), then \( f \left( \frac{\alpha - 1}{8a} \right) \leq -\frac{\pi^2(a-1)^2}{24} \) and \( f \left( \frac{1}{4a} \right) \leq -\frac{\pi^2(a-1)^2}{24} \). It then follows that \( f(x, \alpha) \leq -\frac{\pi^2(a-1)^2}{24} \) at any \( x \in \left[ \frac{\alpha - 1}{8a}, \frac{1}{4a} \right] \).
- The statements for \( x < 0 \) follow directly from the fact that \( f \) is an odd function.

\[ \square \]

**Lemma 55.** Given any \( b \in (0, \infty) \) and \( c \in (-b, b) \),

\[
\int_0^1 \log \left( b + c \cos(2\pi x) \right) dx = \log \left( b + \sqrt{b^2 - c^2} \right) - \log 2
\]

**Proof.**

- \( f(0) = 0 \)
- \( \log(1 + a \cos(2x\pi)) \) is continuous and bounded over \( x \) for any value of \( a \in (-1, 1) \).

Then,

\[
\frac{d}{da} f(a) = \int_0^1 \frac{d}{da} \log \left( 1 + a \cos(2x\pi) \right) dx
\]

\[
= \int_0^1 \frac{\cos(2x\pi)}{1 + a \cos(2x\pi)} dx
\]

\[
= 1 - \frac{1}{a} \int_0^1 \frac{1}{1 + a \cos(2x\pi)} dx
\]

\[
= 1 - \frac{1}{a} \int_{-1/2}^{1/2} \frac{1}{1 + a \cos(2x\pi)} dx
\]
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Change of variables:

\[ u = \tan(x\pi), \]

\[ x = \frac{1}{\pi} \arctan(u), \]

\[ \frac{dx}{du} = \frac{1}{\pi(1+u^2)} \]

Then, \( \cos(2x\pi) = \frac{1-u^2}{1+u^2} \). So

\[
\frac{d}{da} f(a) = \frac{1}{a} - \frac{1}{a} \int_{-1/2}^{1/2} \frac{1}{1 + a \cos(2x\pi)} dx
\]

\[ = \frac{1}{a} - \frac{1}{a} \int_{-\infty}^{\infty} \frac{1}{1 + a \cdot \frac{1-u^2}{1+u^2}} \cdot \frac{1}{\pi(1+u^2)} du \]

\[ = \frac{1}{a} - \frac{1}{a\pi} \int_{-\infty}^{\infty} \frac{1}{1+u^2 + a(1-u^2)} du \]

\[ = \frac{1}{a} - \frac{1}{a\pi} \int_{-\infty}^{\infty} \frac{1}{1+u^2(1-a)} du \]

\[ = \frac{1}{a} - \frac{1}{a\pi(1+a)} \int_{-\infty}^{\infty} \frac{1}{1+u^2} \cdot \frac{1}{1+u^2} du \]

\[ = \frac{1}{a} - \frac{1}{a\pi \sqrt{1-a^2}} \int_{-\infty}^{\infty} \frac{1}{1+u^2} \cdot \frac{1}{1+u^2(a-1)} du \]

\[ = \frac{1}{a} - \frac{1}{a\pi \sqrt{1-a^2}} \int_{-\infty}^{\infty} \frac{1}{1+(u\sqrt{1-a})^2} du \sqrt{\frac{1-a}{1+a}} \]

\[ = \frac{1}{a} - \frac{1}{a\pi \sqrt{1-a^2}} \int_{-\infty}^{\infty} \frac{1}{1+y^2} dy \]

\[ = \frac{1}{a} - \frac{1}{a\pi \sqrt{1-a^2}} [\arctan y]_{-\infty}^{\infty} \]

\[ = \frac{1}{a} - \frac{1}{a\pi \sqrt{1-a^2}} [\pi] \]

\[ = \frac{1}{a} - \frac{1}{a\sqrt{1-a^2}} \]

\[ = \frac{1}{a} \left( 1 - \frac{1}{\sqrt{1-a^2}} \right) \]
• Then, for $a \in (-1, 0)$

$$f(a) = f(0) - \int_{a}^{0} \frac{d}{dx} f(x)dx$$
$$= 0 - \int_{a}^{0} \frac{1}{x} \left(1 - \frac{1}{\sqrt{1-x^2}}\right) dx$$
$$= - \left[ \frac{1}{2} \log \left(\frac{1+\sqrt{1-x^2}}{1-\sqrt{1-x^2}}\right) + \log(x) \right]_{a}^{0}$$
$$= - \left[ \frac{1}{2} \log \left(\frac{(1+\sqrt{1-x^2})^2}{1-(1-x^2)}\right) + \log(x) \right]_{a}^{0}$$
$$= - \left[ \log \left(1 + \sqrt{1-x^2}\right) \right]_{a}^{0}$$
$$= \log \left(1 + \sqrt{1-a^2}\right) - \log(2)$$

and for $a \in (0, 1)$

$$f(a) = f(0) + \int_{0}^{a} \frac{d}{dx} f(x)dx$$
$$= 0 + \int_{0}^{a} \frac{1}{x} \left(1 - \frac{1}{\sqrt{1-x^2}}\right) dx$$
$$= \left[ \frac{1}{2} \log \left(\frac{1+\sqrt{1-x^2}}{1-\sqrt{1-x^2}}\right) + \log(x) \right]_{0}^{a}$$
$$= \left[ \frac{1}{2} \log \left(\frac{(1+\sqrt{1-x^2})^2}{1-(1-x^2)}\right) + \log(x) \right]_{0}^{a}$$
$$= \left[ \log \left(1 + \sqrt{1-x^2}\right) \right]_{0}^{a}$$
$$= \log \left(1 + \sqrt{1-a^2}\right) - \log(2)$$

So $f(a) \triangleq \int_{0}^{1} \log(1 + a \cos(2\pi x)) \, dx = \log \left(1 + \sqrt{1-a^2}\right) - \log(2)$. 
It then follows that for any \( b > 0 \) and \( c \in (-b, b) \),

\[
\begin{align*}
\int_0^1 \log (b + c \cos(2\pi x)) \, dx &= \log b + \int_0^1 \log \left( 1 + \frac{c}{b} \cos(2\pi x) \right) \, dx \\
&= \log b + \log \left( 1 + \sqrt{1 - \frac{c^2}{b^2}} \right) - \log 2 \\
&= \log \left( b + \sqrt{b^2 - c^2} \right) - \log 2
\end{align*}
\]
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