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SUMMARY

This dissertation discusses the challenge of efficiently computing with large on-chip
memories using two proposed innovations: compute-in-memory (CIM) to optimize the
process of accessing and computing with data, and emerging embedded nonvolatile mem-
ories (eNVM) as improved storage technologies for large on-die memory banks. The first
innovation, CIM, proposes to offer improved performance, through reduced per-bit access
costs, improved bandwidth, and reduced digital computing costs. However, the gains from
CIM are not guaranteed: peripheral or bitcell area overheads can reduce bit density of the
memory, and non-idealities can create an unfavorable accuracy-efficiency trade-off. The
second innovation, eNVM, offers the possibility of limiting off-chip data accesses in the
context of energy-constrained accelerators. Still, these potential benefits can be minimized
by design patterns that lead to increased access energy or lower bandwidth for eNVM,
bringing performance closer to that of off-chip memory.

After introducing and motivating machine learning (ML) as an important type of data-
intensive task and describing the field of proposed eNVM technologies, this dissertation
introduces CIM and all-on-chip computing as proposed ways to make use of these eNVM
technologies. The second chapter discusses CIM in the context of traditional CMOS, to re-
move the variable of eNVM technology and draw a few general conclusions. The next two
chapters focus on resistive random-access memory (RRAM), a specific flavor of eNVM,
and discuss in total three implemented and tested designs that make use of RRAM in a
foundry process. These designs aim to resolve some of the challenges of, first, CIM with
RRAM and, second, all-on-chip computing with RRAM (without CIM). They were suc-
cessfully fabricated and tested in silicon to validate the results.

The first two designs, discussed in the third chapter, implement current-summing CIM
with RRAM and attempt to overcome challenges: the first macro improves storage density

through circuit techniques and an optimized physical design, while the second macro ad-

X1X



dresses non-idealities. Specifically, the second macro introduces two kinds of augmented
offset cancelling, in both the current-sensing transimpedance amplifier (TTA) front-end and
the analog to digital converter (ADC), to reduce the impact of channel-to-channel variations
on CIM accuracy while also managing IR drop and off-state current. By introducing tech-
niques to address these challenges, these works have shown how some of the penalties
associated with current-summing CIM with eNVM can be mitigated.

The final design is an end-to-end inference accelerator implementation with RRAM
that moves away from the accuracy-efficiency trade-off space imposed by current summing
CIM. This design instead follows a density-oriented all-on-chip computing approach with
fully digital MACs replacing CIM. A custom RRAM macro is introduced to improve area
and energy efficiency, and it is integrated tightly into a modular very long instruction word
(VLIW)-based matrix module. Ten of these matrix modules are implemented on-chip to
provide SMB of on-chip NVM to support the all-on-chip edge inference application. The
hierarchical design improves memory access characteristics, including energy and area-
normalized NVM bandwidth while maintaining an advantage in either compute density or

NVM storage density over prior published all-on-chip computing with eNVM work.
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CHAPTER 1
MOTIVATION, BACKGROUND, AND INTRODUCTION

1.1 Motivation

Machine learning with deep neural networks (DNNs) has emerged as a driving technol-
ogy across wide and varied domains within signal, image, and speech processing [1]. For
computer systems or application accelerators executing any of a variety of modern data-
intensive computing tasks, including ML inference [2], moving data from large memories
into processing elements can be a limiting factor for energy efficiency and/or throughput
(performance) [3].

The high cost of off-chip memory accesses has led to the extensive use of large, dense
on-chip memories. These memories can store part (or all) of the data required by the ap-
plication, such as the weights used to compute forward inference based on an input signal
in the case of ML. Large caches allow the hardware to work continuously as data is loaded
from off-chip memory (hiding memory access latency, [4]), while memories that are large
enough to provide the entire application storage requirement on-chip can eliminate the need
for off-chip accesses entirely (e.g. [5]). Subsequently, the potentially large leakage energy
and limited density of on-chip volatile memory (classically static random-access memory,
SRAM) has encouraged the development of newer embedded memory technologies includ-
ing emerging embedded nonvolatile memories technologies (eNVMs, [6]), such as resistive
random-access memory (RRAM), magneto-resistive random-access memory (MRAM) or
phase-change memory (PCM); and on-die, back-end-of-line (BEOL) or near-die dynamic
random-access memory (e€DRAM/DRAM, [7]). The cost of accessing data stored in these
large on-chip arrays has also motivated the re-emergence of the analog compute-in-memory

(CIM) paradigm, where the stored states in multiple memory cells are selectively added to-



gether inside the memory array so that the read-out value represents a multiply-accumulate
(MAC) operation result.

These new devices and the CIM technique both present design and implementation
challenges at the intermediary circuit and the system architecture levels. Relative to tradi-
tional SRAM, eNVMs and some eDRAM technologies can require high voltages to pro-
gram states, can have limited dynamic range (on/off ratio, such as Rorr/Ron for RRAM),
and may present higher bit-error and fault rates along with limited endurance. CIM re-
quires more precise readout circuitry which can include a relatively complex, large, and
high-power analog-to-digital converter (ADC). The effect that any of these factors have on
application suitability depends on design decisions at the circuit level when constructing
fully-integrated memory sub-blocks and at the system level when deciding how to organize
the memory blocks in an accelerator. Therefore, between these new low-level primitives
and application compatibility are the necessary steps of circuit topology choice, design

implementation, system design, and related design-space exploration.

1.2 Background

The “memory bottleneck™ or “von Neumann” bottleneck (named as early as [8], referring
to the Von Neumann architecture, see [9]) describes the bandwidth-limited connection be-
tween a processor and its memory as the limiter of overall computing system performance.
The bottleneck applies similarly to system energy efficiency, with cache leakage and off-
chip memory accesses contributing significantly to overall system energy use ([3], section
5). Abstractly, a processor or processing engine (PE) will require some application- and
architecture-dependent amount of new data for each functional operation.

The ratio of functional operations to data fetches (arithmetic intensity) may be much
greater than one, relating to the concept of data reuse. For a PE to achieve greater arithmetic
performance, closer to the theoretical maximum, a cache [10, 11] or scratchpad memory

[12] physically local to a PE stores data that is known or predicted to be re-used in the near



future so that expensive accesses to a larger physical memory (that might be further away or
off-chip) can be avoided. Data fetched from this local storage can be involved in multiple
simultaneous functional operations, so that, in net, there can be many functional operations
for each local storage access and up to orders-of-magnitude more for each remote (e.g.
DRAM) memory access. Maintaining large ratios is important due to the energy and time
overhead of accessing larger memories and eventually going off-chip. The cheapest off-
chip memory accesses can cost a few picojoules per-bit before considering the internal
DRAM array energy at the off-chip memory [13].

Following this intuition, large on-chip memories have long played a fundamental role
in translating application-derived data reuse into a reduction in expensive! off-chip DRAM
accesses during run-time [14, 15]. It has been shown that the average energy and latency
of memory accesses improve with increased cache size up until design penalties for larger
SRAM array sizes overcome the incremental benefits from reduced miss-rates [16]. These
fundamental density vs. access latency and energy trade-offs occur due to increased bit-line
(BL), source-line (SL) and data routing capacitances and characteristic delays in larger,
denser arrays along with a large leakage power component that scales with SRAM cell
count [17, 18]. The first challenge can be mitigated using multi-level on-chip SRAM stor-
age hierarchies, where the lowest level storage (local scratchpad or 1) which interfaces to
the PE or processor is kept small for high speed and low power, while the higher-level stor-
age (such as last-level cache, LLC) can be greatly expanded since its per-access time and
energy are partially hidden by the hit-rate of the lower-level storage. Performance-oriented
modern central processing units (CPUs) [19, 20, 21, 22, 23, 24], graphics processing units
(CPUs) [25, 26, 27], and tensor processors [28, 29] almost universally implement on-die
cache hierarchies organized as one or two levels of memory near individual cores or pro-
cessing elements (PEs) in addition to a massive fully or partially shared cache of at least a

few megabytes (MBs).

'In terms of energy per pit (pJ/bit) and/or latency.



However, while architectural choices, including cache hierarchy design, can limit the
performance impact of access time and energy penalties associated with huge SRAM-
based caches they cannot reduce the technology-driven limitations: leakage power and
limited density. SRAM memory macro designs [30, 31, 32, 33, 34, 35], may leverage in-
novations such as low multiplexer (MUX) ratios and assist techniques to reduce dynamic
power and aggressive V) rn scaling and deep-sleep modes to reduce leakage but tradi-
tional static random-access memories (SRAMs) built with logic transistors cannot be fully
power-switched while retaining stored data. Likewise, array-centered techniques such as
the use of cells with lower current ranges (low-leakage cells) to reduce leakage currents
trade directly against speed and/or density. SRAM density has scaled aggressively with
logic as far as the 16nm technology generation; however, SRAM scaling slowed, relative
to logic, in reported data for the 7nm and Snm nodes [36, 37, 38, 39]. As an example of the
slowing trend, Taiwan Semiconductor Manufacturing Company’s (TSMC’s) 16nm FinFET
technology, according to published data, scales logic 2x relative to the planar 28nm node,
with SRAM scaling similarly by 1.81x, a 92% alignment. From 16nm to 7nm, TSMC pub-
lished a claimed 3.3x gate density improvement, with SRAM scaling 2.6x, a lower 79%
alignment. Subsequently, the Snm technology claims a 1.84x improvement in logic density
relative to 7nm, while only showing a 1.28x improvement in SRAM bitcell density, an even
lower 70% alignment. In the latest 3nm generation [40], logic density reportedly improved
1.18x to 1.56x while no density improvement was reported for the high-density SRAM
cell.

These two persistent challenges, leakage power and density, have motivated the ex-
ploration and development of new, alternative embedded memory technologies including
eNVMs and eDRAMs. Both of these technology classes attempt to improve beyond the
density of SRAM by using simplified 1 - 3 transistor structures and a special switching
material or device. Some prospective eDRAM technologies have introduced the possibil-

ity of 3D integration for further density improvements, conceptually similar to existing



and upcoming high-bandwidth memory (HBM) DRAM technologies [41, 42]. eNVMs, in
contrast to SRAM, offer true zero-leakage modes while retaining data. This means that
architectures using fine-grained power gating when computing with suitable application
profiles can potentially decouple on-die memory size from total memory leakage power.
The next section of background material will contextualize the discussion by showing
a pair of ML benchmark data-sets and discussing the weight storage footprint required to
achieve strong benchmark accuracy. This will illustrate the need for larger on-die memory
for edge applications where designers aim to reduce or eliminate off-chip accesses. After
this, recent work on eNVM and eDRAM technologies will be introduced, focusing on
specific or quantifiable advantages and disadvantages. Finally, CIM will be introduced.
CIM is a technique that may improve the efficiency or throughput of reading data from
memory, while accelerating MAC arithmetic. Recent analyses of prospects for CIM will

be reviewed.

1.2.1 Application Discussion

This section, along with this dissertation, will focus on ML inference as the default appli-
cation under consideration due to its recent importance. As just described, ML inference is
a representative modern application with structured requirements for large input data [2].
A variety of dataflow options are available for accelerating ML inference. While inference
accelerator design is discussed later in this background chapter, it is useful for the current
discussion to introduce some basic examples: for traditional designs, an accelerator might
use an output-stationary dataflow so that weights for neural network layers are sequentially
streamed into a processing block with some number of parallel data-paths [43, 44]. In a
CIM design, the dataflow could, by default, be weight-stationary with the weights stored in
CIM-enabled memory arrays. In either case, input data (e.g. images, text, or signal data)
are streamed in from off-chip, and activations are output and input into an on-chip buffer.

If activations overflow the on-chip buffer, they are streamed to and from off-chip DRAM.



In the baseline case, this pattern would be re-used for weights as well. As noted previously,
expensive off-chip accesses can be reduced if the weights and activations for the network
can fit in on-die memory.

Since the total size of weights in a network can greatly exceed the peak (transient) ac-
tivation storage requirement [45], fitting most or all of the application network’s weights
on chip can be challenging. An important design consideration for edge inference acceler-
ators, then, is how to fit more weights on chip and further reduce off-chip accesses during
computation. This motivates an analysis of the memory footprint of networks for solving
various tasks, and how this footprint relates to inference accuracy. Two example tasks,
which could plausibly apply to energy-constrained mobile platforms, are presented below.

Microsoft’s Common Objects in COntext (COCO) dataset forms the first example. This
dataset has served as a widely-used benchmark for training and evaluating object recogni-
tion networks [46]. When the dataset was reported, a baseline network (DPMv5-C, [47])
was also reported with an average precision (AP) for the bounding-box detection problem
of 19.1. State-of-the-art object detectors leveraging transformers [48] have now achieved
AP scores above 64 [49]. Figure 1.1 shows state-of-the-art performers on the COCO dataset
across a range of network sizes. A strong log-dependence (exponential trend) of AP ac-
curacy on network size is observed: every 12 AP requires a factor of ten increase in the
number of parameters.

As a second example, LibriSpeech is a dataset for training and evaluating speech recog-
nition models developed using public-domain audio books [55]. A similar trend to that for
COCO is shown in Figure 1.2: there is an inverse log-dependence of word-error rate (WER)
on network size. The trend is close to 0.50% per decade.

From these examples, three important trends can be observed: first, the dependence of
application accuracy on network size is obvious once the field is limited to state-of-the-art
models along the parameters-performance frontier; second, the dependence has a logarith-

mic trend in number of parameters (number of parameters scales exponentially for a linear
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Figure 1.2: Speech recognition models sorted by performance on the LibriSpeech dataset.
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improvement in accuracy accuracy), meaning significant improvements in accuracy require
order-of-magnitude increases in network size; and, finally, the best-performing networks
are relatively massive, in the 500 million to one billion parameter range. This all suggests
that the need for large on-die weight storage is a typical characteristic of ML applications

and is likely to continue to grow as ML network sophistication further increases.

1.2.2 Emerging Embedded Memory Technologies

Given the increasing demand for large on-die memories driven by ML and other memory-
intensive workloads, technologies with better density and/or leakage trends than SRAM
have recently received increased attention. A few such technologies will be briefly re-
viewed here with a focus on RRAM which, due to foundry support and compatibility at
the mature 40nm planar logic node, is the technology leveraged in the presented research
for this thesis. Beyond discussing RRAM, this sub-section will review other eNVMs in-
cluding PCM, ferro-electric field-effect transistors (FeFETs), spin-transfer torque magneto-
resistive RAM (STT-MRAM), and classic embedded flash (eFlash). This sub-section will

also briefly discuss embedded DRAM.

RRAM

RRAM (sometimes ReRAM) is a logic-compatible nonvolatile memory technology based
on the metal-insulator-metal (MIM, here not used as a capacitor) structure built using care-
fully chosen contact and dielectric materials [58]. The principle of operation involves the
formation and rupturing of a conductive filament which allows at least two stable resis-
tance states. This resistive switching of the insulator between a low-resistance state (LRS)
and a high-resistance state (HRS) in response to “SET” and “RESET” pulses allows this
structure to function as a memory cell. RRAM has been integrated with foundry CMOS
and reliably manufactured down to the 40nm and 22nm nodes, including a FinFET node

[59, 60, 61, 62]. These arrays, and all typical RRAM embedded memory arrays, use a



I-transistor, 1-resistor (IT1R) memory cell structure, where a selector transistor in series
with the resistive device is used to allow or block current flow in a given row of memory
cells based on the voltage on the word-line (WL).

During a digital (non-CIM) read operation, one word of data is accessed by raising
one WL to logic-‘1’, which is typically V' DD. Selected columns are each connected to a
read circuit. A sense-amplifier (SA) in each readout column is connected via a multiplexer
(column MUX) to a single BL out of a group. The SA typically uses a current-sensing
topology, where the front-end of the SA clamps the BL voltage, flowing enough current
through the selected RRAM cell to maintain the voltage of the selected BL near a target
clamping voltage. The required current to perform this clamping is compared to a refer-
ence, with the comparison result stored in a final voltage-driven latching stage. The logical
flow is from (cell) resistance, to current, to voltage, and finally to digital bits. For digi-
tal readout, these output bits, one per SA, represent the data stored in the selected word
in memory. Writing RRAM cells is performed by applying a timed voltage pulse either
forward (SET operation, toward lower resistance, Vg, > Vg1 ) or in reverse (RESET op-
eration, toward higher resistance, Vs, > Vpy). The WL voltage is also pulsed, with WL
voltage partially controlling write current allowance. All of these voltage pulses can easily
exceed the core voltage range for the process’s logic transistors.

While RRAM cell area could theoretically scale as 4% [58], the reported array imple-
mentations that disclose bitcell area in 40nm and 22nm CMOS claim a 53 cell footprint.
This is still approximately 3x denser at the cell level than SRAM for these nodes (162>
at 28nm, [63]). Major challenges for RRAM include endurance, with these foundry cells
surviving approximately 10% - 10° endurance cycles, and write-voltage, which can be 3.6V
or higher, especially during the forming stage when cells are written for the first time.
More manageable challenges include the low Rorr/Ron ratio. This can make LRS and
HRS cells harder to distinguish during read, although in principal readout circuit design

techniques can overcome this issue (potentially at the cost of area, power, or delay). Tight



memory windows, which correspond to low Rorr/Rony ratios, place a greater importance
on small offsets in the readout SA during current sensing. These offsets can occur tran-
siently due to noise or permanently due to random variation or even asymmetry in the SA
circuit or physical layout; the typical solutions, if needed, are to increase the size (e.g. in-
crease effective length of mirror pair) of transistors closer to the input (before small-signal
gain) and/or employ offset cancelling. Memory window can also be degraded by tempera-
ture sensitivity and systematic process drift in either the HRS and LRS. While in the worst
case a reduced memory window results in readout errors in weak channels, in the milder
case it reduces readout speed by requiring more signal development time before latching
the readout decision. Timing is typically set by tail HRS cells or tail LRS cells, depending
on the reset condition of the current-sensing pre-amplifier in the SA. While the current-
sensing SA design is sensitive to memory window in absolute terms, memory window
can also be stated in normalized terms, for example, as a multiple of device conductance
standard deviation. This allows quick estimation of bitcell-variation-induced bit-error rate

(BER).

STT-MRAM

Aside from RRAM, there is a wide array of proposed eNVM technologies. STT-MRAM
is promising and has been demonstrated in various scaled nodes down to at least 16nm
FinFET [64, 65, 66, 67, 68, 69]. STT-MRAM achieves similar density to RRAM, but has
shown excellent write endurance of at least 10° cycles. Still, STT-MRAM requires large
write currents and can exhibit a very small Rorr/Roy ratio; works showing the switching
range often report under 2x resistance switching (magneto-resistance ratio < 200%). In
22nm or lower nodes, STT-MRAM bitcell areas have ranged from 94F? to 129F2. At
the larger 28nm and 40nm nodes, comparable to RRAM-compatible nodes just described,

reported foundry STT-MRAM bit-cells have ranged from 41F2 to 46 F2.
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PCM

PCM has only recently reached a comparable level of maturity as RRAM or STT-MRAM in
terms of major foundry support [70, 71, 72, 73, 74]. PCM arrays have been demonstrated in
a planar 40nm logic node; a 90nm bipolar, CMOS, and DMOS (BCD) node for power ap-
plications; and fully-depleted silicon-on-insulator (FDSOI) nodes down to 18nm. Reported
PCM implementations are as dense or denser than RRAM at 24 % in 28nm FDSOI (59 F2
in 18nm FDSOI). As with other technologies, Rorr/Ron can be small especially for tail
HRS bits, at higher ambient temperatures, and/or after longer retention times. However, in
the best case, two to three orders-of-magnitude are possible which compares favorably to
RRAM and STT-MRAM. Endurance for PCM can exceed 10° cycles. Scaling of PCM into

newer (vs. 40nm) traditional planar nodes or into FinFET nodes has not yet been reported.

FeFETs

FeFETs have been demonstrated in a foundry 28nm FDSOI node and projected beyond
the 22nm FDSOI process. FeFETs promise even higher density than RRAM and STT-
MRAM with a 1T structure theoretically possible, large oy /Iorr greater than two orders-
of-magnitude, and endurance at least in the range of 10° and up to 10}, but require high
gate voltages up to ~ 4V for write [75, 76, 77, 78, 79]. Despite this potential perfor-
mance, highly-reliable (60 or greater state separation) FeFET-based embedded memories
with competitive cell density in a modern scaled logic process, like the array macros re-

ported for RRAM, STT-MRAM, and PCM, have yet to be reported.

eFlash

Finally, the most mature embedded nonvolatile technology is almost certainly embedded
flash (eFlash) based on the floating gate or charge trapping approaches. Compared to the
emerging technologies, eFlash has been widely implemented across an assortment of pro-

cesses, generally trailing logic process generations by a few years [80, 81, 82, 83, 84].
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Memory macros, primarily targeting automotive applications, have been reported down to
the 28nm planar node with scaling to 22nm proposed. The dual-gate approach preferred
by designers in modern planar nodes is more like a 2T structure than a 1T floating-gate
cell, leading to comparable or worse density when compared to the emerging 1T1R tech-
nologies. Cell areas in scaled planar nodes have ranged between 332 and 742, with the
latter occurring for eFlash scaled to the 22nm node. The prospects for Flash scaling with
integration into more advanced nodes, including FinFET nodes, are not well understood
with a clear scaling path yet to emerge. This scaling concern is due to factors including
voltage compatibility, cost, logic process compatibility, and access time.

This has led to more interest in emerging technologies, including the above-discussed
RRAM, STT-MRAM, PCM, and FeFETs even just to replace eFlash for firmware storage
in embedded processors. In addition to service as drop-in eFlash replacements for, e.g., au-
tomotive use cases, these technologies may also be useful as last-level cache replacements
in low-power processors or bulk on-chip storage to support area- and energy-efficient all-
on-chip ML inference. Replacing SRAM, as is implied if an eNVM bank is to serve as a
last-level cache for a processor, is a more challenging use case since net cycling endurance,
access bandwidth, and potentially access latency and energy must be similar to those of

high-performance logic-transistor-based SRAM.

eDRAM

Another option for bulk on-chip storage and caching is eDRAM. Beyond the mentioned
eNVMs, eDRAM technologies [7], which are volatile memory technologies offering better
area density than 6T SRAM and/or back-end-of-line (BEOL, [85]) compatibility for 3D
integration, have been consistently reported. Both traditional 1T1C technologies, which
promise aggressive bitcell scaling at the cost of added process steps and the need for fre-
quent refresh cycles, and gain-cell (GC)-based eDRAM have been proposed. GC bitcell

structures consist of more than one active device (transistor), allowing the bit-cells to am-
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plify the voltage-domain signal due to the stored charge on the storage node. This detaches
the fragile stored charge state from the read process, allowing non-destructive read while
potentially improving read margins and allowing better voltage scaling. GCs can include
either an explicit or implicit storage capacitor, where an explicit capacitor is often a MOS
capacitor (MOSCAP) rather than a BEOL structure [86].

The three potential advantages of eDRAM over traditional DRAM are a reduction in
component count and potentially overall application cost by eliminating off-chip dual data-
rate (DDR) memory modules, a reduction in memory access cost (in pJ/bit) trading off-
chip bit accesses for on-chip accesses, and an increase in memory access performance
(reduced latency, higher bandwidth). GC-eDRAM has been demonstrated in a foundry
16nm FinFET node, showing limited (linear) density improvements relative to SRAM [87].
Due to the limited density advantages of CMOS GC-eDRAMs over SRAM and the issue
of leakage leading to the need for periodic refresh operations, eDRAMs which use non-
CMOS layers in the back-end-of-line stack to enable lower leakage and the possibility of
stacking several memory layers have been proposed at the research level [88]. As a point of
comparison with the previously mentioned technologies, reported foundry 1T1C eDRAM
technologies in 40nm, 28nm, and 22nm FinFET have achieved bitcell areas in the range of
362 to 60F™ with this normalized size increasing for smaller nodes [89, 90, 91]. The 1C
is a MiM structure, and the resulting area is competitive with eNVMs. Importantly, unlike
with eNVM, eDRAM macros cannot retain data at zero power during retentive power-

down.

1.2.3 Compute-in-Memory Approaches

Having introduced a variety of on-chip memory technologies, the next two sub-sections
will describe proposed ways to use these technologies to accelerate ML applications using
innovative techniques. This sub-section will start by discussing compute-in-memory with

eNVMs, while the next sub-section will describe how designs merge a traditional digital-
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MAC-driven methodology with these emerging memory technologies.

CIM Overview

For inference accelerator designs that do not use compute-in-memory (e.g. see [43]), even
if the weight memory can be fully stored on-chip, the weights need to be streamed out
of the memory and transferred to the storage local to the processing data path. Weights
are stored in registers in/near the digital MAC logic, used once or, for better performance,
reused many times, then replaced by new weights from the larger memory. This imposes
theoretical overheads: redundant storage is needed to buffer the weights and avoid repeated
costly memory accesses, which adds area and leakage power; the MAC units may need
to stall while waiting for weight data to be read from the memory, especially if memory
bandwidth is significantly lower than MAC bandwidth and weight data re-use is low (low
arithmetic intensity); and there is an energy cost associated with every bit of data accessed
from the memory, which will increase for the large memories which are typically needed
to manage access latency due to even larger, further-away data stores.

CIM has been proposed as a way to reduce or eliminate the memory-access overheads
[6]. CIM proposes to improve the effective bandwidth from the memory and reduce the
per-bit energy cost by increasing the effective number of weight bits read at once. CIM can
be seen as implementing an ideal version of the weight-stationary architecture [2]. Under
the CIM paradigm, input activation data is streamed to the memory array(s), where the
weights are stored statically during the computation under consideration. In some cases,
the weights fit entirely on chip and no weight writing cost is incurred during computation.
Instead of reading out the weight data and using digital logic to perform the MAC with the
activation data, the activation data is provided as an input to the array. In general, each 10
channel of the CIM macro combines part or all of the input activation vector data, at full or
reduced precision, with multiple weight data bits stored in the array to produce an output

value that represents a vector dot product instead of a single bit of weight data. Clearly, if

14



the overheads can be well-managed, this provides an increased throughput.

Basic CIM Example

CIM flavors involve a range of input, output, and weight data formats, ranging from fully
binary to fully analog [92]. To better introduce the idea, consider a powerful (but expensive
and difficult to implement) near-fully-analog variant of CIM. A resistive technology, like
RRAM or PCM, is used to store weight data. Each memory column (BL/SL) stores a
full vector of weight data, with each element stored in the cell conductance domain at full
precision. This is achieved by trimming the conductance of storage elements to align with
the corresponding floating-point weight value of the vector element. For this example, the
WL drivers do not drive a binary value onto the WL; instead, they each contain a high-
precision digital-to-analog converter (DAC) that allows them to bias the resistive storage
elements in each row to a specific voltage using the access device. Each resistive storage
cell now pulls a current, from BL to SL (V.S)5), proportional to the product of the input
value and the stored weight. In total, on a BL for input vector X and weight vector W with

length L:

L L
IpL = Z VinieXi X GunaWi = Tuni ZXz X Wi = Iypau X - W (1.1)
=0 i=0

This example illustrates the idea of multiplying an input vector against a stored weight
vector and producing a result in the current domain, which can then by measured by an
ADC and output as the dot-product result. This near-fully-analog variant requires signifi-
cant assumptions and overheads: complex DACs at the WL drivers, the ability to voltage-
bias storage resistors accurately using the access device or some other means, the ability
to store many bits of data in each storage resistor, the ability to convert the output current
back to the digital domain, and the ability to enable the full vector width in parallel. In
addition to improving bandwidth by accessing multiple bits in parallel, the MAC workload

is also handled in analog under this approach. Implemented variants of CIM seek to find a
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useful compromise between this variant and the traditional approach of reading the weight

memory line-by-line.

CIM Variants

The potential for significant access bandwidth and efficiency gains, under ideal conditions,
from switching to a CIM-based design has encouraged the exploration of a wide variety of
CIM formats. This sub-section will now discuss two adjacent technologies, charge-domain
CIM and digital CIM, before elaborating on design patterns within the current-summing
CIM framework that was just described.

These other CIM flavors address a few challenges that result from performing accu-
mulation directly in the current domain using the scaled data storage devices. Memory
devices suffer from process, voltage and temperature (PVT) variation: the HRS and LRS
conductivities (unit current) can drift spatially and die-to-die, can suffer from local random
variation, can be sensitive to changes in WL voltage, and can be sensitive to chip tem-
perature changes. The local variation challenge follows from basic memory design goals.
Bit-cells are scaled aggressively to improve overall storage density, since 50% or more
of memory macro area can be due to storage cells, while random parametric variation is
typically inversely proportional to device area (this trend is widely known for transistor
threshold voltage matching [93]). Current-domain CIM presents other design challenges
which charge-domain computing addresses, including the need for a transimpedance am-
plifier (TTA) consisting of costly linear gain stages and large currents when many LRS cells
are enabled in parallel.

The first response to these challenges maintains analog-domain accumulation but changes
the unit of accumulation away from cell current and toward a more consistent quantity that
is nonetheless easily available in modern CMOS processes and straightforward to measure.
Charge-domain CIM proposes to change the matched component to a unit capacitance by

accumulating in the charge domain [94, 95, 96, 97, 98]. Metal-oxide-metal (MOM) capac-
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itors offer good matching performance in scaled CMOS [99]. An extra step is required,
since the cell data must be read out before being used to control a switch that selectively
contributes a scaled unit of charge due to each selected memory cell. If the operation is
truly performed in-array, the bitcell must accommodate at least one added active device to
control a local switch. Otherwise, additional peripheral area is needed to accommodate the
extra step. In any case, it is often possible to overlap the BEOL capacitor and the memory
storage cells. A capacitive successive approximation register (SAR) ADC is then a good fit
for the measurement and conversion back to the digital domain. Charge-based CIM offers
improved robustness and promises excellent energy efficiency and compute density at the
cost of area overheads, since the basis of the idea is to avoid using fully-scaled memory
cells to perform accumulation. They can therefore present lower storage density (even if
compute density remains high). Furthermore, while variation and noise-induced errors can
be minimized, quantization noise remains a factor since a column ADC is required. Charge-
based CIM implementations do not typically recover full precision to save on mixed-signal
circuit expenses (e.g., an ADC would ideally need to recover a full ~22b in the case of 8b
inputs, 8b weights, and 64-wide MACs).

The second response to analog-domain challenges is to switch the MAC computation
back to digital. This parallels the intuition that drives charge-domain CIM: instead of ac-
cumulating using cell current, convert the cell current to digital and then compute using
that value. For digital CIM, the analog-domain simplification is even stronger; the accu-
mulation uses digital gates in place of charge summing [100, 101, 102, 103, 104, 105].
Digital CIM arrays typically consist of a bank of memory cells (such as 6T SRAM cells), a
readout mechanism that produces bits from the selected weight-storage cells, an AND-like
logical block that performs one-bit multiplications, and an adder tree digital block that per-
forms accumulation. In the latest logic nodes, such as TSMC’s 5Snm FinFET node, these
custom adder trees can be extremely efficient allowing this nominally simple format to

produce energy efficiencies and compute densities comparable to or greater than those of
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Figure 1.3: Basics of CIM with binary inputs on the WL, binary values stored in cells, and
multi-bit analog accumulations on the BLs in the memory columns.

current-summing without associated accuracy degradation. Compared to standard digital
logic-based data flows, digital CIM macros embed the MAC gates directly in the macro

and implement them using hand-drawn custom logic.

Current-Summing CIM with RRAM

The non-current-based CIM mechanisms typically require adding special-purpose sum-
ming circuitry adjacent to relatively small blocks of cells. Furthermore, they are not na-
tively compatible with eNVMs like RRAM, which require a sensitive front end to distin-
guish stored memory states. For example, a recent digital CIM implementation, [100], uses
12T bit-cells that include an output driver to intrinsically provide a solid digital-domain
signal for the subsequent MAC logic to immediately use. This 12T cell is 3.57x the area
of the reported 6T cell for the process [30]. While compute density and efficiency are
very strong, storage density (4.93Mb/mm?) is about 20% of a high-density array assuming
50% array efficiency for pure memory macros using the densest reported 6T cell. Another
recent foundry digital CIM [105] shows lower storage density (3.215Mb/mm?). Digital

or charge-summing CIM arrays, therefore, might not replace the highest-density on-chip
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weight buffers but could replace lower-level caches in high-reuse data-intensive MAC sce-
narios.

An advantage of current-summing RRAM arrays is that they can maintain the format
of having a dense bitcell array with changes made only to peripheral circuitry on the sub-
array boundary. CIM sensing circuitry then replaces binary readout circuitry. This format
thus remains valuable as it proposes to maintain the eNVM benefits of cell density and
low leakage while adding some of the efficiency and bandwidth benefits of CIM. The first
step toward relaxed current-summing CIM design constraints is to “digitize” the design,
shown in Figure 1.3. Instead of viewing the resistive memory cell as fully reflecting a
floating-point weight value, the resistive memory cell is programmed to one of two or
more conductance targets so that, when selected, it contributes some fixed small multiple
of the unit conductance, Gy nrr. Thus, if the weights in the network are quantized to
an integer format like INTS8, each memory cell can store a subset of the weights. In the
simplest case, eNVM cells are used in a binary mode where, ideally, they contribute either
no conductance or exactly Gy yyr to the accumulation. This binary scheme maximizes the
use of the cell dynamic range to reduce state variation. More generally, digitized cell states
that represent only part of the weight precision opens a trade-off space (states per cell vs.
accuracy/endurance loss) for design optimization.

An analogous simplification on the input side is similarly impactful not only because of
the sparing use of dynamic range but also because it aligns CIM with the typical topology
of foundry eNVM arrays. Typical RRAM arrays, for example [59, 60], use vertical BLs,
vertical SLs which can be shared across multiple columns (ratio of BL:SL can be >1),
and a horizontal WL. Thus, connecting the readout circuit to a certain BL/SL selects the
column under consideration and driving a certain WL selects the row(s) which contribute(s)
current. This row selection occurs through the 1T selector device in the 1T1R structure.
The 1T selector can be modeled as a resistor in one of two states (plus variation) in series

with the cell resistance; the foundry design goal is to minimize on-state resistance of the
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selector when the WL is driven to core-V DD to improve cell dynamic range. To achieve
improved resistive memory cell performance, the series resistance of the 1TIR cell should
be dominated by the resistance due to the switching 1R material. The translation from WL
voltage to cell current is thus expected to be nonlinear. While, nonetheless, there must be
some magic-number WL voltages (along the 1TIR’s nominal /57, /Vjy . transfer function)
which cause a memory cell to pull half-current, quarter-current, and so-on, attempting to
use scaled WL voltage to represent multiple input data states on an individual WL will use
up cell dynamic range while in most cases providing a non-ideal result.

Both of these design changes imply that the entire vector-vector MAC is not computed
in a single step but instead involves multiple mixed-signal operations in the memory array.
The results are then appropriately bit-shifted (left-shifted once, that is, doubled, for each
bit position above the LSB in the input and weight) and accumulated in a partial-summing
digital circuit. For example, with 1-bit cells and 1-bit WLs, an 8b-input by 8b-weight MAC
involves a 64x overall multiplier on the number of CIM reads. These can be time- or area-
multiplexed. Having committed to using multiple read steps to produce the result, the final
degree of freedom is to avoid applying the full vector-width on the WLs in a single step.
Instead, a kernel with fewer active WLs, or allowed parallel summed cell currents, than the
total number of elements in the MAC vectors can be repeated multiple times for each MAC
operation until the total vector width is accumulated.

In the final picture: each cell is programmed to one of P, stored states, P, states are
represented per-WL, and up to Py, such WLs are activated in parallel. For an N-element-
wide MAC operation with B, input bits and 5,, weight bits, the number of steps required

M 1is then:
N _I " B, y B,
Pwr logy(Py) log,(Py)

M= ] (1.2)

Clearly, diverging from fully-analog all-at-once MAC computation to a kernel within this
space of feasible implementations can apply a significant dividing factor to bandwidth and

energy efficiency. Still, the expensive first layer of the MAC adding process is largely
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moved down into analog in this approach. This situation is the same as in (fully) digital
CIM introduced above, where Py, is replaced by the width of the adder tree in the digital
CIM macro. A generalized discussion of trade-offs covering this factor as well as other
challenges in the context of CMOS technology, focusing on SRAM, is introduced in [106]
and discussed in the first chapter of the body of dissertation work (chapter 2).

As an important aside, this CIM with RRAM background section has discussed the typi-
cal case where the memory array is structured with WLs running perpendicular to BLs/SLs,
and where the CIM operation works by activating several parallel WLs. In this case, the
current summing occurs on the BL metal and summed current runs North/South in the ar-
ray. It is possible to construct analogous RRAM CIM macros from arrays with different
metal wiring formats with appropriate adjustments made. It is also possible to use this
typical format differently; for example, [107] activates a single WL and applies a multi-bit
input using simplified DACs on the BL and SL. Cross-column summing is handled extrin-
sically. The general principles for such examples remain comparable to those of the typical

case.

RRAM CIM Implementations

Having set the stage by covering types of eNVM and design variants of CIM, including
the different types of designs within current-summing CIM, this section will now discuss
specific implementations of current-summing CIM with RRAM. This background section
will introduce the state of the art of published macros, while the second section of the
body of the document will further discuss challenges and introduce two published works
showing solutions to some of these challenges [108, 109]. Since this background will be
expanded later in the dissertation, this summary will serve as a short introduction.

A wide range of RRAM-based current-summing macros have been published in leading
conferences in the past few years [110, 111, 107, 112, 113, 114, 115, 108, 116, 109, 117].

Designs have been presented in 65nm, 40nm, and down to 22nm in foundry CMOS logic
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processes. CIM modes (the kernel width, or Py 1) have ranged from allowing nine parallel
cells to allowing full parallelism, that is, allowing all 256 parallel WLs to be enabled for
a 256 WL bitcell array. Designs using the typical approach of providing inputs on the WL
have typically time-serialized the application of input bits and summed externally. As
described above [107] is an outlier and instead activates a single WL and applies multiple
input bits simultaneously on each active BL using a DAC.

Some outlier works [113, 114, 115] use voltage-based sensing, which involves either
passing a constant current through the memory cells and measuring the resulting BL voltage
or pre-charging the BL to a constant value and allowing the selected cells to discharge
the BL for a brief period where the WLs are strobed high, as in SRAM. The majority
sense current at the front-end by clamping the BL or SL to an approximately constant
voltage and measuring the total current flowing. The advantage of the clamping approach
is that it prevents the BL from vastly exceeding a well-defined safe value to avoid data
degradation due to read-disturb while allowing a wide voltage-domain dynamic range at
the input to the SA’s latching stage. Clamping also provides read-channel PVT immunity
due to the use of feedback in the clamping circuit. The voltage-based approaches lack
these advantages but offer improved efficiency and smoother integration by avoiding large
D.C. current transients when many on-state cells are selected in parallel. These designs
then need a system to recover more tightly-spaced output BL states, since the maximum
allowed BL voltage could be 300mV or lower and voltage-based schemes do not in general
lead to linearly-spaced output states.

The majority of works also use binary cells. This potentially improves accuracy by
reducing the total number of states represented on the BL. and by maximizing the use of
each cell’s individual dynamic range. The works partially or exclusively using multi-level
cells MLC mode), [112, 116, 117], range from 1b weights to 4b weights with fully-analog
weights also proposed. One of these works, [117], observes that MLC significantly affects

accuracy for the CIM operation and reserves MLC for less-significant bits in the computa-
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tion. MLC mode is attractive in the all-rows-active mode, which implies degraded accuracy,
because with a limited array Y-dimension or application kernel length it allows yet more
states to be represented on the BL to boost efficiency; it is attractive in general because it
improves overall storage density by allowing more bits to be stored in the same number of
cells.

This concludes the background discussion of CIM. After the previous subsection dis-
cussed on-chip memory flavors, this subsection has provided an overview of CIM and
introduced the basic idea with an optimistic example. More readily implemented design
variants were then introduced, followed by a focused discussion on current-summing CIM
with RRAM. Finally, recent RRAM CIM implementations were briefly introduced to set

the stage for the discussion in the second part of the body of this dissertation.

1.2.4 All-on-Chip Computing with Emerging Memory Technologies

The end of the previous subsection focused on the current-summing concept made possible
by eNVM technology. Importantly, however, eNVMs offer benefits beyond the future-
looking, trade-off-heavy CIM design space. The key advantages are non-volatility and
density. Taken together, these characteristics allow for large, very dense static on-chip
weight memories that can be power-switched to avoid the large leakage penalty that might
come along with large SRAM-based banks. This subsection will provide background for
the all-on-chip inference accelerator concept by first introducing typical digital inference
accelerators (the mainstream competition to analog CIM) that do not use emerging tech-
nologies and then surveying prior digital (non-CIM) all-on-chip inference accelerator, that

do make use of eNVM, in the literature.

Digital Inference Accelerators

An in-depth architectural description of modern application-specific accelerator designs

targeting ML, including ML inference, is out of scope for this dissertation which places an
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increased emphasis on circuits with emerging devices. This brief review will cover a few
important recent works in this area and discuss the key features and structural choices. The
goal of this review is to sketch how dedicated inference acceleration is done in a general
sense.

Many earlier inference accelerator architecture proposals, including [12], focused on
convolutional neural network (CNN) acceleration. This work proposes the row-stationary
approach in the context of a spatial array of PEs to achieve improved energy efficiency for
CNN computation. Row-stationary describes a way of breaking down large convolutions
into primitives that can be more efficiently mapped onto hardware. A two-step mapping
procedure, analogous to the strip-mining approach used to compute with long vectors using
vector processors with a fixed maximum length [4], is introduced to optimize the energy
efficiency improvement. While also working with a spatial array, the tensor processing
unit (TPU) design introduced in [28] is sensitive to the observation that network types
beyond CNNs are important in the data-center. This TPU design features a large 256x256
spatial array of 8b MACs. Data moves systolically through the array from buffers on the
periphery, ideally allowing many MACs for each piece of input data that is input into the
MAC array. While the systolic structure of the array can be hidden from software from a
correctness perspective, one important characteristic of such a large systolic array is that
efficient software must nonetheless optimize for execution on the systolic array. For certain
applications, such optimization may not be fully possible and only a fraction of the full
64kMAC:s throughput of the array may be utilized.

The more general problem of scalability is addressed in [118]. Compared to the previ-
ous two works, the PEs here become more capable multi-lane data processors; they each
contain 8 lanes, where each lane computes 8 MACs on 8b data. Within the PE, for the
typical case, weights are held constant for several cycles while input activations change
for each computing cycle but are broadcast across the 8 lanes to amortize the cost. Output

accumulations are, as a result, constantly written at each cycle. To achieve more general

24



applicability across application requirements, this work implements 16 PEs on each chip
along with a global buffer and network-on-chip (NoC). Several chips can then be combined
on a package in a scalable fashion to meet performance requirements, with the demon-
strated package containing 36 chips. More recently, [44] implements a similar PE structure
as [118], but adds support for INT4 computation. The key feature add is the support of per-
vector scaled quantization. The authors observe that reduced computational precision can
lead to greatly improved efficiency at the cost of accuracy. The proposed method to restore
accuracy is to reduce the granularity of the quantization scale factor to the vector-level from
the many-thousand-element tensor-level.

The task of optimizing neural network processing for a mobile SoC product is explored
in [119]. The largest level of granularity introduced in the work is the neural processing
unit (NPU) core. Each NPU contains a large 1MB scratchpad and a tensor engine for com-
putation. The tensor engine contains four groups of four MAC arrays, each computing 8
lanes of 32-wide dot products at INT8 for a total of 4kMACs per NPU core. An external
fetch and dispatch unit brings data to the MACs and orchestrates flow, including special
features to minimize utilization drop when working with sparse vectors; in the typical case,
input vectors are shared within each group of four MAC arrays. The authors observe that
the special fetching modes addressing sparsity require the fetchers to have more input data
bandwidth than is otherwise required by the MAC units since vectors are made more dense
before MAC computing. Finally, besides these special modes, the authors describe an
adder-tree-based MAC (similar to that seen in the digital CIM works) that maintains flex-
ibility to data modes: the 256b input can be treated as 64x INT4 elements, 32x INTS, or
16x FP16. This work maintains the pattern from [118, 44] of preferring a relatively fine
granularity and good flexibility for the structured MAC units while implementing powerful

features in nearby controllers to map application workflows onto them.
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Digital All-On-Chip Inference with eNVM

One typical feature of these digital inference accelerators is a large (MB-scale) on-chip
global buffer/scratchpad and an off-chip interface to much more storage in DRAM. Off-
chip data accesses can cost at least 1pJ/bit, with recently reported high-performance off-
chip links costing in the range of 1.2 - 1.6pJ/bit [120, 121, 122]. This is before considering
additional energy costs from DRAM itself. Further, scaling-up off chip bandwidth using a
given physical design for the link, requires allocating more input-output (IO) pads for this
purpose. Finally, dedicated off-chip dies for bulk weight storage can add to overall design
complexity and expense.

A response to this challenge that leverages eNVM technology is to use a large amount
of eNVM to store ML network weights on the accelerator die. The accelerator can then
sit idle, with low leakage power, until it is externally commanded to compute an inference
task. Then, the input can be passed into the accelerator and computation can occur entirely
on chip. Input and intermediate activations are stored in on-chip SRAM while weights
are streamed out of the eNVM. This approach requires sufficient eNVM to store all of the
network weights and sufficient on-die SRAM to hold the peak activation data requirement.
This is the all-on-chip inference approach, and it has been explored by several published
works. In principle, any type of computing (including traditional digital or CIM) or eNVM
(RRAM, MRAM, etc.) could be used. The focus in this background section will be on
digital systems using foundry-supported eNVM, including RRAM. This subsection will
introduce these works, with some added details provided in chapter 4.

Published research demonstrating all-on-chip digital inference accelerators have in-
cluded 2 - 4MB of eNVM, either MRAM [123, 124] or RRAM [125, 126]. The typical
implementation pattern is to use a single large bank of eNVM in one area of the chip and
a large MAC unit with SRAM, that makes use of the stored weights, next to it. An outlier
is [123], which associates 0.75SMB of RRAM with each of four processing elements. In

these works, access energy for bits of weight data in the eNVM has remained above 1pJ/bit
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with eNVM bandwidth remaining well below 10GB/s even for works in more scaled nodes
including 22nm planar and FDSOI CMOS. Efficient ML inference computation thus im-
plies the use of lower-access-energy, higher-bandwidth buffers near the MAC units that
amortize these costs; the buffer-based design pattern is reminiscent of the DRAM-based
designs. This has left open the possibility of an inference accelerator designed to optimize
eNVM accesses and avoid extra buffering while maximizing density, an idea that will be

discussed in detail in the third (last) body section of this dissertation.

1.3 Thesis Introduction & Organization

In summary, this background has motivated the importance of large on-chip memory for
efficiently accelerating ML inference, introduced emerging eNVM technologies along with
eFlash and eDRAM with a focus on RRAM, described CIM approaches with a focus on
current-summing CIM, and reviewed traditional digital accelerator architecture before sum-
marizing all-on-chip inference works. The rest of this dissertation will follow from the
structure of this background section. In chapter 2, a design space exploration covering
current-summing CIM in CMOS with SRAM, from earlier in the PhD work, will be in-
troduced. Following that, in chapter 3, two works overcoming the density and computing
non-ideality challenges for CIM with RRAM will be covered. Then, chapter 4 will intro-
duce an end-to-end project to reduce the access costs for on-chip RRAM in the context of an
all-on-chip inference accelerator. This last project, which will be discussed in more detail
covering the design and testing procedure, leaned on more mature, end-to-end skills that
were developed throughout the earlier work. After the body chapters a brief conclusion,

chapter 5, will summarize the works that were presented in this dissertation.
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CHAPTER 2
ANALYSIS OF CIM WITH SRAM

This chapter is the first of three body sections in the dissertation. In this chapter, we discuss
the design space of CIM with standard SRAM in logic CMOS processes. This analysis
work will then be followed by design and implementation work in chapter 3 and chap-
ter 4. In this chapter, first, we will introduce a brief taxonomy using a set of published
works in order to identify discriminating characteristics. We then focus on a subset, the
direct (current-summing) CIM with SRAM systems and develop circuit analysis while dis-
cussing potential issues. Finally, we compare CIM to an all-digital approach under strong
assumptions to draw a few conclusions.

This chapter is based on analysis work and ultimately a transactions article that was
submitted for publication early in the PhD work [106]. The work consists of a brief survey,
circuit analysis, and description and results of a simplified modeling approach comparing
a system using SRAM with CIM to a system using standard SRAM. A comment about
this work as-published is that the importance of charge-domain and digital CIM, especially
with SRAM, is understated as this work places a focus on current-summing CIM. Recent
publications have shown that these two techniques will likely play a key role in future de-
velopments around SRAM CIM. Some commentary and adjustments are also made here
to adjust to the changing CIM landscape. Also, the full analysis [106] will not be fully re-
viewed here. Only sections that are important to the core flow of working from assumptions

toward conclusions about current-sensing CIM with SRAM will be included.

2.1 Introduction

Reported CIM with SRAM implementations have shown good energy efficiency. These

systems have also focused on lower-precision math and in particular have targeted applica-
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Table 2.1: CIM-specific abbreviations used in this chapter.

Symbol || Definition
B, MAC input vector precision (in bits).
B, MAC weight vector precision (in bits).
P, # of input vector bits applied on a single WL per read cycle.
Py # of parallel WLs allowed per read cycle.
P # of states possible on each BL minus 1; Pyp X (2PZ -1).
M # of equivalent SRAM single-cell reads required to emulate the memory ac-
cesses of the CIM system.

tions with loosened compute-level accuracy requirements. From this, it is not immediately
clear how exactly the efficiency and throughput advantages of CIM emerge, which means
the generalizability of these advantages, beyond the specific demonstrated examples, is
similarly unclear. Since not all MAC-heavy workloads can tolerate imperfect accuracy and
reduced precision (such as INT4 or INTS), we will use high-level models along with circuit
modeling and simulation to examine the efficiency gains and penalties associated with CIM
in SRAM arrays. Models which are needed to make informative statements about CIM will
be developed, and the issues of accuracy loss and area increase will be contextualized in
the insights and outlooks subsections. A broader overall discussion of the circuit models
and accuracy loss issues may be found in [106].

Some CIM-specific abbreviations are introduced in this chapter, a subset of which were
previously introduced in chapter 1. A core set of these is shown in Table 2.1. Unlike in
chapter 1, P, is now binary-weighted in that it refers to the number of input bits applied

via the WL, not the number of possible states applied via the WL.

2.2 Brief Taxonomy

This first section will develop an abbreviated taxonomy using a subset of published works
in the SRAM CIM space. The purpose of this taxonomy is to make it easier to describe
specific kinds of works, rather than to be truly exhaustive. For this chapter, an (analog) CIM

system is a system which enables the values of multiple memory cells to be combined in the
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Figure 2.1: (a) Traditional and (b) CIM memory systems shown with 1:1 column multi-
plexing (unlikely) for simplicity. Four important degrees of freedom are introduced in the
CIM system: (1) there may be more than two allowed input (WL) states, (ii) multiple WLs
may be enabled at once, (iii) there may be more than two allowed output (BL) states, and
(iv) these multiple states may require a more complex ADC than a 1-bit sense amplifier.
Feature (ii) is, in the general case, the hallmark feature of CIM. In this figure, bitcell is
abbreviated as BC.

analog domain then read out, as a single value, into the digital domain. As described in
the background section, the number of output states may be further increased by allowing
more than two WL states. In outlier designs, it is possible for only one cell to be active per
column (with summing occuring between BLs). Still, multiple BL states are always present
in CIM due to multiple states being represented at the input and/or in the cell. In CIM with
SRAM, multiple states per-cell (multi-level cell, MLC) are less likely since the classic
SRAM cell’s inverter-loop storage mechanism is natively compatible with a single stored
bit. To introduce SRAM CIM, four important differences between CIM and traditional
memory systems are outlined in Figure 2.1.

To start off the taxonomy, a distinction can be drawn between systems which perform
readout by directly measuring bitline (BL) voltage due to a pull-down (PD) operating step
(during which a current proportional to the number on-state selected SRAM cells is pulled
on the BL) and systems which measure the BL state indirectly by, briefly, using the BL to
control a separate system which performs an analog computing step. This second category

can include charge-domain or digital CIM as described in the background section. These
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two methods are described below in the context of some published works.

2.2.1 The Direct Systems

The ‘direct’ systems [127, 128, 129, 130] operate similarly to traditional binary-BL. SRAM:
a single read-step produces the analog value on the BL which is then quantized. The read
PD circuit formed in an SRAM cell when its WL is selected can be viewed as a variable
current source, and the read step can therefore be viewed as a current to voltage conversion.
This conversion may take one of two forms, which further classifies the direct systems (Fig-
ure 2.2). In resistive-capacitive-pull-down (RC-PD) macros, which operate almost identi-
cally to traditional SRAM, the BL is first pre-charged (e.g. to a rail such as V' D D) after
which a set of WLs is enabled based on the input vector values. The on-state selected cells
create a PD current proportional to the MAC output value which causes the BL to slew
downward. After a period of time, the slewing is terminated, for example, by disabling the
access devices, and the value of the BL is quantized. In resistive-dividing or current-mode
macros, a pull-up (PU) device flows an active current on the BL while the selected cells
are activated. In the simplest case, the relationship of the large-signal resistance of the PU
device to that of the PD circuit formed by the on-state selected cells creates a steady-state
output voltage on the BL. In the case of current sensing, the voltage across the cells is
pinned to a clamping voltage and the resulting current is measured and converted into the

output value.

2.2.2 The Indirect Systems

These direct systems present a set of challenges including (1) reduced and variable state
separation leading to restricted sensing margins and nontrivial reference generation, (2)
inconsistent (noisy) state placement due to poorly matched SRAM PD circuits, and (3)
limited and non-ideal mechanisms for multi-bit inputs and no native compatibility with

analog-domain multi-bit weights. Note that (1) can be mitigated with careful readout mech-
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Figure 2.2: Symbolic representations of the (a) resistive-capacitive pull-down (RC-PD) and
(b) resistive-dividing (or current-sensing) flavors of direct CIM systems.

anism design, especially in the case of current-sensing approaches.

These challenges may be avoided by shifting the analog computing operation away
from the SRAM storage cells and onto a special-purpose summing circuit block. These
special-purpose analog add-ons are characteristic of what are called indirect systems in
this chapter and are typified by well-matched metal-oxide-metal (MoM) capacitors or other
types of capacitors [131, 132, 133], shared transistors with improved matching character-
istics [134, 135, 136, 137], or time-domain computing [138]. The goal is to decouple the
matching and linearity behavior of the analog compute from the less-ideal density-oriented
storage cells. Compared to the direct systems, the readout process for these indirect systems
is less like a single SRAM readout step. The read operation instead typically involves a first
step in which the memory cell values are extracted, then a follow-up step when these values
are used to control the summing circuitry. The timing cost of these steps can be traded for
an area overhead by more devices to the memory cells. This characteristic makes these
systems less analogous to traditional memories. For this reason, and to maintain a clearer

focus, in this chapter we analyze direct (current-summing) CIM with SRAM systems.
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2.3 Comparative Approach

The energy cost of modern MAC workloads consists of digital logic and memory access
components. Memory access costs have become a subject of focus in recent years [2, 3].

CIM has the potential to address energy costs, as it proposes to offer:

1. Higher effective memory bandwidth for improved memory access energy, and

2. Reduced digital logic workload due to analog-domain computing.

From this observation, in this chapter, we develop separate comparisons for (a) energy cost
per effective bit accessed (b) overall digital workload under traditional vs. CIM regimes.
In this section, we will first frame memory-access energy before estimating the digital
workload savings due to CIM.

Another observation is that the magnitude of CIM’s potential advantages in both areas
is proportional to the allowed parallelism (P, i.e. the number of output states allowed to be
accumulated in analog). Simply put, if there were no associated penalties (such as increased
ADC complexity) and no application restrictions, turning on more WLs in parallel would
always provide better performance. For this reason, separate analysis in this work will

relate energy penalties or the severity of area, robustness, and accuracy concerns to P.

2.3.1 Effective Memory Bandwidth

The memory-bandwidth-improvement proposition for analog CIM holds that there is an
advantage to reading out the sum of the values of a subset of memory cells rather than
area- or time-serially reading the weight data and performing the MACs entirely in digital.
Using the symbols from Table 2.1, a single read operation is used to simultaneously read
Py, weight bits (on a single BL). The sum across element-wise products in a B,.- by B,,-
bit precision MAC with Py, elements can be seen in some sense as a lossy compression
operation in the weights; a group of Py, same-binary-position weight bits need only be

represented by at most log, P bits once added together.

33
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Figure 2.3: Each bit shown as a square for (a) the analog addition performed on the BL.
in a CIM system, (b) the pre-result combining workload needed by a CIM system, and (c)
the same MAC performed completely in digital. The shown dots correspond to an 8-wide
MAC with 4-bit input and weight precisions.

This precision-reduction operation applies a penalty in the form of input bit striping:
multiplying the same weight against several inputs or input bits requires additional read
operations, since the memory output is now specific to the input vector. To rehash from the
background section, if analog multi-bit inputs are used, then the input-bit-striping penalty
is divided by the precision available on each WL. Here, we will phrase the ‘striping cost’
in terms of the overall advantage of CIM. In net, the number (/) of equivalent SRAM
single-cell reads required to emulate the CIM system is shown in Equation 2.1, where P,
is the analog-hardware-implemented input precision. In the published paper, P, was the

number-of-bits. It has been changed to number-of-states to match the background section.

_ PWL X IOgQ (Px>

M
B,

2.1)

The number of weight bits is not included here since, even in the case of a traditional
digital system, each weight bit has to be read out separately. The point is that for CIM,
unless multi-bit WLs are used, the same weight bits have to be repeatedly read out for each

bit of precision in the input vector.
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2.3.2 Digital Workload

The most obvious benefit of performing addition in analog is to reduce the digital MAC
workload, namely multiplying, bit-shifting, and summing. This advantage is softened by
two factors: first, implementation realities (e.g. pertaining to the ADC) may add back
in some of the saved compute. For example, typical Flash ADCs require thermometer-
to-binary conversion, whose implementation may approximately be viewed as a P-wide
one-bit adder (the Flash ADC may also require bubble error correction [139]). If the over-
all ADC implementation is not actually less expensive than the adder it replaces, then
clearly the digital-workload side of the benefit of CIM is lost. Second, the limited (analog-
domain) input and stored weight precision of CIM systems may necessitate striped inputs
and weights, which implies an added pre-result combining step (Figure 2.3 (b)) to produce
the MAC output. The first issue is not explicitly accounted for in this work; instead, this
added digital energy is included in the literature-derived constant ADC energy assumption
used in the next section. The second issue, the saved digital compute cost relative to the
cost for the remaining partial-sum arithmetic, is the focus of the remainder of this section.

We are interested in the fraction of compute that is saved by doing the first layer of
the accumulation in the analog domain. To clarify the thought experiment, this will be the
relative amount of computing work that no longer has to be done if the computing done in
analog were free. Figure 2.3 breaks down the components of the CIM (a, b) and traditional
(c) adding workloads along feasible lines. For example, (b) assumes the input is applied
across all weight bits and that these pre-results are immediately combined, then barrel
shifted and accumulated onto the sum corresponding to the bit-striped input. To translate
this dot-diagram into something useful for analysis, two ad hoc methods will be used to
compare the energy of the traditional system’s digital workload (Figure 2.3(b)) to that of
the CIM system’s digital workload (Figure 2.3(c)). The simplest method is to consider
the total digital MAC workload as consisting of Figure 2.3(a) followed by Figure 2.3(b).

The fraction of saved compute can then be computed by dividing (a) by (a) + (b). To
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Figure 2.4: The fraction of MAC computing workload saved by using CIM in the case of
P, = 1 (one-bit WLs, with up to P wordlines active at once) and P, = 4 (four-bit WLs).
The first method (Method 1) counts total bits to be shift-added while the second method
(Method 2) counts approximate gates needed to do this summing. For this example, the
precision is set to B, = B,, = 8. These curves are not very sensitive to precision.

approximate the computing cost of these sums, we observe that both (a) and (b) correspond
in shape to the partial product reduction of a standard multiplier; typically, an algorithmic
method (following from [140, 141]) will be employed to construct adder trees to reduce
these sums. Counting the bits to be combined therefore provides a compact, although
approximate, representation of complexity. Omitting algebra, the ratio (v) of this bit count

for the saved CIM compute to that of the total compute is given by Equation 2.2:

PWL

- logPwy ; 1 1  logPwy
Pwr +1+ P TP T BT PxB.

(2.2)

More detailed estimation is possible by modeling gate-level implementations of (b) and
(c) and counting gates each time they are used to estimate energy. This leans on further
assumptions: we assume that the adders are formatted as in a fast multiplier with some
specific kind of partial product reduction step followed by a ripple-carry adder. Of course,
additional carry look-ahead logic may still be important in a practical implementation.
Registers are not modeled, and a simple greedy algorithm for forming adder trees is used
where appropriate. The value of interest is ((c) - (b)) / (¢).

The two methods for approximating the digital compute savings due to CIM are plotted
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Table 2.2: Parameters for the CIM SRAM systems and the reference SRAM that are mod-
eled for the comparison in this chapter.

System SRAM @ | ® ] © | @
Scheme SE SE Direct BL-PD
Technology 28nm CMOS
SRAM Cell 6T 0.32um? Non-Push Minimum 0.9V
Ve 0.5V
Array Dim. 512x128 (Physically Square)
BL Mux. Ratio 8:1 1:1 8:1
B, Same as CIM ‘ 8 ‘ 4 4 1
P, 1 4 1
Pwyr 1 Pyr | Pwr | Pwr | Pwe
ADC States 2 P+1] 64 16 2
ADC Margin 60 30 lo | 0.075¢ | 1lo

in Figure 2.4 for B, = B,, = 8 (example case) across increasing CIM parallelism, P. The
two methods generally agree, and the models show that the analog-domain compute is a
dominant portion of overall compute for large parallelism (wide MAC kernels, large P).
This also confirms an important result, namely that supporting more states on the WL
is less favorable (than enabling more WLs, that is, using a wider MAC kernel) for reduc-
ing digital adding workload due to the linear benefit to the striping penalty at exponential
cost in terms of states represented on the BL. Using a wider kernel linearly increases states
represented on the BL while providing a linear benefit to throughput/efficiency. This con-
cludes the digital workload analysis. For this work, it was assumed that a synthesized area
and energy analysis of this digital workload is not needed since it suffices to estimate the
relative fraction of digital workload that is saved. The preference is toward maintaining

generality.

2.4 Comparison to Traditional Systems

This section will construct a comparison between current-summing CIM with SRAM sys-

tems and a hypothetical SRAM that replicates the memory accesses. Importantly, the com-
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parison is not holistic: it compares memory-access behavior only. The CIM system, as
discussed above, also moves some (and potentially most of) the digital MAC workload into
the analog domain. This section is not intended as an analysis of analog computing vs.
digital computing; instead, the focus is on whether accessing more than one row in parallel
in net reduces the cost of getting bits out of a memory array.

Two principles enable strong conclusions based on the energy comparison examples
that will be shown in this section. First, all analysis is stated in terms of the ratio of
energy used by a CIM system to that used by the corresponding SRAM system. This
enables generalized analysis of trends from circuit fundamentals while ensuring that any
comparison is intrinsically apples-to-apples: both systems (CIM and baseline) use the same
array with the same capacitances, have access to the same SA with the same scaling trend,
and so on. As discussed above, the basis of this ratio-driven analysis is the choice to
model total MAC energy as consisting of a digital-logic component added to a memory-
access component. The ratio of the former to the latter in a traditional implementation is a
function of technology generation, application, and design choices.

A second constraint made on the analysis in this work, and perhaps one that is more
important, is that only direct, RC-PD CIM systems are analyzed due to the practical ad-
vantages in area, energy, and state separation that such systems offer as described above.
This leads to a cleaner comparison: the mechanism of action for RC-PD CIM systems and
classic SRAM is the most similar out of all CIM flavors.

Here, CIM designs are compared to an SRAM design with the same dimensions which
uses SE read. To this end, a 6T logic-rule 0.320um? SRAM cell layout was created to gener-
ate extracted SRAM array parasitics. A 128x128 array is used to extract capacitances while
avoiding boundary effects, then scaled numerically. Transistors without push rules are used
to align with the models simulated throughout this work. 512x128 is chosen for the pre-
sented results because it is a physically-square array, meaning the BL and WL capacitance

are weighted equally by construction. The ADC energy model has two components: first,
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Figure 2.5: Predicted CIM performance results using the extracted models. Parameters for
(a) - (d) are defined in Table 2.2. Array capacitances and SA energy are extracted from
layout and schematic simulations, respectively.

SA (and Flash ADC) energy figures are modeled using schematic-level voltage compara-
tor simulations following a standard design [142] across a range of input-pair sizes; as the
number of output states is increased, Flash ADC energy eventually exceeds the constant-
energy ADC models, and ADC energy is clipped at 440fJ (300fJ model shown in dotted
line). The parameters for the comparison are given in Table 2.2.

The relationship between BL capacitance and SA energy has an effect on the active-
energy-optimal BL PD time in a standard SRAM array. That is, more PD time creates
a larger sensing margin and allows for a smaller, lower-energy SA. Therefore, to strike a
fair comparison between SRAM and CIM SRAM, the SRAM SA sizing is set so that the
chosen SA model achieves minimum total energy while satisfying 60 of design margin
based on the nominal threshold variation of the SA input transistor pair. Parameters for
these comparative models are given in Table II.

A few more assumptions simplify the modeling process. Bits and memory cells are
assumed to be binomial distributed with a 50% probability of being either one or zero,
rather than following any specific application distribution. Also, auxiliary energy costs
(e.g. MUX reconfiguration) are not modeled and, importantly, data movement costs are not

modeled (as if the MAC logic were directly abutted to the SRAM).
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2.4.1 Results

Modeling results are presented in Figure 2.5 as ratios of memory access energy across in-
creasing WL parallelism Pyr. As mentioned, these examples have omitted the effects of
digital workload savings which were shown to be plausible in subsection 2.3.2. All the
shown examples exhibit an energy peak at which the constant-energy ADC model outper-
forms the scaled Flash ADC. The pattern is that the total energy used for the Flash ADC
gets worse and worse as sensing margin decreases until the alternate ADC style is preferred,
leading to an abrupt decreasing trend in per-bit sensing cost. Figure 2.5 (a) illustrates the
most pessimistic case for CIM: the MAC is computed in full 8-bit precision, and the ADC
is designed to recover the full precision (1 + P bits) on the BL while satisfying 30 of de-
sign margin. Loosening these three requirements yields improvements and the potential for
energy-efficient designs. Figure 2.5 (b) demonstrates 4-bit inputs, which halves the energy
ratio relative to (a), and only requires the ADC to achieve 6 bit precision with 1o of design
margin. This last change, reducing the design margin requirement, improves Flash ADC
energy scaling and pushes the extrema toward higher Py, although CIM memory accesses
remain more expensive than SRAM out to Py, ~ 28.

One recent work ([143]) showed high efficiency (> 351 TOPS/W) using RC-PD. It is
challenging to contextualize the performance of a 7nm 4-bit MAC engine, but this work
provides the framework for a higher-efficiency example. Three changes allow CIM to
consistently outperform SRAM (Figure 2.5 (c)): the ADC precision is reduced to the input
precision (Poyr = 15), 4 bits are applied on each WL, and most importantly the design
margin is aggressively reduced to 0.075¢ !. This allows > 50% reduction in memory access
energy across a range of Py . As in [143], the 4-bit WLs have been modeled as successive
(thermometer-coded) pulses applied on the WL, and reducing the BL MUX ratio for this

example is critical to dilute the increased WL energy. Energy efficiency achieves its logical

'Extracted from [143] for the case of 2'9 states on the BL and 700mV dynamic range. [143] actually
applies many more than 21 states to the BLs, as binary weighted versions of 4 columns are combined before
sensing.
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maximum with a binary CIM example (Figure 2.5 (d)): even if the ADC design margin is
tightened to 1o, and the BL MUX ratio is reduced back to 8:1, the lack of input striping

penalty and quadratic (vs. cubic) Flash scaling allow for very efficient memory accesses.

2.4.2  Model Limitations & Design Insights

The models in this work support certain guidelines about CIM system design. State sep-
aration in RC-PD systems can easily be below 10mV when P > 29; this sets a stringent
requirement for noise coupling onto the BL (not simulated in this work). Accurate readout
is further limited by cell current variation, WL timing errors, and ADC limitations. These
present complex interactions: since Flash ADC energy is inversely quadratic in state sep-
aration, and noise-induced accuracy issues are reduced with larger state separation, wide
voltage swings on the BL are desired. SRAM cells are not natively robust to full-swing
reads, and sizing is largely ineffective at correcting read margin to the extent needed. Re-
ducing Vyy;, improves read margin, reduces the effect of absolute timing errors by increas-
ing the BL pulldown time constant, and improves state separation. However, decreased
Vwr linearly to super-linearly increases cell current offset. If Vi is reduced as far as
allowed by design accuracy requirements and read margin, channel resistance, and/or state
separation requirements are not met, the logical next step is to increase the length of the
read pass-device which improves read margin, channel resistance, and cell mismatch at the
cost of write margin.

Generally, single-ended implementations are preferred since they offer better read mar-
gin and reduced BL energy. That said, for CIM, BL energy is less relevant for large P
as per-state BL swing is necessarily reduced. To clarify, BL energy is capped at Cz. V3,
while other energy consumers, such as the ADC, can increase aggressively as more states
are represented on the BL. This motivates taller arrays with more C'z;, which improves
density, increases the PD time constant (reduced sensitivity to timing offsets), potentially

reduces coupling noise, and under some specific design conditions could even offer a lower-
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noise sampling capacitor to benefit a high-precision ADC. This also may allow current
sensing systems to perform well, since they trade added BL energy for reduced sensitivity
to absolute BL timing errors. At a higher abstraction level, Equation 2.1 shows that CIM
performance is proportional to Py and P, and inversely proportional to B, due to bit
striping. Py, is preferred to Px since P, exponentially increases the number of states on
the BL. Similarly, P, shows inferior trends to Py 1, in terms of saved compute vs. states on
BL. P, is valuable if application or array parameters restrict Py 1; without specific reason

otherwise, it is better to scale Py ..

2.5 Conclusion

From Figure 2.5 and the motivating analysis, a few statements can be made about how CIM
systems can outperform SRAM under the right circumstances. First, if a traditional system
is heavily biased toward compute energy, especially at lower precisions, then CIM (analog
compute) may improve efficiency by reducing digital computing workload at similar mem-
ory access costs. Second, at higher (input) precisions, RC-PD systems struggle to overcome
the linear penalty of striped input bits (Figure 2.5(a)) leading to degraded energy efficiency.
Third, if a CIM system is to directly achieve improved memory access costs, the following
prescription defines how the energy savings emerge: (1) the input-striping penalty applies a
multiplier to energy that must be overcome; (2) increasing P through Py, and potentially
P, eventually reduces per-memory-cell Epy, trading away sensing margin; (3) the sensing
system (ADC) accommodates the reduced sensing margin without imposing an unman-
ageable energy cost or at reduced per-state memory cost. Since, per-state, Flash ADCs
are characterized by super-linear costs and CIM ADC costs are only linearly amortized,
achieving (3) implies reduced ADC design criteria (accuracy, precision) or a design which
places enough states on the BL (defined here by parameter ) to amortize a high-precision
high-efficiency ADC.

Accuracy loss in these systems relates directly (and potentially super-linearly) with en-
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ergy efficiency. The accuracy characteristics of the ADC, and overall system, are core to
understanding the merit of a CIM implementation - accuracy notwithstanding, it is possi-
ble to place arbitrary numbers of states on the BL for arbitrary efficiency. Works like [144,
145], which relate analog computing errors to viability for larger networks (or other such
real-world tasks) are therefore important for designing and assessing this kind of CIM sys-
tem. Representing fewer states on the BL typically corresponds to better accuracy due to
less accumulating error and less sensitivity to noise, and potentially enables better general-
ity across applications (which might have lower-dimension vectors). Moving forward, we
expect designers to continue to focus on CIM systems with ADC designs that are energy ef-
ficient across a lower precision range (e.g. 2-7 bits), like the medium-precision successive-
approximation register (SAR) designs recently shown in some CIM SRAM works [137,
134, 135, 133, 134]. To avoid poor array efficiency and a resulting potential increase in
expensive off-chip data movement, successful designs will likely demonstrate novel ADC

architectures with smaller footprints.
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CHAPTER 3
CIM WITH RRAM IMPLEMENTATIONS

This chapter will discuss the design and implementation of two RRAM CIM macros [108,
109] and their context in the existing literature. This builds on the previous chapter, chap-
ter 2, in two ways: the discussion now includes eNVM (namely, RRAM), and the subject
is RRAM CIM macros that were built and tested in silicon rather than analysis. RRAM
CIM will be introduced, followed by background discussion contextualized where appro-
priate by review of prior work. Then, the two published designs and measurements will be
detailed, including their context in a larger system-level design. Finally, the overall results

will be summarized in a conclusion.

3.1 Introduction

Both of the works that will be discussed implement current-summing CIM with RRAM.
They use a 1TIR RRAM memory array in a 40nm foundry process, as in the foundry-
reported non-CIM RRAM array for this technology [59]. To improve array density while
providing enough metal to reduce resistivity on the BL and SL, one SL is shared for every
two BLs. In typical memory macro designs, part of the addressing bits control a column
MUX that connects each readout sensing circuit or each write circuit to one of C' columns,
where C' might be 8, 16, 32, or some other value so that the MUX ratio is greater than one.
For eNVMs like RRAM, the column pitch can be narrow to allow a small cell size, making
higher MUX ratios more practical. This means the typical use case would not activate cells
on adjacent BLs for read or write simultaneously. So, by sharing the SL, the cross-sectional
amount of SL metal per-BL can remain constant, or increase due to less empty space, while
the current density in the SL, and therefore the negative affects due to SL resistance, are

reduced. The cell size, as previously reported, is 53F>.
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This bare RRAM array was provided by the foundry, including only the cells and met-
allization. All of the peripheral circuitry including complete read and write sub-circuits
were implemented as part of this CIM macro design effort. Therefore, while some of the
design work was focused on CIM-specific features, by necessity a large part of the work
was dedicated to building all of the peripheral components needed to read and write RRAM
cells. This was especially true for the first macro: once the first macro design was imple-
mented and tested, pieces such as the write circuit could be pasted into subsequent designs
and then altered, from that starting point, to provide specific improvements. As an exam-
ple, pitch-matched circuits like thick-oxide column write MUXes created difficult layout
tasks due to widened design rules for metal lines and devices at HV. Having these finished
layouts in-hand made followup work substantially easier.

The two designs follow the typical current-summing CIM with RRAM design pattern.
Both designs allow multiple WLs to be activated in parallel for each memory macro. The
WLs are each driven with a single bit, to VV'.SS or VDD, and therefore each represent
one bit from an element in the input vector. The readout circuit is the primary peripheral
component that is tuned specifically to support CIM. The readout circuit in both macros
is responsible for clamping the voltage across the cells in the column so that a current
flows that is proportional to the number of LRS selected cells. This current is converted
to a voltage, linearly, using a reference process resistor. This voltage is then input to an
ADC, which converts the sensed current into the digital output value for the column. A
digital wrapper provides bit inputs to the WL drivers, manages the write and read modes
and timing, and collects the raw ADC results.

The two macros have separate design goals. The first macro, [108], was designed to
reduce the area overheads of CIM while providing a linearized readout of the conductance
of selected cells in each column. This macro was a follow-up to prior work, [113]. The
second macro, [109], benefited from more knowledge and experience during the design

process and was designed to address specific challenges of CIM with RRAM, including IR
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drop, off-state current, and column mismatch. Both macros were implemented as unit parts
of largeer systems [146, 147] which made design more difficult by requiring the designs to
be rectangular sub-module blocks with well-defined mostly-digital interfacing. This also
made testing more difficult by making it hard to isolate single macros for measurement

and, for example, provide clean voltage rails.

3.2 Background and Challenges

These projects faced two kinds of challenges: design challenges due to attempting to imple-
ment current-summing CIM with improvements relative to previously published work, and
implementation challenges arising from attempting to build a modular macro before a strict
tape-out deadline without a prior peer work for a truly modular macro. Many aspects of the
design process, particularly the sheer number and variety of peripheral elements needed to
make the first macro work, pushed the intellectual envelope early in the PhD experience
and led to continuous learning throughout the process of making key design decisions with
the best information available at the time. These lessons led to a sharper design in the sec-
ond CIM iteration and additionally aided in the design of a robust, non-CIM third macro as
part of the final end-to-end digital system design which is discussed in chapter 4.

This section will focus on design challenges for RRAM CIM with limited discussion of
other published work where appropriate to understand and contextualize these challenges.
The challenges addressed by these two macro designs are: peripheral overheads that re-
duce memory density, the need to support various operations including measuring RRAM
cells for research purposes (flexibility), compatibility with integration into a larger digital
system (modularity), channel-to-channel variation, IR drop along the BL and SL, and cell

resistance variation.
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3.2.1 Area Overheads

Area overheads for RRAM CIM arise from two places. First, using an eNVM technol-
ogy RRAM as compared to SRAM requires high voltages for write and therefore requires
level shifters (L.Ss) and isolation devices between the array and the read circuitry. Iso-
lation devices protect the read circuits from the high voltages that can be present on the
array metal (BL, WL, SL) during write operations. Second, using CIM requires a trans-
impedance amplifier (TIA) or other type of front-end followed by an ADC. Compared to
a binary current-sensing front-end with local reference [62], this approach will typically
require more area. At the time of the design of the first macro, CIM macro area was not
typically reported. As an example of how this has been a less significant design priority
in prior work, the direct predecessor work [113], reported an area of 0.437mm? for the
64kb macro, or about 0.143Mb/mm? while using a technology with a raw cell density of

approximately 8Mb/mm?.

3.2.2  Flexibility

The flexibility goal is both for application applicability as well as practicality. Practically,
the design involves using an emerging eNVM technology with limited characterization
data available from the foundry. This made it important to be able to tweak aspects like
gain and the number of parallel cells being read during testing, especially for the first
macro, to accommodate the actual cell behavior during macro characterization. It was also
important to support tangential work that would involve memory cell characterization and
experimentation, which would require features like reading a single cell at higher gain.
These details were not typically reported for the available published work, making them

parts of the high-level design process for the macro.
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3.2.3 Modularity

Modularity here refers to the ability for the macro to act as a module as part of a larger
design. This is in contrast to prior work, which were typically reported as large chip areas
including both the macro and test-keys without detailed area breakdown. Unlike these typi-
cal macro-centered test-chips designed specifically to allow the macro to be fully character-
ized, these macros would need a limited interface: very few power rails, few (or, preferably,
zero) analog signals to the off-chip test-bench, and a defined interface that would be com-

patible with the interface RTL written by a lab colleague.

3.2.4 Channel Variation

The first three challenges are more qualitative (excepting area overheads) or general and
were very relevant for the design of the first macro. For the second macro, these remained
valuable but a set of more quantitative challenges relating to the CIM readout process be-
came the focus. These challenges are summarized in Figure 3.1.

The first of these is channel variation, which comes in two forms. First, and typically
most challenging for CIM is channel-to-channel gain variation. This applies a constant
scalar multiplier for each channel in relating to the amount of gain error; that is, the read-
out result is scaled by 1 4, for some additive gain error d,. This can arise from variations
in the clamping voltage, variations in the ADC for some ADC topologies, and variations in
the sensing resistor in the TIA.

The second form is channel-to-channel offset error, where each channel’s sensed volt-
age is effectively shifted by a signal-independent offset d,. This can arise in the voltage
domain, due to the ADC. Offsets could also occur in some TIA topologies, especially if
the sensed output voltage is referenced to a virtual ground node that could vary or if the
baseline (0-cell-current) value is set by a bias current that could vary. Several RRAM CIM
works have described offset cancellation in the SA [110, 111, 107, 115] to improve sensing

margin due to the tight current-domain spacing of output states for current-sensing CIM.
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Figure 3.1: Six challenges for current-summing CIM with foundry RRAM: (a) IR drop
along the BL, SL, and in peripherals including MUXes, (b) channel gain mismatch, (c)
off-state current, (d) channel ADC offset, (e) global cell current variation, and (f) local
(random) cell current variation.
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3.2.5 IR Drop

IR drop applies to works that turn on many cells at arbitrary positions on the BL/SL. Con-
sider the case of IR drop along the BL. Working in the resistance domain, consider that
nominal LRS resistance could be as low as 2.5k{2. If four such cells are activated in par-
allel, the equivalent parallel resistance will be approximately 600¢2. If the BL resistance
is 60€2, which could be reasonable for a scaled array in a modern process, the total load
seen by the current sensing circuit is 66052, a full 10% higher than the nominal load due to
selected LRS cells. The name ‘IR drop’ results from the observation that the cell current
has dropped 111, x 60€) volts across the parasitic BL resistance before reaching the cells.
Ideally, all cells would be biased exactly at the clamping voltage. Instead, the parasitic
voltage drop means the cells are biased at some signal-dependent voltage below the nomi-
nal clamping voltage. IR drop occurs in any resistive component in series with the memory
cells between the read circuit and V'.S.S, including the MUXes, BL, SL,, and SL V'SS tie.
Clearly, with many more parallel LRS possible even in 9-WL CIM modes, IR drop can
lead to significant errors for the higher-current states. IR drop limits the linearity of the
readout due to the resistor-divider effect; the series sum of the parasitic resistances and the
net cell resistances saturates toward just the parasitic resistances as the cell resistances are
reduced by having with more on-state cells in parallel. IR drop can be viewed as a type of
gain error. IR drop is made more challenging by the fact that the amount of IR drop seen by
any cell depends on its position along the BL/SL, leading to a changing sensed current as
a constant test pattern is shifted down the BL/SL. Works that only enable a single cell per
column [107] are partially immune from IR drop issues since less current passes through

the scaled BL/SL lines of the foundry RRAM array.

3.2.6 Off-State Current

This challenge could be rephrased as limited memory window due to low on/off ratio. This

can be simplified by viewing the on-state current as an incremental current on top of the
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off-state current. That is, every selected cell contributes /orp to the BL current, but LRS
selected cells also contribute an extra current, [/, to the BL current, where I,y = Iony —
Iopp. There is therefore a current-domain signal on the BL proportional to the accumulated
I}, 5, plus an offset due to the accumulated /orp. The problem is that the total number of
selected cells for CIM is proportional (for binary WLs) to the number of ones at the current
bit position in the input vector, which is variable. If the on/off ratio is limited, then this

variable offset can be significant compared to the signal.

3.2.7 Cell Variation

Cell current variation is a fundamental challenge for current-sensing CIM due to the ten-
sion between having a very dense memory cell with a reduced cross-sectional area and
having an array of well-matched resistors capable of being programmed to precise val-
ues. The most important type of cell current variation is local (random) variation, although
global variation can lead to challenges as well. Cell global current variation could result
from intrinsic cell shift at the physical material level across the die or more subtly due, for
example, to changes in how cells are programmed across the die due to variations in the
power-delivery network (PDN) impedance.

Local variation leads to accumulating error for wider CIM kernels with potentially more
parallel LRS cells enabled during readout. For L parallel LRS cells enabled, the standard
deviation of read current due to LRS cells scales with v/L. While this is sub-linear, the
absolute sensing margin is still getting worse for higher-value readout states and therefore
the probability of quantizing the measured state incorrectly is worse for these states. If
all other effects including readout circuit noise and non-idealities are accounted for, cell
variation (including both LRS and HRS contributions) fundamentally limits the number of
cells that can be enabled in parallel for a given accuracy target. However, since reducing
the number of cells measured in parallel reduces the net cell current variation, a successive

readout approach can improve the trade-off in some cases [148]. Otherwise, the only way

51



the read circuit interfaces with the local variation issue is by not degrading the sensing

margin through, for example, excessive offset or noise.

3.3 A Dense CIM with RRAM Macro

This section will now describe the first of the RRAM macro implementations. This first
RRAM work followed a predecessor work and aimed to integrate better into a system-level
work with many macros on-chip. From this background, the design originated with four
aims: improve density by reducing peripheral area, achieve good modularity with limited
need for analog voltage distribution around the chip, maintain or improve on the linearity
of the readout system to make CIM operation more robust, and maintain flexibility for
testing. This first design served as a learning experience about analog peripheral circuit
design including current sensing for CIM. It was also a rehearsal for understanding the
process of how to build a modular memory macro. This design was therefore an important

stepping stone toward more sophisticated work.

3.3.1 Design

Figure 3.2 shows the topology of the implemented RRAM macro. The design consists of
a write section at the top of the array, spatially separated WL drivers for low-voltage (LV)
read and high-voltage (HV) write, and a read section at the bottom of the array. Shading is
used to indicate which components operate at LV and which operate at HV. LV components
that interact with the cell array all include some kind of isolation device or scheme to
prevent any LV devices from experiencing HV stress when the array metal lines (BL, SL,
WL) are driven to HV during write. This subsection will walk through the design covering

these four topics and the challenges faced in their design.
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Figure 3.2: 256x256 RRAM CIM macro functional overview and rough floorplan.
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Figure 3.3: Voltage-based write driver for 256-column RRAM array.

Write Circuits

A voltage-based write scheme is chosen for these macros since the goal is not to extend

cell endurance as in a digital NVM array targeting reliability for products with long life-

times, but instead just to toggle cells repeatable between two stable states. This requires

selectively switching each BL and SL between a write voltage V DDy i and V' .SS as well

as to VI H BT, the write inhibition voltage. The WL is switched between VV'S.S and a HV

V' D Dy, rail to allow sufficient cell current to flow during programming and to allow the

access device to turn on even in the ‘upside-down’ bias condition during RESET pulses.

The WL driver for write will be discussed later, in the more general WL driver design dis-

cussion. The point of the inhibition voltage just mentioned is to reduce the stress on access

devices in un-selected columns when the WL is driven to HV by raising both the BL and

SL to an intermediate voltage (here, V' D D).
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The write BL/SL driver (Figure 3.3) is effectively a 16:1 MUX followed by 16 write
configuration headers that drive the selected wires to the appropriate rails to send the correct
kind of write pulse, as commanded by external logic. The lower-level MUX connects one
of the 16 BLs in the group to this single per-group internal net, BL,, local to the group,
while doing the same for the eight SLs and S L. When a BL or SL is not selected for write,
then it is either connected directly to VI H BT if the array is in Write mode (WR) or left
floating if the array is in Read mode (RD). In net, each BL and SL in the group can connect
to one of two places. This then requires at least (16 x 2) 4+ (8 x 2) = 48 HV switches
implemented with thick-oxide devices per group. In actuality, some decoding for VI H BT
is performed locally and pass-gates are used for write pulses increasing the device count
further.

In addition, a direct V'S'S connection using an HV MUX made of wide HV NMOS
devices is included to provide a low resistance path from the SL to VV'.SS during RD. The
ones-hot signals to control the lower MUXes total 64, with two additional wires added to
enable the V' I H BT connection for the floating BLs/SLs during WR and to enable the SL
V' SS tie during RD. Pre-decoding occurs in RTL, with some additional decoding including
inversion to drive the pass gates occurring adjacent to the LSs. This custom pre-decoding is
done situationally to limit the number of digital control pins on the macro. The HV control
wires run horizontally over the large block of switches from LSs on the periphery, with the
lower MUX system consuming about 73% of the pitch-matched write circuit area. Since
the array format is not a butterfly style, the corner areas above the WL drivers and adjacent
to the write driver are available for circuit placement and are used for LSs and decoupling
capacitance (DCAP) on the write rails.

The write configuration header units are more straightforward switching blocks that, if
a write is occurring, connect one of the BL or SL to V DDy r and the other to V.SS. If
the array is in WR mode and the lower MUX is therefore driving BL) and SL., but a write

pulse is not needed for the group associated with the header unit, the header ties both of
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these internal nodes to VI H BT'. This could be the case, for example, if a word is being
written but the cell is already at the desired final state due to a previous write event. As with
the MUX, pre-decoding is in RTL and the ones-hot switch-control signals are level shifted
on the periphery into three groups of 16, with each of the 16 wires in each group going to
one of the 16 headers. In principle, this scheme allows 16-wide write pulses. In practice,
there are two limitations: the V DDy i and V D Dy, voltages are different for SET and
RESET, so these different polarities cannot occur simultaneously, and the external wiring
cannot necessarily support the full required current for very-parallel writes. For this chip,
to keep the design risk low, the RTL allows one column (one cell) to receive a write pulse

at a time.

WL Drivers

The WL drivers perform two tasks: sending a high-voltage pulse over a single WL during
WR and sending a low-voltage pulse over several WLs in parallel during RD. The WR
pulse can be slow with significant setup time, since WR time is mostly technology-limited,
but the RD pulse should be fast. Since these tasks are fundamentally different (HV vs.
LV, slow vs. fast, many-WL vs. single-WL) the two WL drivers are split for this design.
While the LV RD path is simplified to a buffer chain followed by isolation devices (input
is a vector from RTL), the HV WR path is more challenging since a similar RTL-driven
decoder approach would require a LS for each WL at significant area overhead. As men-
tioned above, the array is not in a butterfly format so the overhead set by the WL driver
x-dimension directly reduces area efficiency.

The design of the HV WR WL driver is shown in Figure 3.4. Once the WR WL driver is
split from the RD driver, the design goal becomes to minimize overall area by encoding as
much as possible. Encoding the control signals then decoding using simple gates reduces
the number of large LSs needed in the design. For the 256-WL array, the fully-encoded

approach requires eight LSs for signaling and two more for control. The decoder tree is
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Figure 3.4: High-voltage WL driver for write with pass-transistor OR decoder. The OR
tree has eight 2:1 layers.

built from eight layers of OR gates and is entirely designed using pass-transistor logic
(PTL). In this way, each OR gate requires only two high-voltage NMOS devices. Signal
swing is restored before driving the WL using a WL driving inverter made of HV devices
with a PMOS header. The PMOS header makes it possible to fully disconnect the HV WL
drivers from the WLs, as needed during RD, by disabling the header and driving the input
of the buffer to V' .S'S (to disable the NMOS pull-down device). The input of this final buffer
can be driven to VV'.S\S natively by power gating the whole system with an added explicit
V'S'S connection.

In net, ten LSs are required plus approximately seven additional thick-oxide devices
per-WL to form the post-decoder and final driver (four in the tree, three in the driver).
Since an LS-plus-decoder has a somewhat larger footprint compared to seven devices, the
design was found to save area in net. The tree structure leads to a simpler layout as well.

Figure 3.5 shows the design of the LV WL driver. The driver at each WL is a buffer
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Figure 3.5: Low-voltage WL driver for read with pass-transistor isolation device.

with a series thick-oxide device to allow the output LV inverter to be isolated from the
WL during WR. One LS is needed to drive these final isolation NMOS devices. There are
several options for this final-drive device, including HV PMOS, HV NMOS, HV pass-gate,
and LS with HV inverter. When normalized by total isolation-device gate area, the NMOS
out-performs the PMOS and pass-gate approaches. This follows intuition since the LV WL
signal is near V.S relative to the HV VDD (which could be 3.3V). The LS with HV
inverter offers similar performance to the NMOS when normalized by output device area,
but the LS before the inverter is much larger than the NMOS and would result in about five

times larger total area for this output device according to design-time analysis.

Read Circuit and Biasing

Besides allowing the read controller RTL to drive multiple WLs high at once, CIM macros
are distinguished from digital macros by the current-sensing read circuit with ADC. The
goal for the front-end readout circuit for this design was to improve on the previous design
[113] by linear-izing the readout to produce a ladder of evenly-spaced output states. The

circuit introduced to accomplish this is shown in Figure 3.6. This circuit concept has been
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Figure 3.6: BL-clamping readout circuit with linearized output (TTA).

used before, as recently as [149]. This previous work was a high-speed SRAM design and
thus omits the explicit process resistor that linear-izes the I/V conversion and the Miller
capacitance.

The original publication called this topology “voltage-regulating current sense” al-
though “current-sensing” probably would suffice. This is because current-sensing some-
what implies the use of a common-gate stage to clamp the BL to a target voltage while
subsequently measuring the current that flows. The circuit in Figure 3.6 works like a typ-
ical TIA, with the op-amp having been replaced by the single-device trans-conductance
stage Ay biased by a cascoded current source and controlling an output trans-conductance
stage (5 that drives the current into the BL. The Ay transistor in each channel compares
the sensed BL voltage in that channel to the target clamping voltage, Vg7, and produces
an error signal that controls GG, closing the feedback loop.

The named transistors Ay and G are sized to provide enough total trans-conductance
gain to linear-ize the output across the expected load range. Resistor Rsgysg 1S a process

polysilicon resistor, since RRAM-material-based resistors are not available in the process
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design kit (PDK). Rsgpnse 1s placed between the regulated BL voltage and the output
device since the resistance of the output device is already relatively large (drain-side) and
because it then sits on top of a regulated node, providing supply noise rejection. The gate
bias voltage for Ay is produced once and shared across the eight channels in the array. The
target BL value, Vg7, is routed externally through the system-level design and is one of
only two analog signals distributed widely across the chip (the other being a calibration
port to audit the ADC references). It is buffered at each macro and used to drive the source
of a replica device for A, in the macro bias circuit, to produce a gate voltage one unit Vg
above Vrgr. Since the devices and current-densities nominally match, Vg will nominally
match between the channels and bias circuit.

Separate paths are used for BL sensing and BL current drive in the BL MUX and
isolation block, as in the previous work [113]. With this higher-gain design, this greatly
aids linearity since it allows the gain of the clamping circuit to reduce the resistance seen
due to the MUX. This block includes a 2:1 first-stage constructed using HV devices that
can be fully disabled in RD mode. The second stage is a normal 16:1 LV decoder. A small
keeper device, a diode-connected NMOS shown as a small diode, keeps the source of Ag
close enough to the target voltage when no cells are selected to avoid a long slewing time
with lighter cell loads, a significant overshoot for heavier loads, and the risk of read-disturb
if this node were allowed to drift toward V D D.

To avoid passing more sensitive voltage or current bias signals around the chip, each
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Figure 3.8: 15-Level flexible Flash ADC with input-sampling double-tail comparator.

macro has a self-biasing circuit, shown in Figure 3.7, based on the standard S-multiplier
concept [150]. The bias circuit produces an internal bias voltage Vp then builds cascode
current source bias voltages and sends reference currents to the current DACs (IDACs) that
generate the Flash reference voltages. The readout circuit design assumes the cell load
pulls at least the few-u A bias current when at the target clamping voltage. For very light
loads, such as un-formed cells, it may be necessary to read with lower current. A switch,

controlled by EN_H BI AS, provides this functionality.

Flash ADC and References

The last part of the readout chain is the Flash ADC, detailed in Figure 3.8. The comparator
design is based on the double-tail comparator, a design which allows good performance
across a wide input common-mode [151]. Since eight ADCs will share the same set of
references in the array, kickback is an issue since a slight timing offset between the ADCs
will mean one ADC’s comparator can experience noise in its references due to the kick-
back from another ADC in the macro. This is avoided by adding input-sampling at the
comparator inputs (driven by the clock). However, this does not eliminate kickback charge
but only blocks it from traveling up-stream to cause reference issues. Without parasitic
loading on the comparator inputs, the gate voltages of the input transistors will increase
dramatically due to the kickback (since kickback charge is still generated). The addition

of explicit MOSCAPS on the now-isolated gate nodes mitigates the issue. In the physical
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Figure 3.9: 15-Level ladder reference generator using two IDACs.

layout, shielding of the reference inputs to the ADC over long wire runs along the ADC
bank provides further kickback immunity through parasitic MoM DCAP.

The ADC is made flexible via enable signals that allow some comparators to be disabled
during read modes that require less precision to save power. Finally, as mentioned above,
switch is included so that the ADC can measure either the sensed CIM voltage, Vspnsg, Or
an off-chip voltage. This allows the ADC references, described next, to be calibrated and
understood against real-world voltages.

The Flash ADC requires a reference generator, shown in Figure 3.9. Two 6b IDACs
are biased from the bias generator with scaled dynamic ranges to match their individual
roles. The upper IDAC pushes current through all of the 15 reference-generating resistors,
while the lower IDAC pushes current just through the first (lowest in the ladder) resistor.
In this way, the top IDAC controls step-size while the bottom IDAC controls offset. This
aligns with the readout circuit behavior. The readout circuit, ideally, places a sequence of
linearly-spaced readout states on top of a BL clamping voltage that can be varied to match

the observed cell resistance range for the chip under test.
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HYV Isolation and RD/WR Modes

The last design consideration for the macro is safety; that is, avoiding RD and WR colli-
sions that expose core-voltage devices to HV stresses. Details about this have been pro-
vided throughout this design subsection, but the RD and WR modes will be summarized
here to clarify. In WR mode, the LV WL drivers are isolated from the WLs by disabling
the thick-oxide output NMOS device, while the LV BL. MUXes are isolated from the BL.
by disabling the first stage of the column MUX which was built using thick-oxide devices.
There is no connection of core-voltage devices to the SL. During RD mode, the HV WL
drivers are disconnected from the WLs by disconnecting the pull-up path in the drivers us-
ing a pass PMOS and driving the input of these drivers to V'.SS to disable the pull-down
path. The HV BL/SL MUXes are set to all-1/.SS to disable the MUXes. The SL tie to V' .S'S

at the top of the array is also enabled.

3.3.2 Context

This first macro design was integrated into a larger test chip and taped-out in 40nm CMOS
as part of a system with 288 macros [146]. The die micro-photograph is shown in Fig-
ure 3.10. The macro computes up to 9-wide 1b CIM MAC operations with higher precision

constructed externally using shift-adds.

3.3.3 Results

The overall design was successfully tested in silicon. The success of the project relied
on good communication about the RTL needed at the macro boundary to read and write
memory cells and use the CIM mode. It was possible to use the larger system to test
the behavior of individual macros to gain some insight into how well the macro design
performs in isolation. A portion of the measured results will be presented here to show
how the macro met the design goals that were laid out at the outset of the project.

The color-coded area breakdown of the mixed-signal portion of the macro is shown in
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Figure 3.10: Die micro-photograph of system with 288 of the first of the two macros [146].

Table 3.1: Pulse and threshold definitions for Figure 3.12. These are approximate and use
the calibration port to report voltages and nominal numbers from the design to report these
voltages in terms of resistance in Ohms.

Write Op. SET RESET FORM
Pulse Length 125ns 10us 100pus
VBL VwRITE 0 VwwrIiTE
VSL 0 Vw riTE 0
VWL Vwrrre | Vwrire 1.7V
Vsense Threshold > 386mV | < 270mV | > 350mV
Resistance Threshold | < 3.2k€) | > 8.6k(2 < 4k}

Figure 3.11. Considering the mixed-signal components, roughly 29% of overall macro area
is RRAM memory cells. This results in a considerably (16.2x) improved density compared
to the predecessor work. Area is dominated by the ADCs and the write driver. The Flash
ADCs, even with 15 states, take considerable area. The write driver is large due to the need
for many high-voltage devices.

The functionality of the RRAM memory cells and the readout chain was first confirmed
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Figure 3.11: Color-coded area breakdown of the mixed-signal part of the macro (excluding
RTL-based parts).
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Figure 3.12: Number of cells, out of 256, written in each write mode using different pulse
settings.
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Figure 3.13: Mean state placement for 9-WL CIM mode with two different target clamping
voltages at 1.1V V DD. Ideally, the linear state placement extends from the clamping
voltage at the low-end to about Viz5 below VD D.

by FORMing, SETing, and RESETing the cells in the array. Figure 3.12 shows the results
of attempting one-shot write operations in the macro using sample populations of 256 cells
(one column). The pulse parameters and approximate threshold conditions used to deter-
mine success for these operations are given in Table 3.1.

The next characterization item is the transfer function of the CIM operation, shown in
Figure 3.13. This measured result is produced by sweeping the ADC through known values
that were previously calibrated using the off-chip port. The IDACs are adjusted to create
many measurements for the same readout condition. These many binary values are then
combined in software to estimate the real voltage produced by the front-end for the given
set of memory cells and input vector. The cleanest curve occurs in one-time-programmable
(OTP) mode, where HRS cells are never formed. This improves the on/off ratio. The
original publication included error bars: while these are accurate to the measured data,

they are subject to the limitations of this test and could be confusing (the sweeping protocol
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Figure 3.14: Estimated energy efficiency in TOPS/W of one macro based on measurement
in the 9-cell CIM mode within the 288-macro system implementation.

likely significantly reduces the importance of noise and offset). They are omitted here. The
plot is produced by programming a column and then enabling cells to produce each LRS-
count output state, and measuring as described to extract the mean transfer function. The
linearity is greatly improved, aligning with the design goal.

The last characterization point for this work that will be presented is energy efficiency
(in TOPS/W), shown in Figure 3.14. This is an efficiency estimate using the measured
power results from the chip and modeling for a single macro. The average case is 50%
1/0 for the input and stored weights. In addition to meeting the design goals and having
competitive energy efficiency, this macro was the densest reported CIM with RRAM macro

at the time of publication even before normalizing by technology node.

3.4 Circuit Solutions Addressing RRAM Compute-in-Memory Non-Idealities

While the first macro design met the design goals that were set out for that project, it did not
include many explicit design elements aimed at improving CIM robustness. The linearized
readout, shown in Figure 3.13, is the main measured item for robustness in the first macro
and only shows how that macro produces an output signal proportional to the number of

selected, LRS cells. Improving robustness further means confronting the non-idealities
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Figure 3.15: (a) Overview of the second macro with write subsection and WL drivers
mostly borrowed from the first macro. (b) Highlight of a single pitch-matched read channel
in the second macro.

introduced in the challenges section above: gain and offset errors due to channel mismatch,
IR drop, and off-state current.

The follow-up macro design (the third-generation macro in this line of work and the
second and last RRAM CIM macro that forms a part of the PhD work) introduced circuit
ideas to help reduce the impact of these non-idealities on CIM performance. The design
featured a more sophisticated TIA design, a 6b SAR ADC designed by a pair of collab-
orators from the lab, and a 7b DAC to generate the target clamping voltage internally at
each macro. The main goals of this macro design are to show, through measurement in
working-in-silicon macros with competitive density and efficiency, significant improve-
ment compared to measured or simulated baseline in key areas: readout linearity, channel

mismatch, IR drop, and error due to off-state current.

3.4.1 Design

Since the non-idealities all relate to readout, this macro design almost exactly copies the

previous design for WL drivers and write circuits. The voltage scheme for write was ad-
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Table 3.2: Summary of categorizing non-idealities and assigning them to circuit blocks for
mitigation.

Non-Ideality Type Circuit Block Resolution
IR Drop Gain Error TIA Use approximate 4-terminal
(Kelvin) current sensing.
Channel Gain Gain Error TIA Use an offset-cancelling TIA.
Mismatch
Cell Global Gain Error TIA Trim the clamping voltage at
Variation each macro.
Variable [ppr Offset Error ADC Dynamically adjust ADC
offset.
ADC Offset Offset Error ADC Statically trim ADC offset.
Cell Random || Random Error External Apply ECC [148] or Tolerate
Variation Errors.

justed slightly to simplify the overall chip design, although the details are not significant
and will not be discussed here. An overall picture of the new macro is shown in Fig-
ure 3.15. This macro features 16 read channels (contrasting with 8 in the first macro) and
a new read MUXing scheme that will be explained while discussing the TIA design. A 6b
SAR ADC replaces the 4b Flash design from the previous macro. This design discussion
will introduce the approach for how the macro manages non-idealities before describing

the functional blocks and finally providing overall implementation comments.

Approach

The management of non-idealities in this design relies on the observation that the chal-
lenges can be cleanly grouped into two categories. The reference point is the voltage-
domain signal that feeds into the SAR ADC. The first category is gain error, and there are
three core contributors: channel mismatch in the TIA front-end or sensing resistor, IR drop
due to array parasitic resistance, and global variation in the ratio of the RRAM LRS resis-
tance to the sensing resistance. The second category is offset error, with two contributors:
ADC intrinsic input-referred voltage offset, and variable off-state current due to different

counts of nonzero bits in the input vector.
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Once the non-idealities are categorized, assigning them to circuit blocks for mitiga-
tion is more straightforward. Gain errors are naturally handled by the TIA. Adjusting the
clamping voltage that the TIA applies to the memory cells scales the current that flows and
thus controls the gain of the signal that eventually feeds the ADC. Adjusting the ADC off-
set, tautologically, adjusts the voltage-domain offset at the ADC’s input; this is less ideal,
however, since offset due to off-state current occurs pre-TIA and is therefore affected by
TIA non-linearity. This work does not offer a solution beyond linear-izing the front-end;
a more ideal solution could actually inject current at the front-end, although this requires
an expensive current-DAC or reserved set of RRAM cells. A summary of the proposed

approach is shown in Table 3.2.

Impedance Sensing: TIA

Recapping the above, both input-referred offset error in the TIA’s operational trans-conductance
amplifier (OTA) and IR drop between the TIA input and the RRAM cell load scale the
clamped voltage seen by RRAM cells during readout. This scales the current flowing
through the TIA’s sensing resistor, leading to gain error at the ADC input. Channel varia-
tion in the process resistor used for current/voltage (I/V) conversion in the TIA also mani-
fests as gain error, but a narrow macro (reduced worst distance between sensing resistors)
and a line-array layout with dummies reduces this to a secondary concern.

Offset cancelling in an OTA is a well-understood problem [152], and alignment of
RRAM resistance with sensing resistance to achieve the desired dynamic range can be
accomplished by adding a medium-precision (7b) DAC in the macro to set a trimmed Vpgr
clamping value locally. The most interesting design question due to these design challenges
is how to mitigate the impact of IR drop. The proposed solution will be described in
detail here. Figure 3.16 (a) explicitly shows parasitic resistance in a CIM column. Total
parasitic resistance changes with the position of the load on the BL/SL. The model in

Figure 3.16 (b) omits parasitic resistors between selected current-pulling cells leaving two
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Figure 3.16: Current-sensing CIM for a single column showing (a) a complete picture of
BL, SL, and MUX/switch parasitic resistances and (b) a lumped parasitic resistor model.
Variables ¢ and j relate to position along the BL: 7 + N + j is equal to the number of WLs
in the array.

lumped resistors: above the group of cells on the BL and below the cells on the SL.

An observation is that the intra-cell parasitic resistances are invisible to outside mea-
surement, where the measurement is presumably made by connecting a resistance sensor to
the BL and SL at the periphery of the array, without knowledge of cell values. There is only
limited observability into the details of the resistance network using the desired one-shot-
read approach. From this, the lumped model, Figure 3.16 (b), represents a solvable variant
of the IR drop problem which ignores the effect of these less-observable resistances. Patho-
logical cases, with large gaps between cells, are possible and would expose the weakness
of the model. These cases are unlikely during application of fixed-length vectors at fixed
intervals along the WLs during CIM operation and are not considered here.

Shown in Figure 3.17, the positional dependence can be reduced through complemen-
tary routing of the BL and SL (drive current from the TIA into the BL at array South, tie the
SL to Vg at array North) if per-cell resistance of the BL and SL are similar. This approach

was used in the first macro and is very easy to implement since it requires adding just
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parasitic resistance and positional dependence, (b).

another set of switches, with a relatively simple control scheme, in the large write-switch
area. Further, MUX resistance can be reduced using the TIA’s feedback gain by including
a sensing path in the column MUX. Still, input resistance of the TIA is bottle-necked by
array parasitics, limiting CIM read linearity.

The proposed solution is inspired by Kelvin sensing and is to add sensing paths around
the lumped resistors in Figure 3.16 (b). Strictly under the lumped model, four-terminal
resistance sensing, Figure 3.18 (a), can be achieved by sensing Vs, at array South, clamping
the SL to Vg at array North, measuring V, at array North, and driving current into the
BL at array South. This separates the resistive segments of the BL and SL that carry the
clamping current from the resistive segments of the BL and SL that provide feedback to the
OTA and set the clamping accuracy. Feedback to the OTA must now be differential, and it
should be designed to drive Vg5, — Vg, to be equal to the target clamping voltage Vregr.

There are two new design tasks: add these new sensing paths and design an offset-
cancelling TIA that accepts the differential input. To sense Vp;, at array North we add
vertical metal-6 wires, each via’d to the BL at array North and to an added column MUX at
array South (Figure 3.18 (b)). To clamp the differential sensed voltage to Vg1 (set by 7b
per-macro digital-to-analog converter, DAC), we propose using the standard [152] offset-
cancelling folded OTA topology in a modified context by driving the input offset to — Va7,

rather than zero, during offset-cancellation cycles. The overall scheme from DAC to the
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by feedback gain so that the storage nodes A and B are configured to (1) cancel G,,’s offset
and (2) set the new zero-point of the amplifier to the point where Vi — Vs, = Virgr.

voltage output provided to the ADC is shown in Figure 3.19.

The transistor-level implementation and switching scheme are shown in Figure 3.20 (a)
and (b). To improve availability, retention is extended by storing the analog calibration
nodes, A and B, on thick-oxide PMOSCAPs (choice driven by simulation) and buffering
through an NMOS follower (M1/M2). The follower also partially offsets Vizg of M3/M4 to
make A and B easier to drive for the trans-resistance stage, whose output common mode
is set by the gate connection of M5/M6. The DAC and bias circuit are derived from the
designs learned earlier during the development of the first macro with some details, such

as device sizing and DAC precision, improved for this design.
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Figure 3.20: Implementation of the four-terminal TIA for RRAM readout: (a) transistor-
level details, showing (left-to-right) input and offset-cancelling trans-conductance stages
Gr, and G¢g, trans-resistance stage R, gain stage —A, and output stage Out; (b) the
switches; and (c) 6 separate 1k-sample Monte Carlo simulations at 900mYV, typical, 27C
with 16-LRS-cell load.

Monte Carlo simulation in Figure 3.20 (c) shows the normalized clamping voltage stan-
dard deviation (o /1) of the implemented TIA across a range of Vg DAC values, demon-
strating two-sided behavior (a valley). Typical offset-cancelling OTAs show a one-sided be-
havior; working with larger signals (1) leads to lower normalized o /p. The implemented
TIA exhibits new behavior since cancelling large offsets (applying large —Vrgr during
cancellation) challenges the lower-trans-conductance offset-cancelling arm. Careful ad-
justment of the OTA provides a wide usable cell bias region, at low Vg, with variation in
the 1 — 2.5% range. Since accumulated variation for higher-value states (more LRS in par-
allel) will greatly exceed 2.5% with current RRAM technology, the matching is sufficient

for the task.
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Data Conversion: ADC

The ADC design was completed by lab co-workers then merged into the final macro design
as a sub-block physically beneath (South-of) the TIA block. The 6b SAR ADC design is
notable for its density (278um? per lane) and built-in offset-cancelling CDAC. Continuing
from the previous discussion, the non-idealities that the ADC is responsible for addressing
are its own intrinsic offset and the voltage-domain shift due to the variable off-state current.
A quick analysis will show that off-state current indeed appears as an input-dependent
current offset.

Neglecting parasitic resistances, variation, and cell non-linearity, we can assert that
selected (WL=1") RRAM cells contribute Gpy in the low-resistance state (LRS) or Gorpr
in the high-resistance state (HRS) toward the total BL conductance, G . If we define an

incremental LRS conductance in place of the absolute LRS conductance:

on = Gon — Gorr (3.1)

then for N selected cells and M LRS selected cells:

GBL:MGON+(N_M)GOFF:MG,ON+NGOFF (32)

If we define the input-vector dependent offset G'r..r as NGorr, then the total BL con-
ductance is composed of a signal component M Gy, ,, and a leakage component G c.x. As
a quick aside, in OTP mode, where Gorr ~ 0 relative to Gy, note that G,y =~ Gon.

Continuing, using sense resistor Rspysg, the measured signal is then:

\%
Vepnse| = = (MGl + Grear) (3.3)

RspnsE
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Figure 3.21: System for adjusting ADC offset to cancel off-state current.

The voltage error introduced by off-state current is:

VrarG
Vorr| = NZLZOFE (3.4)

RSENSE

Concluding, off-state current applies a voltage offset at the ADC input in series with the
ADC’s intrinsic offset, proportional to Vrgr, Rspnse, and N (ones-count). The con-
sistency of this offset across output states depends on off-state current variation and the
linearity of the front-end TIA.

Due to the improved linearity of the implemented TIA, enabled by four-terminal sens-
ing as described, we made the decision for this work to address off-state current in the
voltage domain at the ADC input. Once committed to this approach, the implementation
involves a two-step calibration to first trim macro-wide for the offset due to /prr and then
trim locally at each channel for the ADC’s mismatch.

The details are summarized in Figure 3.21. The proposed technique is to maintain two
structures: a per-channel 6b register storing each ADC’s self-measured intrinsic offset, and
a per-macro 64-entry 6b lookup table (LUT) storing a calibrated offset for each ones-count
value from the input vector. The 6b SAR ADCs are equipped with built-in offset cancelling
DAC:s. During readout, the number of ones in the input vector is summed and the resulting
value is used to index into the LUT with the expense amortized over 16 columns. Per-

column (per-ADC), the intrinsic offset and this calibrated offset are combined and used to
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ADC. The unit capacitance is 1.7fF.

set each ADC’s voltage-domain input offset, dynamically, for the next conversion.

Most of this approach is implemented in the RTL wrapper for the macro. The mixed-
signal component, the SAR ADC, is shown in Figure 3.22. To achieve a very small foot-
print for the SAR ADC while offering acceptable linearity and performance, a split-DAC
approach is used with a custom, hand-drawn 1.7fF unit MoM capacitor. Separate capacitive
DAC:s sample the TIA output and the offset input simultaneously, avoiding timing overhead
due to a separate offset-cancellation step.

While we committed to this approach for cancelling off-state current, others were avail-
able. Compared to scaling the transimpedance gain (sensing resistor or Vrqr) based on
ones-count, or injecting current into the TIA to emulate a constant G 1.4, this approach re-
quires no extra analog area and reduced power overhead in the front-end but is sensitive to
TIA linearity. The gain scaling approach was used in the work that preceded the first macro
design [113]. Compared to digitally adjusting post hoc, the approach we used allows finer
correction, since the ADC offset-correcting DAC’s LSB is 0.5 the conversion LSB. This

also extends the usable ADC’s input dynamic range.
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Figure 3.23: Die micro-photograph of system with 160 of the second of the two macros
[147].

3.4.2 Context

Like the first macro, this second macro design was integrated into a larger test chip and
taped-out in 40nm CMOS with foundry RRAM. This chip featured 160 macros organized
as five groups of 32 [147]. The die micro-photograph is shown in Figure 3.23. The 256x256
CIM macro has a post-shrink area of 0.0263mm? and achieves an array efficiency of 24%.
The 16-read-channel macro natively computes 16x 0-to-256-wide 1b-in, 1b-weight, 6b-out

MAGC:s. Full precision MACs are constructed externally using shift-adding.

3.4.3 Results

This design was tested in silicon. To show the improvement in robustness beyond the first
macro, the characterization for this second macro focuses on measuring the extent to which
the improvements just described resolve the stated challenges.

Since only the readout subsection differs significantly from the first macro, the area
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Figure 3.24: Breakdown of the read circuit section for the second macro.

breakdown of just the new readout subsection is shown in Figure 3.24. As mentioned for
the first macro, when a butterfly format is not used the corner areas, including the bottom-
left and bottom-right of the macro, can be available for placing circuit blocks. Here, the
seven bit Vrqr DAC and the bias generator are built to fill this area; the rest of the open
area is filled with custom DCAPs for the analog rails. Since the read channels are pitch-
matched, the critical dimension that determines how important they are to total area is the
height (y-dim). Even with added offset-cancelling, the read circuit is only about 31% of
the read section height, while the ADC is a more important 55%. This validates the choice
of adding sophistication to the front-end and focusing on density as a priority for the ADC.

For column-level MAC characterization, a checkerboard pattern was programmed using
write-readback and pseudorandom test vectors for each mode (8WL, 16WL, ...) were
generated in Python. To provide some statistical confidence, 1,000 vectors per MAC output
state were used. For example, in the 32-cell mode, the characterization involves 33,000

total raw ADC measurements, since 32 active cells imply 33 possible states including the
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Figure 3.26: (a) 16-cell-mode measured column CIM output (ADC code) linearity across
true MAC output values showing standard deviation from 1k samples, 1.1V. (b) Integral
non-linearity (INL) of this transfer function from true MAC value to ADC output code. (c)
and (d) are for 64-cell-mode.

all-zero condition. This characterization uses OTP so that it is not affected by off-state
current to give a clearer picture of the raw front-end performance, and Iz cancellation is
shown separately. Data for the 8, 16, and 32-cell modes are shown in Figure 3.25.

Compared to the first two macros, the TIA using higher feedback gain and having the
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Figure 3.27: Key measurements for the TIA. (a) Measured calibration retention time for
two Vrgr DAC settings while constantly reading or reading just for this measurement. (b)
Measurement of sensitivity to IR drop by shifting a 32-cell pattern vertically down the BL
(across the WLs). All at 1.1V. Here and elsewhere, for non-RMSE-related measurements,
ADC read-outs are repeated 1k times each and averaged to remove local measurement
noise.

ability to sense around array parasitics promises improved linearity. Figure 3.26 shows
linearity and standard deviation in the ADC output for the 16-cell- and 64-cell-modes.
Mode here refers to the width of the input vector, which is the maximum number of allowed
active WLs. INL is calculated in terms of the step size, in ADC LSBs, due to one on-
state selected cell. For example, the nominal/ideal step-size for 16-cell mode must be 64
ADC LSB steps divided into 16 output state steps, or 4L.SBs per state. The real number
is calculated from data and will be slightly below 4; the reported INL plot thus measures
deviation from this perfect step at each output state mean. This is slightly different from,
for example, ADC characterization but it captures the deviation of the measured readout
from a linear mapping of MAC value onto ADC code.

Focusing on the current-sensing characteristics first, Figure 3.27 shows key measure-
ments for the offset-cancelling TIA: retention time allows approx. 10kHz refresh, and total
mean shift for 32 selected LRS cells due to IR drop is just under 1% when shifting the
test pattern from the top of the BL to the bottom. This test shows how the Kelvin ap-
proach combined with the deliberate placement of the SL I/'S'S tie can mitigate the issue of
location-dependent IR drop. The effectiveness of this approach in eliminating the output-

resistance bottleneck to improve linearity was shown by the linearity test (Figure 3.26).
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Figure 3.29: Accuracy analysis. (a) Measured column RMSE weighted for three different
input/weight data statistics settings. 50% and 80% refer to bit sparsity. 1k samples per
output mode per output state. (b) Measured 32-cell CIM transfer function across 16 read
channels in macro. All at 1.1V.

The next area for characterization is /o rp cancellation. Figure 3.28 (a) and (b) show the
behavior with and without cancellation. The goal is to achieve flat lines left-to-right. Since
linearity degrades more significantly for higher current loads (Figure 3.26), the technique
is most effective for lighter loads (left side).

Concluding the characterization of non-ideality mitigation, Figure 3.29 (a) and (b) show
end-to-end channel root-mean-square error (RMSE) and channel variation post-calibration.
RMSE is calculated by binning the ADC outputs using hard thresholds, for example, into 17
bins for 16-cell-mode. RMSE improves for low-parallelism CIM modes and higher sparsity
(see left-to-right trend from Figure 3.26 (a) and (c), secondary axis). Finally, channel

variation, shown in Figure 3.29 (b) aligns with the simulation shown in Figure 3.20 (c)
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large integrated system. (b) 64-Cell power breakdown from modeling and simulation. Spar-
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indicating little added variation due to sensing resistor, cell, or write-circuit drift. The 16
overlaid channels overlap near-perfectly after trimming ADC offset, with measured slope
standard deviation just 1.91% between channels. This is well within the designed envelope
and indicates successful operation of the offset-cancelling system.

The last characterization point, as with the first macro, is energy efficiency. Figure 3.30
(a) shows estimated efficiency using measurement and simulation, and (b) shows read
power breakdown from modeling and simulation. In 1b/1b terms, where each active WL
contributes 2 OPs x 16 channels, efficiency ranges from 7.8 to 58.5 TOPS/W at 1.1V (9.8
-75.2 @ 0.9V). Sparsity is 50%-in and 50%-weight. Higher CIM modes greatly improve
efficiency. The input buffer supports up to 256 active WLs, allowing higher efficiency at
the cost of RMSE. Efficiency is sensitive to overall configuration of the macro, and simul-

taneously achieving good accuracy and strong efficiency is challenging.

3.5 Conclusion

This section provided background on CIM with RRAM and introduced a set of important
challenges both in terms of the big-picture design goals and specific readout non-idealities.
Two macro designs, both of which were implemented and characterized in silicon, were

then presented. A first macro design was introduced that improved on the predecessor

83



work by increasing density and improving readout linearity. The second macro maintained
density but directly addressed key non-idealities, including IR drop, off-state current, and
channel mismatch. These solutions were then characterized using test-chip measurements,

confirming their functionality in silicon.
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CHAPTER 4
AN 8-BIT DIGITAL ACCELERATOR WITH RRAM

The dissertation work presented up to this point has focused on analysis of CIM and sub-
sequently on the design of current-summing CIM macros using a foundry RRAM tech-
nology. However, the analog current-summing CIM approach is limiting in that it works
within an accuracy/efficiency trade-off space which was partially shown by the work just
presented. Current-summing also increases peripheral area overheads. This last work ap-
proaches RRAM from a different angle by focusing on what RRAM enables aside from
current-summing: density due to the 1TIR structure and low leakage power due to the
non-volatility. In light of this, this chapter describes a hierarchical module-based design
with ten 8b digital matrix units each with 0.5MB of dense RRAM weight storage con-
nected by a ring network. First, an introduction section will motivate all-on-chip inference
with RRAM. The next section will describe the state-of-the-art and present the goals for
the design. Next, the design will be introduced from the macro level up to the system level.
Finally, a measurement setup and result measurements will be presented before a conclu-
sion to summarize and end the chapter. The terminology ‘digital’ will be used to quickly

distinguish the macro and system work here from the previous work using analog CIM.

4.1 Introduction

This work forms the concluding project for the PhD work. It resulted from another op-
portunity to use the foundry 40nm logic process [59] with embedded RRAM that was
described in the introduction of chapter 2. While the previous work focused on building
CIM macros that were then incorporated into larger system-level projects with help from
a lab colleague, this work was an end-to-end effort from the macro/mixed-signal level up

to the system level. This involved successively building layers of abstraction starting with
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a new set of peripherals to implement a custom RRAM macro (traditional binary read-out,
without current-summing CIM) around the foundry-provided memory cell array, through a
module layer implementing a tile-able matrix unit with a ring interface containing a large
block of RRAM, and finally through the system layer with ten such modules implemented
and attached to a customized serial-peripheral interface (SPI) for testing and measurement.

The design work for this project focused on newly formulated goals that diverge slightly
from the goals for CIM. The first goal was to maximize memory subsystem performance
following traditional figures of merit: access energy in pJ per bit; access bandwidth in
gigabytes (GB) per second; density in mega-bits (Mb) per square millimeter (mm?) at
the macro, module and system levels; and bit-error rate (BER) for low-cycling cells at
the module level. This design goal is motivated by the concept of all-on-chip inference.
Density is key to aid in fitting as large a model as possible onto the chip to improve the
application performance, while BER is key to avoid degrading application accuracy or
requiring large ECC overheads that degrade density. Performance (pJ/bit, GB/s) are key to
avoid bottleneck-ing overall inference performance and to avoid requiring more layers of
buffering and thus degrading density.

The second goal was to design a configurable overall system with good end-to-end
infrastructure that can be readily programmed to test application performance while also
remaining flexible for research-related testing. This goal was met at design-time by using
a programmable VLIW core, designed mostly by a lab colleague and adjusted to inte-
grate into the design, and by using a custom SPI protocol to broadcast testing instructions
across the chip. This goal has been partially met at testing-time through the design of a
programmer-friendly compact PCB that can be plugged into a USB port without needing
external equipment. This concept builds on the work done for previous RRAM test-chip
testing PCBs by a lab colleague but is fundamentally distinct in terms of parts used and in

important areas of the design philosophy.
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Figure 4.1: Summary view of the digital test chip. The test-chip consists of 10 matrix units
with 0.5MB RRAM, 68KB SRAM, a 4x4 8b matrix multiplier, and a VLIW processor to
orchestrate computation. They are linked together using a data ring.

4.1.1 Digital Accelerator with RRAM in 40nm CMOS

In terms of the immediate research goals of this project, this design was successfully taped-
out and accepted for publication. The RRAM-based on-chip inference accelerator part of
the test-chip, summarized in Figure 4.1, has been measured with all key sub-components
working as expected. At Vj;;n, when it is most efficient, the inference subsection of the
chip achieves an efficiency of 0.84 TOPS/W end-to-end. SMB of RRAM are implemented
at an overall density of 2.07Mb/mm?, including the full chip area. The memory subsystem
performance is a major highlight: memory access energy improves 3.79x over prior work
to 0.256pJ/bit, and peak NVM bandwidth improves 8.42x over prior work to 12.8GB/s
before any normalization. In summary, NVM density, NVM access energy, and area-
normalized NVM bandwidth were each improved at least 3 x compared to prior all-on-chip
inference accelerators. This strengthens the advantage of all-on-chip computing vs. going
off-chip to DRAM or Flash by creating a more significant margin in terms of bandwidth
and energy. In a retentive standby mode, the large ratio of RRAM to SRAM leads to just

110pW of power.
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Figure 4.2: Comparison of large SRAM and large RRAM in 40nm using simulation for
a 256Kb macro at 0.9V. (a) shows power-down power, where RRAM can show a 5x im-
provement. (b) shows density, where the implemented RRAM macro in this work gives a
2.1 x net improvement. The density improvement at the cell level is 2.9 x.

4.2 Background and Challenges

From observations of prior work, two challenges can be defined. These two challenges are
used to steer the design of the test chip. First, application accuracy requirements can pre-
clude the use of CIM and can require large edge networks, placing an emphasis on on-chip
NVM density. Second, there is a trade-off between faster and more efficient memory ac-
cesses, when NVM banks are distributed among logic, and overall NVM density (density is
typically maximized by using large contiguous arrays to amortize peripheral area). These
challenges will be described in the second and third subsections. First, the next subsec-
tion will introduce the potential density and leakage advantages of RRAM that make it an
attractive technology for this design, irrespective of design decisions.

Figure 4.2 shows the leakage and density benefits of RRAM in 40nm CMOS for the
case of 256Kb memory macros. RRAM is compared to SRAM. The comparison is not
exact, since the RRAM macro built for this work has some elements, such as write logic
and pre-decoders, implemented outside the macro (off-chip and in RTL). Still, there is
clear advantage to RRAM with leakage power improving 5x and overall macro density

improving 2.1x for this example. To show the point further, by calculating using the full
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area of the 18-NVM-macro module (shown later, in the design section) including other
macros and logic, the NVM density per-256kb remains almost 1.5 x that of just the SRAM
macro. This comparison clearly includes all of the RTL-based pre-decoders for all of the
macros, but also other components, so it lower-bounds the density advantage of RRAM.
Furthermore, the leakage power of the RRAM macros is not fully optimized; it could be
closer to zero, but was deemed sufficiently low at design time to preclude further power
gating. Due to these advantages, RRAM is a promising technology at 40nm for all-on-chip

inference.

4.2.1 Challenge: Application Accuracy

This detail was covered in the previous sections. To summarize, application accuracy influ-
ences the design choices for this work in two ways: digital MACs are used in place of CIM
to avoid accuracy trade-offs and improve macro-level density, and NVM density is priori-
tized across layers in the design to increase the number of parameters that the application

network can use.

4.2.2 Challenge: Memory Structure Trade-Offs

The second challenge is illustrated in Figure 4.3. The idea is that prioritizing density and
prioritizing performance (bandwidth/efficiency) lead to different designs. A purely density-
oriented design would use the largest possible bitcell array to minimize peripheral area
overheads. It might also group all of the sub-banks into one singular large section of the
chip to avoid power routing overheads and other density losses from abutting NVM with
logic. Under this paradigm, a relatively low-bit-width bus could be used to connect the
memories to logic in place of wide, local logic. This can lead to lower bandwidth and
higher power, since bits are traveling further to get from the NVM to the logic. Since the
performance of NVM accesses is reduced, designers can compensate by adding higher-

performance buffers. However, this requires a compatible dataflow to create the reuse
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Figure 4.3: Illustration of (a) using fewer, larger NVM banks or (b) using many smaller
NVM banks distributed among processors and MAC units.

needed for these buffers to effectively reduce access costs. Further, large buffers can add
back the leakage and area overheads that using NVM avoids. In the extreme, this architec-
ture resembles using off-chip memory.

The design goal is to distribute the RRAM sub-banks among logic to reduce access
costs and maximize bandwidth, while minimizing density overheads. We address this
challenge using an end-to-end design including an area-conscious custom macro and an
optimized module-based digital design and implementation. The resulting design allows

streaming weights into MAC units at full speed from eNVM without requiring buffers.

4.3 Design

This end-to-end design will now be detailed. The discussion will start with the custom
digital macro design, then move on to the VLIW matrix processor. Finally, the top-level

implementation will be described.
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Table 4.1: Comparison of recently published RRAM and STT-MRAM digital macros.

‘N/R’ for not reported, ‘CSA’ for current sense amplifier, and ‘OC’ for offset-cancelling.

Work Chou et al. [59] | Jain et al. [62] | Chihetal. [68] | Weietal. [67]
Memory RRAM RRAM STT-MRAM STT-MRAM
Process 40nm 22nm FinFET 22nm Planar 22nm FinFET

Read Time 9ns <10ns/<5ns 10ns/6ns 8ns/4ns
Voltage N/R 0.5V/0.7V 0.68V/0.8V 0.9V/0.6V
Density N/R 10.1Mb/mm? 8.9Mb/mm? 10.6Mb/mm?
SA Type CSA OC CSA Digital OC CSA OC CSA
SA Ref. Voltage Resistance Resistance Resistance

Read Energy N/R <lpJ 0.8pJ N/R
4.3.1 RRAM Macro

The design goals for the macro are for it to have high density, use low access energy, work
at moderately high speed, and, most importantly, work reliably. Quantitatively, the goals
for the design are better than three Mb/mm?, much less than 1 pl/bit, operation in the
100MHz range (half of logic), and for all of the macros in the design to read data without

any peripheral-induced errors for fresh, low-cycling RRAM cells.

Prior Work

For digital RRAM macros, there have been several recently-published product-like foundry
macros [62, 59]. Published STT-MRAM macros are also useful reference material because
STT-MRAM has a small memory window, like RRAM, and requires a low-offset current-
sensing SA [67, 68]. A summary of these four works is shown in Table 4.1. These works all
use a ‘butterfly’ floorplan to improve density and show total read sensing times in the range
of 4 - 10ns. They typically construct a pitch-matched column design with column MUXs,
SAs, and write drivers in the shared middle area between two sub-arrays. Some circuitry
is typically added on the outside (top and bottom) edges as well. All of these works read
data out using a current-sensing SA with a clamping (common gate) stage connected to
the BL. To overcome reduced sensing margin at the SA input due to the reduced memory

window of the memory technology, [67] and [62] use an analog offset-cancelling phase
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before the data-sensing phase as part of a three or four phase overall readout procedure.
While not using offset cancelling, [68] uses digital trimming by scaling the effective width
of the clamping device at each channel. The reference can be a local resistance, such as
a ladder-based RDAC [62, 67] or a voltage bias on the gate of a current source [59]. In
any case, the current-sensing first SA stage (pre-amplifier) is followed by a latching SA to

produce read-out bits.

Macro Design Overview

The new digital macro needs a high-voltage write driver, an optimized HV and LV WL
driver, and a readout signal chain. The details are summarized in Table 4.2. Some design
ideas and sub-blocks are re-used from the CIM designs in chapter 3, but almost all blocks
are at least re-formatted to fit the new macro. The write drivers are almost identical, with
re-worked wiring and voltage schemes, while the WL drivers are fully re-worked to be
more optimized for the digital (single-WL) use case. The readout scheme, including the
SA and timing generator, is new.

The macro floorplan with a single pitch-matched column highlighted is shown in Fig-
ure 4.4. This subsection will now walk through the design of the read components, WL

drivers, write driver, and finally the RTL wrapper.

Readout: SA and Timing

For eNVM technologies like RRAM with limited memory windows, the most distinguish-
ing part of the readout circuitry is the current-sensing front-end. Current sensing was pre-
ferred by all of recent designs as discussed above. A symmetrical current sensing front-end
employs feedback and therefore offers improved robustness compared to a voltage-sensing
approach. Furthermore, since there is a risk of read instability if the BL voltage exceeds
~300mV during sensing, the use of a clamping device during read is attractive.

Within the framework of symmetrical current-sensing, two questions emerge: what
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Table 4.2: Summary of custom digital macro design.

Characteristic || Implementation | Description
Memory RRAM Foundry 1T1R Shared SL Array [59].

Process 40nm ULP (0.9V) Planar CMOS.

Read Time 10ns/5ns Target read cycle time at 0.8V and 1.1V.

Voltage 0.8V -1.1V Shared V' DD for logic and all read peripher-
als.

Density 4.58Mb/mm? Some components are in external RTL or off-
chip. Described below.

Timing In-Macro Custom-digital timing generator in each
macro. 2 logic clock cycles per read.

Write Driver in Macro | Voltage-based. MUXing and polarity con-
trolled in-macro. Voltage generation off-chip.
Sequencing is in RTL. Write control is oft-
chip (SPI).

Level Shift In-Macro All level shifting is internal to macro using
custom schemes described in text.
SA Type CSA Carefully sized CSA to avoid needing OC.
SA Ref. Resistance Per-channel 4b ladder RDAC using process
resistor (not RRAM).
Read Energy | 0.342/0.256 pJ/bit | Measured in silicon at 1.1V/0.8V. Measure-
ment setup described in text.
Power Down ~ 1uWw Power down (PD) disables internal bias gen-
eration.
Best BER 0 Errors Pre-ECC. Measured for 4.7M freshly written,
low-cycling cells at 27C.

Width 16 R/'W 16 physical read channels and 32 physical
write channels. Only 16 write channels used
at once.

Addresses 16,384 512 physical rows by 512 physical columns
split into 16b words.

Format 4x 256x256 Four 64k-cell physical arrays in a butterfly
floorplan.

kind of reference to use and whether to use offset cancelling. For the first question,
voltage-based (locally, current-based) or resistance-based schemes are available. Voltage-
based schemes generate a reference voltage once inside the macro using shared circuitry
then pass that to each channel’s SA for comparison. This voltage can then, for exam-
ple, bias a current-source transistor to provide a current-domain reference local to each

SA. Resistance-based schemes use a resistor local to each SA to provide a local reference.
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Figure 4.4: Overall floorplan and single column floorplan for 16,384-line 16-I0 RRAM
macro.

Voltage-based schemes can offer smaller channel area or finer tune-ability of the reference
since a shared, higher-precision DAC can be used to generate the voltage before buffering
it for use across the macro.

However, voltage-based schemes can be less robust since, broadly speaking, they op-
erate in the voltage domain while actual memory cells that are clamped to a specific bias
point operate natively in the current domain. Transient or permanent net currents along the
supply metals can lead to changing V(¢ for the current source transistor, which can lead to
noisy or systematically skewed reference currents along the array. Random variation in the
current source transistor can also have this effect. Another issue is that these schemes break
the symmetry of the current sensor: if there is noise in the clamping voltage, for example,
then this is likely to affect the current from a resistive device (RRAM) differently from a
saturated device (transistor) leading to higher supply and bias noise sensitivity. Since ro-

bustness is the fundamental goal, this design uses a local resistive DAC (RDAC) reference.
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Figure 4.5: (a) Implementation of resistor-referenced current-sensing SA with clamping
(common-gate) input loaded by a current mirror, followed by latching second stage. (b)
Timing diagram for the sensing procedure for the case of the VLIW core requesting a
single read. The two-core-clock cycle has the following phases: 1) Core requests read,
(2)-(3) SA pre-charges, (4) read current flows, (5) SA latches the decision, (6) read current
stops, (7) core drops the read request, (8) read is done and the SA resets.

The second question, whether to use offset cancelling, was decided during design by
using Monte Carlo simulation and adjusting transistor V7, flavor choices and sizing until
an acceptable variation was achieved. For this, £30 ‘corner’ RRAM devices were modeled
using model access devices built from re-sized logic transistors in the PDK and ideal re-
sistors. These fixed corner estimates for RRAM were used with the Monte Carlo variation
models for the transistors provided in the PDK to estimate the robustness of the readout
circuitry at design time. The RRAM 1T1R models were calibrated to measurements made
using the previously implemented macros. Since adequate SA matching performance was
achieved just using re-sizing, offset cancelling was omitted from this design. This analysis
depends on the worst-case (variation-affected) memory window for the NVM technology.

The SA implementation and timing diagram is shown in Figure 4.5. Pre-charge (PCH)
is included to improve the transient response. The mirror pair, M1/M2, load the common-
gate clamping devices and perform the current comparison. Since M1 (in the reference
arm) is diode connected, the input to the latch will be at least Vizg a1 below V. DD. The
mirror pair should match in the current domain, and therefore a longer device is preferred.

By giving the input devices in the latch a TW/ L greater than that of the mirror pair, which
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Figure 4.6: Programmable reference resistor (RDAC) implementation.

thus occurs naturally, both a V7, shift and reduced effective current density lead to a sig-
nificantly reduced V(5 for the latch’s input pair relative to M1/M2. This means it is safe to
use a P-type input for the latch as there will generally be sufficient overdrive. The latch is
a ‘StrongARM’ design [153]. The RDAC, Figure 4.6, is a ladder of process resistors. The
reference node of the SA connects to the top of the ladder, and the ladder is tied to V' .S'S' at
one of 16 possible steps, labeled zero through 15, providing four bits of control.

The timing generator is included in the center control block of the macro and is respon-
sible for generating the pattern in Figure 4.5(b). It splits two cycles of the input clock into
four timing phases. Using two cycles not only provides more time for the read system to
operate but also natively provides these phases since the timing generator is designed to
trigger on both positive and negative edges of the clock. Further, the most critical timing
component, the sensing development time, is easily set by the period of the clock, rather
than the pulse width. The clock generator takes two input signals, the clock and a read
enable flag, and uses two opposite-polarity back-to-back flip-flops to generate four distinct
phases. Reset occurs whenever the read enable flag is dropped. A set of logical and delay
elements driven from these four phases time the three output signals: SAEN, RDEN, and
PCH. RDEN and PC'H do not overlap, but RDEN and SAEN do.

The read MUXing scheme consists of a first-stage thick-oxide NMOS switch dedicated
to protecting the following core-voltage MUX stages during write, followed by a 32:4

stage. There is one each per-channel for the top and bottom array, giving 64:8 total. 64:4
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is conceivable, since only one WL will be active across both the top and bottom RRAM ar-
rays; however, this doubles the capacitive loading. The last stage is then an 8:1 MUX local
to the SA. The SLs are terminated to V.S'S during read at the opposite ends of the arrays as

in the previous two designs to decrease positional dependence of the BL/SL resistance.

Veramp and Power Down

Besides the timing generator, DCAP, and various decoders and LS blocks, the middle-
circuit area of the array contains a voltage DAC and buffer for locally generating the clamp-
ing voltage, Vior 4 p, that is needed for the current sensing pre-amplifier in Figure 4.5(a).
A DAC is preferred to avoid routing an analog signal across the test chip while retaining
adjust-ability. The small challenge introduced is that the DAC will require a trickle current
to bias the resistive ladder and a buffer to drive the 16 IO channels. The scheme is shown in
Figure 4.7. The buffer is a 9T OpAmp [150] to provide a wide output range using a single
bias voltage, which is produced using a low-cost resistor-based bias generator. The voltage
DAC is a resistor ladder, adjusted to provide an output range between 20% and 95% of
VDD.

As described above, when the read request signal is low the timing generator will re-
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Figure 4.8: Level shifter scheme with the first two decoder layers (X1, X2) shared between
HV and LV (write and read).

main in the reset state and the macro is in a standby mode. The power-down (PD) mode
provided by the Vo aap generator in Figure 4.7 removes the analog bias power overheads:
in PD, the ladder, Figure 4.7(b), is shut off while the bias voltage, Figure 4.7(c), is pulled to
the negative rail to shut down the NMOS tail bias of the buffer in Figure 4.7(a). The single-
stage buffer is output-stabilized and provides adequate stability and performance across a

wide range of tail bias currents.

WL Drivers

The requirements for the WL drivers for this macro are different from those for the WL
drivers for the previous (current-summing CIM) macros in that they only ever need to drive
a single WL in any mode, read or write. Also, the butterfly format means the WL drivers
are shared across twice as many columns for this macro as in the previous, single-array
CIM macros. This does not affect functionality but improves area efficiency and restricts
metal usage (a horizontal metal now needs to run left-to-right across the full driver).

The new scheme, shown in Figure 4.8, is designed to provide a merged HV and LV

WL driver system with a reduced number of vertically-routed pre-decoded control wires
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while not requiring a significant LS overhead. HV here refers to the V' D Dy, rail, which
is outside of the core voltage range to allow RRAM cells to be written. The key idea is to
place one LS in the tight WL driver layout area for every eight rows. Then, the final 8:1
decoding is performed in the HV domain using HV signals. The LV driver is implemented
as a three layer decoder, with each layer driven by eight ones-hot pre-decoded signals from
RTL. Note that 8 x 8 x 8 = 512, as needed for the 512 physical WLs.

These ones-hot buses and are labeled X0, X1 and X2, where X0 is the lowest level
(i.e. changing the value of X2 changes which of the eight 64-wide blocks are selected).
Considering just the LV WL signaling, these wires run vertically over the WL driver area
in the middle of the macro requiring 20 global vertical routing channels in the top and
bottom half-arrays. In the implemented design, X1 and X2 are fully shared among HV and
LV. Considering a group of 8 adjacent WLs, X1 and X2 provide enough information for the
local decoder to determine if the group is selected. In the LV case, a logical AND operation
between X0, X1, and X2 then determines if a WL should be driven high. In the HV case,
for write, a logical AND operation of X1 and X2 produces a local select (SEL) that is
then level-shifted using the eight-way-shared, in-WL-driver LS. A logical AND between
this select and a separate X0 signal (X0H V') then determines if the WL is driven high for
write.

The scheme which covers LV and HV WL signaling thus requires approximately 28
vertical routing channels vs. 20 in the LV-only design, eight being HV. A total of ten LS
are needed in the middle-circuit area of the macro with 64 needed inside the WL drivers,
each pitch-matched to eight WLs as described. The extra two HV signals control (1) a
thick-oxide NMOS pass device to protect the LV WL driver and (2) a series pull-up PMOS
in the thick-oxide NAND gate to disconnect the HV path during read. The overall scheme
is compatible with dense physical design in that it requires only a limited set of pre-decoded

ones-hot signals in addition to an LS that is amortized across eight rows.
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Figure 4.9: Scheme with tight integration of 18 macros and RTL-based wrappers, all shar-
ing clocking and core-voltage V D D.

Write Driver

The write driver scheme for this work is the same as for the previous works except for
largely physical changes. The write drivers for the top and bottom arrays are moved next
to the SAs. The SL V' SS ties are split off, as mentioned, and kept at the opposite side of
the arrays from the SAs. The HV MUX control signals are shared for the top and bottom
MUXes, with the control over which array receives the write pulse achieved using the WL
drivers. That is, for write, the top and bottom arrays appear as a single 512-WL array. Two
16:1 first-stage column MUXes feed two write header units per 32 cells, as before (see
chapter 3), with the RTL controller allowing one of these two headers (16 of 32 per macro)

to send a write pulse at a time.
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RTL Wrapper

To reduce area and design-time overheads by simplifying the design, the macros are tightly
integrated with an RTL wrapper. This concept is shown in Figure 4.9. While the macro
receives HV supplies for write, the core-voltage read supply, along with the clock for the
timing generator, are shared with the RTL-based wrapper which is eventually implemented
using automated place-and-route (APR). Most complex logical operations, outside of the
local post-decoders for the WLs and the timing generator, are written and tested in RTL
to allow fast design iterations for mode-control state machines, write sequencing, and pre-
decoders. As a simplified example, during read, a 14-bit address is input from outside
logic and decoded into two eight bit ones-hot column-decode signals (64:1, six bits of the
address) and three eight bit ones-hot row-decode signals (256:1, remaining eight bits of
the address). Write is controlled off-chip using SPI, while read can be controlled by the
VLIW cores, described next, or by the SPI port for direct RRAM testing. A carefully
tuned constraints file and thoroughly verified cycle-accurate model for the custom RRAM
memory macro were used to increase the probability of achieving a working design in

silicon.

4.3.2 VLIW Matrix Processor

The broader RTL-based chip design is implemented in two APR steps. The first of these
implements the NVM matrix unit (NMU) tile with a VLIW processor, 18 macros with RTL
wrappers to form a single 0.5MB bank after ECC, and four other SRAM macros imple-
menting three functional memory blocks. This first layer is described in this subsection,
with the top implementation layer (a second APR step) described in the next subsection.
The RTL for the NMU, including the overall architecture and critical test-benching infras-
tructure, was written in large part by a lab colleague before being modified and merged into

the design for this project.
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Figure 4.10: Overview of the NVM matrix unit (NMU) with 0.5MB RRAM, VLIW pro-
cessor, 4x4 8b matrix datapath, 64KB tensor memory, 8KB instruction memory, and 4KB
IO ring buffer.

NMU Overview and Resources

The NMU architecture is shown in Figure 4.10. The NMU prioritizes memory density,
both NVM and SRAM: 75% of NMU area is non-redundant storage. The NMU is built
around a 4x4 8b matrix datapath that computes one matrix multiply (4x4, 64MACs) or
one processing operation (ReLLU, add/multiply, bit-shift) per cycle on 16 matrix elements.
MAC accumulation occurs into 24b. The matrix datapath interfaces with a 20-entry tensor
register file (TRF) that stores one 4x4 matrix per entry, where entry zero is the static all-
zero entry. The TRF manages the interface between 0.5MB RRAM weight storage, 64KB
SRAM activation storage, the 4x4x8b ring interface connecting to neighbor NMUs, and
the 8b matrix datapath. Any block that accepts matrix inputs can read from any entry in
the TRF during any cycle, but each block, such as the RRAM bank, is assigned a subset of

TRF entries that it can write to. This is a straightforward solution to avoiding contention
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during TRF writes. Another subtlety about the TRF is that the large data storage blocks
(RRAM and the 64KB 6T SRAM) work with 8b integers for a total of 128b per matrix
word, while the tensor datapath accumulator works with 24b integers for a total of 384b
per matrix word. Thus, writes to the TRF from different sources use the appropriate re-

mapping scheme to store 384b correctly.

VLIW Processor

The NMU processor follows the load-store paradigm, as implied by the above discussion
of the TREF, and is a loose extension of RISC-V [154]. VLIW is used to allow all of the
resources to be coordinated in parallel, such as scheduling RRAM and SRAM reads into
the TRF while using the TRF to feed matrix multiplies. Communication between NMUs
occurs through the ring interface: each cycle, the NMU can read one matrix word from
one neighbor and can copy another matrix word of data into its output buffer (a 4KB 8T
2-port register file, RF) from the TRF for its other neighbor to access. Ring accesses are
requested by providing an address in the neighbor’s 8T output RE. The VLIW core uses
a separate 32b 32-entry core RF for program flow control and address computations and
an 8KB (512-entry by 128b instruction) instruction memory to store local programs. The
RRAM, 6T tensor memory, and instruction memory can all be configured for test execution
over SPI. Program execution is initiated over SPI, and program status can be audited over
SPI as well.

Figure 4.11 shows the breakdown of the 128b VLIW instruction and shows a simpli-
fied example program. The description here will work from left to right in Figure 4.11(a).
SRAM load/stores refer to the 64KB 6T tensor memory, and require two 5b addresses plus
an 8b immediate value. The source 5b address provides an entry in the core RF whose
value is added to the immediate to index into the tensor memory. The address in the TRF
to load/store to/from is provided by the other 5b address. The situation is identical for

RRAM loads (but stores are not allowed during core operation, as the RRAM is read-only
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(a)

Type SRAM LD/ST |RRAM LD | Control | Tensor Math Ring
Width 21b 24b 21b 24b 19b + 19b
Opcode 3b 1b 3b 4b 1b+1b
&RF0 5h 5b 5b 5b + 5b
&RF1 5b
&TRFO 5b 5b 5b 5b + 5b
&TRF1 5b 5b
&TRF2 5b
&TRF3 5b

Imm. 8b 8b 8b 8b + 8b

(b)
(Header code sets up registers a, b, ¢, T1, T5, T6, T7)

SRAM LD/ST RRAM LD Control Tensor Math
* [a+3]—TO [b+1]—>T3,T4 atd—a (TL@T5)+T7—-T7
[a+0]—>T1 NOOP (Tock) b+2—b (TO@TE)+T7—T7
* [a+1]—TO [b+0]—T5,T6 NOOP (T1@T3)+T7—-T7
* [a+2]—-T1 NOOP (Tock) | BNE(a.c,-3) | (TO@T4)+T7—-T7
Footer Code:
[ T7-[+4 | NooP | stor | NOOP |

Figure 4.11: (a) The breakdown of the 128b VLIW instructions. (b) Example of locally
computing (no ring transfers) a local-output-stationary dataflow.

during inference) except that the RRAM requires two destination TRF addresses since it
reads, post-ECC, two matrices every two clocks to match the SRAM bandwidth. Control
instructions include branching, arithmetic, and program halt. Tensor instructions include
matrix multiplication and the other operations described earlier. Four 5b TRF addresses
are needed, since the full matrix MAC computes (AQB) + C' — D. Finally, ring oper-
ations have two components: ‘send’ and ‘receive.” These can operate in parallel each are
effectively separate sub-words of the VLIW instruction. They work like the previously dis-
cussed SRAM loads/stores, except that a ‘send’ is write-only and moves data into the local
output RF, while ‘receive’ is read-only and pulls data from one neighbor’s output RF.

The program shown in Figure 4.11(b) could be viewed as a point-wise (1 x 1) convo-
lution on a 4-pixel patch across 4 output channels. In this example, some core RF entries
have been named a, b, and ¢ while TRF entries are simply numbered. The program runs a

loop, with a and b increasing by 4 and 2 respectively in each iteration. It is assumed that a
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Figure 4.12: Organization and SECDED ECC scheme for 18 RRAM sub-banks forming a
0.5MB NVM bank in each NMU.

program header has set up a and b as zero and c¢ as an endpoint. The program loops until
a reaches c before running footer code, here just an exit instruction. During the loop, a
is used to continuously pull new data entries from SRAM into the TRF while b is used to
pull data from RRAM into the TRF. These entries are then matrix-multiplied sequentially
while accumulating continuously into the 4-channel, 4-pixel 4x4 output matrix at 24b (TRF
entry T7). This example does not necessarily track the actual pipeline delays of the VLIW

processor since the point is to give an understandable program snippet.

RRAM Bank

As described above, 18 total RRAM macros (called sub-banks here) are organized to pro-
vide 0.5MB of storage with 256 usable (data) bits output, every two cycles, as two 128b
matrices (=two 8b 4x4 matrices). The organizational scheme including ECC is shown in
Figure 4.12. The 18 sub-banks are organized as four sets of four data sub-banks with the

remaining two sub-banks providing ECC bits. Each set of four data sub-banks contains
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Figure 4.13: CAD screenshot of NMU physical design.

64b, and thus uses an 8b SECDED parity word to provide single-bit correction. The four
8b parity words are stored in the two ECC sub-banks. This adds up to the expected total
of 288 bits (18 x 16 = 288). During readout, ECC correction is computed on the four
72b words to produce 256 corrected bits, which are then split into two 4x4 8b matrices for
storage in two TRF entries. The total post-ECC capacity is therefore 16,384 address lines
X 256 bits per line which gives the expected 0.5MB. The bandwidth is likewise 256 bits
per two clock cycles, or one 4x4 8b matrix per cycle on average.

Under this SECDED scheme with 64b data words, the computed threshold for achiev-
ing part-per-billion BER is about 18 measured bit-errors per bank (/4.7 million cells).
This is achievable for low-cycling cells. Implementations targeting greater cell endurance
would need to tolerate more bit errors to extend array lifetime, and would likely benefit
from a single more complex ECC scheme tolerating double or triple errors in the full 256b

data word.

4.3.3 System Implementation

The NMUs are implemented as a rectangular tile, as shown in Figure 4.13. They are orga-
nized as five tiles on the left-hand and five tiles on the right-hand sides of the chip. They
are mirrored and flipped so that the digital IOs of the tiles all face toward the center and

so that the send and receive ring ports for adjacent NMUs align. The narrow, vacant core
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Figure 4.14: Top-level chip design 10 NMUs and localization block. The localization
block, bottom-left, is a colleague’s work and is not discussed here.

region in the middle then forms a data ‘spine’ for communication to the NMUs over SPI
and between them over the ring.

For test and measurement, the system uses a single custom SPI port with 256b words
to write wide VLIW instructions and matrix data with reduced overheads. The SPI is
synchronized into the core clock domain after data word transmission completes and is
broadcast to everything at once as 256 bits. A header dis-ambiguates the destination. At any
given time, one block is privelaged to send data over SPI and subsequent SPI transactions
will send out data from this block (if the block is actually configured to send data). Clocking
is provided externally. A shared V' DD is used for RRAM and core logic, as described, in
addition to three HV voltage rails for RRAM write.

The top-level chip design is shown in Figure 4.14. This shows a block with a ‘Lo-
calization Controller’ in addition to the 10 NMUs and associated data ring. This block is

not described here since it is a colleague’s work and is not required to discuss the core
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Figure 4.15: Die micro-photograph of the system with 10 NMUSs.

RRAM-related work described here.

4.4 Context

Like the first two CIM macro designs, this concluding project was taped-out in 40nm
CMOS with foundry RRAM. It includes the 10 NMUs with 180 total custom RRAM
macros for SMB of post-ECC storage. Also included on-die is the localization block men-
tioned above which is not described here. The die micro-photograph is shown in Fig-

ure 4.15.

4.5 Results

In addition to the test-chip design, an important part of this project has been the devel-
opment of test infrastructure including a test PCB, microcontroller code, Python interface

to the microcontroller, and test scripts run in Python on the host PC. This approach was
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Figure 4.16: Zoomed CAD rendering of the test PCB for digital RRAM system with labels.

inspired by testing work completed by a lab colleague for the previous RRAM tapeouts,
but the details were substantially different. The detailed measured results are important as

well, and they have provided quantitative verification that the goals of the design were met.

4.5.1 Testing Infrastructure

A rendering of the test PCB is shown in Figure 4.16. The test-chip is packaged in a QFN64
package and soldered to the test PCB. A raspberry Pi Pico microcontroller board plugs into
female headers on the PCB and provides digital control of the board, including high-speed
communication with the chip over SPI. The USB+5V rail from the USB connection of
the Pi Pico to the host PCB is used as the base power supply. Optionally, +5V and GND
can be provided using a lab supply. Texas Instruments TPS2110PWR provides automatic
switching between these sources. Two low-dropout regulators (LDOs, Analog Devices
ADP122-3.3) provide 3.3V filtered rails for the test-chip and PCB. An Analog Devices
ADP123 LDO provides a 2.05V reference rail on the PCB as well. This reference and
the filtered 3.3V PCB rail are used with a 4-channel Analog Devices AD5304 DAC chip
and then buffered by an Analog Devices AD8534 4-channel OpAmp chip to provide the
programmable high-voltage rails for RRAM. Another ADP123 is controlled using a DAC
channel to provide a trim-able 0.5V - 1.25V V D D for the test chip. This rail is monitored

using a 50m¢? sensing resistor that can be read digitally using a Texas Instruments INA236
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Figure 4.17: Measured voltage/frequency shmoo for end-to-end data path from RRAM
read through MAC computation and write-back.

power monitor chip. This arrangement can be bypassed using a lab supply for measurement
validation or when the power limit of the LDO is exceeded (=300mA). Finally, clocking
is provided either on-PCB via a Skyworks Si5351 clock generator or off-chip using a lab

source. Switching between the clock sources uses a Texas Instruments TMUX1072.

4.5.2 Measurements

This PCB allows straightforward analysis of power and functionality across a wide range of
voltages and frequencies. These measurements for the implemented test-chip will now be
presented. An end-to-end voltage/frequency shmoo is shown in Figure 4.17. This test uses
a test program running on the VLIW to perform matrix multiplication from RRAM and
write-back to SRAM, to verify end-to-end core functionality. This shows two extrema: a
Varry for maximum efficiency at 800mV and 80MHz, using OTP mode where RRAM cells
storing zeros are never formed, and a [, 4x point for maximum throughput at 1.1V and
210MHz. Higher frequencies at higher voltages are possible but they exceed the nominal
1.1V process Vj4x and are omitted from further measurement.

Figure 4.18 shows measured chip power in the most efficient considered OTP mode,

the most efficient considered non-OTP mode, and at the highest considered F);4x point.
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Figure 4.18: Measured power on core V' D D rail across three voltage/frequency conditions
and four test cases.

Due to the large ratio of RRAM to SRAM, power reduces to just 0.4mW at 800mV when
the clock is frozen and the RRAM is in PD mode. This is a retentive state, since the
SRAM retains data at 800mV, although it is also a functional state since logic and memory
reads function at 800mV/80MHz. The most efficient non-functional retention voltage that
was measured, not shown visually, is 500mV requiring just 0.11uW of power. The peak
power test case uses a VLIW program that constantly reads from SRAM and RRAM while
performing distinct matrix multiplications every cycle.

The VLIW system allows the marginal power due to specific sub-systems to be mea-
sured. For example, test program loops can be run that do not make RRAM read accesses,
to establish a baseline power, and then loops that do make back-to-back distinct RRAM ac-
cesses can be compared to establish the marginal power added by making RRAM accesses.
By measuring the marginal power in this way, a component-level breakdown can be pro-
duced from chip measurements without relying on isolated rails. Figure 4.19(a) shows the
breakdown for the peak power test case at Vj . Figure 4.19(b) goes further and uses
the marginal power to compute per-bit energy use, end-to-end, for accessing data from the

0.5MB RRAM banks or the 64KB SRAM banks in the NMUs. The 0.256pJ/bit figure due
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Figure 4.19: (a) Power breakdown at peak power at 800mV/80MHz. (b) Measured local
energy access cost from marginal power increase for the 64KB SRAM and 0.5MB RRAM
banks in the NMUs.

to the marginal-power measurement at 80MHz is good evidence that the modular design
with NVM close to matrix math data-paths has yielded improved per-bit RRAM access
costs.

Aside from the peak-power test case, an energy efficiency test procedure was developed
using 8b weights and activations that are normally distributed around zero, with activation
matrices clipped to be 50% sparse and positive. The resulting efficiency measurement is
shown in Figure 4.20. At the OTP-mode V), efficiency is 0.84 TOPS/W when operating
realistically, reading from RRAM and SRAM with 3x weight reuse. This level of reuse is
achieved using straightforward data-flows with a temporarily static weight matrix and three
distinct input matrices applied serially, with the result accumulated into one of three distinct
output 16x24b locations in the TRF. During less-typical data-flows, efficiency improves to
1.14 TOPS/W (transiently) while working from the TRF between memory accesses. This
is the ‘peak’ efficiency for these stated data statistics for this design, when memory access
energy is minimized.

Since a custom RRAM digital macro was developed and used for this design, it is
important to characterize the resulting BER at points of interest. Figure 4.21 shows an

error-rate characterization using freshly written cells at 27C, for a single bank contain-
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Figure 4.20: Energy efficiency of the implemented design for a continuous matrix multi-
plication test workload with distinct weight and activation matrices that are normally dis-
tributed. The activation matrices are 50% sparse and positive since they are modeled as
rectified.
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Figure 4.21: RRAM macro error rate characterization for a single bank with 4,718,592
freshly written cells at 27C.
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ing 4,718,592 freshly-written cells. The X-axis shows the reference resistor setting, with
a higher value indicating a higher reference resistance. In non-OTP modes, a U-shaped
curve is observed. This is because too-low of a reference setting causes errors on LRS
bits, and too-high of a reference setting causes errors for HRS bits. This curve therefore
represents memory window in terms of the reference RDAC LSBs. The voltage scaling
is eventually limited, even in OTP mode, by an inability to use a high-enough reference
resistance to contrast LRS cells from HRS cells. This likely results from decreased WL
voltage causing access device resistance to increase. This access device behavior is likely
not well-replicated by the logic transistor used to tie the RDAC wiper to V' .SS, leading to
a greatly increased sensitivity near and below 800mV of net cell resistance to VDD (and
thus WL voltage) compared to the reference path. Still, it is possible to measure zero er-
rors out of almost five million cells under these ideal conditions (low cell cycling, freshly

programmed, room temperature). This suggests that the macro design works as intended.

4.6 Conclusion

The key contribution of this work has been the modular design that reduces memory ac-
cess costs without imposing a significant density penalty. The design goals for all-on-chip
inference are to maintain memory density to avoid off-chip accesses while reducing NVM
access energy and delay to strengthen the advantage over off-chip memory. Compared to
prior on-chip inference works [124, 126, 123, 34], this work shows > 3.64x improved
NVM bandwidth per mm? and > 3.79x improved NVM pl/bit, both at Vj;;y. At the
40nm node, this work shows 3.61 - 4x improved NVM density. Both density and effi-
ciency are sensitive to tech. node. Despite the modular design and 3x improved access
characteristics, none of the reference works simultaneously demonstrate better chip-level
NVM density and compute density. The NMU block does not rely on local buffers and ex-
tensive weight reuse to stream weights into the MAC unit at full speed, greatly improving

flexibility and aiding density. Finally, due to the large ratio of RRAM to SRAM, this work
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Table 4.3: Summary of RRAM all-on-chip digital inference accelerator test-chip.

Technology 40nm ULP with Foundry RRAM
Chip Size 4.5mm X 4.5mm
Package QFN 64
Voltages 0.8-1.1VV DD, 3.3VIO, 1.5-4.0V Write
Interface 256b High-Speed SPI (up to 26.25Mbps)
Clock Source Si5351, Lab, or MCU (Pi Pico) Pin
Modules 10x NVM Matrix Units, 1x Localization

Retentive Sleep

110p4W @ 500mV for Full SRAM Retention

On-Chip RRAM

SMB (5.625MB inc. ECC bits)

Total Raw RRAM Bitcell Area

4.645mm? (23%)

RRAM ECC

72bit-Word SECDED

On-Chip SRAM 760KB
RRAM Access Energy @ Vi, n 256f]/bit
Efficiency @ Vj,n 0.843 TOPS/W
Compute Density @ Fi;4x 0.0133 TOPS/mm?

is able to demonstrate a 1104W retentive sleep mode for maintaining state at low standby

power. A summary table for this chip is shown in Table 4.3.
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CHAPTER §
CONCLUSION

Efficiently computing with data stored in large memories is challenging. The high cost
of off-chip accesses and the emergence of ML inference as an important application for
energy-constrained accelerators has only increased the design significance of large on-chip
memories. This has led to the exploration of alternative memory technologies including
eNVM and eDRAM that offer improved density and/or lower leakage compared to large
SRAMs implemented in standard CMOS. This has also led to the exploration of CIM as an
alternative approach to traditional memory access patterns.

The first chapter of this dissertation framed the on-chip memory challenge in the con-
text of ML and summarized an important set of emerging memory technologies. A special
focus was placed on RRAM since it plays an important role in the research presented in the
second and third chapters of this dissertation. CIM was also introduced, starting with a ba-
sic example of the straightforward fully-analog variant, before moving on to more feasible
variants including the partially-digital current-summing approaches that are implemented
in the works presented in the second chapter. Finally, all-on-chip inference with eNVM was
introduced as an alternative to CIM, with an accompanying discussion of digital inference
accelerators and prior all-on-chip with eNVM works.

The second chapter described analytical work that investigated the feasibility and po-
tential advantages of current-summing CIM with CMOS SRAM arrays. This work looked
at the penalties and potential benefits offered by CIM. Topics included the need for striped
inputs for multi-bit activations and identifying the most beneficial ways to increase the
readout parallelism. The conclusion of this analysis was that CIM may outperform tradi-
tional systems for limited cases, especially where accuracy and numerical precision can

safely be traded away.
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The third chapter described the implementation of two CIM with RRAM macros in
40nm CMOS using the current-summing approach. The first macro followed a predecessor
work and introduced design components to reduce area overheads and improve modular-
ity. The tested and working macro reduced mixed-signal active area 16x compared to
the active area for the predecessor work. The second macro targeted specific CIM non-
idealities, namely channel mismatch, IR drop, and off-state current. An offset-cancelling
TIA with approximate four-terminal sensing and a dynamically offset-adjust 6b SAR ADC
were described. These specific solutions were measured in the tested macro, showing the
effectiveness of the solutions.

The fourth chapter described an end-to-end all-on-chip inference with RRAM imple-
mentation. This design was informed by the design process and characteristics of the CIM-
based works and used digital MAC computation using large on-chip RRAM. The test chip
includes a dense, custom memory macro with RRAM integrated into a modular matrix
unit design. This matrix unit was tiled 10 times to form an all-on-chip inference acceler-
ator that demonstrates improved eNVM memory access characteristics while also featur-
ing strong eNVM storage density relative to prior work all-on-chip inference with eNVM
works. Like the CIM works, this work was taped-out and measured in silicon. The mea-
sured eNVM access characteristics, energy per bit and area-normalized bandwidth, were
improved 3x compared to prior work while eNVM density improved 3x when comparing
at the same 40nm node. These benefits resulted from the bottom-up design of energy- and
area-efficient macros integrated into area-efficient digital modules. By keeping computing
resources close the RRAM banks, an improvement in memory access characteristics that

strengthens the advantage over going off-chip to access data was demonstrated.
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