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Abstract: Transport and logistics is one of the most important economic sectors contributing to the climate change. By the nature of transport and logistics operations, the sector is one of the most difficult ones to decarbonize. This paper proposes using carbon footprinting tools to optimize logistics operations with respect to emissions, and to setup government-led emission norms for the transport and logistics sector. Carbon footprinting can be used for operational decision making, such as those envisioned by the concept of physical internet, as well as in the classical operations research centralized optimization. The paper shows conceptually how carbon footprinting indicators are applicable for the traditional logistics optimization and for the decentralized optimization of operations. The governments can further speed up the process by setting emission norms for the transport and logistics. This paper shows that the carbon footprinting methods provide sufficient input for both logistics optimization and the norms. The carbon footprinting indicators are discussed and incorporated into the mathematical formulations of logistics optimization; the same carbon footprinting data is used for the setup of carbon emission norms in logistics.
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1. Introduction

A longer-term challenge of decarbonization of transport and logistics is huge. The climate change movement progresses from an acknowledgement of the problem to undertaking of actions. Depending on the ambition, decarbonization actions can be set to reduce emissions by 60% in 2050 compared with the baseline of 1990, effectively meaning a factor 6 increase in carbon productivity of the system (Smokers et al., 2019). A larger ambition can be set if 95% of emissions are to be reduced by 2050, which in essence means complete decarbonization of the system, or simply said, factor infinity. This means that for the long-term the transport and logistics sector has to be reorganized based on zero-emission technology.

A medium term goal of the European Commission is to reduce Greenhouse Gas (GHG) emissions by at least 40% in 2030 compared to the 1990 levels, as provided in the EU 2030 climate & energy framework. On a national level, the Netherlands the mobility sector is to achieve a 22% emission reduction by 2030 compared to a no action business as usual scenario (Klimaatakkoord, 2019; Hekkenberg and Koelemeijer 2018). Both the EU and national action plans confirm that for the medium term (action 2030), a complete decarbonization seems to be unfeasible due to a number of reasons, such as technological immaturity of zero emission vehicles, market unavailability of zero emission vehicles, insufficiently decarbonized generation of electricity, and lack of infrastructure. There are also some transport areas, such as aviation and long distance transport, which are hard to electrify. These considerations mean that in medium term a mix of carbon intensive and zero emission solutions will coexist.

Practically, decarbonization of transport and logistics operations can be facilitated by two forces: private and public parties. The first force comes from decision makers (e.g. planners and supporting software) working on behalf of private or corporate parties. These parties pursue the goal of logistics operations optimization within some certain boundary conditions. At this moment, the paradigm of operationalization of decision making in logistics, such as Synchromodality (e.g. Tavasszy et al., 2017; van Rissen et al., 2015) and physical internet (Montreuil, 2011) gain especial attention due to increased efforts on decarbonization of logistics operations.

The second force comes from the governmental bodies (public parties), who can influence the system by the fiscal means (e.g. fuel taxes, vehicle taxes), as well as by the means of permits and norms. For both private and public types of decision makers there is a need for objective information on GHG emissions, with a difference in the aggregation level: the private decision makers will mainly need more disaggregated and specific data, while the public decision makers will mainly need more system-wide aggregated data.

In this paper we do not consider cases in which all the needed information is available to the decision maker, as for instance, may be the case within a transport company. In that case the decision maker can, for instance, make sure that an optimum route, within business constraints, is driven by the fleet. We concentrate on the state-of-the-art where the GHG emission performance of third parties is not directly known to the users of the services and where there is no good aggregated information on the sector-specific GHG emission performance of constituting companies.
This paper is structured as follows. Chapter 2 provides mathematical formulations on how to include GHG emissions into logistics optimization decisions. These formulations are applicable at the level of decentralized (and possibly distributed decision making) as being considered in the context of physical internet, as well as at the traditional level of centralized logistics optimization, as a well-established part of operations research. Chapter 3 provides formulations for indicators that can form a basis for the government-regulated norms for logistics emissions. The chapter further discusses the ways on how the norms can be formulated in practice. Chapter 4 provides ideas on data and governance infrastructure that need to be put in place to collect relevant data for both logistics optimization and setup of norms. Chapter 5 proposes a data collection and processing to service both logistics optimization and policy making purposes. Chapter 6 provides conclusions and outlines directions for further research to close still existing gaps in methodologies and knowledge.

2. Decentralized and centralized carbon optimization of transport and logistics by private parties

Optimization of transport and logistics is well studied and an integral part of Operations Research. For instance, a widely cited review of the literature on facility location and supply chain management (Melo et al., 2009), contains 139 references to the peer-reviewed works on this problem. The logistics and supply chain optimization traditionally balances two conflicting goals: provision of the clients with the desired service level, while minimizing expenses and costs associated with the logistics operations (Davydenko, 2015). The classical basic tradeoffs involved in logistics optimization are the balance between transport and stock keeping costs (e.g. economic order quantity, Blumenfeld et al., 1985, Goyal, 1985); the balance between the speed and cost of services (e.g. Tavasszy et al., 2011). In a broader sense, there is a tradeoff between the cost of sourcing products versus transport costs from the production locations to the consumption locations (e.g. Moses, 1958), as it can be more attractive to source products cheaply overseas and pay more for the transport services.

The logistics decisions lay mostly in the realm of private or corporate decision makers. Depending on the decision to be made, the choice set can be relatively small (e.g. the choice on transport mode to be used to transport goods) or the choice set can be relatively large (e.g. the choice on supply chain organization). The last one often involves solving a facility location problem.

This paper introduces explicit inclusions of GHG emissions into the optimization of logistics operation by private parties. The GHG emissions can be assigned a certain monetary value, proportionally to the volume of GHG emitted and the cost of one ton of the CO₂ or CO₂eq emissions. The inclusion of CO₂ costs into the decision process can be done at both operational and strategic levels. At the operational level, a set of transport options can be created, for example a set of possible ways to transport containers from the port using a direct road connection or using intermodal transport, involving inland navigation or train line haul with a subsequent last mile road leg from the intermodal terminal to the final destination. Another example is the choice that a parcel “can make” with respect to the vehicle in which the parcel will travel to the end destination. Equation (1) provides a simple formulation for the disutility function for a choice set that includes transport, time and emission related costs.
\[ U_i = C_i + T_i \cdot VOT + C_{CO_{2e}} \cdot W_i, \quad i = 1..n \]  \hfill (1)

Where:

- \( U_i \): total disutility of option \( i \) in €/unit (e.g. ton, m\(^3\), container, parcel, ...)
- \( C_i \): out-of-pocket cost of option \( i \) in €/unit paid to the service provider(s)
- \( T_i \): time it takes per transported unit to perform operations related to option \( i \)
- \( VOT \): value of time in € per time unit in accordance to \( T_i \)
- \( C_{CO_{2eq}} \): cost of a ton of CO\(_2\) or CO\(_{2eq}\) emissions
- \( W_i \): total weight (ton) of CO\(_2\) or CO\(_{2eq}\) emissions per transported unit related to option \( i \)

The cost \( C_{CO_{2eq}} \) may be a fictive cost related to a company’s internal accountancy. The total number of options is expressed as \( n \). The decision maker chooses the option for which the \( U_i \) value is the smallest. For the purpose of illustration, the disutility function is kept to simplicity.

Equation (1) expresses the way on how to include the costs of CO\(_2\) emissions into the operational environments. With the rise of self-organization and the concept of the physical internet, it is important to equip distributed decision makers with information about GHG emissions related to the choice set that these decision makers are to explore in the process of taking decisions. Equation (1) is also an example on how to incorporate the true costs of GHG emissions into the operational logic of distributed decision makers, which is a cornerstone of the concept of self-organizing logistics and the physical internet. This formulation is also suitable for incorporation into transport, using for instance, multinomial logit discrete choice model formulations (e.g. Bhat, 2000).

Similarly to the operational decisions, the true costs of GHG emissions can be included at strategic level, for example when long term decisions are made on the location of facilities, such as warehouses, distribution centers, crossdocks, and other facilities. In line with the classical facility location formulations (Campbel, 1994; and Haug, 1985), this can be formulated as an integer programming problem as shown in equations (2) and (3). The choice set includes \( n \) possible locations where a facility can be placed with the goal of systemic total cost optimization. The cost function can include transport costs, facility costs and emission costs, as presented in equation (2), but other, more broad formulations are also possible.
\[
\text{min} \left( F_i + C_i^{in} + C_i^{out} + C_{CO_{2eq}} * W_i^{in} + C_{CO_{2eq}} * W_i^{out} \right) V_i * z_i, \ i = 1..n \tag{2}
\]

\text{s.t.} \sum_{i=1}^{n} V_i * z_i = V \tag{3}

Where:

- \( F_i \): cost of facility \( i \) in € per volume of freight
- \( C_i^{in} \): inbound out-of-pocket transport cost for facility \( i \) in € per volume of freight
- \( C_i^{out} \): outbound out-of-pocket transport cost for facility \( i \) in € per volume of freight
- \( C_{CO_{2eq}} \): cost of a ton of CO\(_2\) or CO\(_2\)eq emissions
- \( W_i^{in} \): inbound weight of CO\(_2\) or CO\(_2\)eq emissions per volume of freight for facility \( i \)
- \( W_i^{out} \): outbound weight of CO\(_2\) or CO\(_2\)eq emissions per volume of freight for facility \( i \)
- \( V_i \): volume of freight (annually) flowing through facility \( i \)
- \( z_i \): binary variable \( (z_i = 0,1) \) indicating whether facility \( i \) should be built
- \( V \): total volume that should be shipped through the system

This formulation ((2) and (3)) can be extended with other cost components and service requirements such as, for example, stock keeping costs and speed of service. Similarly to the disutility formulation (1), the integer program is kept to simplicity for the purpose of illustration.

In both operational (equation (1)) and strategic (equation (2) and (3)) cases, the amount of CO\(_2eq\) emitted \((W_i, W_i^{in}, W_i^{out})\) is not yet known as the transport operations will take place in the future. The ex-ante amount of CO\(_2eq\) to be emitted can be estimated in the following three ways:

1) Using assumptions about the organization of transport operations;
2) Using default data, such as industry average CO\(_2\) emissions per ton-kilometer transported;
3) Using service provider specific emission factors based on the ex-post data of the service provider in question.

Emission estimation in accordance to option 1) is the least feasible among the three options. To provide better estimations for a specific organization than the industry average assessments of GHG emissions (option 2), some knowledge and data on the organization of operations will be required. Moreover, there may be involved some computationally challenging tasks, such as determining the route and possibly solving a traveling salesman problem for each option. Such an approach is not feasible to be included into the integer program (equations (2) and (3)), nor is it reasonable to assume that distributed decision makers, as specified in equation (1), are capable of gathering the data and performing these computations. Option 2) is the easiest to apply, but has a drawback that it does not include any data on performance of specific service providers, nor can it take into account any local specifics. Option 3) allows using measured ex-post data for determining the future course of action – there is no guarantee that performance will be the same as measured in the previous period, but it is the best available approximation on a set of limited information for the future performance. Moreover, option 3) allows distinguishing between different service providers allowing to informatively choose the best performing one.

Private parties need information on GHG emissions for both operational (equation (1)) and strategic (equation (2) and (3)) decisions. Option 3) is the most suitable way to estimate the ex-ante amount of CO\(_2eq\) to be emitted. An additional advantage of option 3) is that this
option can also be used as data input towards the formulation of GHG emission norms by public parties, as discussed in the following chapter.

3. Considerations on formulation of GHG emission norms by authorities

Decarbonization of transport and logistics is facilitated by two types of forces: private parties (as discussed in Chapter 2) and public forces (as discussed in this chapter). At the policy level, the question of regulation of transport and logistics emissions has gotten a new impetus. Similarly to the regulation of vehicle emissions, there is an ongoing discussion on an introduction of emission norms for the transport and logistics sector. Additionally to the political challenges, the policymakers face the technical challenge on how to set up a norming scheme. Specifically, what has to be the basis of a norm, i.e. what to measure, in what units and how? Once these questions have been answered, the policymakers will face the challenge of getting the baseline data right. Specifically, how to get adequate information about the current state of the industry with respect to quantitative data on the chosen measure? How to segment diverse logistics sectors into homogeneous segments where a norm can be applied?

Logistics performance with respect to GHG emissions can be measured as the amount of CO$_2$eq emitted per unit of transport activity. Different indicators exist that are aimed at different types of stakeholders, however, two large classes of the indicators can be distinguished (Davydenko et al., 2019).

1. Carbon efficiency of a service provider: gCO$_2$eq per unit of freight per unit of distance, for instance gCO$_2$eq per ton-kilometre or gCO$_2$eq per m$^3$-kilometre of transport carried.
2. Carbon efficiency of a shipper: gCO$_2$eq per unit of freight, for instance gCO$_2$eq per ton or gCO$_2$eq per m$^3$ shipped.

Specifications of the unit of freight are usually limited to the weight (tonnes), volumes (cubic meters), TEU or containers, pallets and packages, although other units of freight may be used. The most common among them is the weight unit. The unit of distance is kilometer (Imperial unit is mile) and there are different ways to measure the distance, which is discussed in more detail in Chapter 4.

Based on these considerations, there can be two types of norms proposed. The first type of norm is related to the operations of service providers who work within the logistics industry. The service providers’ related norm will be expressed in gCO$_2$eq per ton-kilometre transported. The second type of norm is related to the operations of shippers – the users of transport and logistics services. The shippers’ indicator will be expressed in gCO$_2$eq per ton shipped. The shippers’ indicator combines the service provider’s carbon efficiency with the overall organization of the shipper’s supply chain. In other words, the less spatially stretched the shipper’s supply chain and the more efficient the service provider of their choosing, the better is the shipper’s indicator.

The process of setting the norms includes determining the carbon performance of market parties in the segment. A possible approach to setting up the norms is to determine the distribution of the emission values by the companies active in the segment and to set the targets such that the worst performing companies will have to improve or go out of business. Concentration on the worst performing companies has two advantages: first, it removes the worst performing operators (i.e. those that emit disproportionally more gCO$_2$eq per ton-
kilometre or per ton shipped) and second, by removing the worst performing operators from the market, the total emissions will be lowered, as well as the average level of emissions. The process of target setting can be organized in a way that, for instance, performance of worse than two standard deviations over the mean is forbidden, affecting around 5% of the company population, depending on the form of distribution. Once the new norm is set, it can be revised over a period (e.g. one year) in a similar way, thus creating the pressure on continuous improvement in the market, see figure 1 for an illustration.

Figure 1. Example of a way for norm set up
This paper is discussing the issue of logistics segmentation that is related to the fact that logistics operations are heterogenous in their nature. The different segments are not directly comparable with each other in terms of CO$_2$ emissions. For instance, the average fuel consumption per ton-kilometer of goods shipped in a van is 10 times bigger than the same indicator for the goods transported in a 40-ton truck (Greene and Lewis, 2016). Therefore, a proper segmentation of the transport market is a condition for a norming scheme and deserves a dedicated consideration.

4. Data infrastructure for GHG emission optimization and GHG emission norms

As we discussed in chapters 2 and 3, for both logistics process optimization and policy applications, a measure of GHG emissions related to transport activity is the needed input into the decision making process.

4.1. Transport activity

Transport activity is measured in terms of freight units transported over distance units. **Units of distance.** Five fundamental distance measures can be distinguished:

1) **Great Circle Distance (GCD).** The great circle distance is the shortest distance between two points on the surface of the Earth, measured along the surface of the Earth. It is also known as the “as the crow flies” distance: this distance does not consider any infrastructure, so two points are connected directly, as if there is a straight road between them. The GCD is the most suitable measure for distance for the purpose of carbon footprinting as it looks at the net transport work independent of the chosen modality, infrastructure density and routing of the goods flow. It is the only measure that leads to a correct calculation of the impact of changes in routing or modalities on the carbon footprint. It is also the “easiest” distance measure from an administration and data requirements point of view, as there is no need to keep track of the routes that the vehicles travelled (Davydenko et al, 2019);

2) **Actually Driven Distance (ADD).** The actually driven distance is the distance travelled by the vehicle. This distance can be measured by the vehicle’s odometer. The ADD is the most intuitively understandable distance: for this reason it has deep usage roots. For instance, transport statistics is expressed in ton-kilometres actually driven and the companies are used to reporting to the statistics bureaus in this manner. Also, some transport companies charge their clients based on travelled distances (Davydenko et al). The ADD has a number of drawbacks with respect to establishing GHG emission performance indicators. First, the ADD does not reflect on efficiency of the routes, as for instance, unnecessary kilometres are not penalised. The ADD can even encourage more kilometres to be driven in case emissions made while making those kilometres are less than the average emissions. Second, for the logistics optimization purposes, as discussed in Chapter 2, the ADD is not known ex-ante, estimation of this distance requires assumptions and optimization, which are not possible or desirable in the distributed decision environment, nor it is suitable for the integer programming. Third, the ADD has to be logged and stored by the carrier; this distance measure is not generally available to any other party than the carrier. Despite the fact that the ADD is often
used in carbon reporting and accountancy, the abovementioned drawbacks make the ADD distance unit an inferior unit compared to the GCD.

3) **Planned Distance (PD).** The planned distance is the distance that a shipment is expected to follow in a vehicle as the route of the vehicle is determined by the planning software. The PD as a distance unit measure for the GHG emission measure indicator is equivalent to the ADD and, thus despite wide use in carbon reporting and accountancy, it is inferior compared to the GCD unit measure.

4) **Shortest Feasible Distance (SFD).** The shortest feasible distance is the shortest distance between two places on a mode-specific network. The SFD can be computed by any party having access to the network specifications and software capable of computing shortest path. The SFD is a physical distance over infrastructure, thus more similar to the GCD distance measure. Compared to the GCD, it has three drawbacks: 1) it is mode-dependent, 2) it needs special software to be computed and 3) it changes when the network is adjusted. This makes the use of SFD slightly less attractive than the GCD.

5) **Fastest Distance (FD).** The fastest distance is the distance of the route that allows travelling from the departure point to the arrival point at a minimum time. The FD is essentially equal to the SFD, with the only difference that instead of distance, travel time is minimized while determining the FD. The GCD is more preferable unit than the FD due to the same drawbacks as those of the SFD.

**Units of freight.** Units of freight can be characterized by their physical properties, such as weight and volume, as well as specific industrial conventional load units.

1) **Weight (tons).** Weight is the most common unit of freight. Weight is relatively easy to obtain by weighing the goods; if it is not practical to weigh the goods, then the total weight is the sum of weights of individual items.

2) **Volume (m³).** The volume of goods is also a common measure of freight, especially in case of volume-limited operations, or freight with a high volume to weight ration. Volume is not as often measured as weight, however, for some operations like parcel deliveries, volume is more common than weight.

3) **Load units.** The most used load unit is container, measured in 20-foot container equivalents (TEU) for shipping, and in LD-3 and other containers in aircraft operations. Other load units, such as pallets and individual SKU’s or parcels can also be used. The load unit measures are common for arrangement of pallet and shipping container transport.

As we considered different measures to determine transport activity, the measure based on the Great Circle Distance and weight transported can be considered the most useful for logistics optimization and a setup of logistics emission norms. In case other than weight units of freight are universally used across the segment, it can be acceptable to use m³ * distance GCD as the common transport activity measure for that specific segment.

4.2. GHG emission measures
Green House Gas emissions are measured as the weight of CO$_2$-equivalent emissions made while carrying out certain transport activity. The measured GHG emissions should include all vehicle operations, including empty runs, repositioning and other non-revenue use that is essential for conduction of primary business activities.

In practice, the GHG emission weight is determined by multiplication of volume of fuel burned (or the amount of electricity used) by an emission factor, which specifies the weight of CO$_2$-equivalents released into the atmosphere by burning one liter or one kilogram of fuel, or by using one kilowatt hour of electricity. A practical way to determine the weight of GHG emissions is to get fuel purchasing data (or charging data if applicable) over a period and to multiply the amount of fuel or electricity used in that period by a relevant emission factor. As in many cases tanking does not happen every day, relatively large rounding error may occur if aggregated over a short period, in many cases it is reasonable to aggregate fuel and electricity use for periods of at least one month. Fuel and electricity use aggregation of one year has an advantage of smoothing out seasonal patterns of energy use and seasonal patterns of transport service demand.

For determination of logistics emission performance indicators, as discussed in Chapter 2 and 3, the emission data has to be normalized per unit of transport work. It is important to ensure that there is a unique and unambiguous match between transport activity carried out and fuel (or electricity) use. In other words, it must be ensured that the vehicles are used only for services falling within the scope of transport activities, and that transport activities are carried out only within the scope of measured fuel or electricity use.

5. Proposal for data collection process and data processing design

The logistics emission calculation tools (e.g. BigMile, EcoTransIT World, EPA’s SmartWay, TK’Blue and others) together with the public data collection institutes, such as the Dutch Statistics Bureau CBS, can provide the necessary physical and institutional infrastructure for emission data collection, processing and analysis. At the micro level, where decisions are made on the optimization of operations, and the macro (policy) level, where the emission norms are to be set, the emissions are computed and normalized to the indicators discussed earlier in the paper. The following can be considered as the main data collection requirements.

1. **For micro level decisions**, such as those discussed in Chapter 2, the data collection arrangement should provide an easy to use computation of GHG emissions related to certain logistics choices based on primary data of service providers. This can be realized by 3rd party platforms that collect micro data from the businesses and which, authorized by the data owners, can share emission data with intended recipients or the public.

2. **For macro (policy) level decisions on emission norms**, such as those discussed in Chapter 3, the data collection process should provide sufficiently aggregated data on the GHG performance of businesses. This can be done through comprehensive survey(s) of transport and logistics.

The basis GHG emission KPI in the transport networks of carriers is gCO$_2$eq per ton-kilometer GCD transported, and for the shippers the basis KPI is gCO$_2$eq per ton of goods shipped, which can be determined in accordance to the discussion in Chapter 4. The carriers
are in principle capable to compute this indicator by themselves and subsequently publish it in a form as, for instance, proposed by the GLEC declaration. In some cases, the carriers are not possessing all the data necessary to compute this KPI (see more details on the absence of cargo weight data by the carriers in LEARN D4.4 (Davydenko et al., 2018) – the analysis of around 30 carbon footprint implementations at industrial companies). In this case tools that help collect data (e.g. electronic bill of lading, aggregation of different data sources, intercompany links) may solve the problem.

Another challenging issue that needs to be overcome is the sensitivity of GHG emission data. From the emission data the amount of fuel used can be determined, and thus fuel costs, which is one of the most important expenses of the service providers. Some of them may not be willing to share this information broadly. Therefore, for the purpose of policy-related data collection, the Statistics Bureaus (e.g. CBS) can be asked to collect emission performance data, in addition to the data they collect on, for example, goods flows. This may use the existing organizational and survey infrastructure with strict data privacy norms.

For the operational and strategic decisions by the users of transport services, the logistics emission calculation tools can be extended towards data services (e.g. SmartWay can be considered one of those, although it does not compute the specific indicators discussed in this paper) that allow communication of emission performance data between market parties. In this way the data owners can restrict and specify the list of other parties who may be provided limited access to their data. For instance, for a specified origin and destination, the service may return a number of options (e.g. modalities and carriers) with the emission data related to each of the choices.

6. Conclusions and outline for further research

This paper has provided a discussion on how to include GHG emissions in logistics decisions and optimization of logistics operations. The optimization of logistics processes can be done locally and operationally, possibly by the distributed decision makers, such as it is foreseen in the concept of physical internet. The optimization can be done in a classical way, globally or centrally, where integer programing can be used for determining an optimum supply and transport chain designs. The added value of this discussion is that, in addition to the usual optimization goal of cost reduction and maximization of the service level, the resulting GHG emissions are taken explicitly into account and directly impact the outcome of operational and strategic decisions. Depending on the costs of a ton of CO₂ emission constant used, the formulations provided in the paper may shift decisions from the cheapest solutions within service constraints to the least polluting ones within the same constraints.

Similarly to the emission norms for vehicles, there is an ongoing discussion on regulating logistics emissions through formulation of emission norms for logistics operations. This paper provides a discussion on how to set up logistics GHG emission norm regulations using carbon footprinting methods developed for the micro level, i.e. bringing carbon footprinting to the macro level, at which policy makers work.

To realize both logistics optimization and to set up norms for GHG emissions in logistics operations, the emission data need to be collected. The paper provides a discussion on what data need to be collected and how it should be processed to realize the stated goals. Established commercial platforms can be used as the gateways for data collection and processing for the logistics optimization purposes, as well as national and international
statistics bureaus for the independent data collection and processing related to the policy making process.
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Abstract

“Global freight demand will triple between 2015 and 2050, based on the current demand pathway”, as predicted in the Transport Outlook 2019 (Forum and International Transport Forum, 2019, p. 36). Based on the current traffic situation in the existing transport infrastructure, an increase in traffic on this scale is hardly conceivable. Hence, a revolutionary change in transport efficiency is urgently needed. One approach to tackle this change is to transfer the successful model of the Digital Internet for data exchange to the physical transport of goods: The so-called Physical Internet (PI, or \(\pi\)). The potential of the Physical Internet lies in dynamic routing, which increases the utilization of transport modalities, like trucks and vans, and makes transport more efficient. The main physical entities in the Physical Internet include \(\pi\)-nodes, \(\pi\)-containers and \(\pi\)-transporters. Previous concept transfers have identified and determined the \(\pi\)-nodes as routing entities. Here, the problem is that the \(\pi\)-nodes have no information about real-time data on transport vacancies. This leads to a great challenge for the \(\pi\)-nodes with regard to routing, in particular in determining the next best appropriate node for onward transport of the freight package. In the near future, it can be assumed that series production vehicles or vehicle connected devices (Tran, Tran and Nguyen, 2014) will have real-time information about their load utilization. In current pre-series \(\pi\)-transporters the workload and thus the available space is detected either via RFID/NFC\textsuperscript{1} technology (De Wilde, 2004), Bluetooth (Meller, Ward and Gesing, 2020), motion sensors (Knuepfer, 2007) or camera systems (Calver, Cobello and McKenney, 2008). This paper evolved the state of research concept as an artifact that considers the \(\pi\)-nodes as routers in a way that it distributes and replicates real-time data to the \(\pi\)-nodes in order to enable more effective routing decisions. This real-time data is provided by vehicles, or so-called \(\pi\)-transporters, on the road. Therefore, a second artifact will be designed in which

\footnote{RFID/NFC: Radio-Frequency IDentification / Near-Field Communication}
\(\pi\)-transporters take over the routing role. In order to be able to take a holistic perspective on the routing topic, the goods that are actually to be moved, the so-called \(\pi\)-containers, are also designed as routing entities in a third artifact. These three artifacts are then compared and evaluated for the consideration of real-time traffic data. This paper proposes \(\pi\)-transporters as routing entities whose software representatives negotiate freight handover points in a cloud-based marketplace. The implementation of such a marketplace also allows the integration of software representatives for stationary \(\pi\)-nodes, which contribute their location and capacity utilization levels to the marketplace. The result makes a valuable contribution to the implementation of the routing component as a part of the Physical Internet framework.

1. Introduction

The demand for transport will continue to rise strongly in the coming decades. “Global freight demand will triple between 2015 and 2050, based on the current demand pathway”, as predicted in the Transport Outlook 2019 (Forum and International Transport Forum, 2019, p. 36). The majority of goods in Germany are transported by trucks. This corresponds to about 72 percent of freight traffic in tonne-kilometres in 2018 (Güterverkehr 2018, 2019), of which 37 percent are empty runs (Verkehr deutscher Lastkraftfahrzeuge, 2018). Based on the current traffic situation in the existing transport infrastructure, an increase in traffic in the predicted scale is hardly conceivable. Hence, a revolutionary change in transport efficiency is urgently needed. One approach to tackle this change is to transfer the successful model of the Internet (in the following Digital Internet, DI) for data exchange to the physical transport of goods: The so-called Physical Internet (PI, or \(\pi\)). The idea of the Physical Internet is “a vision of how physical objects might be moved via a set of processes, procedures, systems and mechanisms from an origin point to a desired destination in a manner analogous to how the Internet moves packets of information from a host computer to another host computer” (Franklin, 2016).

With the PI, methods of a very established information network, the DI, are transferred to physical goods transport. This requires radical changes in current processes, which have an impact on the software and hardware of the involved network elements. As a basis for the following work, PI-specific terms need to be defined.

Definitions

The key physical elements, or also entities, in the Physical Internet include \(\pi\)-nodes, \(\pi\)-containers and \(\pi\)-transporters, as introduced by its inventor (Montreuil, 2012). In this paper, the subgroup \(\pi\)-transporter is considered as representative for \(\pi\)-transporter. To use the terms as clearly as possible, these entities are defined below.

Definition 1-1: \(\pi\)-node ⚡

A \(\pi\)-node represents a connection point in a network. A \(\pi\)-node is characterized by at least two connections to other network elements, such as other \(\pi\)-nodes. In general, a \(\pi\)-node has the ability to detect, process and forward transmissions for other network nodes.

Definition 1-2: \(\pi\)-container ⚡

A \(\pi\)-container encloses freight in such a way that it is made transportable according to its requirements. A \(\pi\)-container also has information about the type of goods, and their source and destination of transport.
Definition 1-3: \( \pi \)-transporter

A \( \pi \)-transporter is a moving vessel which enables one or more \( \pi \)-containers to be transported. In most cases these are road-bound vehicles such as cars, vans or trucks. Together with \( \pi \)-conveyors and \( \pi \)-handlers, \( \pi \)-transporters belong to the group of \( \pi \)-movers.

**Where the Problem lies: The challenge of \( \pi \)-nodes as routers**

Why is it relevant to re-think the routing nucleus of the PI? In the Digital Internet, billions of network nodes around the world are interconnected. Messages, consisting of data packets, are not transported along a predetermined route, but only to the nearest node, which then decides to which node it will forward the data packet next (Kaup and Neumayer, 2003). Hence, the nodes in the Digital Internet take over the routing function. Each network node has a forwarding table, which gives it the competence to identify the next best node for forwarding as shown in figure 1. These tables contain the next possible forwarding hubs and the number of steps to the destination, so-called hops.

![Figure 1: Routing within the Digital Internet via forwarding tables (own visualization)](image)

The one-to-one transfer leads to the fact that nodes in the Digital Internet will correspond to \( \pi \)-nodes in the Physical Internet. These \( \pi \)-nodes, or so-called transshipment hubs, have two tasks in this concept: the physical handling of goods and the intelligence to identify the next suitable hub for further transport of the goods. A major weakness of this concept regarding the routing intelligence of the \( \pi \)-nodes is that they do not have any real-time traffic data. According to the current status of the concept, information such as the distance to the next transshipment hub and its accessibility will be used to identify the next step of the transport chain. These criteria are only of limited suitability for successful routing. To improve the routing competence of the hubs, real time traffic bandwidth must be considered. It can be assumed that vehicles or vehicle connected devices will have real-time information about their load utilization in the near future (Tran, Tran and Nguyen, 2014). This leads to the central Research Question (RQ) of this paper:

*Where and how can the routing decision for road-based vehicles be made if real-time data about transport vacancies might be taken into account over the whole PI transport system?* that is solved with the following Sub-Questions (SQ):
- SQ$_1$: How can the concept of $\pi$-nodes as the routing elements be extended in order to use real-time data about transport vacancies?

- SQ$_2$: Are there alternatives to $\pi$-nodes as routers in order to fulfill the requirement of real-time traffic data usage for routing?

- SQ$_3$: How valuable are these concepts in respect to their routing ability?

The structure of this paper follows the proven process of a design science approach (Wieringa, 2014). Related work and previous research are presented in Section 2. Then, Design Science Research is conducted, consisting of two elementary process steps: ‘Build’ and ‘Evaluate’. Within the Build process, activities are performed that produce design artifacts that are able to use live traffic data as input for the routing within the PI, as described in Section 3. The subsequent ‘Evaluate’ process in Section 4 evaluates the design artifacts through pre-defined success criteria and provides feedback on it (Österle et al., 2011). Then, Section 5 gives a summary of the results in the form of a concluding statement and provides an outlook on recommended further research on this topic.

2. Related Research

Research related to the Physical Internet dates back to the year 2009, starting with the idea of Montreuil to transform the Digital Internet to a Physical Internet (Montreuil, 2012). Together with Ballot and Meller he wrote a textbook that describes a lot of facets of this transformation (Ballot, Montreuil and Meller, 2014). During the past years and mainly communicated through the proceedings of the International Physical Internet Conference (IPIC) many papers have been published on the idea. They also contain routing mechanisms within the PI. Furthermore, working papers from a European research group, ALICE$^2$, became available. Based on a systematic literature research regarding the PI, issues related to ‘routing mechanisms’ and any kind of ‘intelligent $\pi$-elements’, the overview in Table 1 was created.

<table>
<thead>
<tr>
<th>Table 1: Results of Systematic Literature Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textbooks</td>
</tr>
<tr>
<td>IPIC Conference Papers</td>
</tr>
<tr>
<td>Science Direct</td>
</tr>
<tr>
<td>SpringerLink</td>
</tr>
<tr>
<td>Elsevier</td>
</tr>
<tr>
<td>Emerald Insight</td>
</tr>
<tr>
<td>Cornell University</td>
</tr>
<tr>
<td>Working papers ALICE</td>
</tr>
<tr>
<td>Patents</td>
</tr>
<tr>
<td>Other publications</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

$^2$Alliance for Logistics Innovation through Collaboration in Europe
All these sources describe the routing function as an abstract layer or assume that the hubs, or so-called π-nodes, in the PI will take over this function (Ballot, Gobet and Montreuil, 2012). ‘Along the whole transportation process through the logistics network, the loading unit is connected and interacts with the different logistics nodes’ (Liesa et al., 2020, p. 37). To date, there is little thought about which criteria are suitable to determine the next best π-node. Previous research suggests that criteria such as 'distance to the next transshipment point', 'reachability of the next transshipment point' and the 'probability of further transport' can be used (Montreuil, 2012), but the point of efficient routing needs further research (Sternberg and Norman, 2017). As an alternative, flow control logic and network management applications could be implemented by a cloud solution (Ballot, Montreuil and Meller, 2014). As recommended in (Becker, 2012), patents were also included in the literature search. One patent (Kaup, 2017b) describes a holistic cloud solution that holds information about all traffic bandwidth and related vacant cargo space and thus gives the freight container and its vehicle a signal when a modality change is considered suitable. Although this takes place locally at π-nodes, it is controlled by freight container representatives within a traffic cloud. Bandwidth information might be collected from π-transporters on the road (Kaup and Demircioglu, 2017). Due to this alternative, scientific databases were searched for the term ‘cloud logistics’ and the results were included in the ‘Build’ and ‘Evaluation’ phase (Ehrenberg and Ludwig, 2014) (Glöckner, Ludwig and Franczyk, 2017) (Ludwig, 2014). This paper extends the current solution ‘π-nodes as routers’ and adds other perspectives to the question of where to position routing intelligence. It proposes to use the π-transporters as routers in combination with a cloud-based virtual marketplace.

3. Design of Entities for Routing

Design science research is about artifacts in a context (Wieringa, 2014). In the following subsections, each of the elementary entities were put as design artifacts in the context of the routing role. Based on the insights gained in the analysis of existing research, the existing concept of ‘π-nodes as routers’ will be extended by the integration of real traffic data into the routing decision process. Two further artifacts were as alternatives to the extension of the existing approach. The ‘Build’ process of the designed artifacts was gained through a joint workshop at 'Mercedes-Benz Innovation Studio' with engineers and researchers in the automotive sector, the field of communication networks and in the world of logistics and telematics.

3.1 Extension of the concept π-nodes as routers

The entity π-nodes in the role as routers corresponds most likely to a one-to-one transfer from the routing mechanism of the Digital Internet to the world of physical objects. On the Digital Internet, a distinction is made between static and dynamic routing (Badach and Hoffmann, 2019). In the original context, static routing specifies a defined route definition for data exchange across different nodes. In the physical world, this can be compared with intermodal contract logistics that follow determined ways. This type of routing therefore already seems to be well implemented in the world of physical objects. The other type of routing on the DI is the dynamic routing. Dynamic routing means that the network nodes are responsible for finding the best route for individual data packages. This is done on the basis of criteria such as cost or transmission time. In order to do this, the network nodes must have knowledge of the cost or transmission time of the respective partial routes among themselves. This routing knowledge information is replicated to the network nodes via the so-called Border Gateway
Protocol (BGP) (Badach and Hoffmann, 2019) as described in the introduction. The \(\pi\)-nodes of the Physical Internet correspond to the network nodes in the Digital Internet. In this model, transshipment points, such as rest stops and forwarding agents' yards, decide how the journey might continue for a \(\pi\)-container. The \(\pi\)-transporters (vehicles) would follow instructions set by the \(\pi\)-nodes, transmitted to them e.g. via a fleet management system (Liesa et al., 2020). For this, the \(\pi\)-nodes first need information about which possible routes are available or which possible \(\pi\)-transporters still have free capacity on these routes. This information is collected from the \(\pi\)-transporters.

![Diagram](image)

*Figure 2: System of \(\pi\)-nodes empowered through traffic relevant data*

They would either have to transmit this data to all surrounding \(\pi\)-nodes or send it to a common traffic cloud, which replicates the information to the \(\pi\)-nodes in analogy to the BGP. The routing decision is then finally made by the \(\pi\)-nodes. The \(\pi\)-nodes can be seen as Routing Delegates (RD) of the traffic cloud (Gamma, 1995). Figure 2 visualizes an example of a cloud-supported system with '\(\pi\)-node delegates' as routers.

### 3.2 Alternative Entity \(\pi\)-transporters as routers

With \(\pi\)-transporters as routers, the vehicles on the road are in the role of decentralized real-time decision making. They have knowledge about their planned routes and ideally about their load conditions. Tracking of the load status of a vehicle can be realized via a small onboard network, e.g. RFID/NFC (De Wilde, 2004), Bluetooth (Meller, Ward and Gesing, 2020), motion sensors (Knuepfer, 2007) or camera systems (Calver, Cobello and McKenney, 2008). This is visualized in Figure 3 by displaying a small network symbol with three arcs in
the vehicles. Also, transporters are marked as Routing-Hubs ($R_H$) in this Figure. Through connecting to each other via car-to-x communication, or so-called mesh networks (Jiang et al., 2020), π-transporters are able to exchange relevant information with each other in order to negotiate freight exchange points among themselves. Such a vehicle network can be seen as a kind of ‘trading venue’ where next appropriate routes and necessary modality switches can be negotiated. This network might be implemented in a distributed way among the vehicles within the vehicles mesh network, e.g. using Distributed Ledger Technologies (DLT), such as blockchain (Mollah et al., 2020).

This network would also be able to heal freight transport routes in case one or more of the vehicles would fail or are delayed in a traffic jam. Information on the location of hubs is not prone to change as frequently as that of traffic, so that it can be integrated into existing map material with acceptable effort. Through this technology, dynamic transfer points outside the range of regular hubs might also be negotiated among the vehicles within the mesh network.

![Figure 3: Example of a mesh network of π-transporters in the role of routing hubs](image)

Hence, these transfer points do not necessarily have to correspond to static transshipment yards, but also to mobile hubs or dynamic rendezvous points. This makes the system highly flexible and efficient. In a final expansion stage, freight could already be exchanged during the ride, similar to some approaches under study for passenger transport. This routing artifact is easily scalable, so that more and more π-transporters might be enabled as mobile hubs. These vehicles trade among themselves for more or less capacity and thus earn additional money during operation. It can be said that this will enable tasks to be taken over by the π-transporters that were previously performed by freight exchange companies.

3.3 Alternative Entity π-containers as routers

To have π-containers as the routing entity would mean that the containers itself could make routing decisions. However, for this they need information about traffic conditions and
unused capacities within \( \pi \)-transporters. Even if they could negotiate directly with vehicles, quasi like a hitchhiker, the onward journey would not be secured. For this reason, every \( \pi \)-container has a software agent that represents himself in a common traffic cloud, like a digital twin (Hofmann and Branding, 2019). Hence, the traffic cloud, also called the Routing Brain \((R_B)\), orchestrates the utilization of the \( \pi \)-containers in a holistic way (Kaup, 2017b), as visualized in Figure 4.

A bidirectional exchange between \( \pi \)-containers and the traffic cloud is necessary in order to inform the traffic cloud about slow-moving traffic or possible accidents, which requires a network with high bandwidth and ultra-low latency (5G). Possible lacks or dysfunctionality of traffic could be identified on feedback from \( \pi \)-containers to the traffic cloud concerning their current location information. This approach corresponds to the mobility behavior of people who book common modes of transport or mobility via an app (e.g. to reserve a seat on a train or a taxi on call). By using a platform, e.g. Moovel\(^1\), transport requirements are entered and then suitable intermodal routes are calculated by the cloud platform depending on time and cost. In a similar logic, mobile \( \pi \)-containers could be routed and operated via apps (Tran-Dang and Kim, 2018). Since containers themselves cannot enter data into an app, they need a software agent as a representative in the cloud \((R_A, \text{ see also Figure 4})\) (Zhou and Lou, 2012). Such a container representative communicates with the \( \pi \)-container and steers it through the traffic network.

\(^1\) Moovel Group GmbH (new name: REACH NOW), Software Company, Stuttgart, Germany
using the cloud information as the Routing Brain. For this purpose, each \(\pi\)-container must be equipped with a transmitting and receiving unit. Clear standards are required to integrate as many \(\pi\)-containers as possible in this system. The high-quality and expensive \(\pi\)-containers must also be reused. If possible, no empty \(\pi\)-container should go back anywhere. In the case of mixed operation, i.e. if existing dedicated traffic should also be used, the cloud must also have information on vehicle utilization levels, similar to \(\pi\)-nodes as routers.

In summary it can be said that all artifacts make routing decisions based on real-time data about transport vacancies. This kind of data is collected and made available by \(\pi\)-transporters in all solutions. The differences of the artifacts lie in which \(\pi\)-element the routing decision is made and whether this is done peer-to-peer or by software-representatives in a cloud solution.

4. Routing Entity Evaluation

In this Section, the ‘Evaluate’ process takes part, that means the designed three artifacts have been assessed in their routing context. First, evaluation criteria were determined. The criteria make it possible to assess the robustness and rigor of the designed artifacts as well as the efficiency gain and accessibility to other providers. Then, the artifacts were validated against these criteria by an empirical study.

4.1 Criteria and Methodology for Evaluation

The objective of evaluation methodology is to make sure that satisfactory progress is being made towards fulfilling deliverables and reaching relevant contributions to the PI. In literature, evaluation ‘serves the purpose of deciding whether or not to acquire or develop a technology, or the purpose of deciding which of several competing technologies should be acquired or adopted (Venable, Pries-Heje and Baskerville, 2016, pp. 77–89)’. The method in process used in this paper is the qualitative analysis of expert interviews. In order to be able to compare the artifacts with one another as well as possible, the authors chose the deductive category application (Mayring, 2014). In order to perform this and to ensure the rigor of the research, accepted criteria are needed to assess how well the constructed artifacts fit into the routing context (Österle et al., 2011). But how to find accepted criteria? The reason for doing research on the PI is the respected outcome of a higher degree of ‘Efficiency’ which qualifies this criterion for the catalogue In addition, the research group ALICE worked out ‘ Seamlessness’ and ‘ Scalability’ as important requirements for logistics networks (Liesa et al., 2020). A seamless transition from one mode of transport to another is necessary for freight that requires special handling, e.g. refrigerated food or medicine. Scalability indicates how easy the transport network can be extended, e.g. by new routing elements. Discussions with experts from freight forwarding companies lead to the finding that scalability is not sufficient. They require interoperability of different players cross-brand. As an example, the technology company Apple makes it easy for users to add new Apple components within its own product environment, but as hard as possible to add components from competitors. To enable a great possible effect of the PI, we need the interoperability of different players and companies. For this, the criteria ‘Openness’ was added. Discussions with customers led to the finding that the newly designed system must be at least as good as current-world logistics. To ensure this, the criteria ‘Costs’, ‘Time’ and ‘Reliability’ were added, as shown in Table 2.
Table 2: Criteria for Routing Entity Evaluation

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalability</td>
<td>Scalability indicates how easy the transport network can be extended, e.g. by new routing elements.</td>
</tr>
<tr>
<td>Openness</td>
<td>Ensures cross-brand accessibility of π-elements and the interoperability of different players, such as large shipping companies, smaller vehicle fleets, solo entrepreneurs.</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Indicates how efficiently transport and routing take place. This is done by estimating the average capacity utilization rate of the modes of transport.</td>
</tr>
<tr>
<td>Costs</td>
<td>The cost of implementing a functional self-routing system consisting of the necessary adaptations to the relevant π-elements, such as π-nodes, π-transporters or the cost of developing a necessary cloud platform.</td>
</tr>
<tr>
<td>Time</td>
<td>Estimated qualitative transport time of representative end-to-end connections of a standardised container within the network.</td>
</tr>
<tr>
<td>Reliability</td>
<td>Reliability of the onward transport of goods from one hub to the next hub.</td>
</tr>
<tr>
<td>Seamlessness</td>
<td>The retail customer is not affected by freight changes in modes and routes due to the comprehensive and fully interconnected network. In addition, cold chains can also be ensured by reducing the probability of goods being detained during cargo handling.</td>
</tr>
</tbody>
</table>

In order to achieve the greatest possible gain in knowledge, a qualitative empirical approach with experts was chosen. For this, the designs of the three artifacts were discussed with experts, who imagine how such an artifact will interact with the problem context of routing freight within a Physical Internet. Then, they predicted what effects regarding the determined criteria they think this would have.

4.2 Results of Evaluation

Evaluation by expert opinion only works if the experts understand the artifacts, imagine realistic problem contexts, and make reliable predictions about the artifacts in context. Hence, it was not a trivial task to find the right experts to evaluate the designed artifacts. The requirements for the interview partners were that they had to have both expert knowledge in functioning of the DI as well as in transport logistics. The central statements of these experts (N=9) are shown in a distilled form in Table 3. The interviewed experts were divided into the categories ‘professors or chairs of renowned universities’\(^\text{U}\), ‘founder of highly innovative startups or CEO’s of consulting companies’\(^\text{C}\) and ‘research leaders within the automotive industry’\(^\text{A}\). The superscripts (U, C, A) on the central statements in the evaluation matrix indicate the category to which the expert who made this statement belongs.
### Table 3: Evaluation Matrix of Routing Entity Artifacts

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Routing Entity #1: (\pi)-nodes</th>
<th>Routing Entity #2: (\pi)-transporters</th>
<th>Routing Entity #3: (\pi)-containers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalability</td>
<td>+ As soon as a traffic cloud is implemented, more and more (\pi)-nodes can be added(^U) - (\pi)-nodes still must be provided with relevant traffic information(^U)</td>
<td>+ Most vehicles already have communication technology on board(^A) - Limited suitability for the long haul because of limited communication range to other vehicles(^C)</td>
<td>+ Once an infrastructure is agreed, (\pi)-containers can be added easily(^U) - A global communication standard is needed for all containers(^C) - 5G is required(^U)</td>
</tr>
<tr>
<td>Openness</td>
<td>+ Other modalities are convenient to include, because stationary hubs are often located at railway stations or ports(^C) - Most of (\pi)-nodes are privately owned, agreements of use are difficult to conclude(^A)</td>
<td>+ New routing elements in form of (\pi)-transporters can be easily integrated(^A) - Building Ad-hoc networks with other modalities, like trains or ships is seen as a challenge(^C)</td>
<td>+ Good, under the condition that the cloud-platform is open and barrier-free for all kinds of (\pi)-container representatives(^U) - In a mixed operation with existing traffic, an additional connection from (\pi)-transporters to the cloud is required(^A)</td>
</tr>
<tr>
<td>Efficiency</td>
<td>- Only static (\pi)-nodes can be used(^U)</td>
<td>+ Dynamic (\pi)-nodes possible (rendezvous points)(^A)</td>
<td>+ Dynamic (\pi)-nodes possible (rendezvous points)(^A)</td>
</tr>
<tr>
<td>Costs</td>
<td>- Collecting traffic information and replicating them to (\pi)-nodes is complex(^U)</td>
<td>+ Many (\pi)-transporters already have telecommunication systems, it is “just” a software topic(^A)</td>
<td>- Expensive, as each (\pi)-container would have to be equipped with a long-range telematic unit(^C)</td>
</tr>
<tr>
<td>Time</td>
<td>o Can only be evaluated after implementation or simulation(^U,C,A)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliability</td>
<td>+ The responsibility clearly lies with the (\pi)-nodes. Hence, reliability is seen as high.(^C)</td>
<td>o Reliability depending on defined communication and negotiation standards(^A)</td>
<td>o Reliability depending on Software Agents in the Cloud and the integration of existing traffic(^A)</td>
</tr>
<tr>
<td>Seamlessness</td>
<td>- The (\pi)-nodes must get information about the transport network from somewhere(^U)</td>
<td>+ Good, if manufacturer-independent standard exists and DLT platform works(^A)</td>
<td>+ Very good, if non-proprietary container-standard exists(^C)</td>
</tr>
</tbody>
</table>

The findings of the designed artifacts indicate that each of the solutions has advantages and disadvantages. The most technically mature solution is not always the one that can be quickly
and safely established on the market. In the following subsections the obstacles and opportunities of the routing artifacts are discussed.

**Opportunities and obstacles of ‘π-nodes as routers’**

All the interviewed experts agree that it is necessary to include current information on traffic volume and vehicle utilization in the routing process. The artifact ‘π-nodes as routers’, as extended in Section 3.1, rises and falls with the ability to replicate traffic and vehicle related information on the π-nodes. Also, this entity design is limited to stationary hubs as routing elements. This may seem simple at a first glance, but it should be noted that most of the π-nodes are privately owned and operated, because almost all logistic hubs are dedicated to a freight forwarding company, e.g. DHL. It must be ensured that these possible π-nodes can also be used without manufacturer discrimination, perhaps even with political support. With π-transports or π-containers as routers, dynamic transfer points are theoretically possible. But, how does the goods turnover look like there? Since there are no stationary handling robots on site of π-nodes, the physical handling of goods either has to be carried out by humans or the π-containers have to be mobilized in some way, for example through mobile delivery robots (Canoso, Binney and Rockey, 2017).

**Opportunities and obstacles of ‘π-transports as routers’**

Six of the nine experts surveyed, particularly those from the automotive industry, are convinced that the concept of smart vehicles, as introduced in Section 3.2, would ease the issue of protocol development and complexity quite considerably. In the artifact ‘π-transports as routers’, π-transports (vehicles) negotiate the next best mode of transport for containing freight among themselves, just as autonomous vehicles will have to negotiate the right of way with each other in the future. It has the charm that (almost) every vehicle (as the most common implementation of π-transports) has a connection to the Internet and therefore to another vehicle. If the vehicle itself should not have this kind of connection, there is often a driver sitting in it, who has a connection to the Internet via personal devices. Hence, π-transports could be connected to each other easily, e.g. via an app as described in (Tran, Tran and Nguyen, 2014). In order to negotiate the onward transport of goods between vehicles, they must have information about the π-containers and their destinations. If the π-transports are intelligent, then an entirely different concept for control can be utilized that really simplifies the replication problem, resulting from the concept of π-nodes as routers. They still need to understand the state of the network, but rerouting and load management could be organized by the vehicles themselves, e.g. by using a blockchain-backed broker platform (Meyer, Kuhn and Hartmann, 2019). Tracking and tracing of π-containers within the vehicles can be realized through technologies like RFID (De Wilde, 2004) or motion sensors (Knuepf, 2007). Hence, the π-transports act as a ‘kind of mobile hub’ with acceptable efforts and costs. By using exchangeable body capsules, the π-transports entity concept would also be transferable to passenger transportation and mobility solutions (Froböse, 2012).

**Opportunities and obstacles of ‘π-containers as routers’**

The concept of ‘π-containers as routers’ would be as if packets on the Internet were made intelligent by their cloud representatives and could, therefore, dynamically manage their movements through the network. In the eyes of many experts, this concept requires a complex sending and receiving unit at the side of the π-containers, which must be able to connect to their cloud representatives. Likewise, the network development for 5G must be sufficiently progressed. This requires much effort and leads to high costs. In a mixed
operation, the cloud must first be supplied with holistic traffic data, as described in Section 3.1. The routing algorithm must also ensure that the system does not return these expensive \( \pi \)-containers empty again. As an alternative approach, \( \pi \)-containers could also become an integral part of mesh-networks, like mentioned in (Ballot, Montreuil and Meller, 2014) as follows: ‘A container that becomes an integral part of the Internet of Things, along with its handling and storage equipment and transportation, then allows these to be coordinated through machine-to-machine communication.’ But, it will take a long time to develop a smart container network architecture across different manufacturers of \( \pi \)-containers (Marino et al., 2019) or to connect \( \pi \)-containers directly to \( \pi \)-transporters or \( \pi \)-hubs with ultra-low latency via 5G (Pagano et al., 2019).

According to the highest number of advantages and the lowest number of disadvantages, the artifact ‘\( \pi \)-transporters as routers’ is considered the most appropriate solution. Hence, this paper proposes to use \( \pi \)-transporters, in particular vehicles on the road, as routers. Either the vehicles communicate with each other via ad-hoc mesh networks or software representatives perform this task for them in a kind of logistics cloud (Glöckner, Ludwig and Franczyk, 2017). This depends on how much computing power is available in the vehicles and whether they can communicate with each other across manufacturers. Artifact ‘\( \pi \)-transporters as routers’ and artifact ‘\( \pi \)-containers as routers’ could be combined to overcome the weakness of the low range of the vehicle mesh network. Five of the experts consider it useful to have all traffic relevant data in one place. Hence, a cloud solution is preferred, which serves as a virtual marketplace for freight exchange between \( \pi \)-transporters. Most of the transshipment operations will continue to take place at stationary hubs. The implementation of a virtual marketplace also allows the integration of software representatives for stationary \( \pi \)-nodes, which contribute their location and capacity utilization levels to the marketplace. The opening of the marketplace for \( \pi \)-container representatives can also be considered, so that customers can directly contribute freight with transport needs. To better predict routes and thus improve long-distance routing, Artificial Intelligence in combination with Game Theory methods could further increase the effectiveness of the virtual marketplace. This could further optimize the multi-agent system in order to support software agents finding their best negotiation partners for taking over the freight for onward transportation.

5. Conclusions and further work

In the logistics of physical objects, a big challenge lies in non-use of free transport capacities. A method, similar to dynamic routing on the Digital Internet, can be expected to increase efficiency in the whole transport chain. Current research identified and determined the hubs in charge of routing freight efficiently through a Physical Internet. This paper addresses the as yet unsolved problem of how to identify the next best appropriate hub for onward transport based on real-time traffic data. Hence, this paper answers the central Research Question (RQ) of where and how the routing decision for road-based vehicles can be made if real-time data about transport vacancies might be taken into account for the routing schemes within the PI. To solve this problem, the existing concept of routing \( \pi \)-nodes was extended with the supply of real-time traffic data by collecting it from \( \pi \)-transporters and storing them into a cloud. This cloud provides and replicates the data about transport vacancies to the \( \pi \)-nodes and therefore answers SQ1. This led to the design of an alternative artifact that sets the \( \pi \)-transporters directly in the routing role. In order to negotiate transfer points with other transporters, a mesh network between them was designed. Last but not least, the containers themselves were put into the routing role via software-representatives that negotiates further transport possibilities in something like a cloud-based marketplace. These two designed alternatives, \( \pi \)-transporters and \( \pi \)-containers as routers, answer SQ2. Then, the three artifacts
were evaluated due to their routing competence regarding criteria, derived from previous literature and research, that address SQ3. As a result, there is no solution that is the most suitable in all aspects, but the evaluation proposes π-transporters as routers. The reasons for this are twofold: the π-transporters collect the traffic data due to identify available transport bandwidth and already have suitable telematics devices on board in order to negotiate possible transfer points for freight. A key finding of this paper is that real-time data about available vacancies in π-transporters, collected by a swarm of π-transporters, is key as a reasonable basis for routing freight in an effective way through the PI. Either the vehicles communicate with each other via ad-hoc mesh networks or software representatives perform this task for them in a common logistics cloud. This depends on how much computing power is available in the π-transporters and whether they can communicate with each other across manufacturers. From a programmer's perspective, it is of decisive advantage to have all data in one place. Therefore, a cloud solution is preferred, which serves as a virtual marketplace for freight exchange between π-transporters. In the same way, this marketplace could be extended by software-representatives of π-nodes and π-containers and thus let them participate in the negotiation process of the intermodal transport chain.
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Abstract: Crowdsourced logistics systems are receiving increasing attention in both industry and academia. This paper takes a unique standpoint in studying the relations between overall system performance and intrusiveness to each individual’s daily lives, by performing a case study in The Hague. Volunteering cyclists were asked to transport small parcels while simulating their daily commuting behavior. Movements of parcels were recorded by GPS trackers and later analyzed. The results show that a crowdsourced logistics system can balance the overall system performance and level of intrusiveness on each participant by having well designed organizing mechanisms.

Keywords: Physical Internet, self-organizing system, crowdsourced logistics, participant behavior, intrusiveness

1 Introduction

With the developing technology and society’s growing concern over environment, academic and industrial communities are rethinking the way we organize production, transportation, and logistics. Among the emerging conceptual solutions, crowdsourced delivery is receiving increasing attention. Crowdsourced delivery can be defined as a delivery service, a business mode that designates the outsourcing of logistics to a crowd, while achieving economic benefits for all parties involved (Devari et al. 2017).

The concept of crowdsourced logistics is related to the trend of sharing economy and Physical Internet (Rai et al. 2017), the idea that physical objects are transported in modular packets as efficient as possible to their destinations, regardless of the route followed). By making use of crowdsourced transportation capacities, deliveries of goods are done without having to deploy dedicated logistics services. This means a reduced delivery cost for the owners of products and decreased impact on the environment. In this context, items can be transported in a “non-dedicated” context. These potential transportation capacities can be commuters, on which parcels “hitchhike”: imagine a situation when your neighbor brings your Amazon parcel to you, because he has happened to be at a location where your parcel has been placed.

Literature reports some pilot projects of crowdsourced deliveries. Rougès et al. (2014) analyze 26 businesses run by companies and start-ups that provide platforms for crowdsourced delivery. They point out that, with the framework of Physical Internet, the potential power of crowdsourced delivery could be one of the alternative transportation solutions. Furthermore, a multi-segment multi-carrier delivery mode called “TwedEx” is discussed in Hodson (2013): people carry packages secondary to their daily lives e.g., commuting. Each package is handled from person to person based on overlaps in time and space until the package is delivered. This business model is further researched in simulated numerical studies in Sadilek et al. (2013). The analysis shows great potential in this business model, as it has remarkable speed and
coverage. The authors call for “constructing and fielding (such) services”, which could provide new insights for crowdsourced activities and business models.

The performances of crowdsourced delivery systems have been analyzed in abundance at a system level. Chen et al. (2015) develop a method for recommending tasks to mobile crowdworkers with the aim of maximizing the expected total rewards collected by all agents. Soto Setzke et al. (2017) develop a matching algorithm that assigns items to drivers for delivery, with the objective of minimizing the additional travel time apart from planned routes. Chen et al. (2016) use Taxi data in a city as reference to develop a strategy to minimize package delivery time by assigning paths to each package request. Arslan et al. (2018) study a dynamic pickup and delivery problem in order to match the delivery requirements to existing traffic flow. These articles investigate crowdsourced delivery at a system level, mostly to optimize the overall performance of the system by improving matching or task assignments.

The aforementioned articles give no attention to individual participants in such a system. As mentioned in Hodson (2013), participants from the crowd are not dedicated employees of delivery companies, thus the delivery tasks are only a side-objective apart from their daily lives. Carrying a parcel and giving it to someone will for sure introduce some degree of disruption to their normal living patterns. Naturally, the more disruption the system imposes to each of the participants, the more likely it will affect the willingness of participant in a negative way. Understanding the degree of disruption will no doubt help design crowdsourced delivery platforms.

Limited research has explicitly discussed about the degree of disruption as well as the willingness of participation. Kim et al. (2018) introduce a “Hit-or-Wait” approach in order to balance the timing when participants are matched with tasks with minimal disruptions of their existing route. Chi et al. (2018) explore the motivations of participants in contributing to crowdsourced projects. They use the app Crowdsource from Google, which aims to acquire training data for machine learning projects. The result of their survey indicates that participants are eager to be recognized by an organization or a community, especially if the recognition can be globally known. Zheng and Chen (2017) investigate a crowdsourced task-assigning problem considering the possibility that participants may reject a task. They measure willingness of participation using probability of rejection. However, the practical meaning of this probability and how it can be derived from each participant remains unclear. Miller et al. (2017) study commuters' behavior by sending out surveys to understand how willing are people to participate as workers in crowdsourced logistics. Most of the relative research uses surveys or simulations, which are at a theoretical level.

In this paper, we use experimental case studies to investigate how crowdsourced transportation capacity can be best organized. We give attention to the relationship between the whole system and each individual. In particular, the link between effectiveness of system's overall performance and degree of disruption being brought to the participants. We define the likelihood that participating the crowdsourced activities disrupts a participant's daily lives as the level of intrusiveness. In order to observe this linkage, we conducted a case study in a small area in the Dutch city The Hague. Volunteers were invited to cycle in this area. Meanwhile, they were asked to form ad-hoc relays to deliver GPS-tracked mango parcels. In Section 2, we briefly look at the elements of self-organized, crowdsourced systems, and explain experiment design for the case study. In Section 3, the results of the experiments are analyzed. We also discuss the experiment results and the potential of this form of crowdsourced logistics. Section 4 concludes this article and points out future research directions.
2 Case study

In order to understand participants' thinking and behavior more effectively, this research uses experiments as case study. In the experiments, volunteers simulate commuting behavior on bicycles in an area in The Hague. Each volunteer follows his/her own route repeatedly. The volunteers are also asked to deliver packages of mangoes to specific locations. When they run into each other, they may pass on the packages until the mangoes arrive at the destination. The package is GPS tracked. Thus, we can observe how mango packages are transported in this area. This section starts with a brief overview of self-organizing logistics systems to motivate our design approach for the experiments.

A crowdsourced delivery system is also a self-organizing system. These bio-inspired systems, sometimes with high complexity, are based on entities that exhibit rather simple behaviors (Leitão et al. 2012, Bartholdi et al. 2010). An ant colony is a great example: each ant follows rather simple patterns of behavior, but can form a crowd that can carry out highly complex tasks. In the same way, to mimic such a self-organizing system, a well-defined set of rules is significant. Because the complexity of rules imposed on each individual is closely related to the effectiveness of the system, as well as the level of intrusiveness brought to each individual participant. A balance needs to be considered in designing a crowdsourced delivery system: the set of rules should be simple from each participant, but also able to facilitate a logistic system that is complex enough to accomplish its tasks in a practical and profitable way.

Fig.1 illustrates this trade off: more complex rules and tighter constraints lead to higher efficiency in achieving better performance at a system level; On the other hand, it may be highly disruptive, as we use the term "level of intrusiveness" to describe the tendency that following rules brings disruptions to participants daily lives. A higher level of intrusiveness will likely decrease the willingness of participants, for they need to go further to fulfill crowdsourced tasks. The experiment design in this study considers the complexity of rules and its impacts on both system level and individual level, to gain insight and give suggestions on designing crowdsourced logistics systems with a balance of system-wise effectiveness and level of intrusiveness on the participants.

We name our case study “Contingent Cycle Courier” (CCC) project. To best simulate the ad-hoc nature of the crowdsourced activities, the CCC project adopts a relay approach for parcel deliveries. In this approach, small-sized parcels are delivered to their destinations only by making use of accidental carrying power of cyclists in a city. Each parcel may "hitchhike" with several cyclists one after another, before it reaches its destination. In comparison with the traditional point-to-point (Arslan et al. 2018) and the lately discussed hub-and-spoke (Ballot et al. 2012) methods, this approach requires more collaboration among participants, and thus provides more room for them to take the initiative to make extra steps to ensure a task is successfully completed. This serves as indicators on how much intrusiveness a task brings to each individual.
2.1 Route selection and parcel design

We invited 9 volunteers for parcel delivery. To simulate participants’ different commuting routes, we chose an area in The Hague as shown in Fig.2. For each participant a route was selected and numbered from 1 - 9, and they traveled back-and-forth using bicycles along their designated routes. We took into consideration of the urban traffic and the safety of the participants. Some areas with complex traffic conditions were avoided. Before starting the experiments, the participants were gathered indoors to practice the activity using smaller scale simulations so that they became familiar with the rules.

For the CCC project, we designed parcels that are easy to be carried on bicycles. The small parcel was given a nick-name "Mango Equivalent Unit" (MEU). Fig.3 shows the design and actual size of an MEU.

At each of the points A, B, and C shown in Fig.2, a crew member was present to give out or to collect MEUs. Before each MEU was given out, a GPS tracker was placed, with the full awareness of each participants, to track the movements of mangoes. The tracking data is then used for analysis.

2.2 Scenario design

We designed 2 scenarios, each with a particular set of rules with different degrees of complexity. This was to observe the impact of complexity of rules on participants behaviors. Each scenario was experimented for 30 minutes.
2.2.1 Scenario 1

In Scenario 1 the complexity of rules is lower. Cyclists follow the routes designated to them. When experiments start, parcels are handed over to Cyclist 1 and Cyclist 9 from point A. The cyclists can approach other cyclists they encounter when following within their own routes, to hand over a parcel. In the end, the parcels need to be delivered to point B or C.

2.2.2 Scenario 2

Scenario 2 has a higher degree of complexity on the set of rules in comparison with Scenario 1. In Scenario 2, MEUs are handed out at point B and point C. The ones from point B need to be delivered to point C, and the ones from point C need to be delivered to point B. On each parcel there is a sticker with an icon and a color to denote the expected destination of this parcel, so that each cyclist should only pass the parcel to the right person to be able to complete the delivery. To ensure the deliveries are fulfilled, we design a grid system and relating rules to help the cyclists fulfill their tasks.

The grid system is applied to all cyclists on all routes as shown in Fig.4. Each of the cyclists is assigned to one of the two dimensions of the grid system, represented by icons or colors. Cyclists traveling along the dimensions wear hats to indicate their directions. The two directions are noted with the hats they put on. For cyclists traveling in the east-west dimension, they put on a red hat when traveling towards east, and put on a blue hat when traveling towards west. For cyclists traveling in north-south dimension, they put on a hat with a "tin" logo when traveling towards north, and put on a hat with a "flower" logo when traveling towards south. In this way, the point B on the map is denoted by a "tin" icon and the blue color, representing the north-west corner. Similarly, the point C in the south-east corner is denoted with flower and red.
Half of the MEUs are handed out from point C, with a sticker of blue and tin denoting their destination at point B; and the other half start from point B and end at point C, which is denoted by red and flower. The cyclists carrying an MEU with the sticker blue tin, can only pass on the parcel to another cyclist with a blue hat or a hat with a tin icon. The cyclists carrying an MEU with red flower, can only pass on the parcel to another cyclist with a red hat, or a hat with a flower icon. By introducing these rules, each handing over is ensured to have the parcel one step closer to its destination.

We make a list in Tab.1 to compare the rules imposed on participants in 2 scenarios. In Scenario 1, the destination of a parcel can be Point B or C, thus only very basic rules are imposed to allow the parcels "flow" in the network. In Scenario 2, extra instructions are given to increase the efficiency of the system. Note that in both scenarios, the rules for each individual does not specify the overall objective of the system: to deliver parcels to specific points. Rather, the instructions to each individual are only to whom they can pass on the parcel. This design is in line with the principle of a self-organizing system, that simple rules imposed on each individual participant, can also achieve overall system-wise objectives that are more complex.

Table 1: Comparison of rules in Scenario 1 and Scenario 2.

<table>
<thead>
<tr>
<th></th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow given route</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Receive and give out Parcels</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Switch hats when turning around</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Read sticker on each MEU</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Give out parcels according to hats and stickers</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>
3 Results and discussion

In this section, we discuss the results of the experiments by comparing the 2 scenarios. Fig.5 and Fig.6 show typical routes of a mango parcel in scenario 1 and 2, respectively. We do not directly compare the overall performance of the 2 scenarios (which are also not comparable since they have different objectives). Therefore, we choose several indicators that show the relation between the complexity of the rules, the level of intrusiveness, and how they could affect systems overall performance. This is discussed in the following parts.

3.1 Indicators

3.1.1 Pass

The number of passes denotes how many times each parcel hops from one cyclist to another. Note that when a mango carrying cyclist turns around at the end point of his journey and begins
to travel backwards (with a cap switching motion), it also counts as one pass. This indicator gives an idea how long (and how complex) the journey was, before the parcel is delivered.

3.1.2 Long-wait

Each cyclist may choose to wait at an intersection to have the parcel handed over to someone else. (This was not specified in the rule but was not forbidden either.) If a cyclist waits for more than 30 seconds at an intersection in order to give the parcel away, this pass is counted as one long waiting pass. Note that when a mango carrying cyclist turns around without giving the mango to others, it also counts as one long waiting pass if he waits for more than 30 seconds at the turning point. This indicator helps us to understand how much extend the cyclists are willing to act in align with the rules imposed on them.

3.1.3 Turn-around

We count the number of turning-around actions of mango carrying cyclists. If a cyclist turns around with a parcel, it means the mango travels longer distance than necessary to be successfully delivered, which could potentially lead to lower efficiency of the overall system. This gives us an idea on the effectiveness of the logistics system, in particular the efficiency of relaying activities.

3.1.4 Overlap

We count the total number of routes covered by each mango for more than once. This may also help us understand how much distance each mango travels over is non-effective, which directly relates to the effectiveness of the overall logistics system.

We list the data collected from our GPS trackers in Tab.2. The list comes in two sections: total count (which includes all parcels’ movements) and successful delivery (which only includes movements of parcels that are successfully delivered within the given time).

Number of successful deliveries, average number of passes, long-waits, turns, and overlaps per delivery are shown in Tab.3.

<table>
<thead>
<tr>
<th>Total Count</th>
<th>Pass</th>
<th>LW</th>
<th>Turn</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>54</td>
<td>10</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.5%</td>
<td>55.6%</td>
</tr>
<tr>
<td>Exp 2</td>
<td>72</td>
<td>25</td>
<td>27</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>34.7%</td>
<td>37.5%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Successful Delivery</th>
<th>Pass</th>
<th>LW</th>
<th>Turn</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>42</td>
<td>8</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>19.0%</td>
<td>52.4%</td>
</tr>
<tr>
<td>Exp 2</td>
<td>54</td>
<td>17</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31.5%</td>
<td>35.2%</td>
</tr>
</tbody>
</table>

Table 2: Data collected from the GPS trackers.

Table 3: Number of deliveries, average number of passes, long waits, turns, and overlaps per delivery.
We do not compare the number of successful deliveries in two experiments, because this number is affected by the origin-destination arrangements. We only look into the motions of parcels to get an insight on behaviors of the participants.

**More complex rules can contribute to better effectiveness.** Fig.7 and Fig.8 show the percentage of long wait, turn, and overlap in all passes and in successful deliveries. In both figures, Scenario 2 has significantly lower percentage of turn-arounds among passes. This shows that less mangoes were traveling back and forth in the hands of the same participants, and that the relay of the parcels happened much faster. This is because in Scenario 2, the rules help participants identify the right person the parcel should be handed to. Thus, it decreases unnecessary trips. This shows that more complex set of rules can play a role in contributing to higher effectiveness of the whole system. This is also observed in Tab.3 in Scenario 1, each 6 passes lead to 1 successful delivery; while in Scenario 2, despite the stricter destination control rules, only 4.91 passes are needed to perform 1 successful delivery.
More complex rules bring higher intrusiveness. In both Fig.7 and Fig.8, Scenario 2 has significantly higher percentage in long waiting passes than Scenario 1 (by 87.6% and 65.8% in all passes and successful deliveries). This indicates that participants take more efforts to adjust their commuting activity in order to finish delivery tasks when rules are stricter in Scenario 2. In other words, as rules are more complex, the logistics activity becomes more demanding, and the participants react by putting more efforts to fulfill their tasks. This suggests that more complex set of rules brings higher intrusiveness to participants.

However, when rules become more complex, the increase of participants' efforts put into each successful delivery is less significant, as only 36.0% more long-waits per successful delivery is observed. This indicates that an increase of system performance does not necessarily require the level of intrusiveness to increase by an equivalent amount. This is especially notable for crowdsourced logistics system designers, as an effective design of the rules may increase system performance without having to raise too much the level of intrusiveness.

4 Conclusions

This paper uses an experimental case study to analyze the relations among system performance, complexity of rules and level of intrusiveness, in the organization of a crowdsourced logistics system. We recruited volunteers to participate in the case study, where they simulate their daily commuting actions on bicycles. In the meantime, we use their carrying capacity to move small parcels of mangoes and eventually deliver to certain locations. Each parcel was tracked by GPS trackers. The experiments were done in an area in The Hague, Netherlands. Results from the GPS were retrieved and analyzed.

From the analysis we can draw useful information regarding crowdsourced logistics systems. First, more complex rules bring higher level of intrusiveness. Thus participants, apart from their primary goals (i.e., their daily lives), may need to take extra steps, mentally and in practice, to follow the instructions given by the logistics system. Secondly, more complex rules may contribute to better overall system performance. In addition, our analysis indicates that when rules become more complex, the increase of effectiveness of the system may not be of the same amount with the increase of the level of intrusiveness. This is especially noteworthy, because it shows the significance of the design of rules of the crowdsourced systems: a well-designed system can accomplish much without being too intrusive and having to require more than necessary from participants. The study also provides reference from an economic perspective, as more intrusiveness could be paired with higher rewards, which keeps the logistics activity attractive to participants.

There are certain limitations of this study. Firstly, the experiments are only with 2 comparing groups, which makes it difficult to quantify the complexity of rules and the level of intrusiveness, which does not support deeper, more thorough quantitative studies. Subsequently, the participants in the experiments might see these tasks as their primary goal rather than the secondary, as the simulated commuting behavior is not their actual commuting behavior. Nevertheless, it does not diminish the value of this study, as it points out the importance of system design in crowdsourced logistics systems. It also reveals directions for further and more thorough study on crowdsourced logistics systems. In future research, it is worthwhile to conduct larger size experiments from people's real daily activities. It is also interesting to quantify level of intrusiveness, as in this paper, we only discuss it in a qualitative manner.
References


- J. Miller, Y. Nie, A. Stathopoulos, Crowdsourced urban package delivery: Modeling traveler willingness to work as crowdshippers, Transportation Research Record 2610 (1) (2017) 67 – 75.


Hierarchical Staffing Problem in Nursing Homes

Ting Zhang¹, Shuqing Liu²*, Ping Feng¹, Yali Zheng¹, Wenge Chen²
1 Guangdong Rail Transit Intelligent Operation and Maintenance Technology Development Center,Shenzhen Technology University, Shenzhen 518118, China
2 Guangdong University of Technology, Guangzhou 510006, China
Corresponding author: liushuqing@mail2.gdut.edu.cn

Abstract: With the increasing trend of the aging population, nursing homes have gradually become more and more important in society. Nursing work has the characteristics of "multiple shifts, high time-varying demand, hierarchical and collaborative". Multiple shifts indicates multiple shifts can cover the same time period in 24h of a day; high time-varying demand means the demand in each period may change greatly in a day; hierarchical indicates nurses have different levels; collaborative means employees with different levels cooperate to serve the elderly. This paper involves the shift design problem(SDP) and hierarchical staffing problem, and a two-stage modeling method is adopted. We will design shifts and determine the number of nurses needed for each shift in the first stage and the number of nurses with different levels for each shift is further determined in the second stage. Besides, we also made some sensitivity analysis about the impacts of different matching ratios on the total costs, which obtained some useful conclusions. The results can provide effective enlightenment and rich significance to solve practical problems.
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1 Introduction

With the increase of the aging population in society, the number of the elderly people is also increasing fast in our country. The primary choice for the elderly is home-based care and nursing homes, but it is obvious that the home-based care can’t meet the current increasing demand, and the nursing institutions have gradually developed into the rigid needs of the society. However, the workload of nurses who are specialized for the elderly is very heavy and their wages are low. Therefore, many young people, especially those with education, are not willing to work in nursing homes. As a result, it is difficult to recruit employees in nursing institutions, and there is often a shortage of staff when allocating employees. On the other hand, it’s also very hard for the elderly employees to bear such a heavy workload. Therefore, the service quality will be declined due to the poor service and staff shortage, which will further reduce the number of customers and the incomes of the nursing homes. This will also lead to the reduction of wages paid to employees, and the nursing homes will fall into the dilemma of recruitment difficulties, and then form a vicious circle.

According to our investigation, the professional nurses who take care of the elderly in nursing homes also have the following characteristics: (1)the number of nurses required within 24 hours a day will fluctuate greatly according to different time periods; (2)multiple shifts can cover the same time period in a day; (3)employees will be classified according to their responsibilities and abilities, and employees with higher levels cost more; (4)due to the different levels of nurses can provide different service, we need different levels of nurses to cooperate to serve the elderly people, and there is a matching ratio between senior employees and junior employees, which means the number of junior employees that a senior employee can lead can’t exceed the matching ratio. According to the above characteristics, we can find
that the nursing staff problem in nursing homes is a complex combination optimization problem. However, most of the nursing institutions are still manual scheduling at present, which not only takes more time, but also has low efficiency. Moreover, manual scheduling is easy to cause lacking of employees in peak period and surplus of employees in low peak period, which usually leads to the waste of human resources and cost. Unreasonable staffing has become a common problem in most nursing institutions, and it will aggravate the problem of recruitment difficulties in nursing homes. Therefore, an efficient and systematic method is urgently needed to solve the staffing problem in nursing homes.

Shift design problem involves in many fields, such as bank, call center, etc. Musliu et al. studied the shift design problem according to the working characteristics of call center and bank respectively. They divided a day into multiple periods according to the time period, and considered the problems of overstaffing and understaffing in each period. There are also some shift design problems including break windows, Aykin et al. designed flexible rest windows to meet employees' rest time and reduce cost. However, these shift designs seldom consider that employees can be divided into different levels, and the situation that senior employees can lead junior employees was not considered, which must be involved in our problems.

Personnel scheduling problem and task scheduling problem have similarities, and they are also very common in real situations. Seckiner et al. divided the employees into different levels, but their problems didn’t consider the high time-varying demand factors, and the rest was scheduled according to the daily needs. Moreover, these problems only considered the situation that the senior employees can substitute for junior employees, but not vice versa. However, our problems should consider the cooperation of employees at different levels to work for the elderly. Noberto et al. studied the task scheduling problem, and these problems classified employees according to their abilities. But a task should be completed by employees with the same ability instead of the cooperation between employees with different abilities, which is also different from our problem.

The shift design problem was first proposed by Dantzig and was solved by set covering method, and then some researchers used the implicit modeling method to solve the problem and made comparisons with the set covering method. The results showed that the implicit modeling method was much better than the set covering method. With the complexity of the problems, more and more scholars used two-stage modeling method to solve problems. Sana et al. showed how to use a two-stage method to solve the shift design problem and task scheduling problem in detail. Two-stage modeling method can simplify the problem and presents the model more clearly. Among these papers, Lequy et al. used heuristic rules in two stages, and Pakpoom suggested to use genetic algorithm to solve personnel scheduling problem. Besides, Sana also proved the advantages of the method in terms of the quality of the solution and the calculation time.

To sum up, the nursing work in nursing homes has the characteristics of high time-varying demand, multiple shifts, hierarchical and collaborative. In this paper, we will solve the staffing problem under these characteristics, and analyze the impact of different matching ratios on the total costs. This paper will be carried out according to the following sections. Section 2 describes the problem of nursing staffing in nursing homes and puts forward some assumptions. Section 3 establishes a two-stage model to solve the problem according to the nursing characteristics, and introduces the two-stage method and the models in detail. According to different demand distribution situations, some cases about different matching ratios will be tested in section 4, and the experimental results are displayed. Some practical
management enlightenment is obtained according to the results. Finally, section 5 concludes this article and puts forward some prospects.

2 Problem definition

At present, nursing homes are facing a difficulty of recruitment due to the characteristics of nursing work, which further leads to a poor service quality and the reduction of customers, and then decrease the incomes. At the same time, manual scheduling is aggravating this problem, so the main problem that the nursing institutions need to solve is the unreasonable staffing problem. Here are some assumptions about this problem:

1. The shift must be started and ended within the specified time, and shifts have different types according to start time, such as morning shift, day shift, afternoon shift and night shift.
2. Each shift has a shift length which should be within 4h-8h, and an employee can only work one shift a day.
3. Multiple shifts are needed and can cover the same time period each day.
4. Different demands of 24 hours may be different, but the demand of each time period should be met to avoid understaffing.
5. Employees have different levels, and the service quality that a senior worker can provide is better than that of junior employees.
6. Junior employees can not be arranged if the shift only has one employee, and they must be led by the employees with the highest level. However, the number of junior workers that a senior worker can lead should be limited.
7. Since different employees have different levels and abilities, hierarchical collaboration should be considered to provide services for the elderly.
8. Different employees have different costs. The cost of an employee includes the part of shift length and the part of the level of the employee, the employee whose level is higher and shift length is longer needs more cost.

It can be seen from the above assumptions that the nursing staff problem belongs to a more complex combinatorial optimization problem. Firstly, because the nursing work has the characteristics of high time-varying demand and multiple shifts, the demand will change dramatically according to different time periods within 24 hours a day, which usually causes poor service quality due to staff shortage and waste of cost and human resources on account of overstaffing. Therefore, we need to design reasonable shifts. On the other hand, due to the characteristics of hierarchical and collaborative, the workers will be divided into several levels according to their abilities, and different levels of employees will cooperate with each other to serve the elderly, which means there are many different collocations when staffing employees. Manual scheduling is obviously inefficient. Therefore, we also need to consider the constraints of hierarchical allocation for staffing. Although these problems are very prominent in nursing homes, they still haven’t found an effective way to solve them.

3 Two-stage modeling

3.1 Two-stage method

In this paper, according to the characteristics of nursing workers in nursing homes, a two-stage modeling method is proposed to solve the problem, because the two-stage model can
express the problem more clearly. On the one hand, due to the high time-varying demand and multiple shifts characteristics, it is necessary to design shifts to reduce the waste of personnel resources. In this stage, the shifts will be designed by using genetic algorithm, and the detailed time arrangement and the number of employees in each shift will be determined. On the other hand, the characteristics of hierarchical and collaborative require us to consider the cooperation and collocation of employees at all levels to reduce costs as much as possible. We will take the shift arrangement designed in the first stage as an initial condition, and further determine the final specific staffing of employees at all levels according to the constraints of hierarchical collocation by using heuristic rules. Finally, this paper also tests the influence of different matching ratios of senior employees and junior employees on the total costs under different demand distributions, and obtains some management enlightenment for practical decision-making through sensitivity analysis.

3.2 Parameter definition

For the problem in this article, we have the following definitions:

1. t stands for the start time of each shift, \( t=0,1,\ldots, 23 \). The shift should be started within the specified time. Besides, we use \( h \) to represent the shift length, whose value is between 4 and 8. If \( t = 0 \) and \( h = 4 \), it means the shift starts at 0 o’clock in the evening with a length of 4 hours.

2. \( S \) represents each shift, and \( S_{th} \) means a shift whose start time is \( t \) and shift length is \( h \).

3. \( K \) stands for the shift type, when \( k \) takes 1, 2, 3 and 4, it means morning shift, day shift, afternoon shift and night shift respectively. Besides, \( d_k \) means the total number of the shift type corresponding to \( k \).

4. Each time period of a day in 24 hours were represented by \( i \), \( i = 0,1,\ldots, 23 \). For example, when \( i \) takes 0, the time period it represents is from 0 p.m. to 1 a.m.

5. We use \( B \) to represent the personnel demand, and \( B_i \) stands for the demand in each time period, where \( i = 0,1,\ldots, 23 \), and \( B_{\text{max}} \) represents the maximum demand in 24 periods of a day.

6. \( m \) stands for the level of employees, \( m=1,2,\ldots,m_\text{max} \). There are \( m_k \) levels among employees in total, and the smaller the value of \( m \), the higher the level of the employee. That means when \( m \) takes 1, it represents that the employee is in the highest level. In addition, we assume that \( m_{\text{min}} \) is the lowest level of the employee.

7. \( W \) represents the number of employees, \( W_{th} \) means the total number of employees in the shift whose start time is \( t \) and shift length is \( h \), and \( W_{m_{\text{min}}} \) means the total number of workers in the level \( m \) and in the shift whose start time is \( t \) and shift length is \( h \).

8. \( C \) represents the cost, \( C_{th} \) represents the cost of a worker whose shift length is \( h \), and \( C_{m_{\text{min}}} \) means the cost of a worker whose level is \( m \) and the shift length is \( h \).

9. The matching ratio of senior and junior employees is represented by \( n \), and only the employees with the highest level can lead junior employees. Besides, the number of junior workers that a senior worker can lead is limited. For example, when \( n \) takes 3, it means a senior worker can lead at most 3 junior workers.

3.3 Models

According to the characteristics of the problem, a two-stage method is adopted and the problem is divided into two parts, which means the models are established in two stages. In the first stage, the shift design is mainly carried out to reduce the cost of human resources as much as possible under the condition of meeting each time demand. In this stage, the cost is
only related to the shift length, and the main consideration is the start time and the length of the shift. In the second stage, the shifts designed in the first stage should be taken as an initial condition, and the hierarchical collaboration should be considered on this basis to reduce the total cost as much as possible. The total cost in this stage is not only related to the shift length, but also related to the level of employees. The costs required by high-level employees and low-level employees are different, and the model is established by combining the constraints of different levels of personnel cooperation. The detailed two-stage models are as follows:

(IP1) \[
\min \sum_{i,h} C_{ih} W_{ih} S_{ih}
\]
\[
\sum_{i,h} S_{ih} W_{ih} \geq B_i \quad (i = 0,1, \ldots, 23)
\]
\[
S_{ih} = \begin{cases} 1 & \text{when the shift } S_{ih} \text{ includes the time period } i \\ 0 & \text{otherwise} \end{cases}
\]
\[
\sum_{i,h \in k} S_{ih} \leq d_k \quad (\forall k)
\]
\[
W_{ih} \leq B_{i\max} (\forall t, \forall h)
\]
\[d_k, W_{ih}, b_i \geq 0 \text{ and all integer}\]

(IP2) \[
\min \sum_{m,t,h} C_{mth} W_{mth}
\]
\[
\sum_m W_{mth} = S_{ih} W_{ih} (\forall S_{ih} = 1)
\]
\[
W_{mth} \geq 1 (\forall m; \forall W_{ih} \geq m_s)
\]
\[
W_{mth} = 0 (\forall W_{ih} = 1, m = m_s)
\]
\[
W_{mth} \leq n W_{1th} (\forall W_{ih} \geq 1, m = m_s)
\]
\[W_{mth} \geq 0 \text{ and all integer}\]

In integer programming model IP1, the objective function is to minimize the total cost of personnel resources, and the level of the employee isn’t considered at this stage. While in integer programming model IP2, although the objective function also aims to minimize the total cost of human resources, different levels of employees are considered in this stage, and the total cost of an employee is also different from the first stage. Among these constrains, constrains (1) means that the arrangement of shifts must meet the need of each time period to avoid understaffing in peak period. Constrains (2) means that the number of different shift types has to be limited. Different values of k stand for different shift types, and the number of shift type which is corresponding to k can’t exceed \(d_k\). Constraint (3) shows that the total number of employees in each shift has a upper limit, which cannot exceed the maximum value in 24 periods of a day. Constrains (4) means that the total number of employees at different levels should be equal to the total number of employees on the same shift designed in the first stage. Constrains (5) indicates that there must be at least one employee in each level when the shift has enough employees. Constrains (6) indicates that junior employees...
can’t be arranged if the shift only has one employee. Constrains (7) means that the number of junior employees that a senior employee can lead is limited, which can’t exceed $n$.

In the first stage, we use genetic algorithm to design shift and determine the number of employees in each shift by generating a matrix composed of the start time and the length of a shift. Each value in the matrix stands for the number of the employees in corresponding shift, and iteration is carried out to find the optimal solution. In the second stage, we use heuristic rules to determine the number of employees at different levels in each shift, such as giving priority to the lower cost collocation. For the two problems in different two stages, we use different methods to solve and iterate between the two stages to find a better solution.

4 Experiments

4.1 Parameter setting

According to the models, we set some parameters to test:

1. The shift length of one hour is 10, and then four hours cost 40 and so on.
2. The number of each shift type shouldn’t exceed 3, including morning shift, day shift, afternoon shift and night shift. Table 1 shows the detailed time arrangement of the shift type.
3. Employees are divided into three levels: senior, intermediate and junior, which means the value of $m$ is 3. When $m$ takes 1, it represents the senior employee, which is also means the highest level. When $m$ takes 3, it represents the junior employee, which means $m$ is 3. The cost of a junior, intermediate and senior worker is 50, 70 and 100 respectively, and the total cost of a worker ($C_{mh}$) is equal to the sum of the worker’s level cost and the shift length’s cost.
4. We assume that the number of junior employees that a senior employee can lead could be 1, 2 or 3, which means there are 3 different situations. A senior employee can be allowed to lead at most 1, 2 or 3 junior employees respectively.
5. The demand of each time period($B_t$) is irregular, and we will test the demand curves with a slow and sharp fluctuation in the case of unimodal, bimodal and trimodal respectively. In addition, we also test the case that the demand fluctuation satisfies Poisson distribution and binomial distribution, and analyze the impact of different matching ratios on the total costs under these different demand conditions.

<table>
<thead>
<tr>
<th>Shift type</th>
<th>Min-start</th>
<th>Max-start</th>
<th>Min-length</th>
<th>Max-length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning shift</td>
<td>06:00</td>
<td>08:00</td>
<td>04:00</td>
<td>08:00</td>
</tr>
<tr>
<td>Day shift</td>
<td>09:00</td>
<td>11:00</td>
<td>04:00</td>
<td>08:00</td>
</tr>
<tr>
<td>Afternoon shift</td>
<td>12:00</td>
<td>16:00</td>
<td>04:00</td>
<td>08:00</td>
</tr>
<tr>
<td>Night shift</td>
<td>22:00</td>
<td>00:00</td>
<td>04:00</td>
<td>08:00</td>
</tr>
</tbody>
</table>

4.2 Results

Since the demand of each time period must be an integer, and the characteristics of high time-varying demand may lead to different needs in different periods. In addition, the different cases of demand can be divided into unimodal, bimodal and trimodal according to the number of peaks, and the fluctuation of each peak situation can be different. We keep the maximum peak value and the minimum peak value fixed in different peak conditions, which is 30 and 5 respectively. The fluctuation situation can be divided into two types: slow and sharp. We will test the impact of different matching ratios on the total costs under different peaks and
fluctuations. At the same time, the demand curve with constant fluctuation is taken as the reference curve, and the results are compared and analyzed. In addition, Poisson distribution and binomial distribution are often used to solve the problem of meeting customer demands in reality, so we also test the influence of different matching ratios on the total costs when the demand satisfies Poisson distribution and binomial distribution.

When the fluctuation is sharp or slow, the results of the total cost affected by the matching ratios under different peak conditions are shown in Figure 1 and Figure 2 respectively.

![Figure 1: The influence of different matching ratios on the total costs under different peak conditions when the fluctuation is sharp](image1.png)

![Figure 2: The influence of different matching ratios on the total costs under different peak conditions when the fluctuation is slow](image2.png)
According to the changes of the total costs in the above figures, the following conclusions can be drawn:

1. When the fluctuation differs greatly, the total costs of unimodal demand changes more obviously, and the growth rate of total costs of bimodal is larger than that of trimodal.

2. No matter what the fluctuation is, the total cost of unimodal demand is almost unchanged with the increase of the matching ratio. That means there is tiny differences among the total costs with the increase of matching ratio in the case of unimodal.

3. With the increase of the matching ratio, the total costs of bimodal and trimodal both show a decreasing trend. However, when the fluctuation is slow, the decreasing trend is nonlinear, and the total costs of bimodal and trimodal decrease more obviously when n increases from 2 to 3. While when the fluctuation is sharp, the decreasing trend is almost linear. The total costs of bimodal and trimodal decrease almost linearly when n increases from 1 to 3.

When the demand satisfies the Poisson distribution, we test the impact of different matching ratios on the total costs under different mean values. The results are shown in Figure 3.

![Figure 3: The influence of different matching ratios on the total costs when the demand satisfies the Poisson distribution](image)

From this figure, we can find that in Poisson distribution, with the increase of the mean value, the total costs will gradually increase, but under the same mean value, the total cost does not differ significantly under different matching ratios. Moreover, with the increase of the mean value, the influence of different matching ratios on the total costs doesn’t show an obvious change trend. In other words, even if the mean value is changed, the total cost is almost not affected by different matching ratios when the demand satisfies Poisson distribution.

When the demand satisfies the binomial distribution, we test the influence of different matching ratios on the total costs under two situations. One situation is different mean values with a fixed variance of 0.5, and the other situation is different variances with a fixed mean value of 30. The results are shown in Figure 4 and Figure 5 respectively.
Figure 4: The influence of different matching ratios on the total costs when the demand satisfies the binomial distribution and the variance is 0.5

Figure 5: The influence of different matching ratios on the total costs when the demand satisfies the binomial distribution and the mean value is 30

We can draw the following conclusions according to the above figures:

1. When the demand satisfies the binomial distribution and the variance remains unchanged value of 0.5, the total cost will increase with the increase of the mean value, but the impact on the total costs is more obvious when the matching ratio is 1, and the difference is tiny when the matching ratio increases from 2 to 3.

2. When the demand satisfies the binomial distribution and the mean value remains unchanged with a value of 30, the total cost will increase when the variances increase, and
with the increase of variance, the influence of different matching ratios on the total costs becomes more and more prominently.

From the above conclusions, we can find that although the different matching ratios have a certain degree of impact on the total costs. However, when the demand situations are different, the impacts on the total costs are also different. In the case of unimodal, bimodal and trimodal, the fluctuation has a greater impact on the unimodal demand, and the bimodal demand was affected more obviously compared with the trimodal. However, when we change the matching ratio, the unimodal is the least affected by the matching ratio, while the bimodal and trimodal are greatly affected by the matching ratio, and when the fluctuation is different, the decrease trend of the bimodal and trimodal also differs. When the fluctuation is slow, the decreasing trend is nonlinear, while when the fluctuation is sharp, the decreasing trend is almost linear. In addition, when the demand satisfies the Poisson distribution, changing the matching ratio has little effect on the total costs under the same mean value. When the demand satisfies the binomial distribution with a fixed variance, the total costs are less affected by different matching ratio when changing the mean value. Only when the matching ratio is one, the total costs will differ from the other two situations prominently. On the other hand, when the demand satisfies the binomial distribution with a fixed mean value, changing the variance and the total costs are greatly affected by different matching ratios. What’s more, with the increase of variance, the influences of different matching ratios on total costs are more and more significant. This shows that under the condition of binomial distribution, changing variance has a more obvious impact on the influence of different matching ratios on total costs than changing mean value. These conclusions are quite different from those summaries obtained under general conditions. We can determine which matching ratio has a greater impact on the total costs according to the distribution and fluctuation of an actual demand, which also has rich practical guiding significance for us to solve the real problems.

5 Conclusion

This paper mainly describes the current situation of recruitment difficulties in nursing homes, and illustrates the characteristics of nursing work and points out that the unreasonable staffing problem aggravates the recruitment difficulties in nursing homes. Therefore, we puts forward some useful methods to solve the staffing problem in nursing institutions. According to the characteristics of multiple shifts, high time-varying demand, hierarchical and collaborative, a two-stage modeling method was adopted. Genetic algorithm and heuristic rules were respectively used to resolve the problem of shift design in the first stage and hierarchical collaboration in the second stage. Finally, according to different demand fluctuations and distributions, this paper analyzes the impact of different matching ratios on the total costs and carries out a series of tests. The results show that there exists differences between the final experimental conclusions and the general conclusions, which have certain enlightenment and rich significance to solve practical problems. But in the future, we will continue to improve the model and find better methods to further study the problem.
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Abstract: With the gradual popularization of unmanned warehouse applications, resource allocation and optimization has become the key to cost control and improve customer satisfaction, especially the uncertainty of goods order arrival and the difficulty of real-time monitoring and scheduling of equipment status. In order to improve the accuracy of order forecasting and the efficiency of resource optimization, a new method of digital twin system based on an unmanned warehouse is proposed based on physical virtual fusion technology and digital twin technology. Firstly, a digital twin model suitable for a complicated warehouse system has been constructed. After that, the resource efficiency of unmanned warehouses is optimized by using the visualization technology of the model and optimization algorithm. Finally, an enterprise case is used to verify the effectiveness of this method.

Keywords: digital twins; unmanned warehouse; resource optimization; real-time monitoring

1 Introduction

According to figures from the China Federation of Logistics and Purchasing (CFLP), the cost of warehousing reached 4.6 trillion yuan, which accounts for 5.1 percent of GDP in 2018. With the development of e-commerce, new retail and high-end manufacturing in China, the demand for high-standard warehousing is further increasing. Therefore, research on the problem of high cost, low service level and low efficiency is very important to improve customer satisfaction and reduce the inventory cost and the warehouse cost. In comparison with the traditional warehouse, the unmanned warehouse has the following advantages: low labor cost, minor personnel safety hazard and low risk of goods damage. So, it is very important to study the unmanned warehouse system to make the enterprise transform into information and intelligence. The unmanned warehouse system can realize the unmanned process of goods entering, tallying, storing, sorting, leaving the warehouse and order receiving.

For the problems of precise scheduling and resource optimization, the traditional solution is to consider the Problem as a Flexible Job-shop Scheduling Problem (FJSP) and solve it using immune genetic algorithms (Shi D et al. 2020), artificial bee colony algorithms (KZ Gao et al., 2016), artificial genetic algorithms (NSGA) (Ahmadi, E. et al., 2016) and other heuristic(Zhu and Zhou, 2020). By transforming the complex multi-objective optimization problem into a single-objective optimization problem (Wang et al., 2019), or treating the transportation equipment as a resource together with the three-dimensional shelf and the inspection equipment and using the genetic algorithm based on the elitist strategy to solve the problem (Ba L et al., 2016). Nevertheless, this algorithm also has some issues in solving resource allocations. The Algorithm's solution ability is limited and the degree of flexibility is not enough which cannot ensure the multi-frequency uncertain quantity goods arrived dispatch
very well. The service capacity and efficiency of warehouses is restricted by the configuration of resources such as shelves, AGVs and forklifts. As a frontier and hotspot in the field of intelligent manufacturing (Schluse M et al., 2018; Xi Vincent Wang and Linhui Wang, 2019; Tao F et al., 2017; Tao F et al., 2019), digital twin (Grieves and Vickers, 2017; Glaessgen and Stargel, 2012) is introduced into the field of unmanned warehouse in this paper. At present, there is little research on the application of digital twins in unmanned warehouses, represented by the five-dimensional model of digital twins proposed by Tao Fei et al. (2018) and its application plan in the field of warehouses. But in the manufacturing field, application is many, may take the model. Tongue X et al. (2019) applications of digital twin technology, for production and processing data is difficult for real-time interaction, based on an intelligent multi-mode Terminal Solution. Based on the digital twin 3D Model, Pai Z etc. (2020) proposed a general product-level digital twin development method in a smart manufacturing environment and validated it with 3D printing technology. Chao L et al. (2020) proposed network-based digital twin modeling and remote-control network physical system combining cyber-system and digital twin technology.

In the process of resource scheduling and efficiency optimization, the traditional genetic optimization algorithm can only optimize a single problem because of the difficulty in programming. The choice of parameters in the operator is mostly based on experience, which seriously affects the quality of the solution. Therefore, using the application of digital twin in manufacturing for reference, digital twin technology can be combined with unmanned warehouses to solve multi-resource scheduling and efficiency optimization problems. The network technology can be used to monitor the running state of the equipment dynamically and visually, which can help to deal with the problems on the spot in time and improve the operating efficiency and the ability to dispatch quickly. The parameter is set by the sensor on the spot, which does not affect the quality of the solution, so it can solve the problem of the warehouse scheduling in time and accurately, and the resource efficiency is low. Therefore, this paper carries out research in the following three aspects:

1) According to the process characteristics of unmanned warehouses, the architecture of digital twin unmanned warehouse systems with multi-level features is built.

2) The real-time mapping digital twin unmanned warehouse model is realized by using ontology modeling technology and data service systems.

3) Combining a neural network algorithm with clustering analysis method and genetic algorithms, an optimization analysis method for the resource efficiency of digital twin unmanned warehouses is proposed.

The rest of this work is organized as follow: The first section constructs the architecture of the digital twin unmanned warehouse system; The second section proposes the digital twin modeling scheme based on the unmanned warehouse workflow; The third section studies the analysis method of resource efficiency optimization of digital twin unmanned warehouse; The fourth section verifies the effectiveness of the above framework, model and method; The fifth section summarizes the full text and gives the future expectation.

2 Architecture of digital twin unmanned warehouse system

Based on the five-dimensional conceptual model of digital twin system proposed by Tao Fei (2017) and the characteristics of an unmanned warehouse system, a digital pairing system framework is constructed, as shown in the figure 1. The system includes: a perceivable physical layer, two technical platforms (multi-network integrated network platform and data service system platform), three layers of architecture (perception layer, a data layer and a
service layer), three databases (a local database, a system database and real-time database), five logical process mappings (inbound and outbound, tally, picking, order receiving, storage), and six types of real-time mapping entities (robots, AGV, goods, pallets, forklifts and stereoscopic warehouse).

Figure 1: The frame for the digital twin unmanned warehouse system

The perception layer is used to identify objects and collect information. This layer uses sensor middleware technology to access the data which is installed on the shelves, forklifts, Automated Guided Vehicle (AGV), goods, pallets, robots, and warehouses. Then sensor middleware technology is used to process the data. Finally, the network transmission tools are applied to transmit the data to complete the collection of the bottom information.

The data layer includes: user rights management, a model interface between digital twin unmanned warehouse system and object model library, a data interface between real-time database and local database. The information contained in the real-time database, local database, system database which is shown in the frame chart: real-time database contains a warehouse signal, equipment status, a device location, a data display, a storage location; the local database contains layout data, logical data, trigger mapping table, initialized rule table, scan point mapping table and configuration file; the system database includes device data, production task data, a model library, motion library, order information and user information.
The service layer uses the drive model to run and iterate the data in the data layer to realize the functions of intelligent application, resource efficiency optimization, order scheduling optimization, storage location optimization, area optimization, resource information sharing, etc. Then the optimized information is fed back to the data center of the perception layer for virtual monitoring.

According to the frame structure of the digital twin unmanned warehouse system, the related contents in the construction of the digital twin unmanned warehouse system are further studied.

3 Model of digital twin unmanned warehouse system

The construction of digital twin unmanned warehouse models can be divided into three parts: twin modeling of entity, data service system and real-time mapping. The overall layout of the unmanned warehouse as shown in figure 2, including a three-dimensional warehouse, AGV material transportation system and other entities.

![Figure 2: Unmanned warehouse layout](image)

3.1 Entity twin modeling

The key point of ontology construction is class and attribute. Class is the definition of entity. Attribute is the description of the specific function of the class. Thus the digital twin model needs to edit the object and its attribute in advance. Then log it out and save it on the object table of the object library. Attribute, as a feature in object modeling, can be edited first. Then a multi-dimensional model of physical entity can be built using modeling software. After that the model can be imported into a simulation platform. During which the model can be lit selectively to reduce the display pressure at run time. For the moving components in the multidimensional model, they can be set as animated objects. After that, the action path of the animated components is edited. Finally, the component animation is associated with forming complete action. The attributes and interrelationships of the unmanned warehouse ontology model form a complex mesh conceptual structure as shown in figure 3.
Figure 3: The mesh structure of the unmanned warehouse ontology model

The process rules and policies in the actual unmanned warehouse system are transformed into simulation logic to realize the parameterized setting of related rules and policies. The flow chart of the current unmanned warehouse is shown in figure 4.
Unmanned warehouses need to restore arriving parts and deliver them to customers. After the goods come to the supplier, the goods are unloaded by the forklift truck to the receiving area and stored on the pallets. Then the goods are transported by AGV to the tally area by the tally robot. The information is scanned to the warehouse and uploaded to the LES system. After that, the control system in the center of the unmanned warehouse will display the information about the goods' location. When the order arrives, the Les System issues instructions to the AGV vehicle. So that the AGV can go to the corresponding storage area to pick up the goods and transport them to picking area. After picking up the goods by the picking robot, the AGV is transported to the delivery area for temporary storage. Finally, when the order quantity is satisfied, the goods are transported by forklift to the shipping area for shipment.

### 3.2 Construction of data service system

The data service system is the connection between the real-time database, the local database and the system database. The system uses a real-time database to drive the model to run. At first, the model accesses the XML configuration file through the XML interface module to read the local database and the real-time database address information. Then the ODBC interface module is used to maintain static modeling data locally. After that, OWL-S technology is used to call the knowledge ontology of the ontology model built in owl. So that
the digital twin model can be built quickly and automatically. The regular data of the real-
time database can be accessed periodically according to the time stamp through the database
interface selectively. Finally, the data from the local database and the system database can be
parsed. And rapid restoration of an unmanned warehouse based on a digital twin model.

3.3 Construction of real-time map

The real-time mapping rules mainly include the following:

1. Based on the actual process of unmanned warehouses, the event is coded.

2. Model initialization is to create a combination of event signals related to the object. For
example, when AGV moves into a fixed position, it is necessary to record the signal
identification, object identification and trigger events. It uses the servlet tool to initiate
matching. During servlet initialization, the container will call the init (servletconfig) method,
it is passed as a servletconfig object, called the servlet configuration object. Use this object to
obtain servlet initialization parameters, Servlet name, servletcontext objects and so on. There
are two ways to get servletconfig interface in a servlet:

1) Use getServletConfig () method of the servlet, that is, servletconfig = getServletConfig ();

2) Overrides the init (servletconfig) method of the servlet, public void init (servletconfig)
   {super. init (config); must call the init () method of the superclass.}

Where the Web server matches the rules of the URL:

1) Match the requested URL exactly to the configured URL map and call the servlet if
   successful, otherwise go to 2;

2) Try to match the longest prefix and then call the relevant servlet;

3) If no match can be found, use the root directory's default matching servlet or default page.

Note: When the requested URL has an extension at the end, the servlet container tries to
match the servlet that handles the extension.

3. Real-time action simulation creates a trigger map in the local database, and then the device
data, model data and action data in the system database are specified to realize the real-time
action simulation of moving objects.

4. Real-time status display, digital twin unmanned warehouse system read data from the real-
time database in a cycle according to a certain time interval to achieve workshop scene
restoration and virtual transparent monitoring. On this basis, super-real-time simulation is
carried out for risk assessment and optimization of unmanned warehouse scheduling. And the
corresponding human-computer interface is also developed to assist decision support.

Through ontology modeling technology, the twin models have the same property and function
as the physical entity in the space position, geometry size and motion characteristics. Then,
the data service system is used to establish the internal and external control interfaces of the
model to achieve the data interaction between the model and the three types of databases.
Finally, according to the real-time mapping rule, the digital twin model can realize the
effective combination of the entity elements which can complete the effective operation of the
warehousing process, the tally process, the storage process, the picking process and the order
receiving process, realize the whole business process of unmanned warehouse. The real-time
mapping logic flow is shown in figure 5.
Figure 5 Digital twin unmanned warehouse real-time mapping process logic diagram

4 Optimized service of digital twin unmanned warehouse system

There are three problems in unmanned warehouses: dissatisfaction with customer order demand in time, difficulty monitoring the running status of equipment in real time and overstock increasing the cost of inventory. Traditional resource efficiency optimization methods, including simulation of the analysis and genetic algorithm optimization are based on historical data for analysis and optimization which cannot be timely feedback of real-time operation of equipment and timely processing of related issues. There exists a certain lag. The digital twin unmanned warehouse system is used to optimize the resource efficiency which is real-time and super-real-time. It can also monitor the running state of the equipment and the relevant situation that may happen in the future. So that to deal with the abnormal situation in time, it is better to raise customer satisfaction and reduce the cost of storage and inventory.

The optimization analysis flow includes: prediction analysis based on real-time data and historical data of goods and equipment running status; analysis of resource efficiency by the cluster analysis and optimization by Genetic Algorithm; the optimized resource allocation scheme is compared with the pre-optimization scheme, and the optimized data is fed back to the data service system for vector iteration and continuous optimization of the model to provide decision support for the optimization efficiency. The details are shown in figure 6.
(1) Data analysis and forecasting

The calculation is carried out by using BP neural network algorithms. The input is the relevant parameters like the historical data of the status of the goods and equipment in and out of the warehouse collected by the digital twin center, the number of hidden layers. Neural network data is divided into three parts: training data, verification data and test data. The ratio is about 7:1.5:1.5. The main aim of data training is to adjust and determine the relevant parameters of the neural network through training. The training effect of the neural network is expressed by the correlation coefficient which represents the correlation between the actual value and the predicted value. The closer to 1, the higher the fitting degree and the better the training affects prediction. The prediction data and the real-time data collected from the bottom layer are used to drive the digital twin model and feedback on the potential resource efficiency problems of unmanned warehouses.

(2) Automatic optimization of equipment resources

The process of system automatic optimization includes clustering analysis of the efficiency of the equipment and setting automatic optimization algorithms to optimize related parameters based on the analysis results.

The cluster analysis method is used to divide the resource efficiency of each kind of equipment into three categories, so as to have higher similarity within the class and lower similarity among the classes. By running the model of digital twin unmanned warehouse, the data of resource efficiency of AGV, picking robots, tally robots and forklifts are obtained. The value of resource efficiency and the direction of optimization are found by the cluster analysis. Then the genetic algorithm is used to optimize and adjust the relevant parameters to drive the model running, and realize the automatic optimization of resource efficiency.

(3) Automatic optimization of berth resources
The main objective of the optimization of shelf space is to reduce the distance of goods in the warehouse, save scheduling and transportation time. Because the structure of an unmanned warehouse is complex, it is difficult to use a specific algorithm to solve it. The system model mainly uses quantum genetic algorithms. Compared with generally used genetic algorithms, quantum genetic algorithms have better diversity and parallelism. By specifying the parameters of the shelf, inventory status and order requirements, the algorithm can be used to find the appropriate location for each batch of goods arriving. The main processes are as follows:

1) The population is initialized by quantum bit method according to the physical information of the shelf and the inventory state.

2) The fitness of the individual is calculated by taking the shortest distance of transportation as the optimization goal and considering the principle of compatibility, the constraints of centralized stacking and the size of the shelf.

3) Take the current optimal individual as the next generation's evolutionary goal. Through the quantum gate operation changes the chromosome quantum bit code, forms the next generation population.

4) Repeat until the optimization criteria are met.

(4) Optimized results feedback

The optimized resource allocation data is returned to the corresponding table of the data service system through the communication interface of the digital twin model. Then the data is transmitted back to the terminal of the service layer. Users can view the optimized model and related parameters according to the visual display interface which distributes the resources of unmanned warehouses more scientifically and reasonably.

5 Application of digital twin unmanned warehouse system

The proposed digital twin unmanned warehouse system is applied in Y company. The steps are as follows: Firstly, build the ontology model and import the data into the system database with the help of the ontology modeling software. The local database extracts the model data from PLC as the twin data of the model. Then the digital twin models are constructed by using real-time mapping technology and the running state of the unmanned warehouse is restored. Cased of this, real-time and super-real-time simulation is carried out to optimize the resource efficiency and improve the space utilization ratio of unmanned warehouses.

The data of five products in the fourth quarter of 2019 are analyzed. It was found that the number of goods in and out of the warehouse accords with Poisson Distribution. The BP neural network is used to train and forecast the order data as shown in figure 7. The correlation coefficient of the fitting degree is 0.87, which shows that the fitting degree is high and the training and forecasting effect is good. The results are uploaded to the order data table of the data service system, and the data is used to drive the digital twin model. At some time, the scene is monitoring in time and monitoring of equipment status as shown in figure 8. Including equipment operation, material storage, goods delivery, a warehouse environment, etc.
Figure 7: time series prediction of in/out storage volume

Figure 8: Large screen on site and device status data visualization

Through the data analysis of unmanned warehouse equipment resources, it can be found that the utilization ratio of automatic guided vehicles, tally robots, picking robots and other resources is unbalanced. In order to get the best allocation of resource efficiency, some rules are added to digital twin models according to the actual process and order condition. The resource quantity is adjusted dynamically by optimizing the rules.

Table 1 AGV resource utilization cluster analysis table

<table>
<thead>
<tr>
<th>Carriage ratio</th>
<th>Club 1</th>
<th>Club 2</th>
<th>Club 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.83%</td>
<td>13.26%</td>
<td>21.99%</td>
<td></td>
</tr>
<tr>
<td>39.57%</td>
<td>10.88%</td>
<td>27.81%</td>
<td></td>
</tr>
<tr>
<td>18.18%</td>
<td>8.00%</td>
<td>40.15%</td>
<td></td>
</tr>
<tr>
<td>8.42%</td>
<td>12.95%</td>
<td>36.97%</td>
<td></td>
</tr>
<tr>
<td>13.01%</td>
<td>8.61%</td>
<td>8.55%</td>
<td></td>
</tr>
</tbody>
</table>

The results are as follows:

(1) From the table, it can be seen that the carrying rate of the car is unbalanced.
(2) The data is concentrated on about 10%, and the other two cluster centers fluctuate greatly. Therefore, the automatic adjustment of resources and working hours of AGV can make it achieve higher resource efficiency, while the same adjustment of other resources and working hours can further improve overall efficiency during the operation process.

After optimization, the resource efficiency of AGV increased from 9.12% percent to 43.86% percent, and that of picking robots increased from 15.24% percent to 39.89% percent. The other resource efficiency decreased slightly, but within the acceptable range. The turnaround time of goods was shortened from 31.29 minutes to 24.90 minutes.

Furthermore, the space utilization ratio is optimized. The shelf area of the temporary storage area and the storage area are 80 and 310 respectively. The area of the temporary storage area and the storage area are 30 and 592 respectively. In order to ensure a reasonable inventory and higher resource efficiency can reduce the number of shelves in the cargo area, the resource efficiency of the storage capacity is about 60% percent when the storage capacity reaches the peak, so it is necessary to improve the space utilization efficiency of the warehouse. When the storage resource efficiency reaches 80% percent by using quantum genetic algorithms, the number of shelves needed for the temporary storage area and the storage area are 32 and 176 respectively, and the area of the corresponding temporary storage area and the storage area are reduced accordingly. The resource efficiency of storage space has improved.

From the above analysis, we can see that the resource efficiency of the unmanned warehouse and the shelf utilization has been improved. The inventory turnover efficiency has also increased. The optimized data information is fed back to the data service system for iterative optimization and to facilitate further optimization of the model. And the data will then be fed back to the server data sharing center, scientific and rational allocation of related resources decision can be made by the decision-maker according to the visual interface model and parameters.

6 Conclusion
Digital twin technology is introduced into the unmanned warehouse system, which is helpful to monitor the running status of equipment dynamically and deal with the problems on the spot in time, to improve the running efficiency and the ability of scheduling timely of equipment and promote the realization of intelligent logistics. In this paper, a model of unmanned warehouse system based on digital twin is proposed which extends the application of digital twin technology in warehouse resource scheduling. It combines the physical entity to model ontology mapping technology and ontology translation technology, based on the data analysis and optimization technology methods (BP Neural Network Algorithm, clustering analysis method, Genetic Algorithm); the real-time data-driven digital twin unmanned warehouse system can be used for real-time transparent management and simulation decision support based on the physical information of the actual warehouse. The combination rule and dynamic priority method are designed to improve the scheduling of logistics equipment and the optimization of resource efficiency and space utilization. Digital twin modeling improves the reusability of the model, realizes the combination of virtual and real, and analyses and forecasts the future situation. The theory and method of digital twin unmanned warehouse models can be used not only for the resource efficiency and cost optimization, but also for balancing a resource efficiency and a service level. Considering the implementation cost and complexity of digital twin, there is still a big gap in the high-level integrated digital twin. Based on the model in this paper, more twin data of different objects
will be obtained and the data of different granularity will be further studied to better realize the work of "controlling reality by virtual".
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Application of Internet of Things into smart home scheduling

Abstract
The Internet of Things is widely used nowadays, which enabled real-time scheduling for electricity consumption task. It not only facilitates our daily life, but also provides us new thinking about how to respond to the call of “energy conservation and emission reduction” with information and high-tech. In this paper, we apply Internet of Things into the household electricity consumption task scheduling. According to the electricity usage of residents and peak-valley price, all the tasks are classified into different kinds. Based on these elements, a multi-objective optimization model is developed, with the objectives of cutting down daily electricity consumption and electricity cost, and the constraints of household electricity load and working period, to check whether “The Internet of Things” works well or not in the field of scheduling household electricity consumption task. The solution of the model shows that due to the application of The Internet of Things, we can schedule household electricity consumption task with the reduced electricity charge, and keep the satisfaction of users at a relatively high level at the same time.

Keywords: The Internet of Things, electricity consumption task scheduling, satisfaction level, peak-valley price.

I. Introduction
The application of the Internet of Things in smart homes is very common. The Internet of Things uses front-end hardware sensing devices such as temperature, humidity, light, gas and other sensors and cameras to collect product information of traditional home appliances, including location, working status, etc [1]. Through the network layer, such as Wi-Fi and Bluetooth, information is transmitted to the control terminal. Most smart homes use APP on personal handheld terminals or multi-screen controllers to achieve remote control. The mainstream smart home products that currently existed mainly include smart air conditioners, smart refrigerators, smart washing machines, smart speakers, smart curtains, smart lights, smart sockets, smart door locks, etc. In addition, although ordinary household products do not have functions such as network transmission of information, they can also be realized by using auxiliary media such as smart sockets, so that a simple smart home environment can be quickly established, which is conducive to future smart home scheduling [2,3].

It is found that there are few households research that combine the Internet and smart homes to optimize electricity charge and users’ satisfaction [4]. The in-depth
research on the Internet and smart homes are limited, and thus, this paper tries to explore and supplement this deficiency in this area.

The rest of the paper is organized as follows. In Section 2, we propose the mathematic model. The feasibility of the model is tested through a case study in Section 3. Section 4 presents the conclusion.

II. Proposed model

Parameters and variables

\(X_i\) : index of non-deferrable appliance (\(i=1,2,3,4\) correspond to air purification, water heater, dishwasher, air conditioner respectively)

\(Y_j\) : index of deferrable appliance (\(i=1,2\) correspond to washing machine and charging equipment)

\(t\) : time periods for a whole day (\(t=1\) indicates time period 0:00-1:00)

\(X^t_i\) : binary variable indicates the operation status of non-deferrable appliance \(i\) during period \(t\).

\(Y^t_j\) : binary variable indicates the operation status of deferrable appliance \(j\) during period \(t\).

\(M\) : the satisfaction level of the users about electricity consumption

\(N\) : the satisfaction level of the users about electricity charge

\(S\) : the overall satisfaction level, which is expressed as the weighted average of \(M\) and \(N\).

\(E^t_B\) : the overall electricity load before scheduling

\(E^t_A\) : the overall electricity load after scheduling

\(C_x\) : the total working time for each non-deferrable appliance for a whole day

\(C_y\) : the total working time for each deferrable appliance for a whole day

\(F_i\) : the total working times for non-deferrable appliance in a whole day

\(R_t\) : the electricity charge for time period \(t\)

Objective function

Satisfaction level of the users

First of all, the satisfaction level of the users about electricity consumption is used as an indicator to measure the change of the users’ electricity using habits. When they do not make any change, the satisfaction value is one. When they need to completely adjust the original electricity usage habits, which might greatly change the amount of electricity usage in each time period, the users’ satisfaction with electricity consumption will infinitely approach zero. Therefore, the expression of satisfaction...
level about electricity consumption is:

\[ M = 1 - \frac{\sum_{t=1}^{T}\left|E_A^t - E_B^t\right|}{\sum_{t=1}^{T} E_B^t} \]  

(1)

Secondly, the satisfaction level about electricity charge is an indicator to measure the changes in the electricity expenses before and after the scheduling of appliance. If the user schedules and optimizes the daily electricity usage tasks, the daily electricity cost is lower than the optimized cost before the scheduling. Satisfaction level with electricity charge will be improved, the expression is:

\[ N = 1 - \frac{\sum_{t=1}^{T}(E_A^t \times R_t)}{\sum_{t=1}^{T}(E_B^t \times R_t)} \]  

(2)

The overall satisfaction level \( S \) is expressed as the weighted average of the satisfaction level about electricity consumption and the satisfaction level about electricity charge [4].

\[ S = \alpha M + \beta N \]  

(3)

\[ \alpha + \beta = 1 \]  

(4)

Thus, the first objective function is:

\[ \text{Max} \ S \]  

(5)

**Electricity load**

Besides considering the users’ satisfaction level about electricity consumption, to implement peak and valley electricity prices, we need to minimize the daily electricity consumption peak and the difference between daily electricity consumption peak and valley, the second and third objective functions are:

\[ \text{Min} (\text{Max} E_A^t) \]  

(6)

\[ \text{Min} (\text{Max} E_A^t - \text{Min} E_A^t) \]  

(7)

**Weighted objective function**

Considering the above objective functions, we can obtain the following objective function by weighting method:

\[ \text{Min} (\gamma_1 \frac{\text{Max} E_A^t}{\text{Max} E_B^t} + \gamma_2 \frac{\text{Max} E_A^t - \text{Min} E_A^t}{\text{Max} E_B^t - \text{Min} E_B^t} - \gamma_3 S) \]  

(8)

\[ \gamma_1 + \gamma_2 + \gamma_3 = 1 \]  

(9)

Among them, \( \frac{\text{Max} E_A^t}{\text{Max} E_B^t} \) and \( \frac{\text{Max} E_A^t - \text{Min} E_A^t}{\text{Max} E_B^t - \text{Min} E_B^t} \) are designed to set the target value at around 1, which facilitates comparison with users’ satisfaction level at the close range, and thus, reduces the impact of the large numerical gap.

**Constraints**
First of all, because the optimization is affected by the users’ satisfaction level, if the daily electricity consumption after the scheduling and the user's original consumption are quite different, it will significantly change real life of the users, which is impractical. Therefore, the following constraint ensures that the user's total daily electricity consumption remains the same after re-scheduling:

$$\sum_{t=1}^{T} E_A^t = \sum_{t=1}^{T} E_B^t$$  \hspace{1cm} (10)

Second, since electricity billing is one of the most important factors, it is necessary to ensure that the user's electricity charge is lower than the original charge after scheduling:

$$\sum_{t=1}^{T} (E_A^t \times R_t) \leq \sum_{t=1}^{T} (E_B^t \times R_t)$$  \hspace{1cm} (11)

In addition, taking into account the threshold of the household users’ electricity load, if the power consumption is too large in a short period of time, it will lead to overload protection of the electric gate, causing tripping phenomenon. Thus, after scheduling optimization, the electricity consumption at various times of the day should also be lower than the electricity gate overload protection. In this paper, the maximum carrying load of 8.8kw (=40A x 220V) of the general household electricity meter with specification 5 (40)A is used to calculate the upper limit of each household's electricity load.

Since this research excludes the scheduling of basic electricity tasks, including: refrigerator, lighting equipment, rice cooker, induction cooker, television set, vacuum cleaner. The corresponding power rates are: 0.04kw/h, 0.2kw/h, 0.5kw/h, 2kw/h, 0.1kw/h, 1.4kw/h. Therefore, after excluding the basic power tasks electricity load, the maximum load can be set at 5.5kw for each time period.

$$\forall E_A^t \leq 5.5$$  \hspace{1cm} (12)

III. Case study

Due to the different living habits of each family, there are some differences in the using time periods of the appliance. For example, the fifth household chooses air conditioner running time in the evening peak period of electricity consumption, and the sixth household has no special requirements on the running time of the air conditioner. The following table records the electricity consumption habits of the ten households for six appliance.
Table 1. Electricity consumption habits of ten households (hr.)

<table>
<thead>
<tr>
<th>Household</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air purification</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Water heater</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3.5</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>Dishwasher</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3.5</td>
<td>3.5</td>
<td>2.5</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Washing machine</td>
<td>2.5</td>
<td>2</td>
<td>1.5</td>
<td>2.5</td>
<td>3</td>
<td>1.5</td>
<td>1.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>Air conditioner</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8.5</td>
<td>4</td>
<td>7.5</td>
<td>8</td>
<td>8.5</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Charging equipment</td>
<td>4.5</td>
<td>5</td>
<td>3.5</td>
<td>3.5</td>
<td>4</td>
<td>3.5</td>
<td>3.5</td>
<td>4</td>
<td>3.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

After scheduling, take first household as an example, the optimal running time for the appliance is listed as follows:

Table 2. Running time for household 1 after scheduling

<table>
<thead>
<tr>
<th>Appliance</th>
<th>Running time after scheduling</th>
<th>Total running hours (hr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air purification</td>
<td>8:00-14:00</td>
<td>6</td>
</tr>
<tr>
<td>Water heater</td>
<td>11:00-14:00</td>
<td>3</td>
</tr>
<tr>
<td>Dishwasher</td>
<td>9:00-12:00</td>
<td>3</td>
</tr>
<tr>
<td>Washing machine</td>
<td>9:00-11:30</td>
<td>2.5</td>
</tr>
<tr>
<td>Air conditioner</td>
<td>0:00-8:00</td>
<td>8</td>
</tr>
<tr>
<td>Charging equipment</td>
<td>1:00-3:00,4:00-5:00,6:00-6:30,8:00-9:00</td>
<td>4.5</td>
</tr>
</tbody>
</table>

The following figure shows the electricity consumption before and after scheduling.

Fig. 1. Electricity consumption before and after scheduling

Through the comparison between before and after the rescheduling of daily electricity consumption of the ten households, it can be observed that the distribution of daily electricity consumption of residents has changed significantly, and the trend of electricity consumption throughout the day has fluctuated and decreased from 0:00 onwards, and goes up slightly in the evening. For example, during the original period
of 19:00-23:00, when residents used flexible power tasks, and under the effect of scheduling optimization, the power consumption of that period was significantly reduced and the peak was reduced; Electricity consumption remains low from 00-17:00, while new peaks are delayed to 0:00-1:00 a.m., and electricity consumption during peak is lower than the original one. Because the start-up modes of appliance are changed from the original manual mode to the remote control, many power tasks can be scheduled during the time that the residents are not at home. Thus, the fluctuations in daily electricity consumption can also be reduced. It is explained that after optimizing the electricity task scheduling model based on the satisfaction of the user's electricity price, the difference between the peak and valley of the daily electricity consumption of these ten households has indeed been reduced.

IV. Conclusion

In this paper, we apply Internet of Things into smart home electricity consumption scheduling. This paper simultaneously takes residents’ original electricity consumption habits and reducing electricity charge into consideration, combined with the current peak-to-valley electricity price policies, to provide household electricity consumption scheduling. The specific scheduling scheme was studied and the following conclusions were obtained:

After optimizing the scheduling and optimization of the collected electricity consumption of ten households, the residents’ daily electricity consumption has been reduced, and the optimization effect of the situation is obvious. Residents use electricity to cut peaks and fill valleys to a certain extent;

Since the scheduling is based on the actual electricity consumption habits of residents, the optimization results firstly consider the users’ experience of household users. Meanwhile, the electricity charge of each household after optimization has been reduced by 20%-30%. That is to say, under the current peak and valley electricity price policy, the Internet of Things technology can effectively solve the problem of power dispatch, while ensuring a high level of residential power satisfaction, and helping users develop an orderly and reasonable electricity consumption habit.
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Abstract: In response to the actual needs of manufacturing enterprises for energy reduction, energy-efficient scheduling has received more and more attentions. Most research on energy-efficient scheduling in literature only consider scheduling jobs on machines. This paper investigates an integrated production and maintenance scheduling problem under time-of-use electricity tariffs to minimize total energy consumption. We consider the flexible periodic maintenance strategy and model the integrated scheduling problem as a mixed integer program model. A memetic algorithm is proposed based on genetic algorithm with a parallel local search structure enabled by simulated annealing and tabu search. The parallel local search structure achieves high-quality exploitation ability in jumping out local optimum. A two-segment coding operator is proposed taking into account both job and maintenance scheduling decisions. Besides, a novel stacking adjustment strategy is presented to improve the search efficiency of the MA. By comparing to the optimal solutions by CPLEX, the performance of the MA is verified.

Keywords: Time-of-use electricity tariffs, memetic algorithm, production scheduling, preventive maintenance

1 Introduction

Energy shortages have become a bottleneck restricting the economic development of many countries. Manufacturing industry is facing unprecedented resource and environmental pressure due to its energy consumption characteristics such as high energy consumption and low energy efficiency. In recent years, the concept of Green manufacturing (GM) has gradually emerged and become an important paradigm in the transformation and upgrading of manufacturing.

The time-of-use electricity tariffs (TOU) is a demand-side power load management method that guides users to achieve a balanced output of power loads by formulating different power price ranges. In this mechanism, there are multiple electricity tariffs slots with different unit electricity prices in one day. Generally, the electricity tariffs during peak periods can reach two to three times compared to that during low peak periods. Electricity suppliers use the TOU to stimulate consumers to adjust their peak hours of electricity demand to other periods with lower prices, thereby reducing the peak-to-average ratio (PAR) of the demand load curve.

Under the TOU, how a company reasonably schedules production tasks have a huge impact on the company's power consumption. In the context of time-of-use electricity tariffs, (Moon & Park, 2014) studied the mixed processing shop scheduling problem under the TOU, and established two discrete-time mathematical models to minimize the weighted sum of the maximum completion time and the total electricity cost. (Luo et al., 2013) proposed a multi-objective ant colony optimization meta-heuristic algorithm for the mixed flow shop scheduling problem of TOU to minimize the weighted sum of total completion time and total electricity cost. (Sharma et al., 2015) studied the variable processing speed scheduling
problem under the TOU and used a multi-objective meta-heuristic optimization algorithm to minimize the total electricity cost and environmental impact. (Fang et al., 2013) studied the single-machine scheduling problem considering the TOU under the assumptions of constant processing speed and variable processing speed, and proved that the problem is a strong NP-hard problem. (Che et al., 2016) investigated a single machine scheduling problem under TOU tariffs to minimize the total electricity cost. A new continuous-time MILP model was developed. Based on the property analysis of the problem, an efficient greedy insertion heuristic was proposed. (H. Zhang et al., 2014) studied the flow shop scheduling problem under the time-of-use electricity price model, and established a discrete-time integer programming model to simultaneously minimize the total electricity cost and carbon dioxide emissions.

Obviously, most of the energy-saving scheduling research under the TOU does not consider machine failures and machine maintenance. However, machine failures and machine maintenance are common in actual production and are closely related to production scheduling. In order to reduce the impact of machine failures on production, most companies will adopt preventive maintenance strategies (Allaoui et al., 2008). Preventive maintenance aims to prevent failures. Through the inspection and detection of equipment, the signs of failure are discovered in advance, and preventive equipment maintenance is performed to keep the equipment in the specified functional state and avoid shutdown maintenance that seriously affects production.

Therefore, this paper integrates production scheduling and maintenance scheduling. For the single machine-type shop, under the TOU, we adopt the flexible periodic maintenance strategy, and use the delivery date as a hard constraint to study the integrated scheduling problem of production and machine maintenance to minimize the objective of power consumption.

First, we establish a mixed integer program (MIP) model for the integrated scheduling problem. Considering the complexity of the problem, we propose a memetic algorithm (MA) based on the population-based search of genetic algorithm (GA). We propose a two-segment coding operator to realize the integrated decision-making of job sequence and processing interval. A parallel local search enabled by simulated annealing (SA) and tabu search (TS) is embedded in the GA, which improves the algorithm's exploration and exploitation capabilities (Q. Zhang et al., 2012).

2 An integrated Model for production and maintenance scheduling under TOU

2.1 Problem description

Assume that an order has $n$ independent jobs, the processing time of job $i$ is $t_i$, and the power consumption per unit time of job $i$ is $c_i$. The due date of the order is $d_{\text{max}}$, that is, the completion time of all jobs of the order must be less than $d_{\text{max}}$.

All the jobs are processed in a single machine. In order to avoid accidental failures of machine, a strategy of flexible periodic maintenance is adopted. The flexible periodic maintenance strategy stipulates the shortest continuous running time and the longest continuous running time of the machine; that is, the time interval between two consecutive maintenance must be not less than $v$ and not greater than $u$.

Consider order production under the time-of-use electricity tariffs mechanism. This paper adopts the piecewise TOU pricing mechanism. For example, the electricity tariff cycle is 24
hours, and there are 4 electricity tariffs intervals in the cycle, and the length of each interval may not be equal. Based on this mechanism, jobs arrangement in different electricity tariffs intervals have different processing costs. Assume that the start time of the \( k \) electricity tariffs interval is \( b_k \), the end time is \( b_{k+1} \), and the corresponding electricity tariffs is \( p_k \). If the processing time of the job in the \( k \) electricity tariffs interval is \( t_j \), the power cost of the job is \( t_j p_k \).

![Figure 1: Schematic diagram of TOU mechanism.](image)

In addition, the problem also satisfies the following assumptions.
1. Jobs processing and machine maintenance cannot be interrupted.
2. The machine can process at most one job at any time.
3. The job is allowed to be produced across the electricity tariffs interval, but it must be processed continuously without interruption.
4. The job processing starts from time zero.
5. Maintenance work can be carried out across intervals. And every maintenance time is less than the length of any electricity tariffs interval.

The goal of the integrated energy-efficient scheduling for production and maintenance is to determine the processing sequence of the jobs and its start and end time, and formulate a flexible maintenance plan for the machine (the number of machine maintenance and its start and end time) to minimize the total electricity cost (TEC) of order processing under the TOU mechanism.

In order to coordinate the scheduling of order jobs and machine maintenance, this paper regards the flexible periodic maintenance of the machine as special jobs. The processing time of the job is \( t_j \), which has processing time is \( t_0 \) but does not consume power. Due to the flexible maintenance strategy, the time interval between two consecutive maintenance must be not less than \( v \) and not greater than \( u \). In order to reduce the impact of switch on and off on production efficiency, the number of maintenances should be minimized under the premise of ensuring the flexible periodical maintenance strategy of the machine. According to the order lead time \( d_{\text{max}} \) can be calculated that the scheduling plan requires at least maintenance times. We set the number of maintenances is \( m \).

\[
\begin{align*}
m & \geq \left\lfloor \frac{d_{\text{max}}}{u} \right\rfloor \\
m t_0 + \sum_{j=1}^{n} t_j & \leq d_{\text{max}}
\end{align*}
\]

(1)

### 2.2 Modelling

Parameter:
\[ d_{\text{max}} \] : Order lead time
\[ n \] : Number of order artifacts
\[ m \] : Number of maintenance parts
\[ N \] : Total number of jobs (total number of order jobs and maintenance jobs)
\[ M \] : The number of electricity tariffs intervals.
\[ t_i \] : The processing time of the job.
\[ c_i \] : The unit power consumption rate of the job.
\[ c_i = 0; n < i \leq N \] : The unit power consumption rate of the maintenance job.
\[ t_i = t_0; n < i \leq N \] : Time to maintain artifacts.
\[ v \] : The shortest time interval between two maintenance.
\[ u \] : The longest time interval between two maintenance.
\[ b_k \] : The start time of the first electricity tariffs interval.
\[ b_{k+1} \] : End time of the first electricity tariffs interval.
\[ p_k \] : The electricity tariffs in the \( k\)-th electricity tariffs interval.
\[ A \] : Infinite number.

**Decision variables:**

\[ x_{i,k} \] : The processing time of the job in the electricity tariffs range, \( 1 \leq k \leq M, 1 \leq i \leq N \)
\[ y_{i,k} \] : \( 0-1 \) variable, if the job is processed in the electricity tariffs range, its value is 1, otherwise it is 0. \( 1 \leq k \leq M, 1 \leq i \leq N \)

**The MIP model:**

\[
\begin{align*}
\min & \quad TEC = \sum_{i=1}^{N} \sum_{k=1}^{M} p_k c_i x_{i,k} \\
\text{subject to} & \quad \sum_{k=1}^{M} x_{i,k} = t_i; 1 \leq i \leq N \tag{2} \\
& \quad x_{i,k} \leq t_i y_{i,k}; 1 \leq i \leq N, 1 \leq k \leq M \tag{3} \\
& \quad \sum_{i=1}^{N} x_{i,k} \leq b_{k+1} - b_k; 1 \leq k \leq M \tag{4} \\
& \quad y_{i,k} + y_{i,k+1} + y_{j,k} + y_{j,k+1} \leq 3; 1 \leq i \leq N, 1 \leq j \leq N, 1 \leq k \leq M - 1, i \neq j \tag{6} \\
& \quad \sum_{k=h}^{l-1} y_{i,k} \geq (l-h-1)(y_{i,l} + y_{i,h} - 1); 1 \leq i \leq N, 3 \leq l \leq M, 1 \leq h \leq l-2 \tag{7} \\
& \quad x_{i,k} \geq (y_{i,k-1} + y_{i,k+1} - 1)(b_{k+1} - b_k); 1 \leq i \leq N, 2 \leq k \leq M - 1 \tag{8} \\
& \quad \sum_{i=1}^{n} \sum_{k=1}^{k} x_{i,k} \geq v y_{n+1,k}; 1 \leq k \leq M \tag{9} \\
& \quad -A (1-y_{n+1,k}) + \sum_{i=1}^{n} \sum_{k=1}^{k} x_{i,k} \leq u; 1 \leq k \leq M \tag{10} \\
& \quad \sum_{h=1}^{k} y_{i,h} - \sum_{h=1}^{k} y_{i+1,h} \geq 0; n + 1 \leq i \leq N - 1, 1 \leq k \leq M \tag{11}
\end{align*}
\]
\[
\sum_{j=1}^{n} \sum_{h=1}^{l} x_{j,h} \geq v(y_{i,k} + y_{i+1,l} - 1); n + 1 \leq i \leq M - 1, 1 \leq k \leq M - 1, k < l < M; \tag{12}
\]
\[
-A(2y_{i,k} - y_{i+1,l}) + \sum_{j=1}^{n} \sum_{h=1}^{l} x_{j,h} \leq u; n + 1 \leq i \leq N - 1, 1 \leq k \leq M - 1, k \leq l \leq M \tag{13}
\]
\[-A(1 - y_{N,k}) + \sum_{j=1}^{n} \sum_{h=1}^{l} x_{j,h} \leq u; 1 \leq k \leq M \tag{14}
\]

The objective function (2) is to minimize the total power cost of order processing, TEC. Constraint (3) indicates that a job may be processed in multiple electricity tariffs intervals, but the sum of the time in each interval should be equal to the processing time of the job. Constraint (4) means that the processing time of a job in a certain electricity tariff interval cannot exceed the processing time of the job; if a job is not processed in a certain electricity tariff interval, the processing time of the job in the electricity tariff interval should be 0. Constraint (5) imposes that the total processing time of all jobs in any electricity tariffs interval cannot exceed the length of the electricity tariffs interval, and ensures that the job processing does not overlap. Constraint (6) means that for any two adjacent electricity tariffs intervals \( k \) and \( k + 1 \), at most one job can be processed in both electricity tariffs intervals at the same time, which restricts that only one job can be processed across the boundary between electricity tariffs intervals. Constraint (7) means that if a job is processed across multiple electricity tariffs ranges, these electricity tariffs ranges must be connected; constraint (8) means that only if the job processing time is greater than a certain electricity tariffs range, will the job cross the electricity tariffs range; at the same time; Constraints (7) and (8) ensure that the continuous processing of the job is not interrupted.

Constraint (9) and constraint (10) ensure the time interval requirement of the first maintenance, requiring the machine to process the job from time 0, and the total time for processing the job must not be less than \( v \) and not greater than \( u \). Constraint (11) means that the \( i \)-th maintenance must be before the \( i + 1 \)-th maintenance. Constraint (12) and constraint (13) ensure the time interval requirement for the \( i \)-th maintenance, the total time of processing jobs between intervals must not be less \( v \) than and not greater than \( u \). Constraint (14) requires that the job processing time after the last maintenance work cannot be greater than \( u \), otherwise this maintenance is not the last one.

3 Memetic algorithm

3.1 Algorithm design ideas and structure

Most of single scheduling problems under TOU mechanism are difficult to solve, which have been proved to be a typical NP-Hard problem by (Fang et al., 2016). Considering the complexity of our model integrating production and maintenance under TOU, this paper proposes an MA solution algorithm. The proposed MA uses a GA-based search framework. GA has the characteristics of good robustness and strong versatility, and is an effective algorithm for solving many scheduling problems (Wu, 2018).

However, the GA is easy to fall into a local optimum (R. Zhang & Chiong, 2016). This paper embeds two local search algorithms, TS and SA into the GA framework, and proposes an MA solution algorithm. The algorithm has the following three innovations:
(1) Parallel local search framework. On the basis of the results of the GA, the local optimal solution can jump out through the parallel local search enabled by TS and SA to reduce the error between the solution result and the optimal solution.

(2) Stacking adjustment strategy. Under the same job processing sequence, the difference in electricity prices is mainly caused by the different time intervals between the jobs. The local search algorithm is inserted in the algorithm solving process to improve the quality of chromosomes, and the time interval of adjacent jobs is dynamically adjusted. Compare the value of the objective function before and after adjustment to find a better chromosome.

(3) Penalty function-based search strategy. Due to the limitation of maintenance work, it is difficult to obtain qualified initial chromosomes when the problem is large. For this reason, the algorithm adds a penalty function in the decoding process to detect whether the total time length of the job between each two maintenance tasks meets the length of the maintenance interval. If it is not satisfied, the corresponding penalty value is added to the objective function value to reduce the probability of a chromosome being inherited.
The GA contains the time arrangement and sequence of the artifacts of the scheduling result information. In our algorithm, the sequence of all the artifacts and the start time of work need to be obtained through coding. If the sequence of job processing and the length of the interval between two adjacent jobs are determined, and the processing time of each job is combined, the starting time of each job in the scheduling time period can be obtained.

### 3.2 GA-based search framework

(Cui et al., 2019) used two-stage coding for job shop scheduling problems under TOU. In a scheduling problem with \( n \) processing job, the length of the encoding chromosome is \( 2n+1 \), the \( 1 \) to \( n \) positions are the number of the randomly generated jobs, and the \( n+1 \) positions behind represents the time interval between two randomly generated jobs that are adjacent to each other, and the sum of all intervals should be equal to the total scheduling time minus the necessary processing time for all jobs, we called it is \( EM \). The sequential combination of jobs processing time and interval can further obtain the start processing time and end time of each job, which is used to solve the electricity cost of each job in the sorting.

**Figure 3: Coding diagram.**

The algorithm uses binary tournament selection operator. First, we randomly selected two chromosomes A and B from the population, and chose the chromosome with a small objective function value to enter the elite parent population. After \( n \) times selection, the elite parent population of size \( n \) is obtained, and the offspring population is obtained through crossover of this population. Because the coding of the initial population adopts a two-stage format, the two preceding and following genes cannot cross each other. For the previous paragraph genes, we randomly generate a Boolean variable code of length \( n \), and place the gene at the corresponding position of the A chromosome at the position where the corresponding code of the Boolean variable is 1, which is the number of a certain job. Then we search and delete the job codes that have been placed in the B chromosome. If there are \( i \) positions with the code 1, there are \( n-i \) position that needs to be selected from the B chromosome and placed in the progeny population. Finally, we randomly generate a probability number \( P \), and multiply all the second part genes on the A chromosome with \( P \), all the second part genes on the B chromosome with \( P^{-1} \), and add the corresponding positions of the second part genes of the two chromosomes to obtain the offspring population. Get the interval between new artifacts in the offspring population. Repeat this method to \( N/2 \) times get the number of progeny population.
3.3 Stacking adjustment strategy

In the process of GA, the adjacent time interval of all chromosomes will be adjusted every fixed algebra, and the interval will be expanded as much as possible during the period of higher electricity tariffs. Processing and production will not be carried out in the interval of high electricity tariffs. The interval in the time period should be 0 as much as possible, and the job should be arranged in the time period with low electricity tariffs as much as possible. After many experiments, it was found that this method can quickly reduce the minimum energy cost of chromosomes. However, it is necessary to test every time interval of all chromosomes, which takes a long time, and the effect of frequent detection and adjustment is not obvious. We choose to adjust every 20 or 10 generations.

3.4 Local search design

This paper designs a local search scheme to improve the quality of the GA. When the GA completed, the local search base on the optimal chromosome can quickly obtain a solution with a smaller error. The SA and TS will be used to realize local search.

The simulated annealing algorithm needs to set the initial temperature, randomly exchange genes at different positions on the target chromosome or mutate the processing time interval of the job to obtain a new chromosome, and determine the probability of accepting a poor solution according to the value of the objective function and the change of temperature. When the value of the objective function changes from $E(n)$ to $E(n+1)$, the probability formula for accepting the new solution is as follows.

$$ P = \begin{cases} 
1, & E(n+1) < E(n) \\
\frac{e^{-\frac{E(n+1) - E(n)}{T}}}{E(n+1)} , & E(n+1) \geq E(n)
\end{cases} $$ 

(15)

In the early stage, the initial temperature is higher, there is a high probability that a worse solution will be accepted, so that it can jump out of the local optimum. As the number of algorithm operations increases, the temperature gradually decreases, and the probability of
accepting poor solutions becomes smaller and smaller. The temperature change formula is as follows. We set the parameter $\lambda$ to 0.99.

$$T(n+1) = \lambda T(n), n = 1, 2, 3,...$$

(16)

The crucial stage of TS is to set the tabu table. In each generation of mutation, the mutation method with the smallest objective function value is selected as the initial chromosome for the next operation, and this method is recorded in the tabu table. After that, it cannot be selected within the length of the tabu table. In this way, the search is prevented from falling into the local optimum. The length of the tabu table is related to the scale of the problem. If the tabu length is too short, the loop will not be able to break out of the local best point; if the tabu length is too long, all candidate solutions will be tabu, resulting in a long calculation time, which may make the calculation impossible to proceed. The formula for setting the length ($L$) of the tabu table in this article is as follows.

$$L = \sqrt{2A(2A+1)}$$

(16)

Finally, the smaller value obtained by the two methods is selected as the optimal solution.

4 Numerical study

4.1 Algorithm performance

In order to verify the effectiveness and accuracy of the design algorithm, we used CPLEX to solve the model and compare the optimal solution with the algorithm result. We set up the number of jobs from 10 to 100 kinds of scale problem calculation examples, the time period of TOU is [6,5,6,7] four time periods (unit: hour), and the electricity price of each time period is [1,2,4,3] (Unit: Yuan). According to the change data of the TOU in a period, the total scheduling time length is divided into several periods of periodic change.

The experimental platform is based on Lenovo Tianyi 510Pro, Intel i7-9700 3.0 GHz, 16GB RAM. The algorithm is written in MATLAB R2018b, and the CPLEX solver is called through the java program to calculate the optimal solution of the example. The optimal solution is compared with the algorithm solution result to discuss the advantages and disadvantages of the algorithm.
Table 1: This is an example of a table

<table>
<thead>
<tr>
<th>n</th>
<th>v</th>
<th>u</th>
<th>EM</th>
<th>CPLEX time(s)</th>
<th>MA times(s)</th>
<th>MA error</th>
<th>SA error</th>
<th>TS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>48</td>
<td>24</td>
<td>0.09</td>
<td>1.82</td>
<td>2.32%</td>
<td>3.68%</td>
<td>2.76%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>24</td>
<td>24</td>
<td>0.17</td>
<td>2.14</td>
<td>3.66%</td>
<td>7.44%</td>
<td>3.94%</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>72</td>
<td>2.93</td>
<td>2.83</td>
<td>2.36%</td>
<td>5.88%</td>
<td>2.80%</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>36</td>
<td>157.79</td>
<td>14.39</td>
<td>1.69%</td>
<td>2.10%</td>
<td>2.18%</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>24</td>
<td>48</td>
<td>72</td>
<td>213.00</td>
<td>14.80</td>
<td>1.33%</td>
<td>2.13%</td>
<td>1.52%</td>
</tr>
<tr>
<td>24</td>
<td>72</td>
<td>72</td>
<td>342.97</td>
<td>13.97</td>
<td>1.52%</td>
<td>3.61%</td>
<td>2.77%</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>24</td>
<td>48</td>
<td>48</td>
<td>\</td>
<td>63.20</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>48</td>
<td>\</td>
<td>61.74</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td></td>
</tr>
</tbody>
</table>

According to the experimental results, when the scale of the calculation example is small, CPLEX can quickly solve the optimal solution. The improved GA algorithm can obtain an approximate solution with an error within 6%, and the error can be further reduced to 1% to 3% after the SA and TS domain search algorithms. When the scale of calculation examples gradually increases, the speed advantage of the algorithm is reflected. CPLEX may not find suitable upper and lower bounds for a long time. The algorithm's solving speed will not undergo sudden changes, and as the scale of the calculation example increases, the genetic algebra will increase slowly.

Table 2: The impact of key parameters on algorithm performance

<table>
<thead>
<tr>
<th>n</th>
<th>v</th>
<th>u</th>
<th>EM</th>
<th>CPLEX time(s)</th>
<th>MA times(s)</th>
<th>MA error</th>
<th>SA error</th>
<th>TS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>48</td>
<td>24</td>
<td>0.09</td>
<td>1.82</td>
<td>2.32%</td>
<td>3.68%</td>
<td>2.76%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>24</td>
<td>24</td>
<td>0.17</td>
<td>2.14</td>
<td>3.66%</td>
<td>7.44%</td>
<td>3.94%</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>72</td>
<td>2.93</td>
<td>2.83</td>
<td>2.36%</td>
<td>5.88%</td>
<td>2.80%</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>36</td>
<td>157.79</td>
<td>14.39</td>
<td>1.69%</td>
<td>2.10%</td>
<td>2.18%</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>24</td>
<td>48</td>
<td>72</td>
<td>213.00</td>
<td>14.80</td>
<td>1.33%</td>
<td>2.13%</td>
<td>1.52%</td>
</tr>
<tr>
<td>24</td>
<td>72</td>
<td>72</td>
<td>342.97</td>
<td>13.97</td>
<td>1.52%</td>
<td>3.61%</td>
<td>2.77%</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>24</td>
<td>48</td>
<td>24</td>
<td>\</td>
<td>63.20</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>48</td>
<td>\</td>
<td>61.74</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td></td>
</tr>
</tbody>
</table>

According to the analysis of the experimental results, the size of the maintenance interval and the length of the idle time have a greater impact on the solution speed. In order to verify the size of the maintenance interval and the length of the idle time, the following sensitivity analysis test is set up, keeping other parameters unchanged under the same job size and parameters, changing a single variable, and analyzing the impact of this variable on the performance of the algorithm. The results are as follows.
4.2 Sensitivity analysis

4.2.1 The effect of due date on TEC
To analyze the impact of TEC in the production process, this paper comprehensively considers the due date, maintenance intervals setting and the length of the maintenance window and other factors, and sets up related sensitivity experiments. In the first experiment, we analyze the impact of due date on TEC. The experiment data shows that when the jobs processing parameters are unchanged and the due date gradually increases, the TEC first reduces then keep consistent. After analysis, we learned that when the due date increases, the length of the lower electricity p periods also increases. Under the condition of ensuring maintenance constraints, more jobs can be arranged in the low electricity periods, TEC will become lower. When the due date further increases and all jobs can be arranged in the lowest electricity periods, the TEC drops to the minimum. TEC will not continue to drop. This will help managers to determine whether urgent orders are accepted taking into account total energy consumption.

<table>
<thead>
<tr>
<th>$n = 20$</th>
<th>$T = 60$</th>
<th>$n = 10$</th>
<th>$T = 29$</th>
<th>$n = 10$</th>
<th>$T = 29$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{max}}$</td>
<td>TEC</td>
<td>$d_{\text{max}}$</td>
<td>TEC</td>
<td>$d_{\text{max}}$</td>
<td>TEC</td>
</tr>
<tr>
<td>84</td>
<td>484</td>
<td>53</td>
<td>184</td>
<td>43</td>
<td>192</td>
</tr>
<tr>
<td>108</td>
<td>425</td>
<td>77</td>
<td>165</td>
<td>55</td>
<td>163</td>
</tr>
<tr>
<td>132</td>
<td>389</td>
<td>101</td>
<td>160</td>
<td>67</td>
<td>158</td>
</tr>
<tr>
<td>156</td>
<td>364</td>
<td>125</td>
<td>159</td>
<td>79</td>
<td>146</td>
</tr>
<tr>
<td>180</td>
<td>345</td>
<td>149</td>
<td>159</td>
<td>91</td>
<td>146</td>
</tr>
<tr>
<td>204</td>
<td>335</td>
<td>173</td>
<td>160</td>
<td>103</td>
<td>134</td>
</tr>
<tr>
<td>228</td>
<td>332</td>
<td>197</td>
<td>159</td>
<td>115</td>
<td>134</td>
</tr>
<tr>
<td>252</td>
<td>329</td>
<td>221</td>
<td>159</td>
<td>127</td>
<td>132</td>
</tr>
<tr>
<td>276</td>
<td>328</td>
<td>245</td>
<td>159</td>
<td>139</td>
<td>132</td>
</tr>
<tr>
<td>300</td>
<td>328</td>
<td>269</td>
<td>159</td>
<td>151</td>
<td>132</td>
</tr>
</tbody>
</table>

4.2.2 The effect of maintenance intervals on TEC
Then we analyze the impact of maintenance intervals on energy consumption. According to the previous analysis, we know that the maintenance interval setting will affect the number of maintenances required during the operation of the machine and the maintenance schedule range. While keeping other production factors unchanged, When the length of the maintenance interval is fixed, as the lower limit increases, the TEC will first increase and then decrease. When the lower limit is fixed, as the interval length becomes longer, the TEC gradually decreases. On the one hand when the length of the maintenance interval remains unchanged and the lower bound of the maintenance interval initially becomes larger, it limits the maintenance that cannot be scheduled during the period of high electricity prices in the early period, resulting the TEC increase. When the lower bound of the maintenance interval is further enlarged, the upper bound will increase accordingly, which will reduce the maintenance number, the TEC will decrease. On the other hand when the lower bound of the maintenance interval remains unchanged and the length of the maintenance interval increases, it means that the maintenance schedule is more flexible and the upper bound of the
maintenance interval increases. The maintenance frequency is reduced and maintenance can be scheduled in a larger scope. Before the due date, the maintenance can be arranged more independently, which reduces the TEC.

Table 4: The effect of maintenance intervals on TEC

<table>
<thead>
<tr>
<th></th>
<th>n = 30</th>
<th>T = 84</th>
<th></th>
<th>n = 50</th>
<th>T = 149</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v</td>
<td>u</td>
<td>L</td>
<td>TEC</td>
<td>v</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>24</td>
<td>590</td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>36</td>
<td>60</td>
<td>24</td>
<td>591</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>24</td>
<td>602</td>
<td></td>
<td>48</td>
</tr>
<tr>
<td>60</td>
<td>84</td>
<td>24</td>
<td>602</td>
<td></td>
<td>60</td>
</tr>
<tr>
<td>72</td>
<td>96</td>
<td>24</td>
<td>588</td>
<td></td>
<td>72</td>
</tr>
<tr>
<td>36</td>
<td>84</td>
<td>48</td>
<td>591</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>48</td>
<td>120</td>
<td>72</td>
<td>590</td>
<td></td>
<td>48</td>
</tr>
<tr>
<td>60</td>
<td>156</td>
<td>96</td>
<td>590</td>
<td></td>
<td>60</td>
</tr>
<tr>
<td>72</td>
<td>192</td>
<td>120</td>
<td>588</td>
<td></td>
<td>72</td>
</tr>
</tbody>
</table>

The finding obtained by analyzing the above factors can provide managers with suggestions for better management and maintenance arrangements. It benefits reduction of energy costs and operational expenses.

5 Conclusion
This paper considers an energy-efficient scheduling problem under TOU incorporating integrated scheduling decisions of flexible periodic preventive maintenance of production equipment. With the goal of minimizing TEC, we establish a mixed integer program model taking into account due date of customer order. We design an improved MA based on GA-based population search combined with TS and SA. By comparing the experimental results of the MA with GA, MA can get better results than GA. Besides, the MA obtains near-optimal solutions (averagely 2.1%) compared to optimal solutions, requiring much less computation time compared by CPLEX. Finally, we analyze the key factors that affect energy consumption, including the due date, maintenance interval length and lower limit. We find that TEC first reduces then keep consistent as the due date increases. This will help managers to determine whether urgent orders are accepted taking into account total energy consumption. When the length of the maintenance interval is fixed, as the lower limit increases, the TEC will first increase and then decrease. When the lower limit is fixed, as the interval length becomes longer, the TEC gradually decreases.
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Abstract: For the complex system of the industrial park consisting of the three stages of manufacturing, transportation, and warehouse, the increasingly lean and intelligent manufacturing system can gradually meet the increasing customized demand. However, if the transportation and warehousing stages with a low degree of intelligence cannot effectively match the manufacturing process in real-time, it will cause not only an increase in overall operating costs but also a decline in customer service levels. This paper focuses on the finished product warehousing process in an industrial park under a highly dynamic production environment, and studies the synchronized decision-making problem of transportation fleet and finished product warehouse under the Physical Internet (PI) environment. A PI-based synchronization information framework is proposed to solve the challenge of state perception. To solve the challenge of decision level, Collaborative Optimization (CO) is used to systematically coordinate and optimize the "transportation-warehousing" units with independent decision-making and synchronized operations. Finally, simulation and comparative analysis of the proposed synchronization solutions were carried out based on the actual production data of the cooperative enterprises. The results showed that the proposed method can improve the utilization rate of system resources and reduce the operation cost.
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1 Introduction

To meet the optimal response to customized demand, manufacturers are gradually adopting flexible production models, while wholesalers/retailers expect to achieve small-batch deliveries in a short time window. Having very little inventory is an important feature of customized production. Many works of literature believe that there is no finished product inventory under customized production mode (Carr et al. 2000 & He et al. 2002). In fact, customer orders include multiple varieties and small batches of products produced by different manufacturers, which requires a certain space to temporarily store and integrate products of the same order. However, due to the low and peak seasons of market demand, to avoid investment in capital, manpower, and resources, many manufacturers tend to look for third-party public logistics services instead of building their warehousing systems. The Supply Hub in Industrial Park (SHIP) is a public warehouse that effectively integrates transportation and storage resources. It can provide raw material/finished product logistics services for multiple manufacturers to achieve Just-in-Time (JIT) operations (Qiu et al. 2012). Gradually, transportation companies
have shifted their strategy from a large-volume, large-scale transportation mode to Milk-run (MR) to achieve small-volume, high-frequency transportation demand. Warehousing operations will also shift from long-period storage to short-period Cross-docking (CD), realizing the temporary storage of finished products and the integration of different products in the same order (Luo et al. 2019).

Under customized demand, the dynamics of orders, resources, and processes will cause the operation process to be disconnected, resulting in a waste of resources and delays in delivery. For this reason, SHIP has to consider: (1) How to realize batch dynamic transportation, which can improve transportation cost efficiency while ensuring the completeness of the products in the order; (2) How to achieve unitized dynamic storage, which can reduce the storage time of orders while increasing the utilization rate of the warehouse, and shorten the delivery lead time as much as possible; (3) More attention should be paid to the fact that if the transportation only pursues the scale of transportation, it is easy to increase the overall transit time of the product; if the warehouse only pursues the turnover efficiency, it is easy to cause waste of transportation resources. Therefore, how to adjust the two plans to keep the time parameters consistent, to achieve the lowest overall operating cost on the premise of meeting the product delivery time and customer demand, which became the research problem of this paper.

Production logistics synchronization (PLS) is to establish an association between two or three subsystems of independently distributed production, transportation, or warehouse models, so that they can achieve synergy in resource allocation, execution plan, control parameters, etc. (Qu et al. 2016). This paper takes the finished product warehousing process in the industrial park as the research object and defines the synchronization problem between MR transportation and CD warehouse as MR-CD Synchronization. At present, a variety of cutting-edge (e.g., Physical Internet) can be used to solve MR-CD Synchronization in industrial parks. The concept of Physical Internet (PI) is developed based on the Internet of things (IoT) and cloud computing technology (Kong et al. 2012). Although there is a lot of research in this area, there are still some limitations. These research gaps will be transformed into the following research questions: (1) At the perception level, construct a synchronization information framework to realize the real-time perception of the status of the manufacturing, transportation, and warehouse stages and feedback to the decision-making layer for decision-making; (2) At the decision-making level, synchronization control mechanism and method are established to coordinate the inconsistency between transportation and warehouse targets, and the control instructions are issued to the frontline to achieve closed-loop control.

The remaining of this paper is organized as follows. Section 2 analyzes the problem of the finished product warehousing process in the industrial park. Section 3 proposes a solution for synchronized decision-making. Section 4 carries on the case analysis. The last section summarizes the paper and identifies potential future works.

2 Analysis of synchronization problems

2.1 Operation process

The storage process of finished products in the industrial park mainly involves two types of enterprises, manufacturers, and SHIP. As shown in Figure 1, SHIP includes SHIP Fleet and SHIP Warehouse.

Business process: The manufacturer relies on the transportation and warehousing services provided by SHIP to realize the transfer and storage of finished products to reduce the capital investment in logistics and warehouse construction. SHIP integrates the demand of manufacturers to formulate cargo collection and warehousing plans reasonably allocates pickup
vehicles and storage locations and ensures that the delivery time of products meets customer demand.

Figure 1: Finished product warehousing process in the industrial park

2.2 Problem analysis

2.2.1 Difficulties in local decision making

- For the transportation stage
  What SHIP Fleet considers is the Milk-run transportation decision problem, which has the following characteristics: (1) Generally, the combination of product types in customer orders is complicated. Manufacturers make their production plans based on product demand, resource constraints, etc. Therefore, the product's off-line time will be different; (2) Manufacturers are located in different locations in the industrial park. For some large industrial parks, they may be further apart; (3) To meet the transportation demand of various batches, SHIP Fleet has different types of vehicles with different rated capacities. Therefore, in the face of factors such as unsynchronized completion time, complex driving paths, and diverse transportation resources, how to plan the types and driving path of the pickup vehicle with the lowest transportation cost has become a difficult point in transportation decision-making.

- For the warehouse stage
  What SHIP Warehouse needs to consider is the storage location assignment problem, which has the following characteristics: (1) Since the product stays in the SHIP warehouse for a relatively short time, to increase the circulation speed, the pallets are usually directly stored in the aisle on the ground. (2) SHIP warehouse is divided into two areas: the buffer area and the loading area. The aisle in the loading area is directly connected to the loading platform, and the aisle can be easily loaded onto the distribution trucks. If there is no available aisle in the loading area, the pallets have to be stored in the buffer area first. Therefore, in the face of the limited storage capacity of the warehouse (especially in the peak sales season), how to plan the warehousing time of orders and allocate suitable aisle with the lowest storage cost has become a difficult point for warehouse decision-making.

2.2.2 Difficulties in synchronized decision-making

The decision-making results of SHIP Fleet and SHIP Warehouse are independent and mutually influencing. Under dynamic interference, there are the following operational problems:
• The mismatch between planning and execution: The tasks in each stage of the industrial park need to be executed according to the pre-made operation plan. However, due to the large number of random dynamics brought by customization demand, it is easy for the system to fail to complete the execution tasks according to the static decision results made under the ideal static state, or even deviate far.

• Poor synchronization of the execution process: (1) The backlog of finished products at the off-line point will cause the increase of factory operation costs; (2) Different decisions such as vehicle type, departure time, and the driving route will result in different SHIP Fleet transportation costs and finished product storage time; (3) The difference in the decision-making of the finished product’s warehousing time and storage location will cause the SHIP warehouse storage cost and the finished product's storage time to be different. Because different companies (even different departments within the company) usually use different management information systems (e.g., ERP, TMS, WMS) for decision-making, performance accounting, etc. This is likely to cause the decision-making process of each stage to be a serial static local optimization process, lacking decision-making for global collaborative optimization with other stages.

2.3 Challenge analysis

As described above, the warehousing process of finished products in the industrial park involves multi-stage participation and multi-parameter interaction. In the dynamic customization production environment, the dynamics generated by any stage may cause inconsistent rhythm in the entire operation process. PLS requires that each decision-making stage be able to carry out autonomous and relevant dynamic coordination based on real-time information under dynamic interference, to eliminate or reduce the impact of random interference on the production system. Therefore, the following two challenges need to be solved.

• Condition monitoring: Under the customized production mode, the finished product warehousing process will inevitably be affected by various dynamic factors (e.g., order changes, resource failure, etc.). Therefore, an information acquisition method is needed to realize the real-time and accurate perception of information in a dynamic operating environment, which is an important foundation for implementing synchronized decision-making applications in the decision-making layer.

• Process control: Traditional experience-based management mechanisms and integrated decision-making methods are difficult to apply to highly dynamic production environments with complex resource relationships. Therefore, to maintain the global optimal operation of the system, it is necessary to introduce appropriate control mechanisms and coordinate optimization methods for guidance, and conduct real-time collaborative control according to the dynamics that occur in each correlation stage.

3 PI enabled MR-CD synchronization solutions

3.1 MR-CD synchronization information framework

The synchronization information framework of this paper is based on the AUTOM information framework solution proposed by Huang et al. (2012). The AUTOM framework is an extensible Manufacturing Internet of Things (MIoT) information framework that complies with the ISA-95 international standard. It provides a theoretical basis and a feasible way for the establishment of the IoT environment in industrial parks.
As shown in Figure 2, the information framework is composed of a smart object layer, gateway layer, service layer, and application layer. First of all, the smart object layer serves the frontline operation of the industrial park. Secondly, the gateway layer and the service layer are the basic equipment for realizing information transmission in the industrial park. Finally, the application layer provides decision support for manufacturers, SHIP, and other enterprises in the industrial park.

**Figure 2: MR-CD synchronization information framework**

### 3.2 MR-CD synchronization control mechanism

Based on the synchronization concept proposed by our research team (Qu et al. 2016; Zhang et al. 2020), considering the various dynamic impact ranges in the finished product warehousing process of industrial parks. This section proposes the MR-CD synchronization control mechanism from the qualitative perspective. The synchronization stage of this mechanism is divided into the plan-making phase and plan-correction phase, as shown in Figure 3.

**Figure 3: The synchronization control mechanism**
• Plan-making phase

After receiving the manufacturer's delivery demand, basic data such as vehicles, order delivery dates, and cargo lane capacity are obtained through the smart object layer. At the same time, SHIP makes collaborative decisions on the transportation plan and the warehousing plan until the initial logistics plan with the lowest overall operation cost is produced.

• Plan-correction phase

During the operation of the production system, the occurrence of various dynamic events may lead to deviations between actual execution and planned data. First, the synchronization control mechanism judges the dynamics of the execution layer. Then, the corresponding synchronization mode is triggered according to the dynamic range of influence. Finally, after formulating a revised plan, it is issued to the executive layer in the form of control instructions.

3.3 Collaborative optimization

MR-CD synchronization is an optimization problem involving the two disciplines of transportation and warehouse. It has the characteristics of distributed and coupled. This is mainly reflected in the fact that all decision-making bodies are at the same level and interdependent. Collaborative Optimization (CO) is one of the multidisciplinary optimization methods to solve large-scale complex coupling problems, which has been introduced into the optimization of production systems by many scholars (Qu et al. 2017; Lin et al. 2020). The CO algorithm has a typical two-level optimization structure, so it is suitable for solving the MR-CD synchronization problem in this paper.

Figure 4: CO framework

Figure 4 shows the collaborative optimization framework of CO. The top layer of the framework is the optimization of logistics system-level disciplines, and the bottom layer is the optimization of two subsystems, transportation, and warehouse. The entire synchronized decision-making problem is decomposed into two-level nonlinear programming problems: (1) The system level allocates design variables $z_i = \{X_i, Y\}$ to the transportation and warehouse subsystems respectively; (2) Under the condition of satisfying their respective constraints, the transportation and warehouse independently solve the optimal solution $y_{(i,j)}$ with the smallest possible deviation from $z_i$; (3) The system level coordinates the coupling variable $Y$ between transportation and warehouse through consistency constraints; (4) After multiple iterations of optimization, a solution that satisfies the consistency constraints and has the lowest logistics cost is obtained.
4 Case study

Based on the actual production data of a large chemical group in China that our research team cooperates with, this section verifies the synchronization solution proposed in this paper through data simulation.

4.1 Business process and basic data

The group has a total of four factories in its industrial park, producing wood paint, interior wall paint, exterior wall paint, and latex paint. The finished product warehousing process is similar to Figure 1. After the group customer service receives the customer's order, it will be assigned to the corresponding factory for production in the form of a production order according to the product type. Table 1 shows the production data of the group on a certain day after the desensitization treatment. In this paper, 10 am is set as 0 times. The completion time and the latest pickup time constitute the pickup service time window. Table 2 is the basic information of SHIP Fleet vehicles, and Table 3 is the basic information of SHIP Warehouse aisle.

Table 1: Customer order information

<table>
<thead>
<tr>
<th>No</th>
<th>Customer Order</th>
<th>Manufacturer</th>
<th>Completion Quantity</th>
<th>Completion Time</th>
<th>The Latest Pickup Time</th>
<th>Delivery Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>168</td>
<td>190</td>
<td>260</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>129</td>
<td>161</td>
<td>260</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>210</td>
<td>239</td>
<td>260</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>114</td>
<td>143</td>
<td>260</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>147</td>
<td>179</td>
<td>350</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>144</td>
<td>177</td>
<td>350</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>3</td>
<td>12</td>
<td>300</td>
<td>333</td>
<td>350</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>156</td>
<td>181</td>
<td>350</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>345</td>
<td>379</td>
<td>470</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
<td>10</td>
<td>292</td>
<td>309</td>
<td>470</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>333</td>
<td>366</td>
<td>470</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>4</td>
<td>13</td>
<td>243</td>
<td>277</td>
<td>470</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>96</td>
<td>134</td>
<td>200</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>72</td>
<td>102</td>
<td>200</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>168</td>
<td>196</td>
<td>200</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>4</td>
<td>10</td>
<td>96</td>
<td>127</td>
<td>200</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>249</td>
<td>284</td>
<td>380</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>2</td>
<td>10</td>
<td>244</td>
<td>269</td>
<td>380</td>
</tr>
<tr>
<td>19</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>315</td>
<td>346</td>
<td>380</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>4</td>
<td>15</td>
<td>218</td>
<td>249</td>
<td>380</td>
</tr>
</tbody>
</table>
### Table 2: Basic data of vehicle

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>Loading Weight (pallets)</th>
<th>Number</th>
<th>Running Speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>4</td>
<td>15</td>
</tr>
</tbody>
</table>

### Table 3: Basic data of aisle

<table>
<thead>
<tr>
<th>Aisle Type</th>
<th>Aisle Number</th>
<th>Area</th>
<th>Capacity (pallets)</th>
<th>Buffer Move Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a1-a5</td>
<td>Buffer area</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>a6-a7</td>
<td>Loading area</td>
<td>60</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4.2 Mathematical models

According to the MR-CD Synchronization studied in this paper, this section proposes a CO-based synchronization optimization mathematical model from a quantitative perspective. To simplify the problem without loss of generality, the problem assumptions and parameter descriptions are shown in Tables 4 and 5. Among them, the units of the order quantity and the vehicle capacity mentioned in Table 4 and Table 5 are pallets.

### Table 4: Problem assumption

<table>
<thead>
<tr>
<th>No</th>
<th>Assumption</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>There are several manufacturers in the industrial park, and each manufacturer is responsible for producing one type of product</td>
<td>A customer order contains multiple types of products, and different products are produced by the corresponding manufacturer</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>One category product in one order is a production order</td>
<td>The capacity of the finished product buffer is sufficient</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Vehicle overload is not allowed</td>
<td>Movement time is fixed</td>
</tr>
<tr>
<td>7</td>
<td>The vehicle departs from SHIP and returns to SHIP after pickup</td>
<td>Ignore unloading and loading time of warehouse</td>
</tr>
<tr>
<td>9</td>
<td>Movement from the buffer area to the loading area is one-way</td>
<td>Production orders are not allowed to split for transportation</td>
</tr>
<tr>
<td>11</td>
<td>The number of pallets stored in the aisle cannot exceed its capacity</td>
<td>All products in the order will be delivered after entering the warehouse</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 5: Parameter description

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Manufacturer Number, $i = 1, 2, ..., n$</td>
<td>$c_{i}^{f_{buf}}$</td>
<td>Penalty cost of delayed arrival of vehicle $v$</td>
</tr>
<tr>
<td>$m$</td>
<td>Customer order number, $m = 1, 2, ..., M$</td>
<td>$c_{v}^{f_{fix}}$</td>
<td>Fixed cost of vehicle $v$</td>
</tr>
<tr>
<td>$v$</td>
<td>Vehicle number, $v = 1, 2, ..., V$</td>
<td>$c_{v}^{f_{var}}$</td>
<td>Unit transportation cost of vehicle $v$</td>
</tr>
<tr>
<td>$a$</td>
<td>Aisle number, $a = 1, 2, ..., N$</td>
<td>$c_{a}^{f_{fix}}$</td>
<td>Fixed storage cost of aisle $a$</td>
</tr>
<tr>
<td>$Q_{m}$</td>
<td>The total quantity of order $m$</td>
<td>$c_{a}^{f_{var}}$</td>
<td>Unit storage cost of aisle $a$</td>
</tr>
<tr>
<td>$p_{m}^{i}$</td>
<td>Quantity of production order</td>
<td>$c_{d_{del}}$</td>
<td>Delayed delivery time of order $m$</td>
</tr>
<tr>
<td>$w_{v}$</td>
<td>Loading weight of vehicle $v$</td>
<td>$t_{i,m}^{in}$</td>
<td>warehouse entry time of production order</td>
</tr>
<tr>
<td>$T_{0}^{v}$</td>
<td>The departure time of vehicle $v$</td>
<td>$t_{m}^{in}$</td>
<td>warehouse entry time of customer order $m$</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>Travel time of vehicle $v$ from $i$ to $j$</td>
<td>$T_{b_{m}}$</td>
<td>Buffer move time</td>
</tr>
<tr>
<td>$a_{t_{i}^{v}}$</td>
<td>The time when vehicle $v$ arrives at $i$</td>
<td>$d_{t_{m}^{req}}$</td>
<td>Delivery time of customer order $m$</td>
</tr>
<tr>
<td>$[e_{i}^{k}, l_{t_{i}^{k}}]$</td>
<td>The $k$th time window of $i$</td>
<td>$t_{m}^{out}$</td>
<td>Allowed delivery time of customer order $m$</td>
</tr>
<tr>
<td>$w_{t_{i,m}^{v}}$</td>
<td>Waiting time of vehicle $v$ at $i$</td>
<td>$[B_{0}, E_{0}]$</td>
<td>Operation time of ship</td>
</tr>
<tr>
<td>$g_{i,m}^{v}$</td>
<td>Transshipped by vehicle $v$, and 0 otherwise</td>
<td>$x_{i,j}^{v}$</td>
<td>1, if the vehicle runs from $i$ to $j$, and 0 otherwise</td>
</tr>
<tr>
<td>$s_{i}$</td>
<td>Service time required by $i$</td>
<td>$\delta_{k,m}$</td>
<td>1, if order $m$ is moved to loading area after $k$ and 0 otherwise</td>
</tr>
<tr>
<td>$q_{i}^{v}$</td>
<td>Pick-up weight of $i$</td>
<td>$\eta_{m}$</td>
<td>1, if buffer area is the place order $m$ located before it is transshipped to the loading area, and 0 otherwise</td>
</tr>
<tr>
<td>$a_{t_{v}^{war}}$</td>
<td>The time when vehicle $v$ arrives at SHIP</td>
<td>$\theta_{m,a}$</td>
<td>1, if order $m$ is located on aisle $a$, and 0 otherwise</td>
</tr>
<tr>
<td>$V_{a}$</td>
<td>The capacity of aisle $a$</td>
<td>$\mu_{m,i,a}$</td>
<td>1, if production order is located on aisle $a$, and 0 otherwise</td>
</tr>
<tr>
<td>$c_{v}^{wait}$</td>
<td>The waiting time cost of vehicle $v$</td>
<td>$u_{t,a}$</td>
<td>1, aisle $a$ is used at time $t$, and 0 otherwise</td>
</tr>
</tbody>
</table>

#### 4.2.1 System level model

The objective function and consistency constraints of the logistics system level are as follows:

$$\min f = f_{t}^{2} + f_{w}^{2}$$  \hspace{1cm} (1)

$$f_{i}^{t} = (y_{(1,1)} - z_{1})^{2} \leq \varepsilon$$  \hspace{1cm} (2)
\[ J^*_w = (y_{(2, 1)} - z_2)^2 \leq \varepsilon \]  

Equation (1) represents the system level objective optimization function of the industrial park; Equations (2)-(3) represent consistency constraints, Where \( at_{var} \) is the coupling variable \( Y \) of the transportation subsystem model and the warehouse subsystem model.

### 4.2.2 Transportation Subsystem Model

\[
\min \ f_t = \sum_{i=1}^{n} \sum_{j=1}^{i} C_{fix}^v \times x_{ij}^v + \sum_{v=1}^{V} \sum_{i=1}^{n} \sum_{j=1}^{i} C_{var}^v \times t_{ij} \times x_{ij}^v + \\
C_{wait}^v \sum_{v=1}^{V} \sum_{i=1}^{n} \max \left( et_i^v - at_i^v, 0 \right) + C_{buf}^v \sum_{v=1}^{V} \sum_{i=1}^{n} \max \left( at_i^v - lt_i^v, 0 \right) 
\]

Equation (4) represents the transportation cost returned by the optimization of the transportation subsystem. The first term is the fixed cost of the vehicle, the second term is the running cost of the vehicle, and the third and fourth terms are the penalty cost of the time window.

\[
\sum_{i=1}^{n} \left( q_i^v \sum_{j=1}^{i} x_{ij}^v \right) \leq w_v, v \in \{1, 2, ..., V\} 
\]

Equation (5) represents the overload constraint; Equation (6) represents that the vehicle departs from the SHIP and finally returns to SHIP; Equations (7)-(8) represents that the offline point allows multiple visits and the manufacturer’s demand are met; Equation (9) represents that the production order is not allowed to be split and transported; Equation (10) calculates the time when the vehicle \( v \) arrives at the manufacturer \( j \); Equation (11) represents SHIP operating time constraints.

### 4.2.3 Warehouse Subsystem Model

\[
\min \ f_w = \sum_{a=1}^{N} u_{t,a} + \sum_{i=1}^{n} \sum_{m=1}^{M} (t_{out}^m - t_{i,m}^n) \times p_{m}^i \times C_{var}^a + \\
C_{del}^a \sum_{m=1}^{M} \max \left( t_{out}^m - dt_{m}^{req}, 0 \right) 
\]

Equation (12) represents the storage cost returned by the optimization of the warehouse subsystem, the first and second terms are the fixed and variable costs of using the aisle, and the third term is the penalty cost of delayed delivery of customer orders.

\[
\sum_{m=1}^{M} \mu_{m,i,a} \leq 2, a \in \{1, 2, ..., N\} 
\]

\[
\sum_{i=1}^{n} \sum_{a=1}^{N} \mu_{m,i,a} \leq 1, m \in \{1, 2, ..., M\} 
\]

\[
\sum_{m=1}^{M} \theta_{m,a} \leq 1, a \in \{1, 2, ..., N\} 
\]
\[ \sum_{a=1}^{N} \theta_{m,a} \leq 1, m \in \{1,2, ..., M\} \]  \hspace{1cm} (16)

\[ \sum_{m=1}^{M} \sum_{i=1}^{n} \mu_{m,i,a} \times p_{i}^{m} \leq V_{a}, a \in \{1,2, ..., N\} \]  \hspace{1cm} (17)

\[ \sum_{m=1}^{M} \theta_{m,a} \times Q_{m} \leq V_{a}, a \in \{1,2, ..., N\} \]  \hspace{1cm} (18)

\[ t_{i,m}^{in} = a t_{v,a}^{v} \sum_{v=1}^{v} g_{i,m}^{v} \]  \hspace{1cm} (19)

\[ t_{i,m}^{in} = \max (t_{i,m}^{in} \mid i = 1,2, ..., n) \]  \hspace{1cm} (20)

\[ \sum_{m=1}^{M} \theta_{m,a} \times \mu_{m,i,a} = 0 \]  \hspace{1cm} (21)

\[ t_{m}^{out} = t_{m}^{in}, \text{if} \ \eta_{m} = 0 \]  \hspace{1cm} (22)

\[ t_{m}^{out} = \sum_{k=1}^{M} \delta_{k,m} (t_{m}^{in} + T_{bm}), \text{if} \ \eta_{m} = 1 \]  \hspace{1cm} (23)

Equations (13)-(16) express the constraints of order storage in the cargo lane; Equations (17)-(18) express the capacity constraints of cargo lanes; Equations (19)-(20) calculate the arrival time of production orders and customer orders respectively; Equation (21) means that the products of a customer order can only be stored in the same area at the same time; Equations (22)-(23) respectively calculate the time for customer orders to meet the delivery demand.

4.3 Result analysis
Matlab R2016b software was used to program and simulate the above examples. The transportation and warehouse subsystem models are solved by genetic algorithm (GA). The GA parameters are set as follows: population size is 100, the iteration number is 500, crossover probability \( P_{c} = 0.6 \), mutation probability \( P_{m} = 0.06 \). At the same time, the CO method is used to coordinate the decision-making results of transportation and warehouse.

4.3.1 Plan-making phase
Before the start of production execution, driven by customer demand, static data on the frontline is obtained through the smart object layer. The application layer coordinates and optimizes the transportation decision and warehouse decision under the distributed coordination framework of the CO algorithm, to obtain the initial logistics plan with the minimum total system operation cost.

Table 6 shows the initial scheduling results of the SHIP Fleet. Among them, 0 represents SHIP, 1 in 1(2) represents the manufacturer number, and 2 represents the customer order number produced. Figure 5 shows the time when the pickup vehicle arrives at each manufacturer. It can be seen that the service can be reached within the time window of each manufacturer. Besides, Figure 6 is a Gantt chart for aisle distribution, which shows that customer orders can be shipped on time.
Table 6: The result of the initial route planning

<table>
<thead>
<tr>
<th>No</th>
<th>Route</th>
<th>Vehicle Type</th>
<th>Loading Rate</th>
<th>Warehouse Entry Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-2(2)-1(2)-4(2)-3(4)-0</td>
<td>1</td>
<td>90%</td>
<td>172</td>
</tr>
<tr>
<td>2</td>
<td>0-1(1)-3(1)-4(5)-0</td>
<td>2</td>
<td>77.5%</td>
<td>222</td>
</tr>
<tr>
<td>3</td>
<td>0-2(5)-4(3)-3(3)-1(3)-0</td>
<td>2</td>
<td>92.5%</td>
<td>350</td>
</tr>
<tr>
<td>4</td>
<td>0-1(4)-4(1)-2(1)-0</td>
<td>1</td>
<td>80%</td>
<td>133</td>
</tr>
<tr>
<td>5</td>
<td>0-1(5)-3(2)-2(3)-3(5)-0</td>
<td>2</td>
<td>87.5%</td>
<td>320</td>
</tr>
<tr>
<td>6</td>
<td>0-2(4)-4(4)-0</td>
<td>1</td>
<td>60%</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 5: Initial planning of vehicle arrival time

Figure 6: Gantt chart of initial warehouse planning
4.3.2 Plan-correction phase

This paper assumes that the chemical group received an urgent small-batch delivery order in the morning. The negotiated delivery time is 290, and the delivery number of each manufacturer is 4, 5, 8, 6, and the service time window is [180,207], [134,169], [228,266] and [68,98], respectively. This section compares the scheduling results with and without synchronized decision-making.

- Synchronization results

The addition of delivery orders will have an impact on the operation of the industrial park at all stages. At this time, the dynamics will trigger the MR-CD synchronization control mechanism, which is re-optimized through the CO algorithm. Table 7 shows the revised scheduling results of the SHIP Fleet. It can be seen from Figure 7 that the pick-up vehicles can still provide services to the manufacturers in time at the maximum loading rate. Besides, as shown in Figure 8, in the case of the least use of the aisle, both new and original orders can be delivered in time.

Table 7: The result of the corrected route planning

<table>
<thead>
<tr>
<th>No</th>
<th>Route</th>
<th>Vehicle Type</th>
<th>Loading Rate</th>
<th>Warehouse Entry Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-4(2)-1(1)-3(4)-0</td>
<td>1</td>
<td>73.3%</td>
<td>174</td>
</tr>
<tr>
<td>2</td>
<td>0-2(5)-4(3)-3(2)-0</td>
<td>2</td>
<td>87.5%</td>
<td>304</td>
</tr>
<tr>
<td>3</td>
<td>0-4(6)-2(4)-4(4)-0</td>
<td>1</td>
<td>80%</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>0-2(1)-1(4)-2(6)-4(1)-2(2)-1(2)-0</td>
<td>2</td>
<td>100%</td>
<td>152</td>
</tr>
<tr>
<td>5</td>
<td>0-1(6)-3(1)-4(5)-3(6)-0</td>
<td>2</td>
<td>92.5%</td>
<td>232</td>
</tr>
<tr>
<td>6</td>
<td>0-1(5)-2(3)-3(3)-3(5)-1(3)-0</td>
<td>2</td>
<td>92.5%</td>
<td>350</td>
</tr>
</tbody>
</table>

Figure 7: Corrected planning of vehicle arrival time
Comparative analysis of non-synchronization and synchronization results

Non-synchronization means that the newly added delivery orders are processed separately without changing the initial plan. Based on the initial logistics plan of subsection 4.3.1, the non-synchronization results are shown in Table 8 below.

Table 8: The comparison of results

<table>
<thead>
<tr>
<th>Compared Items</th>
<th>Non-synchronization</th>
<th>Synchronization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Vehicle Type 1/Type 2</td>
<td>4/3</td>
<td>2/4</td>
</tr>
<tr>
<td>Average Loading Rate</td>
<td>80.6%</td>
<td>87.6%</td>
</tr>
<tr>
<td>Number of Aisle Type 1/Type 2</td>
<td>3/2</td>
<td>3/2</td>
</tr>
<tr>
<td>Order On-time Delivery Rate</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

From the comparison in Table 7, it can be seen that the decision results of non-synchronization and synchronization can ensure that orders are delivered in time according to customer demand. Both SHIP Warehouse use the same number of the aisle. However, in the case of synchronized decision-making, SHIP Fleet can reasonably arrange to pick up vehicles at the maximum loading rate according to the results of the production offline, further reducing the overall operation cost. Therefore, the proposed solution can provide theoretical guidance for the process management of finished products in the actual industrial park.

5 Conclusion

This paper studies the MR-CD Synchronization problem that is crucial to improving the customer responsiveness of the industrial park system, and proposes PI enabled MR-CD synchronization solutions. To ensure that the system can still meet the delivery time required by customers after facing dynamic interference while ensuring the lowest overall operation cost. This synchronization solution can obtain real-time and accurate information based on the perception layer, to synchronized formulate the overall optimal logistics plan. Finally, the effectiveness of the program is verified through data simulation, and it can provide a feasible implementation framework and method for finished product logistics management in industrial parks.
For future work, we will further study the overall perception of the real-time status of the system in combination with a complex dynamic production environment. Explore the synchronization control mechanism with production as the core.
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Abstract: The transportation task assignment for vehicles plays an important role in city logistics of the physical internet, which is the key to cost reduction and efficiency improvement. The development of information technology and the emergence of “sharing economy” create a more convenient logistics mode, but also bring a greater challenge to efficient operation of urban transportation physical internet. On the one hand, considering the complex and dynamic environment of urban transportation, an efficient method for assigning transportation tasks to idle vehicles is desired. On the other hand, to meet the users’ expectations on immediate response of vehicle, the task assignment problem with dynamic arrival remains to be resolved. In this paper, we proposed a dynamic task assignment method for vehicles in urban transportation physical internet based on the multi-agent reinforcement learning. The transportation task assignment problem is transformed into a stochastic game process from vehicles’ perspective, and then an extended actor-critic algorithm is proposed to obtain the optimal strategy. Based on the proposed method, vehicles can independently make decisions in real time, thus eliminating a lot of communication cost. Compared with the methods based on FCFS (first come first service) rule and classic contract net, the results show that the proposed method can obtain higher acceptance rate and average return in the service cycle.

Keywords: urban transportation physical internet, transportation task assignment, multi-agent reinforcement learning, actor-critic algorithm.

1 Introduction

With the increasingly fierce market competition and the advancement of information technology, the existing city logistics modes are developing towards an energy-saving, efficient and shareable manner. In particular, the novel mode combining city logistics with physical internet, so-called hyperconnected city logistics (Ballot et al., 2014; Kubek and Więcek, 2019;), makes traffic management system to operate more effectively by big data analysis and machine intelligence algorithms (Zhong et al., 2017; Kaffash et al., 2020). In this kind of traffic management system, assigning transportation tasks to vehicles is one of the most important services. Rapidity and rationality are the guarantee for the satisfaction of both users and drivers. However, the sharp increase in transportation demands and vehicle quantities have brought great challenges to existing task assignment methods.

Traditional modeling methods are usually based on simplified constraints and steady-state assumptions, such as mathematical programming (Russell, 2017), graph theory (Xia et al., 2019) and Markov model (Hasan and Ukkusuri, 2017), which are difficult to handle complex and dynamic task assignment problem for vehicles. The rule-based task assignment method can better ensure the real-time decision-making, but the acceptance rate of task assignment and the average return of the system should be further improved. With the storage of vehicles operation data, it is theoretically possible to obtain a decision scheme through existing data learning (Morin et al. 2020). Multi agent can use distributed structure to describe complex and dynamic urban transportation system, so as to reduce the complexity of the system. Reinforcement learning interacts with environment through trial and error, which is suitable for decision-
making problems of the complex dynamic system with large uncertainty and difficult to be solved by traditional methods (Haydari and Yilmaz, 2020). Therefore, the task assignment problem is described as a multi-person multi-stage stochastic game process under cooperative conditions in this paper. A reward-driven decision evaluation method is adopted and the multi-agent reinforcement learning algorithm serves as a solution framework for the problem.

The main works and contributions of this paper include: 1) For task assignment problem, to meet the requirement of immediate response to transportation tasks of users, a stochastic-game-based event-driven task assignment model is developed. It models nodes in transportation network as agents, vehicles at node as agents’ resources. Dynamic transportation tasks will trigger the corresponding nodes to make decisions. 2) An extended actor-critic (AC) algorithm is proposed to solve the developed task assignment model and obtain the optimal strategy. This algorithm consists of several actor networks and one centralized critic network. In training process, agents update parameters of actor and critic networks based on experiences of interacting with environment and state value generated by critic network, and achieve ideal synergy. In testing process, agents are able to provide online decision only based on their state. 3) Simulation and comparison experiments was carried out in Didichuxing’s open source data (DiDi, 2020), which shows that the proposed model and algorithm for dynamic task assignment of vehicles can significantly improve the acceptance rate of task assignment and the average return of the system. This study can also provide a reference for practical applications.

The rest of paper is organized as follows. Section 2 gives the literature review on the related works. Then in Section 3, we proposed the networked description of urban transportation and developed an event driven task assignment model based on stochastic game. The extended actor-critic algorithm was put forward for model solution in Section 4. Simulation experiments and results analysis are given in Section 5. Finally, the conclusions are summarized in Section 6.

2 Related works

Task assignment problem has always been a hot topic in the fields of enterprise staffing (Bouajaja and Dridi, 2015), factory machine scheduling (Liu et al., 2019), satellite resource scheduling (Gabrel and Vanderpooten, 2002) and transportation (Lin et al., 2001; Srivastava et al., 2008; Glaschenko et al. 2009; Seow et al., 2009; Zhen et al., 2019; Zhang et al., 2018). Transportation task assignment is to reasonably arrange the correspondence between vehicles and tasks, and to propose an immediate task assignment scheme. This problem involves multiple dynamic tasks and limited resources, which is a typical combinatorial optimization problem and also an NP-hard problem. It requires online response to randomly arrived demand, and the information at the time of decision-making is incomplete, including only the current and historical resources and demand information. These features make it difficult to be effectively solved as the general assignment (Chekuri and Khanna, 2005) or knapsack problems (Kleywegt and Papastavrou, 1998). The current literature mainly employs mathematical programming, graph theory, simulation or multi-agent models to solve it.

When the target problem only contains a small-scale task or a single type of resource, the mathematical programming model can be established to obtain the exact solution. Considering the individual and collaborative factors involved, Chen et al. (2009) established a multi-objective optimization model to solve the matching problem between employees and tasks. Some researchers also employed heuristic algorithms to solve complex problems with many constraints, which greatly reduce the computation time and memory consumption. Deng et al. (2016) proposed an accurate algorithm and an approximate algorithm for the matching of staffs.
and tasks in the crowdsourcing platform, in which the accurate algorithm is difficult to run because of excessive memory consumption, but the response time of the approximate algorithm is less than millisecond. Abstracted the task allocation problem of unmanned aerial vehicles (UAV) as a collaborative multi-task allocation problem, Jia et al. (2018) developed the mathematical model with kinematic, resource and time constraints, and used the improved genetic algorithm to get the solution of the problem.

The structure of the system can be described intuitively by the node, link and weight in the graph theory model. Gabrel and Vanderpooten (2002) established a graph theory model for the problem of satellite and observation task matching. Further, the shortest path algorithm is used to obtain the task planning scheme to achieve the maximum benefit. Kachroo and Sastry (2016) proposed a travel time function based on traffic density, and established a mathematical programming model to solve the user balance and route allocation schemes by using the node traffic balance in the directed graph with consideration of the intersection time delay.

When the dynamic characteristics cannot be fully expressed by mathematical equations, simulation models can be employed to model the problem. Lin et al. (2001) simulated the freight transportation system in the production logistics by using the combination of the first come first serve rule and the nearest vehicle first rule. Theoretically, the more perfect the actual situation is, the more detailed and accurate the simulation model is, and the more credible the simulation results are. Jorge et al. (2014) confirmed that the mathematical model can get the optimal results, but it needs longer computation time than the simulation model. As for some problems with random and uncertain events, the simulation models can better reflect the effectiveness of the algorithm. However, the modeling and maintenance costs of the simulation models are higher, so it is not suitable for complex systems.

With the advantages of solving large-scale problems, multi-agent systems for task assignment problem have been widely concerned (Srivastava et al., 2008; Seow et al., 2009; Glaschenko et al., 2009; Hao et al., 2013; Lan, 2018). This method essentially enables information sharing between agents through direct or indirect communication to achieve decision sharing. Moreover, some studies have applied multi-agent-based reinforcement learning methods to transportation industry and have achieved good results. A distributed multi-agent deep reinforcement learning method was adopted to solve the problem of controlling traffic signals in a complex urban transportation network, and good results were achieved in terms of optimality and robustness (Chu et al., 2019). Lin et al. (2018) proposed two algorithms based on multi-agent reinforcement learning framework to generate a decision-making scheme for large-scale fleet management of a travel platform. The algorithms can capture supply and demand changes in high-dimensional spaces and formulate corresponding balancing strategies. It is verified in practice that multi-agent systems can significantly improve the utilization of transportation resources. These studies in the context of transportation show that the idea of employing multi-agent reinforcement learning to solve transportation task assignment is feasible.

In short, researches of task assignment problem in many fields are gradually increasing and deepening, and have achieved good results in practical applications. However, there are still some problems such as lack of consideration of random and uncertain factors in practice, and the resulting decision scheme has low flexibility and lag. Especially for the complex and dynamic environment of urban transportation, many algorithms cannot be directly applied. Therefore, in order to improve and solve the above problems, this study proposed a multi-agent reinforcement learning algorithm to solve the problem of transportation task assignment.
In this section, the networked description of urban transportation is proposed, and an event-driven task assignment model based on stochastic game is developed.

3.1 Networked Description of Urban Transportation

Based on the idea of graph theory, the complex urban transportation system is abstracted as a complex network $G = (N, E)$ composed of nodes and edges (see Figure 1). $N = \{\text{Node}_1, \text{Node}_2, \ldots, \text{Node}_n\}$ is the set of nodes in the complex network, which represent various areas of urban roads. $E = \{\text{Edge}_{12}, \text{Edge}_{21}, \ldots, \text{Edge}_{ij}\}$ is the set of edges in the complex network. There are two edges $\text{Edge}_{ij}$ and $\text{Edge}_{ji}$ connected between any two adjacent nodes $\text{Node}_i$ and $\text{Node}_j$. In our opinion, any known urban transportation system can be described by $G$.

Vehicles and tasks in the transportation network are denoted by $V$ and $T$, where $V = \{\text{Vehicle}_1, \text{Vehicle}_2, \ldots\}$ is the set of vehicles, and $T = \{\text{Task}_1, \text{Task}_2, \ldots\}$ is the set of tasks. We defined $c_{it}$ as the total vehicle resource at $\text{Node}_i$ at time $t$, $l_{i,t}$ as the total transport task for $\text{Node}_i$ at time $t$. The service period is usually divided into days or months, which is expressed as $P$. In order to describe the dynamic changes in the environment and resources, time is discretized, and the service period of the vehicle between any two adjacent nodes is taken as the time interval $\Delta t$.

Before developing task assignment model, we made the following assumptions based on the networked description for urban transportation:

1) Modeling objects are moments and places where demand is greater than supply. Based on analysis of real scenarios, when demand is less than supply or supply and demand are balanced, as long as any demand arrives, timely response can ensure that the global benefit is maximized. In that case, no task assignment and evaluation are required.

2) Each period in service cycle is the assignment period of the transportation task, $P = [P_{\text{start}}, P_{\text{end}}]$ where $P_{\text{start}}$ is the start time of the round of assignment, $P_{\text{end}}$ is the end time of the round of assignment, $\Delta t = P_{\text{end}} - P_{\text{start}}$ is the time interval.

3) Vehicle resources of node are updated before start time $P_{\text{start}}$, which includes: the remaining vehicles of the node in the previous period, the vehicles that arrived from other nodes in the previous period, and the vehicles that completed the transportation task to reach the destination node.
4) In the same assignment period, except for assignment decisions, the number of vehicles at a node will not increase or decrease due to external factors. The number of vehicles at a node is the maximum number of tasks that the node can accept during this period.

5) Transport tasks are represented as $task = \{N_{o\text{task}}, t^r, t^w, node^{dep}, node^{dest}, v, m\}$, where $N_{o\text{task}}$ is the number of tasks; $t^r$, $t^w$ and $t^d$ denote the task assignment, waiting and delivery time, respectively; $node^{dep}$ and $node^{dest}$ are places of departure and destination, respectively; $v$ is task value and $m$ is the order in which tasks arrive.

6) For tasks that are not accepted during the task assignment period, if there is a waiting time $t^w \neq 0$, the assignment request can be re-initiated in multiple assignment periods of $t^r + t^d$, and it has higher priority in new assignment period, which means $m_{\text{old}} < m_{\text{new}}$.

3.2 Stochastic game and model development

**Stochastic game.** Multi-agent reinforcement learning has the characteristics of multi-stage of the Markov decision process, and also has the characteristics of multi-participant of matrix games, so it is usually expressed by a stochastic game that combines the two. Stochastic game is a type of dynamic game with state probability transition, which is performed by one or more participants. It can be defined as:

$$SG = (n, S, A, P, R)$$ (1)

where $n$ is the number of agents; $S$ is the state set of the environment; $A_i$ refers to action set that agent $i$ can choose; $P$ represents the state transition probability; $R_i$ is the agent’s return function.

In this process, multiple agents make a choice of actions, and the next state and reward of the environment is determined by the joint actions of multiple agents (see Figure 2).

**Figure 2: Stochastic game**

Stochastic games are aimed at solving the Nash equilibrium, but under normal conditions, the transfer function and return function are unknown. In reinforcement learning, the agent learns the equilibrium strategy through interaction with the environment, and uses the rationality and convergence to evaluate algorithm performance (Bowling and Veloso, 2002).

**Agent.** Each node in the transportation network is considered as an agent. Without considering factors such as driver’s historical order acceptance rate and preferences, the vehicles are no difference in the same or similar locations. Therefore, each node has two states: demand
vehicles or supply vehicles, which also denotes agent states. Vehicles are the resource owned by nodes, that is, attributes of agents. In practice, there is a one-to-one assignment relationship between the transportation task and the vehicle. If each vehicle is assigned to a transportation task, most of the other joint actions are invalid. Compared with considering vehicles as agents in the literature (Gupta et al. 2017), our agent setting method can greatly reduce the number of agents, and further reduce the environment’s joint action space and calculations.

State. When task arrives, the task’s destination and the estimated value can be observed by the node. The resource of other nodes has little influence on the decision of the vehicles in this node, thus only the remaining vehicle resources of this node are considered. The environmental information observed by each agent can be defined as the resource remaining, task information and time information of the node where the vehicle is located:

\[ s_i = \{c_i^{\text{remain}}, s_i^{\text{task}}, s_i^{\text{time}}\} \]  

(2)

where \( c_i^{\text{remain}} \) is the remaining resources of current node and \( s_i^{\text{time}} \) is the current assignment time. The task that arrives can be expressed as,

\[ \text{task}_i = \{i, r^e, t^e, r^d, \text{node}^{\text{dep}}, \text{node}^{\text{dest}}, v_i, m\} \]  

(3)

where the state of the task can be represented as \( s_i^{\text{task}} = \{\text{node}^{\text{dest}}, v_i\} \).

Action. For any task \( k \) that arrives at node \( i \), its departure node and its neighboring nodes can choose whether to accept the task,

\[ a_{i,k} = \{0,1\} \]  

(4)

where \( a_{i,k} = 0 \) denotes that the task is rejected and \( a_{i,k} = 1 \) denotes that the task is accepted.

Reward. The rewards obtained from the interactive feedback between nodes and the environment are determined by the node state and actions simultaneously. When the \( \text{task}_k = \{k, r^e, t^e, r^d, \text{node}^{\text{dep}}, \text{node}^{\text{dest}}, v_i, m\} \) arrives at \( t \), the reward received by the node is defined as,

\[ r_{i,k} = \begin{cases} 0, & \text{when node } i \text{ rejects task } k \\ \alpha \sum_{a_{i,k}} v_i + \beta c_i^{\text{remain}}, & \text{when node } i \text{ accepts task } k \end{cases} \]  

(5)

where \( v_i \) is task value and \( \sum a_{i,k} \) is the number of nodes that choose to accept the task. When more nodes choose to accept the task, the nodes can get less rewards. \( c_i^{\text{remain}} \) is the remaining resources of the current node. When there are more remaining resources \( j \), the greater the reward that the node can get, the more inclined it is to accept the task. \( \alpha \) and \( \beta \) are normalized coefficients for task value and resource consumption, which is to eliminate the difference in feature vector values of different dimensions.

State probability transition. The vehicle resource distribution and node location information during the service period are known, but the specific information of the next arrival task is unknown. And the environment condition will refresh between periods, so that the vehicle
resource distribution changes on each node and the state transition probability function is unknown.

**End time.** For the entire assignment process, task assignment is terminated when the service cycle ends. In a certain assignment period, when the vehicle resources of each node in the transportation network run out, the next assignment period is started.

\[
\begin{align*}
    t_{\text{end}} &= T \\
    t_{\text{curr}} &= t_{\text{curr}} + \Delta t, \text{ if } \sum_{\text{node } i \in \text{Node}} c_{i, t_{\text{curr}}} = 0
\end{align*}
\]  

(6)

where \( t_{\text{curr}} \) refers to the current time of the environment and \( \sum_{\text{node } i \in \text{Node}} c_{i, t_{\text{curr}}} \) is the total number of vehicle resources in the transportation network during the \( t_{\text{curr}} \) period.

4  **Extended actor-critic algorithm for model solution**

The AC algorithm (Konda and Tsitsiklis, 2000; Bhatnagar et al., 2008; Babaeizadeh et al., 2016) is the basic framework we adopt, which combines value function-based and policy gradient-based methods, improves the limit of the state space dimension in the value function-based method, and solves the randomness of the environment that causes the estimated policy gradient to have a large variance in multiple samplings. The framework consists of two networks, one is the actor network \( \pi(s, a, \theta) \), which is used to optimize agent strategies; the other is the critic network \( \hat{q}(s, a, \omega) \), which is used to estimate the value function. Parameters of the neural network are \( \theta \) and \( \omega \), respectively. Based on critic’s evaluation for the action taken, actor will adjust its strategy, and critic will update the value function based on experience and rewards.

4.1  **Network Structure**

In the extended AC framework, we establish different actor networks for different agents, which can maintain its own network parameters. In actual situations, there is a difference in the probability distribution of tasks arriving at different locations in the city. For example, the tasks at the center of the city have a short distance and a short time, and tasks at the edge of the city may take longer and be more valuable higher. If a network is simply described by shared parameters, the differences between nodes cannot be reflected, which may cause problems such as the difficulty in convergence of results. Therefore, we proposed a centralized training and distributed execution structure. During the training process, each agent learns strategies from observations and actions of its own environment. A centralized critic network uses the observation status of each node as input, and updates the rewards obtained by the actor’s action feedback based on the environment. In this process, centralized training can make the strategies of each agent achieve tacit coordination, while decentralized execution can extract the local strategies of each agent from the global strategy, thereby achieving the purpose of task assignment.

Figure 3 shows the distributed network structure used in this study. There are two parts, multiple networks for executing strategies and a centralized value function network. Strategy network and value function network in the figure are both multi-layer feedforward neural networks with three layers.

4.2  **Network Training**

Actor’s policy gradient is calculated by,
Table 1: Extended AC algorithm

| input: | environment, number of iterations $N$, period $T$, number of nodes $n$, state space dimension, action space dimension, step size $\alpha, \beta$, attenuation factor $\gamma$, exploration rate $\epsilon$, critic network structure and actor network structure |
| output: | actor network parameters $\theta_1, \theta_2, \ldots, \theta_n$, critic network parameters $\omega$ |

Initialize network parameters
for $i$ from 1 to $N$ do
    Initialize the environment and get the initial state $s_0$
    for $t$ from 1 to $T$ do
        $j = 0$
        while there are tasks and vehicle resources left at target node do
            for $k$ from 1 to $n$ do
                use $s_t$ in the network as input, output action $a_t, k$
                perform actions to get feedback $r_t$ and next state $s_{t+1}$
            end for
        end while
        calculate dominance function and target critic network value function
        $j = j + 1$
        for $m$ from $j$ to 1 do
            Actor network parameter update
            Critic network parameter update
        end for
    end for
end for

$$\nabla J(\theta) = E_{\pi_\theta} [\nabla_\theta \log \pi_\theta(s_t, a_t) V(s_t, \omega)] = E_{\pi_\theta} [\nabla_\theta \log \pi_\theta(s_t, a_t) A(s_t, t, \omega)] \quad (7)$$

Advantage function $A$ is used as the evaluation point of critic network, which can be defined as the difference between the action value function and the state value function, and replaced by its unbiased estimate.
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\[ A(s,t) = r + \gamma V(s_{t+1}) - V(s) \]  

(8)

Critic network loss is the squared loss of actual state value and estimated state value, and its parameters are updated using time difference (TD).

\[
\min \sum (V_{\pi}(s_{t+1}, \omega') - V(s, \omega))^2
\]

\[ V_{\pi}(s_{t+1}, \omega') = \sum \pi(s, a)(r_{t+1} + \gamma V(s_{t+1}, \omega')) \]  

(9)

Whenever a new task arrives, vehicles at the same node will accept the same decision, that is, intelligent node will give a unified decision of vehicles at that node, and select one of the vehicles to complete the real matching action. This method can reduce the task contradictions between matching decisions. In addition, when multiple nodes are involved in task matching, there may still be conflicts between the actions given by the nodes. In order to meet the constraint of the task’s uniqueness, the state value generated by the centralized evaluation network is used as the basis for the final action selection for task coordination between nodes. The pseudocode is shown in Table 1.

5 Experiment

5.1 Data and Simulation Environment

Didichuxing’s open source data (DiDi, 2020) is used to verify the effectiveness of the proposed method. Some data samples are shown in Table 2. By analyzing and visualizing the data, it can be seen that the attributes of the task have different characteristics in different periods, such as 7:30-7:40 and 19:50-20:00, as shown in Figures 4, 5, respectively. The tasks submitted in the two periods are divided according to the places of departure and destination. The number of tasks contained in each place can be seen from the figure. The place of departure is more scattered, and the place of destination is relatively concentrated for the period 7:30-7:40, while the period 19:50-20:00 is the opposite. The results of this analysis are also consistent with actual life experiences.

<table>
<thead>
<tr>
<th>Orders number</th>
<th>mjiwdgk</th>
<th>f78cfb7e</th>
<th>5c33acbf</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start billing time</td>
<td>1501581031</td>
<td>1477963587</td>
<td>1477965143</td>
<td>…</td>
</tr>
<tr>
<td>End billing time</td>
<td>1501582195</td>
<td>1477965143</td>
<td>1477959461</td>
<td>…</td>
</tr>
<tr>
<td>Longitude of departure position</td>
<td>104.11225</td>
<td>104.05412</td>
<td>104.07139</td>
<td>…</td>
</tr>
<tr>
<td>Latitude of departure position</td>
<td>30.66703</td>
<td>30.67206</td>
<td>30.71631</td>
<td>…</td>
</tr>
<tr>
<td>Longitude of destination position</td>
<td>104.07403</td>
<td>104.06614</td>
<td>104.05733</td>
<td>…</td>
</tr>
<tr>
<td>Latitude of destination position</td>
<td>30.686300</td>
<td>30.709336</td>
<td>30.699250</td>
<td>…</td>
</tr>
</tbody>
</table>

The proposed method uses a distributed network structure with high complexity. In order to reduce training costs and time, we only considered a part of nodes in the urban transportation network. In this experiment, five nodes were selected as the modeling objects. The total number of tasks and the total number of vehicle resources for these selected regional nodes are shown in Figure 6. The average order acceptance rate of the nodes is about 82.866%, which means the demand for vehicle resources exceeds the supply for a long time.
5.2 Result Analysis

Task acceptance rate and profit rate are used to evaluate the performance of the method. Task acceptance rate is the ratio of the number of tasks accepted to the total number of tasks, and profit rate is the ratio of the total value of accepted tasks to the total task value.
Figures 7 and 8 show the changes in the task acceptance rate and profit rate of the proposed method with training rounds, where blue is the true value and red is the average. The trends in the two figures are basically consistent. At the beginning of training, the agent belongs to the tentative exploration stage, and the task acceptance rate and profit rate have both declined slightly, but then gradually increased. It can be seen that the task acceptance rate and profit rate gradually stabilized after training to about 35,000 rounds, when the model gradually converges.

Figure 9 shows the number of remaining vehicles in each round during the training process. A large amount of vehicle resources was idle during the initial training period. By learning the acceptance and rejection strategy for transportation tasks, the wasted vehicle resources of each modeling node are reduced gradually.

First-come-first-served (FCFS) task assignment method and contract network are used for comparing with the proposed method. FCFS method means that if a transport task arrives and the task departure node still has idle vehicles remaining, the task is assigned to it. If there is no idle vehicle remaining at the node, the transportation task is assigned to the neighboring node.
with idle vehicles. The contract net algorithm (CNA) is appropriately modified to fit the context of this paper (Hu et al., 2019).

Table 3 compares the experimental results of different algorithms with the proposed method. As can be seen from the data in this table, the task acceptance rate of each algorithm is similar, but our method performs better in profit rate, which means that it is effective and can make the vehicle obtain greater benefits.

![Figure 9: Number of remaining vehicles change with training episodes](image)

### Table 3: Comparison of task acceptance rate and profit rate of different algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>task acceptance rate</th>
<th>profit rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCFS</td>
<td>89.373%</td>
<td>87.068%</td>
</tr>
<tr>
<td>CNA</td>
<td>89.565%</td>
<td>88.203%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>89.555%</td>
<td>89.159%</td>
</tr>
</tbody>
</table>

### 6 Conclusion

A reasonable and efficient task assignment method is the direct means to improve the revenue. This paper proposed a dynamic task assignment method for vehicles in urban transportation based on multi-agent reinforcement learning. Aiming at the problem of unreasonable task assignment due to greedy choice, an event-driven random game model was developed to describe the task assignment problem of vehicles. An extended actor-critic (AC) algorithm is proposed for model solution. The distributed network structure is used to construct a learning framework with the positions of various nodes as the decision-making subject in the urban transportation network. By comparing with the mainstream task assignment methods, our method can make vehicle operators achieve higher revenues while ensuring immediate response to transportation tasks.

Since the adopted framework involves the parallel computation of multiple neural networks and takes a long time for training and parameter optimization, the proposed method still has some shortcomings. In the subsequent research, the framework structure or mapping relationship can be further optimized to reduce its complexity and thus have more practical value.
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Abstract: This study addresses the production planning problem for perishable products, in which the cost and shortage of products are minimized subject to a set of constraints such as warehouse space, labor working time and machine time. Using the concept of postponement, the production process for perishable products is differentiated into two phases to better utilize the resources. A two-stage stochastic programming with recourse model is developed to determine the production loading plan with uncertain demand and parameters. A set of data from a toy company shows the benefits of the postponement strategy: these include lower total cost and higher utilization of resources. Comparative analysis of solutions with and without postponement strategies is performed.
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1 Introduction

Items like dairy products, medical products and chemical products cannot be stored for a long time because they rot or can no longer be used. For other items such as computers and mobile phones, sale volumes drop dramatically when a new generation is introduced. Seasonal products like high fashion apparel, Christmas gifts and calendars are sold only below full price after a day or a season. These products are regarded as perishable products. Controlling the inventory of perishable products is crucial. On one hand, the demand for perishable products is time-sensitive. This means that the demand dramatically increases as the day approaches the end of life-cycle, such as Christmas Day. On the other hand, a shortage of perishable products while the products are saleable may result in significant loss of revenue because the perishable products cannot be profitable after a certain day. For instance, in manufacturing industries, people want to buy Christmas gifts in or before December only. However, there is little research that addresses aggregate production planning for perishable products. In order to deal with the production planning under limited resources while facing a dramatic growth in demand, in this study we employ a postponement strategy in production planning for perishable products. Postponement in production planning refers to common intermediate products being manufactured in a first phase, and, according to the differentiating options such as colors, sizes and types, production line activities such as dyeing, compounding, final assembling, packaging and so on are postponed to a second phase until customer orders received [1], [2], [7]. Hence, with a postponement strategy, we determine (1) how many finished products should be produced from raw materials directly (direct production), (2) how many semi-finished products should be produced from raw materials (master production), and (3) how many finished products

*Corresponding author:
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should be produced from semi-finished products (final assembly) so that the resources can be better utilized to meet the dramatic growth in demand. A well-known real-life postponement example is the redesign of the European DeskJet Printer line by Hewlett Packard, as illustrated by Lee and Billington [5]. However, no research is found to solve aggregate production planning of perishable products under an uncertain environment. The purpose of this study is to develop a stochastic programming model to optimize the production planning problem for perishable products; from this the optimal production plan and workforce level for a medium-term planning horizon is determined with the minimal total costs consisting of the production cost, setup cost, labor cost, inventory cost, hiring cost and lay-off cost, and penalty cost associated with under-fulfillment of realized demand under different economic growth scenarios.

2 Problem Formulation
One of the widely-used formulations for decision making under uncertainty is stochastic programming with recourse. The basic idea of this modeling approach is to formulate the problem in a two-stage setting. In the first stage, a decision is made based on the deterministic parameters. When the uncertainty is realized, a corrective recourse action is then made at the second stage. The objective of two-stage stochastic program is to minimize the total costs associated with the first stage decision and the expected future recourse costs at the second stage. The incorporation of the expected future recourse costs provides a proactive approach to tackle the future uncertainty at the beginning of modeling. For detail discussion of the approach of two-stage stochastic programming with recourse, the reader is referred to Dantzig [3], Kall and Wallace [4] and Ruszczyński and Shapiro [6].

In this study, the aggregate production planning problem for perishable products faced by a toy company in Hong Kong is investigated. For cost effectiveness, the decision makers have to determine the quantity of product \( i, i = 1,2,\ldots,n \), manufactured over each period of time \( t, t = 1,2,\ldots,T \), to fulfill market demands under different scenarios \( s, s = 1,2,\ldots,S \). The production loading plan consists of: (1) the quantity of finished products to be produced from raw materials directly (direct production), (2) the quantity of semi-finished products to be produced from raw materials (master production), and (3) the quantity of finished products to be produced from semi-finished products (final assembly) in each period of time.

2.1 Notation
Parameters:
First-stage parameters:
- \( C_{KRI} \): the setup cost for producing finished product \( i \) from raw materials
- \( C_{KRI} \): the setup cost for producing semi-finished product \( i \) from raw materials
- \( C_{KRI} \): the setup cost for producing finished product \( i \) from semi-finished products
- \( C_{Wt} \): the labor cost in period \( t \)
- \( C_{He} \): the cost to hire one worker in period \( t \)
- \( C_{Lt} \): the cost to lay-off one worker in period \( t \)
- \( W_{t} \): the maximum number of workers available in period \( t \)

Second-stage parameters:
- \( D_{it}^s \): the forecast demand for product \( i \) in period \( t \) under scenario \( s \)
**Decision variables:**

First-stage decision variables:

- \( K_{Xt} \): the indicator for producing finished product \( i \) from raw materials in period \( t \) (if \( K_{Xt} = 1 \), then \( P_{Xt} > 0 \); if \( K_{Xt} = 0 \), then \( P_{Xt} = 0 \))
- \( K_{Yt} \): the indicator for producing finished product \( i \) from raw materials in period \( t \) (if \( K_{Yt} = 1 \), then \( P_{Yt} > 0 \); if \( K_{Yt} = 0 \), then \( P_{Yt} = 0 \))
- \( K_{Zt} \): the indicator for producing finished product \( i \) from raw materials in period \( t \) (if \( K_{Zt} = 1 \), then \( P_{Zt} > 0 \); if \( K_{Zt} = 0 \), then \( P_{Zt} = 0 \))
- \( H_t \): the number of workers hired in period \( t \)
- \( L_t \): the number of workers laid-off in period \( t \)
- \( W_t \): the number of workers in period \( t \)
Second-stage decision variables:

- $P_{X_{it}}$: the number of finished products $i$ produced from raw materials during regular time in period $t$
- $P_{Y_{it}}$: the number of semi-finished products $i$ produced from raw materials during regular time in period $t$
- $P_{Z_{it}}$: the number of finished products $i$ produced from semi-finished products during regular time in period $t$
- $O_{X_{it}}$: the number of finished products $i$ produced from raw materials during overtime in period $t$
- $O_{Y_{it}}$: the number of semi-finished products $i$ produced from raw materials during overtime in period $t$
- $O_{Z_{it}}$: the number of finished products $i$ produced from semi-finished products during overtime in period $t$
- $I_{\alpha_{it}}$: the inventory level of finished product $i$ in period $t$ under scenario $s$
- $I_{\beta_{it}}$: the inventory level of semi-finished product $i$ in period $t$ under scenario $s$
- $U_{it} \delta$: the under-fulfillment of finished product $i$ in period $t$ under scenario $s$

2.2 Objective function

The objective function at the first stage:

$$\text{Min } \sum_{t=1}^{T} \sum_{i=1}^{n} (C_{KX_{it}}K_{X_{it}} + C_{KY_{it}}K_{Y_{it}} + C_{KZ_{it}}K_{Z_{it}}) + \sum_{t=1}^{T} C_{W_{it}}W_{t} + \sum_{t=1}^{T} (C_{H_{it}}H_{t} + C_{L_{it}}L_{it})$$  \hspace{1cm} (1)

The first term in expression (1) is the setup cost. The second term is the labor cost, which is associated with regular-time workers. The last term is total hiring and laying-off cost associated with changes in the workforce level.

The objective function at the second stage:

$$\text{Min } \sum_{s=1}^{S} \left[ \sum_{t=1}^{T} \sum_{i=1}^{n} (C_{P_{X_{it}}}P_{X_{it}} + C_{P_{Y_{it}}}P_{Y_{it}} + C_{P_{Z_{it}}}P_{Z_{it}}) + \sum_{t=1}^{T} \sum_{i=1}^{n} (C_{O_{X_{it}}}O_{X_{it}} + C_{O_{Y_{it}}}O_{Y_{it}} + C_{O_{Z_{it}}}O_{Z_{it}}) + \sum_{t=1}^{T} \sum_{i=1}^{n} (C_{\alpha_{it}}I_{\alpha_{it}} + C_{\beta_{it}}I_{\beta_{it}} + C_{\delta_{it}}U_{it}) \right]$$  \hspace{1cm} (2)

The first term in expression (2) is the regular-time production cost, which comprises associated direct production, master production and final assembly. The second term is the over-time production cost, which is associated with direct production, master production and final assembly. The third term is the inventory cost associated with the storage of units of finished products and semi-finished products in warehouses for a period of time. The last term is the penalty cost associated with under-fulfillment of demand.

2.3 Constraints

The constraints at the first stage:

$$W_{t} = W_{t-1} + H_{t} - L_{t}, t = 1,2,...,T \hspace{1cm} (3)$$
$$W_{t} \leq W_{t}, t = 1,2,...,T \hspace{1cm} (4)$$
$$W_{t}, H_{t}, L_{t} \geq 0, i = 1,2,...,n, t = 1,2,...,T \hspace{1cm} (5)$$
\[ K_{X_{it}}, K_{Z_{it}}, K_{O_{it}} = \{0,1\}, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (6)

Constraint (3) ensures that the available workforce in any period equals the workforce from the previous period plus any change in workforce level during the current period. The change in workforce level may be due to either hiring extra workers or laying-off redundant workers. It is noted that \( H_i \cdot L_i = 0 \) because either the net hiring or the net laying-off of workers takes place over a period, but not both. Constraint (4) ensures the upper-bounds of change in workforce level over a period are provided. Constraint (5) ensures that all decision variables are non-negative. Boolean constraints (6) are used for the setup indications of the production activities.

The constraints at the second stage:

\[ I_{ait}^s - U_{ait}^s = I_{ait-1}^s + P_{X_{it}} + O_{X_{it}} + P_{Z_{it}} + O_{Z_{it}} - D_{it}^s, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (7)

\[ I_{BIT}^s = I_{BIT-1}^s + P_{Y_{it}} + O_{Y_{it}} - P_{Z_{it}} - O_{Z_{it}}, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (8)

\[ \sum_{i=1}^{n} (v_{ait} I_{ait}^s + v_{BIT} I_{BIT}^s) \leq T_t, t = 1,2,\ldots,T \] (9)

\[ \sum_{i=1}^{n} (a_{ait} P_{X_{it}} + a_{Y_{it}} P_{Y_{it}} + a_{Z_{it}} P_{Z_{it}}) \leq M_t W_t, t = 1,2,\ldots,T \] (10)

\[ \sum_{i=1}^{n} (a_{ait} O_{X_{it}} + a_{Y_{it}} O_{Y_{it}} + a_{Z_{it}} O_{Z_{it}}) \leq \lambda_t M_t, t = 1,2,\ldots,T \] (11)

\[ \sum_{i=1}^{n} (b_{ait} P_{X_{it}} + b_{Y_{it}} P_{Y_{it}} + b_{Z_{it}} P_{Z_{it}}) \leq M_t, t = 1,2,\ldots,T \] (12)

\[ \sum_{i=1}^{n} (b_{ait} O_{X_{it}} + b_{Y_{it}} O_{Y_{it}} + b_{Z_{it}} O_{Z_{it}}) \leq \lambda_t M_t, t = 1,2,\ldots,T \] (13)

\[ P_{X_{it}} + O_{X_{it}} \leq \Pi K_{X_{it}}, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (14)

\[ P_{Y_{it}} + O_{Y_{it}} \leq \Pi K_{Y_{it}}, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (15)

\[ P_{Z_{it}} + O_{Z_{it}} \leq \Pi K_{Z_{it}}, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (16)

\[ I_{ait}^s, I_{BIT}^s, U_{ait}^s, P_{X_{it}}, P_{Y_{it}}, P_{Z_{it}}, O_{X_{it}}, O_{Y_{it}}, O_{Z_{it}} \geq 0, i = 1,2,\ldots,n, t = 1,2,\ldots,T \] (17)

where \( \Pi \) is a large positive number.

Constraint (7) determines either the quantity of finished products stored in the warehouse or the shortfall in meeting market demand. Constraint (8) determines the quantity of semi-finished products stored in the warehouse. The total quantity of semi-finished products produced at the company’s plants during period \( t \) plus previous stock at period \( t-1 \) must equal the semi-finished products stored in the warehouse at period \( t \) plus the quantity of semi-finished products used to perform final assembly. The physical storage space at period \( t \) is limited by constraint (9). Constrains (10) and (11) limit the labor working hours during regular time and overtime respectively. Similarly, Constrains (12) and (13) limit the machining time during regular time and overtime respectively. Constrants (14) – (16) ensure that setup costs will be incurred when the corresponding production activities started. Constraint (17) ensures that the second-stage decision variables are non-negative.

3 Problem Solution
In order to illustrate the flexibility of the proposed stochastic programming approach for aggregate production planning problem for Christmas products, we use the data provided by the plush toy company in Hong Kong. The tactical/operational level of decision-making in the production planning process is described below. Based on the company’s projection report, a two-month planning horizon is determined (November and December).

The company receives sales orders from its sales branches covering America and Europe. Each order may require two type of products, \( i = 1, 2 \) covering 8 weeks, \( t = 1, 2, \ldots, 8 \). It is assumed that future economic scenarios will fit into one of four possible scenarios – boom, good, fair and poor – with associated probabilities of 0.40, 0.25, 0.20 and 0.15 respectively.

The setup costs and labor and machine requirements of different production activities are given in Table 1. Table 2 shows the limitations on workforce level, machine capacity, overtime production and warehouse spaces in each period. Table 3 lists regular time labor cost, and hiring and laying-off costs associated with changes in the workforce level. The unit space occupation for finished products and semi-finished products are provided in Table 4. The production cost, inventory cost and shortage cost are shown in Tables 5–7. It is noted that, owing to the characteristics of the products, the shortage cost is time-sensitive and dramatically increases as the time approaches the event kick-off period (i.e. the ending period). For each weekly period, the product quantities required under different economic scenarios for the market are shown in Table 8.

The production loading plan with postponement strategy is shown in Table 9. It can be seen that the majority of products are produced using regular-time labor. In order to meet the growth of demand in the last two periods, production management is recommended to produce semi-finished products in periods 4–6 and perform final assembly in periods 7 and 8. The majority of resources consumed in period 8 are used to perform final assembly of product 2. It is shown that, using the postponement strategy, more products can be produced, particularly in period 8. Lastly, the workforce level in each period attains the upper-bound limit. The corresponding number of workers hired and laid off can also be found in Table 9.

The production loading plan without postponement strategy is also shown in Table 9. Compared with the production loading plan with postponement strategy, it is noted that the company produces more finished products and stores them in periods 5 and 6 for the demand in December. Since the storage of finished products incurs higher inventory cost and takes up more warehouse space, the production planning without postponement strategy is not a preferable for production management. Therefore, one of the advantages of postponement strategy is that, without adding extra costs and resources such as machine capacity, workforce level and warehouse space, more products can be produced in December with postponement strategy. This strategy is more attractive for production management.

The breakdown of costs incurred for production plans with and without postponement strategy is listed in Table 10. For the production planning with postponement strategy, the operational cost, which is the sum of production cost, setup cost, labor cost, inventory cost, and hiring cost and lay-off cost, is $10,400,305. Clearly, when the demand requirements are smaller than the available production (from previous inventory and current production) the stock will be kept at the end of each particular period \( t \) under scenario \( s \), and the corresponding inventory cost will be incurred. On the other hand, when the demand requirements are not satisfied, the company’s service level and goodwill will be damaged. Compensation may be considered to cover the excess demand. This compensation is considered as a penalty cost. Table 10 shows that, under the optimal production
loading plan, the penalty cost is $4,758,366. Overall, the total cost, which is the sum of operational
cost and penalty cost, is $15,158,671.
Originally, under the present strategy (without postponement) the total cost incurred is $16,248,222.
In comparison with the present strategy (without postponement) a saving of about 6.7% is made by
following the proposed strategy (with postponement).

4 Conclusion
In this study, a stochastic programming approach for the aggregate production planning problem for
perishable products with uncertain demand is proposed. The computation results obtained from a
set of real-world data show that the proposed model is practical for dealing with uncertain economic
scenarios. It is believed that the model can provide a credible and effective methodology for real-
world production planning problems in an uncertain environment. However, there is still room for
improvement and investigation. First, real data from companies can be used to validate the model
and to analyze its sensitivity to changes in production planning strategies. Second, sensitivity
analysis may be conducted on the cost parameters in the objective function to test the trade-off
between total cost and shortage costs. Third, the selection of probability distribution of economic
scenarios could be further investigated. Finally, the whole area of study associated with segregating
market demand by region/country, and including different selling prices by region/country, can offer
scope for making the APP a more useful basis for decision-making, in which we are not simply
minimizing costs of production, etc., but are maximizing profit.
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Table 1. Operating and costs data (in HK$, 1US$ = 7.8HK$).

<table>
<thead>
<tr>
<th>Product</th>
<th>Direct finished product production</th>
<th>Semi-finished product production</th>
<th>Transfer production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup cost ($)</td>
<td>2000</td>
<td>1000</td>
<td>1500</td>
</tr>
<tr>
<td>Labor time (hour)</td>
<td>0.5</td>
<td>0.35</td>
<td>0.15</td>
</tr>
<tr>
<td>Machining time (hour)</td>
<td>0.5</td>
<td>0.4</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 2. Warehouse, machine and workforce capacity.

| Warehouse space limitation, $\bar{T}_t$ | 1,000 m³ |
| Maximum workforce level, $\bar{W}_t$ | 1,000 |
| Maximum machine capacity, $M_t$ | 16,000 |
| Fraction of workforce available for over-time, $\lambda^W_t$ | 0.3 |
| Fraction of machine capacity available for over-time, $\lambda^M_t$ | 0.4 |

Table 3. Labor costs and hiring and laying-off costs (in HK$).

<table>
<thead>
<tr>
<th>Period</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor cost per worker per period, $C^W_t$ ($)</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Hiring cost per worker, $C^H_t$ ($)</td>
<td>80</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Laying-off cost per worker, $C^L_t$ ($)</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 4. Warehouse space occupation.

<table>
<thead>
<tr>
<th>Product</th>
<th>Finished product warehouse space occupied (m³)</th>
<th>Semi-finished product warehouse space occupied (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>0.3</td>
</tr>
</tbody>
</table>
### Table 5. Production costs under different scenarios (in HK$).

<table>
<thead>
<tr>
<th>Production cost</th>
<th>Product, $i$</th>
<th>Scenario, $s$</th>
<th>Boom</th>
<th>Good</th>
<th>Fair</th>
<th>Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct finished product production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular time</td>
<td>1</td>
<td>60</td>
<td>55</td>
<td>53</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>70</td>
<td>65</td>
<td>63</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Overtime</td>
<td>1</td>
<td>60</td>
<td>55</td>
<td>53</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>70</td>
<td>65</td>
<td>63</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Semi-finished product production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular time</td>
<td>1</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Overtime</td>
<td>1</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Transfer production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular time</td>
<td>1</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Overtime</td>
<td>1</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>30</td>
<td>40</td>
</tr>
</tbody>
</table>

### Table 6. Inventory costs under different scenarios (in HK$).

<table>
<thead>
<tr>
<th>Inventory cost</th>
<th>Product, $i$</th>
<th>Scenario, $s$</th>
<th>Boom</th>
<th>Good</th>
<th>Fair</th>
<th>Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct finished product production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular time</td>
<td>1</td>
<td>60</td>
<td>55</td>
<td>53</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60</td>
<td>55</td>
<td>53</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Semi-finished product production</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular time</td>
<td>1</td>
<td>15</td>
<td>10</td>
<td>8</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>10</td>
<td>8</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

### Table 7. Shortage costs under different scenarios (in HK$).

<table>
<thead>
<tr>
<th>Product, $i$</th>
<th>Scenario, $s$</th>
<th>Period, $t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Boom</td>
<td>400</td>
<td>440</td>
<td>484</td>
<td>532</td>
<td>584</td>
<td>644</td>
<td>708</td>
<td>780</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>300</td>
<td>330</td>
<td>363</td>
<td>399</td>
<td>438</td>
<td>483</td>
<td>531</td>
<td>585</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>260</td>
<td>286</td>
<td>315</td>
<td>346</td>
<td>380</td>
<td>419</td>
<td>460</td>
<td>507</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>200</td>
<td>220</td>
<td>242</td>
<td>266</td>
<td>292</td>
<td>322</td>
<td>354</td>
<td>390</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Boom</td>
<td>480</td>
<td>528</td>
<td>580</td>
<td>640</td>
<td>716</td>
<td>772</td>
<td>852</td>
<td>936</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>360</td>
<td>396</td>
<td>435</td>
<td>480</td>
<td>537</td>
<td>579</td>
<td>639</td>
<td>702</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>312</td>
<td>343</td>
<td>377</td>
<td>416</td>
<td>465</td>
<td>502</td>
<td>554</td>
<td>608</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>240</td>
<td>264</td>
<td>290</td>
<td>320</td>
<td>358</td>
<td>386</td>
<td>426</td>
<td>468</td>
<td></td>
</tr>
</tbody>
</table>

### Table 8. Market demand data.

<table>
<thead>
<tr>
<th>Product, $i$</th>
<th>Scenario, $s$</th>
<th>Period, $t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Boom</td>
<td>4000</td>
<td>4400</td>
<td>5000</td>
<td>5800</td>
<td>6800</td>
<td>8800</td>
<td>12600</td>
<td>23800</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>3000</td>
<td>3300</td>
<td>3750</td>
<td>4350</td>
<td>5100</td>
<td>6600</td>
<td>9450</td>
<td>17850</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>2600</td>
<td>2860</td>
<td>3250</td>
<td>3770</td>
<td>4420</td>
<td>5720</td>
<td>8190</td>
<td>15470</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>2000</td>
<td>2200</td>
<td>2500</td>
<td>2900</td>
<td>3400</td>
<td>4400</td>
<td>6300</td>
<td>11900</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Boom</td>
<td>6400</td>
<td>6800</td>
<td>7600</td>
<td>8400</td>
<td>9600</td>
<td>11400</td>
<td>14200</td>
<td>20200</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>4800</td>
<td>5100</td>
<td>5700</td>
<td>6300</td>
<td>7200</td>
<td>8550</td>
<td>10650</td>
<td>15150</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair</td>
<td>4160</td>
<td>4420</td>
<td>4940</td>
<td>5460</td>
<td>6240</td>
<td>7140</td>
<td>9230</td>
<td>13130</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>3200</td>
<td>3400</td>
<td>3800</td>
<td>4200</td>
<td>4800</td>
<td>5700</td>
<td>7100</td>
<td>10100</td>
<td></td>
</tr>
</tbody>
</table>
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Table 9. Production loading plans with and without postponement strategy.

| With postponement strategy |  | Period, $t$ |  |  |  |  |  |  |  |
|-----------------------------|---|-------------|---|---|---|---|---|---|
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Direct finished product production | Regular time | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
|  | Overtime | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
| Semi-finished product production | Regular time | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
|  | Overtime | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
| Transfer production | Regular time | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
|  | Overtime | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
| Workforce level |  |  |  |  |  |  |  |  |  |
| Hire |  |  |  |  |  |  |  |  |  |
| Lay-off |  |  |  |  |  |  |  |  |  |

| Without postponement strategy |  | Period, $t$ |  |  |  |  |  |  |  |
|-----------------------------|---|-------------|---|---|---|---|---|---|
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Direct finished product production | Regular time | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
|  | Overtime | 1 |  |  |  |  |  |  |  |
|  |  | 2 |  |  |  |  |  |  |  |
| Workforce level |  |  |  |  |  |  |  |  |  |
| Hire |  |  |  |  |  |  |  |  |  |
| Lay-off |  |  |  |  |  |  |  |  |  |

Table 10. Breakdown of costs (in HK$).

<table>
<thead>
<tr>
<th>Production cost</th>
<th>Setup cost</th>
<th>Labor cost</th>
<th>Inventory cost</th>
<th>Hiring and laying-off</th>
<th>Operational cost</th>
<th>Penalty cost</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>With postponement</td>
<td>6,695,583</td>
<td>42,500</td>
<td>480,323</td>
<td>3,118,974</td>
<td>62,925</td>
<td>10,400,305</td>
<td>4,758,366</td>
</tr>
<tr>
<td>Without postponement</td>
<td>6,177,306</td>
<td>36,000</td>
<td>465,600</td>
<td>4,018,201</td>
<td>62,925</td>
<td>10,760,032</td>
<td>5,488,190</td>
</tr>
</tbody>
</table>
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Abstract: This paper addresses an optimal charging and order service integration decision problem for an electric taxi (ET) fleet, operating by an e-platform. Compared with the conventional fuel taxis, the relatively long out-of-service time for recharging ETs significantly affects the revenue of drivers and the service level of the e-platform. In this study, we propose a charging-and-order-serve decision (COSD) system to jointly determine the ETs' dispatching and charging schemes. The dynamic optimization problem is formulated as a centralized multi-period stochastic model to maximize the total revenue of the fleet over a finite operational horizon. We develop an efficient algorithm based on the framework of rolling-horizon and considering uncertain orders of passengers. The result of the numerical experiment demonstrates the effectiveness of the proposed approach.
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1 Introduction

The electric vehicle (EV) has become an effective way to alleviate the environmental pollution caused by traditional fuel vehicles. Governments around the world are vigorously promoting electric vehicles. At the same time, a large number of electric vehicles are in operation on the online e-hailing platform. For example, an online hailing platform, Caocao has replaced all its vehicles with electric vehicles. Didi also plans to launch one million electric vehicles to provide travel services in 2020; Uber has proposed an Uber-green plan to replace traditional fuel vehicles with electric vehicles. In the following context, the vehicles operated on the platform are named as electric taxies (ETs for short). However, compared with fuel taxies, ETs have two main differences: First, ETs usually need to charge for one or two times during its operational time, due to the limited mileages in practice (200-300 km); Second, the charging time from empty to full power is about 0.5-5 hours depending on fast recharging modes, which implies that ETs have to quit from the e-platform (in off-line status) for relatively long time. The charging convenience of ETs is closely related to the number and layout of charging stations. In many cities, charging stations are insufficient comparing with the increasing number of ETs and the layout of these stations is not be well designed as well. Some stations in center or business areas are very busy and drivers have to wait in a long queue for charging their ETs, while in some remote areas, the utilizations of charging stations are usually low.

Let us consider a scenario that before the coming peak time, most ETs in a district (maybe the center of a city) may be in middle or low power. Independent drivers of these ETs decide to quit from the e-platform and go to nearby charging stations. In this situation, the service capacity (i.e., the number of available ETs) of the e-platform may decreases, which cannot satisfy the coming demands at peak time. Even worse, plenty of drivers going to the same stations may incur congestion in these stations. These drivers have to wait for a long time in the
queue, which further deteriorates the low service capacity of the e-platform at peak time. The charging operations of ETs may bring dramatic fluctuations of the service capacity of the e-platform. Therefore, the e-platform needs a centralized decision and scheme for ETs' service and charging operations considering the characteristics of ETs' charging operations and the current situation of charging stations. The illustration of the order-service and charging operations in an e-platform is presented in Figure 1.

Figure 1: Illustration of order serve and charging operation in an e-hailing platform

2 Literature review

The charging problem of electric vehicles has been widely concerned in the transportation, operation optimization, and power engineering fields. However, most of the literature focuses on charging for private electric vehicles. There are few papers studied on the charging problem for an ETs fleet of the e-hailing platform. In the following, related research will be reviewed from two aspects: private electric vehicles charging problem and ETs charging problem.

2.1 Charging of private electric vehicles

At present, most of the research focuses on the charging problem of private electric vehicles and specifically considers the following two situations: charging in the community and charging in transit.

2.1.1 The problem of charging in the community

The community charging problem is usually considered to reduce the queuing and charging cost of electric vehicles under the constraints of grid resources. For a single charging station in a community, García-Álvarez, et al. (2018) and Hernández-Arauzo, et al. (2015) reduce the total charging delay under uncertain vehicle charging time and power supply capacity constraints. To coordinate charging station workload among different regions, Flath, et al. (2014) consider charging problem from the dimensions of time and space and stimulates drivers to select appropriate charging stations to balance the inter-regional grid load and charging waiting time based on price. Besides, some literature has studied how to coordinate the private electric vehicles to charge from the perspective of the power grid (Cao, et al., 2019; Umetani, et al., 2017; Wei, et al., 2014).

2.1.2 The problem of charging in transit

In addition to the research on charging in a community, some papers consider the charging in transit problem for private electric vehicles. Usually, in this kind of problem, the current electric power of electric vehicles is insufficient to support a journey, so it is necessary to select a charging station and charge for the electric vehicle on the way. To minimize the waiting time of electric vehicles, Qin, et al., (2011) have studied the selection of charging stations under a
given driving path. Under the same problem and objective function, Gusrialdi, et al., (2017) coordinates the selection of charging stations based on the collected traffic information and charging station status information. Sweda, et al., (2017) introduces charging cost into the selection of charging stations in a road network, that is, drivers reduce the charging cost caused by charging times and charging speed based on deciding where to charge and the amount of electricity.

Some papers (Schiffer, et al., 2017; Montoya, et al., 2017; Liao, et al., 2016) consider the VRP with charging station selection. He, et al., (2014) and Cen, et al., (2018) considered the problem of minimizing the charging cost under the condition of user equilibrium in the road network. In the case of vehicles charging in a road network, Sweda, et al., (2017) proposed an effective algorithm to find the optimal path and charging strategy based on the availability of power stations. Cao, et al., (2017) proposes a communication framework for electric vehicles, which recommends the relevant information of charging stations to drivers to help them choose the appropriate path and charging station. Baum, et al., (2019) takes into account a variety of charging station types, i.e. switching station, ordinary charging station and fast-charging station, as well as minimizing travel time with optional charging capacity.

### 2.2 The charging problem of e-hailing platform

The problem of e-hailing platform vehicles charging has not attracted enough attention, although e-hailing platforms are becoming more and more popular. There are obvious differences between e-hailing platform charging problem and private electric vehicle charging problem. First of all, e-hailing platform vehicles are serving passengers that charge is not allowed in the serving process. Secondly, the operation of an e-hailing platform is for profit, so it is necessary to consider not only how to reduce the cost factors such as charging costs and queuing time, but also serve more passengers to obtain more revenue. In this paper, we will review the related literature from two aspects: the optimization of e-hailing platform vehicle charging decisions and the joint optimization of order service and charging assignment.

#### 2.2.1 Charging decision optimization

Some papers studied the model and algorithm to optimize charging costs for a single network. Tian, et al., (2016) predicts the current state of each ETs by detecting the historical charging data and real-time GPS trajectory and recommends the best charging station for ETs to minimize their driving distance and waiting time. Niu, et al., (2015) considered the overall charging coordination from the perspective of the ETs fleet, to minimize the total charging cost, charge station load, and maximize the utilization rate of charging equipment. Based on Niu's research, Yang, et al., (2015) considered the charging coordination optimization of ETs fleet from the perspective of the time-space dimension.

#### 2.2.2 Joint optimize of charging and order serving

Yang, et al., (2018) proposed a two-stage charging coordination model. In the first stage, optimal charging time is selected based on the power state of electric vehicles, the time-varying income, and the queuing situation of charging stations; then, the appropriate charging stations are selected to reduce the queuing time through the game method. Ke, et al., (2019) considered a shared online platform where ETs and gasoline vehicles coexist and the market grows over time. ETs’ drivers should manage their work and charging plan to balance the charging cost and operating income only from the time dimension. Sassi, et al., (2017) studied the problem of assigning orders for ETs and fuel vehicles when the passenger order information was completely confirmed. Besides, Hua, et al., (2019) considered an ET sharing platform to jointly
optimize the long-term charging station facility planning and real-time fleet operation (vehicle scheduling and charging decision-making) when the arrival of customers is uncertain.

Through the above review on private electric vehicles charging problem and e-hailing platform charging problem, we can find that most papers focus on the charging decision optimization of private electric vehicles in the community and transit. The optimization goal is always to minimize the charging cost of electric vehicles or the load of the community power grid. For the charging problem of the e-hailing platform, the existing parser only put forward the charging scheduling model and algorithm from the perspective of minimizing charging costs (including queuing time) of single ET. Some papers have studied the joint optimization of order service and charging assignment for the e-hailing platform but assuming that the order demand information is known. The optimization problem is established as a deterministic assignment scheduling model. Few papers can make decisions based on real-time information.

The remainder of the paper is organized as follows. Section 3 analysis the charging and order serving problem. And a multi-period stochastic model will be built. In Section 4, we convert the stochastic model into deterministic model based on the rolling-horizon framework. In Section 5, the performance of the model will discuss throughout the numerical experiment. And the conclusions are drawn in Section 6.

3 Problem analysis and formulation

In this section, we first analyze the proposed charging-and-order-serve decision (COSD) system, and then formally state the problem and corresponding assumptions.

3.1 Charging-and-order-serve decision system

The COSD system is a tactical level module embedded in the e-hailing platform, as illustrated in Figure 2. In this study, an e-hailing fleet with serval electric taxis is considered. The real-time status of the fleet can be collected to e-platform which includes availability, location, state of charge (SOC), and so on. The status of ETs and charging stations can be monitored with the support of advanced technologies, such as IoT, GPS, etc. With collected real-time information, the COSD system will make the order-serving decision and charging decision jointly to maximize the total revenue of all ETs. More specifically, the system will determine which ETs should serve coming orders and which ETs should be charged. After the decision, the system will collect the information of arrival orders and assign ETs to serve them based on real-time matching and routing module and compute a price for passengers based on the pricing module. And ETs which should be charged will drive to a central charging station. The operation of the platform is complex and is the coordination of many modules. However, in this study, we are forced on the COSD system and simplify other modules.
3.2 Problem description

Let us consider an e-hailing platform that manages an electric taxi fleet to provide exclusive delivering service for passengers. The platform only operates in a finite time horizon and can be divided into T discrete periods. The period index is denoted as $t, t \in \{1, 2, \ldots, T\}$. Under this discrete framework, at beginning of each period, the platform will make decisions based on the current state of all ETs and the workload of charging station. An ET can be one of the following statuses: 1) being available and wait to serve coming orders; 2) on served and 3) being charged at charging station. And we use $A_t$ to represent all available ETs of fleet and $P_t$ to represent all charging ETs at the beginning of period $t$. Normally, we have $|A_t| \cup |P_t| = E$, where $E$ denotes the number of all ETs of fleet. Without loss of generality, we assume that ETs are homogeneous with the same battery capacity, and discretize into $K$ levels. Through some IOT technologies, the platform can obtain the residual electricity of vehicles at any time. For an ET with $k, k \in \{1, \ldots, K\}$ level, its SOC is in interval $\left(\frac{k-1}{K}, \frac{k}{K}\right]$ and an ET with 0 level means it cannot serve any passengers and need to be charged immediately. The district in which the fleet operates is divided into $I$ small cells that passengers always travel from one cell to another. The cell index is denoted as $i, i \in I$. We assume that there will be a charging station to provide exclusive charging serve for ETs in each cell. The ETs in the cell $i$ only charge at the charging station of cell $i$. The time and SOC consumed from the location to the charging station can be ignored. Also, we assume that charging one SOC level will consume one period. Thus, the available ET set at period $t$ is $S_t = \{s_{t,i,k}|0 < k \leq K, i \in I\}$, where $s_{t,i,k}$ is the number of available ETs with level $k$ in cell $i$. And the out-serve ETs is denoted as $P_t = \{p_{t,i,w}|0 < w \leq K\}$, where $p_{t,i,w}$ is represent the number of ETs with type $k$ in cell $i$ at period $t$.

Similarly, passenger’s orders can be classified into $K$ types according to the requested power from the origin to the destination that passengers released. The order type index is denoted as $l$ and computed by $l(i, j), i, j \in I$. In this study, the passengers are randomly arriving with unknown distribution. We use $F(\tilde{d}_{t,i,j}) = \{\tilde{d}_{t,i,j}|i, j \in I\}$ to represent the set of unknown probability distribution function, where $d_{t,i,j}$ represent the number of orders from cell $i$ to cell $j$ during period $t$, which are random variables. Besides, this study assumes that the order service-time (i.e., ET traveling time) is an input parameter $\vartheta(i, j)$, depending on its origin and destination, which are estimated by the advanced real-time transportation information and navigation systems, such as Google map and Amap.
As aforementioned, the operational framework of COSD system is illustrated in Figure 3. At the beginning of period \( t \), COSD system needs to make the charging decision \( X_t = \{x_{t,i,k} | 0 \leq k < K, i \in I \} \) and the order-serve decision \( Y_t = \{y_{t,i,j,k} | 0 \leq k \leq K, i, j \in I \} \). Specifically, \( x_{t,i,k} \) represents the number of available ETs (i.e., \( S_{t,i,k} \)) in cell \( i \) with type \( k \) which need to be fully charged, and \( y_{t,i,j,k} \) specifies the number of available ETs with type \( k \) to serve the special orders from cell \( i \) to cell \( j \) which are arrival during the current period. Note that an order with type \( l(i,j) \) can only be served by type \( k \) ETs, which satisfy \( k \geq l(i,j) \). During the period, some orders may be not served, thus we use \( m_{t,i,j,k} \) to represent the number of orders travel cell \( i \) to cell \( j \) which are actually served by type \( k \) ETs. If the ETs driver served orders, they will obtain a reward \( r(l(i,j)) \). The reward has already been subtracted from the operation cost but not the charging fee. If there are no available ETs for serving order during period \( t \), the order will lose and platform will suffer a penalty cost \( \theta(l(i,j)) \).

![Figure 3: Operation framework of COSD system](image)

To sum up, the problem addressed in this paper is to determine the ET charging and order serving decision in a finite horizon to maximize the total reward of the fleet. Notations frequently used throughout the paper are listed in Table 1. And the problem has the following important assumptions:

- An ET assigned to an order will pick up a passenger(s) immediately and travel to another cell. The SOC and time consuming from ETs location to passengers origin is ignored.
- Each cell will have a charging station with \( N \) chargers. The travel time from the location of ETs to the station can be ignored. Furthermore, the station provides exclusively charging service for the ET fleet.
- ET’s drivers are employees of e-hailing platform and always comply with the instructions sent from the platform. In the numerical experiment section, a decentralized setting is addressed in which drivers are self-employees and want to maximize their revenues independently.
- Lastly, we consider impatient passengers. Passengers will switch to other transportation modes, such as subways, buses, or other e-hailing platforms if their orders are not confirmed in the current period.
Table 1: main notions in this paper

<table>
<thead>
<tr>
<th>Indexes and parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Period index, $1 \leq t \leq T$</td>
</tr>
<tr>
<td>$k$</td>
<td>ET type index, $0 \leq k \leq K$</td>
</tr>
<tr>
<td>$l$</td>
<td>Set of cells</td>
</tr>
<tr>
<td>$S_t$</td>
<td>Set of available ETs of period $t$</td>
</tr>
<tr>
<td>$s_{t,i,k}$</td>
<td>Number of available ETs of type $k$ in cell $i$ of period $t$</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Set of charging ETs of period $t$</td>
</tr>
<tr>
<td>$P_{t,i,w}$</td>
<td>Number of ETs with type $k$ in cell $i$ of period $t$</td>
</tr>
<tr>
<td>$F(\tilde{d}_{t,i,j})$</td>
<td>Set of unknown probability distribution function of $\tilde{d}_{t,i,j}$</td>
</tr>
<tr>
<td>$\tilde{d}_{t,i,j}$</td>
<td>Number of random orders from cell $i$ to cell $j$ of period $t$, $i,j \in I$</td>
</tr>
<tr>
<td>$l(i,j)$</td>
<td>Type of orders from cell $i$ to cell $j$</td>
</tr>
<tr>
<td>$r(l(i,j))$</td>
<td>Reward of serving an order with type $l(i,j)$</td>
</tr>
<tr>
<td>$\theta(l(i,j))$</td>
<td>Penalty of losing an order with type $l(i,j)$</td>
</tr>
<tr>
<td>$\theta(i,j)$</td>
<td>Consumed time from cell $i$ to cell $j$</td>
</tr>
<tr>
<td>$m_{t,i,j,k}$</td>
<td>Number of type $k$ ETs which are actually served order from cell $i$ to cell $j$</td>
</tr>
</tbody>
</table>

**Decision variable**

| $x_{t,i,k}$                     | Number of ETs should be charged in cell $i$ of period $t$       |
| $y_{t,i,j,k}$                   | Number of ETs should serve coming order from cell $i$ to cell $j$ of period $t$ |

In this problem, ETs can be seen as a special kind of reusable resources. As illustrated in Figure 4, an ET with type $k$ at period $t$ will be unavailable until the beginning of period $t + K - k$, if it is assigned to be charged (dubbed as Case (a)). Or it will be available at the beginning of period $t + \partial(i,j)$, if it is assigned to serve order $l(i,j)$ (dubbed as Case (b)). However, different from the common reusable resource, such as equipment or machines, the ET's SOC changes when it is available once more, and its usability may thus be affected considerably. For example, the SOC is increased to $K$ in Case (a), but it decreased to $k - l(i,j)$ in Case (b). On the other hand, as the orders randomly arrive during each period, the corresponding number of assigned ETs successfully serving orders (i.e., $m_{t,i,j,k}$) is thus a random variable affected by the random orders. In this paper, we are forced on the joint scheme of ETs charging and order serving. The order arrival sequence and the assigned rule are simplified.
3.3 Problem Formulates

In this section, the problem will be formulated in a multi-period stochastic model.

3.3.1 Objective Function

The objective of the model is to maximize the total reward of whole fleet over \( T \) horizon. Thus, the expected reward of period \( t \) is

\[
E_r^t = \sum_{i \in I} \sum_{j \in I} \sum_{l=1}^{\infty} \left( r(l(i,j)) \times \sum_{k=1}^{K} m_{t,i,j,k} - \theta(l(i,j)) \times (d_{t,i,j} - \sum_{k=1}^{K} m_{t,i,j,k})^+ \right) f_t(d_{t,i,j})
\]

where \( r(l(i,j)) \times \sum_{k=1}^{K} m_{t,i,j,k} \) are the reward of serving orders and \( \theta(l(i,j)) \times (d_{t,i,j} - \sum_{k=1}^{K} m_{t,i,j,k})^+ \) is the penalty cost of the unsatisfied orders.

3.3.2 Constraints

Base on the problem statement in Section 3.2, four classes of constraints need to be considered in the problem.

1. Capacity constraints of available ETs

   Naturally, the ETs which assign to be charged and serve coming orders should less than the available ETs of different types, as shown in below constraints. Note that the ETs with full SOC don’t need to charge and ETs with zero SOC cannot serve orders.

   \[
   \sum_{l=1}^{\infty} y_{t,i,j,k} \leq s_{t,i,k}, \quad 1 \leq t \leq T, i \in I
   \]

   \[
   x_{t,i,k} + \sum_{j \in I} y_{t,i,j,k} \leq s_{t,i,k}, \quad 1 \leq t \leq T, 1 \leq k < K, i \in I
   \]

   \[
   x_{t,i,0} \leq s_{t,i,0}, \quad 1 \leq t \leq T, i \in I
   \]

2. Served orders constraints

   In our framework, the decision is made at the beginning of each period according to the expected order quantity before the order arrival. It likely happens that some passenger maybe not served if the real number of orders more than the planned ETs quantity, i.e., \( d_{t,i,j} > \sum_{l=1}^{\infty} y_{t,i,j,k} \), where \( d_{t,i,j} \) is the actual order quantity from cell \( i \) to cell \( j \). Thus, we have the following constraints:

   \[
   \sum_{j \in I} m_{t,i,j,k} \leq \tilde{d}_{t,i,j}, \quad 1 \leq t \leq T, 1 \leq l(i,j) \leq K, i \in I
   \]

   \[
   m_{t,i,j,k} \leq y_{t,i,j,k}, \quad 1 \leq t \leq T, 1 \leq l(i,j) \leq k \leq K, i \in I
   \]
(3) Capacity constraints of charging station
We assume that the charging station is in the center of the cell and have \( N \) chargers. Based on the IoT technology, the platform can monitor the workload of charging station. Thus, the ETS assign to be charged will less than the available chargers at period \( t \).

\[
\sum_{k=1}^{K-1} x_{t,i,k} \leq N - \sum_{w=1}^{K-1} p_{t,i,w}, \quad 1 \leq t \leq T, i \in I
\]  

(7)

(4) State transition equations
First, we consider the state transition of charging station. The number of ETs with type \( w \) in cell \( i \) at period \( t + 1 \) is the number of ETs with type \( w - 1 \) in cell \( i \) at period \( t \) add the number of ETs should be charged with type \( w - 1 \) in cell \( i \) at period \( t \).

\[
p_{t+1,i,w} = p_{t,i,w-1} + x_{t,i,w-1}, \quad 1 \leq w \leq K
\]  

(8)

For state transition of available ETs. The number of available ETs with type \( k \) in cell \( i \) at the beginning of period \( t + 1 \) is the number of available ETs with type \( k \) in cell \( i \) at period \( t \) minus ETs assign to serve ET with type \( k \) from cell \( i \) minus the number of ETs should be charged add number of ETs with type \( k \) from other cells. Also, for the number of type \( K \) ETs of the next period, it adds the number of ETs fully recharged at the charging station and becomes available again.

\[
s_{t+1,i,k} = s_{t,i,k} - \sum_{j \in I} m_{t,i,j,k} + p_{t,k}
\]  

(9)

\[
s_{t+1,i,k} = s_{t,i,k} - x_{t,i,k} - \sum_{j \in I} m_{t,i,j,k} + \sum_{j \in I} m_{(t-\varphi(i,j)-1)^+,i,j,l(i,j)+k}^+, \quad 1 \leq k \leq K - 1
\]  

(10)

\[
s_{t+1,i,k} = s_{t,i,0} - x_{t,i,0} + \sum_{j \in I} m_{(t-\varphi(i,j)-1)^+,i,j,l(i,j)^+}
\]  

(11)

To sum up, the multi-period stochastic model is formally presented as follows.

**Problem \( P_3 \):**

\[
\max \mathbb{E} R^* = \sum_{t=1}^{T} r_t^s
\]

\[s.t. (2) - (11)\]

4 Rolling-Horizon framework

In this section, a rolling-horizon framework will be applied to solve the multi-period stochastic problem. In actually, the probability distribution function of orders demand is difficult to estimate accurately. However, the historical data of orders can be easily obtained. Thus, we will first convert the stochastic model into a deterministic formulation based on the predicted means of order demand. And then, apply the rolling-horizon framework to solve the deterministic model with progressively issued orders.

4.1 Deterministic model
With historical data, the mean of orders can be easily computed and can be used to replace the random order demand variable. We use $\bar{d}_{t,i,j}$ to represent the mean of orders from cell $i$ to cell $j$ at period $t$ and have the following expect reward and constraints:

$$r_t^d = \sum_{i \in I} \sum_{j \in I} [r(l(i,j)) \times \sum_{k=l(i,j)}^{K} m_{t,i,j,k} - \theta(l(i,j)) \times (\bar{d}_{t,i,j} - \sum_{k=l(i,j)}^{K} m_{t,i,j,k})^+]$$ (12)

$$\sum_{j \in I} m_{t,i,j,k} \leq \bar{d}_{t,i,j}, \quad 1 \leq t \leq T, \quad 1 \leq l(i,j) \leq K, \quad i \in I$$ (13)

Other constraints don’t contain order random variables and are consistent with the corresponding constraints in the stochastic model. Thus, the deterministic model is built as:

**Problem $P_d$:**

$$\max \mathbb{E} R^* = \sum_{t=1}^{T} r_t^d$$

s. t. (2) – (4), (6) – (11), (13)

There are a variety of deterministic optimization techniques that can be directly used to solve the above problem $P_d$. In this paper, we adopt the state-of-art commercial optimization tool to solve the model. The solution quality and computational efficiency of the model are evaluated in Section 5.

### 4.2 Rolling-horizon algorithm

The rolling-horizon framework is widely used in multi-period decision problems and shows good performance. In this study, the order demands are released over the period. Once it is released, it will have no impact on subsequent decisions. The framework of rolling-horizon is shown in figure 5. The model will make the decision based on the orders mean of each following period. Before the next period, the number of arrival orders is released. The reward of current period can be computed by:

$$r_t = \sum_{i \in I} \sum_{j \in I} [r(l(i,j)) \times \sum_{k=l(i,j)}^{K} m_{t,i,j,k} - \theta(l(i,j)) \times (d_{t,i,j} - \sum_{k=l(i,j)}^{K} m_{t,i,j,k})^+]$$

Where $d_{t,i,j}$ is released the number of orders from cell $i$ to cell $j$ at period $t$. After that, the assignment decisions are implemented and the model will only be solved based on the order means of the following periods.
To sum up, the algorithm of the rolling-horizon algorithm is shown below. At the beginning of the period $t$, the platform will collect the real-time information of available ETs $S_{t,i,k}$, $0 \leq k \leq K$, $i \in I$ and the workload of charging station $p_{t,i,k}$, $0 \leq k \leq K$, $i \in I$. Based on this information and order means $\bar{d}_{t,i,j}$, $t \leq t' \leq T$, the model will be solved. After that, the charging and order-serving decision of the current period will execute to obtain actually served order $m_{t,i,j,k}$ and revenue $r_t$ based on the solution.

For period $t = 1$ to $T$

Step 1: Platform collects real-time information: $S_{t,i,k}$ and $p_{t,i,k}$ at the beginning of period $t$;
Step 2: Solve model $P_d$ with the mean $\bar{d}_{t,i,j}$ for coming periods $t'$, $t \leq t' \leq T$;
Step 3: Execute the charging and order-service assignments according to solution $x_{t,i,k}$ and $y_{t,i,j,k}$;
Step 4: At the end of period $t$, the served demands $m_{t,i,j,k}$ are realized and the platform obtains the corresponding revenue $r_t$;

End for

5 Numerical experiment

In this section, the performance of the model will be discussed. The historical order data were collected from Didi’s GAIA open dataset in the center area of Chengdu City from November 1 to November 30, 2016. The region of order is divided into 9 cells, which is shown in figure 6. In the experiment, the operation horizon is from 6 a.m. to 12 p.m. the period length is set as 15 minutes. The parameters setting is shown in table 2. The deterministic model is solved by IBM ILOG CPLEX Optimization Studio V12.8.0 using a PC with i7 CPU @ 3.00GHz and 8.00G RAM.
First, we will discuss the performance of the model compared with the post-optimal solution and decentralized case. In the post-optimal solution, the model is solved based on all released order demands and we use $Gap2 = \frac{R^*-R^d}{R^*}$ to represent the solution gap between our model and the post-optimal model, where $R^*$ is the solution of post-optimal model and $R^*$ is the solution of our model. In the decentralized case, all drivers make charging decisions that are based on their knowledge and only go to enter the charging station where they are located. In this situation, it will happen that many ETs wait at the same charging station and waste their operation time. The arrival orders are randomly assigned the available ETs with the constrain $k \geq l(i, j)$. And the $Gap1 = \frac{R^*-R^{dec}}{R^*}$ to represent the solution gap between the decentralized solution and post-optimal solution, where $R^{dec}$ is the solution to decentralized strategy. And the experiment simulates 20 weekdays based on Didi’s historical data. The result is shown in figure 7. It can be seen that our solution is far better than the solution of decentralized. The average gap of $Gap1$ is 232% and the average $Gap2$ is 47.1%.
Then, we compare the $\text{Gap}_1$ and $\text{Gap}_2$ in different chargers. The result is shown in figure 8. It can be seen that our model is better than the decentralized decision in different chargers. And $\text{Gap}_1$ and $\text{Gap}_2$ will decrease with the number of chargers increase.

![Figure 8: The changes of Gap1 and Gap2 under different chargers](image)

### 6 Conclusion

In this paper, a charging and order serving problem is described. Compared with flue taxi, the milage of ETs are relatively short so that ETs’ driver always recharges the battery during operation time which will waste their time, impact the platform serving capacity, and reduce their revenue. Thus, we propose a centralized COSD system to solve this problem, with the current information of available ET and charging station workload, the decision will be made based on a multi-period stochastic model. To solve the model, we convert it into a deterministic model under the rolling-horizon framework. During the numerical experiment, our model is far better than the decentralized strategy and shown a better performance with chargers increase.

In future work, we will use the data-driven approach like SAA to replace the order means when converting the stochastic model into the deterministic. Also, the model can be built in the framework of the Markov Stochastic Process and use some state-of-art approaches like reinforcement learning to solve the problem. In this paper, we assume that drivers are unconditionally subject to decisions made by the platform. However, in practice, drivers have
their charging preferences. Therefore, in the following study, we will focus on how to set incentive prices to make drivers willing to obey the decisions made by the COSD system.
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Abstract: This paper considers a Physical Internet enabled parking slot management system where the drivers are matched with two types of parking slots through the Vickrey auction. In order to study the impact of the implementation of a system on the drivers and parking slots, a two-stage stochastic model is developed. Firstly, according to the number of parking slots and their cost function distributions, this paper calculates the expected price and the expected profit in the auction model. After that, a continuous-time Markov chain model is established to evaluate the performance in a dynamic environment, including random arrivals of the Poisson process and possible abandonment of drivers and parking slots. By combining these two models, this paper utilizes a quantitative method to analyze the performance of the system, and our analysis plays an important role in every part of the system in future decisions.
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1 Introduction

Searching for an available parking space in many downtown areas has become a daily concern. The time spent on cruising often constitutes a substantial portion of travel time, because drivers usually keep on cycling the parking area until they found an empty parking space (Liu et al., 2014). Both theoretical and empirical literature substantiates that constantly cruising commonly results in more traffic congestion and air pollution (Anderson and de Palma, 2004; Arnott and Inci, 2006; Glazer and Niskanen, 1992; Glazer et al., 1992; Shoup, 1997, 2006). For example, Shoup (2005) proposes that cruising may considerably inflate overall vehicle travel since it makes trips longer: some parking places in Los Angeles induce 3,000 extra vehicle kilometers per year for cruising, van Ommeren et al. (2012) utilize empirical evidence to investigate cruising for parking, and finds cruising for parking is more common with shopping and leisure than for work-related activities. To alleviate such traffic congestion and improve the convenience for drivers, some studies in parking issues have emphasized the reservation system of parking spaces (Hanif et al., 2010; Hashimoto et al., 2013; Kaspi et al., 2014; Liu et al., 2014).

The difficulty of searching for an available parking space is largely reduced through the smart parking management system. For example, Xiao et al. (2018b) propose a model-based practical framework to predict future occupancy from historical occupancy data alone. Wang and He (2011) develop a new prototype of a reservation-based smart parking system, and implement a parking reservation policy to balance the benefit of service providers and requirements from the users. In fact, most existing studies mainly focus on the architecture and framework of the parking management system. The management problem of parking space is complicated by
parking time required for different drivers. Hence, a key aspect of management should be considered is that each parking space can be split into several parking slots. Meanwhile, with the development of the sharing economy, some studies have considered how to realize private parking space sharing (Kong et al., 2018; Xiao et al., 2018a; Xu et al., 2016).

However, little attention has been devoted to the modeling and analysis of the system. There is enormous potential in evaluating and analyzing the performance of the system after modeling. In this paper, we consider combining the auction model with a continuous-time Markov model (CTMM) that capture important characteristics of the system. Also, we further evaluate the performance of the system for possible values of the whole parameters. This research is thus motivated by answering the following questions:

(1) How to develop a simplified analytical model that captures important characteristics of the system?

(2) The available time of parking spaces may not exactly match the needs of drivers. How to allocate and make price when space and drivers choose to abandon the platform?

(3) How to consider performance evaluation from different aspects.

On this basis, we first develop a Physical Internet-enabled parking management system framework that integrates agent and IoT technologies. The system framework facilitates parking space trade between parking space owners and drivers, and also collects diverse data automatically for the effect analysis. Then, we consider there are two types of parking slots: public parking slots and private parking slots that have lower costs for the platform. Drivers prefer the private parking spaces. We also consider there are two types of drivers: who only need one parking slot and who need multiple consecutive parking slots. In order to model and analyze, we develop a general two-stochastic model of a parking slot management platform (PSMP). Firstly, according to the number of parking slots and their cost distributions, this paper calculates the expected price in the auction model. After that, a continuous-time Markov chain model is established to evaluate the performance in a dynamic environment, including random arrivals of the Poisson process and possible abandonment of drivers and parking slots. By combining these two models, this paper utilizes a quantitative method to analyze the performance of the system, and our analysis plays an important role in every part of the system in future decisions.

2 Related study

Parking plays a significant role in urban transport systems, many articles address one or both of modeling and evaluation for the parking problem. Most studies in the modeling category seek to shorten cruising time by giving guidance to motorists in parking systems. Auctions ask and answer the most fundamental questions in economics: who should get the goods and at what prices (Cramton et al., 2007). Hence, there has been a growing interest in using auctions for resource allocation and pricing problems. For instance, Edelman et al. (2007) investigated a new auction mechanism used by search engines to sell online advertising, and they proved this mechanism is an ex-post equilibrium, with the same payoff to all players as dominant strategy equilibrium of VCG mechanism. Two types of auction mechanisms were designed and compared for multi-unit transportation procurement, and allocated carriers to shippers efficiently in logistics e-marketplaces (Huang and Xu, 2013). A reverse iterative combinatorial auction was designed as the allocation mechanism to assign the spectrum resources for device-to-device communications with multiple user pairs (Xu et al., 2013). And in a literature review paper, Lafkihi et al. (2019) summarized a large number of studies that are related to transportation service procurement and further explained why auction is a suitable mechanism.
for resource allocation and pricing problems. As a kind of necessary resource in our daily life, parking spaces are frequently utilized resources. Recently, more and more researchers applied auctions to efficiently allocate and reasonably make the price of parking spaces. Xiao et al. (2018a) addressed two truthful auction mechanisms to design the parking slot allocation and transaction payment rule based on full consideration of parking time assignment, and they compared two mechanisms to solve the four fundamental shared parking problems. They further propose a fair recurrent double VCG (FRD-VCG) auction mechanism to approach the emerging shared parking management problem, this mechanism has the potential to persuade participants to remain in the market whilst it improves the market’s retention rate, the parking slot’s utilization rate and the participants’ utilities (Xiao and Xu, 2018). Kong et al. (2018) combined O-VCG auction with market design mechanisms, and they integrated this combination into parking space sharing and allocation problems. Tan et al. (2019) designed two sequential auction mechanisms based on first- and second-price auction and they utilized forecasted price to combine these two sequential auction mechanisms with two sharing rules to solve parking space allocation and pricing problem. And an auction-based implementation was proposed, to guarantee congestion-free traffic, and to reduce both the travel time and travel time unreliability. This auction-based highway reservation shows great potential as a new traffic management system (Su and Park, 2015). Shao et al. (2020) considered an auction-based parking reservation problem where a parking management platform can deal with the demand disturbances based on the proposed effective multi-stage Vickrey-Clarke-Groves (MS-VCG) auction mechanism.

3 Physical Internet-enabled urban parking management platform

Figure 1 describes the system architecture of the PI-enabled parking management system. As a classical parking management solution, this system consists of three levels: Infrastructure as a Service (IaaS) level, Platform as a Service (PaaS) level and Software as a Service (SaaS) level. IaaS level contains hardware and software layers. The hardware layer includes smart sensors, smart gateway, servers and storage, and networks. PI-enabled smart parking environment is established using smart sensors, such as RFID for parking access control, closed-circuit television for parking surveillance and security, and ultrasonic sensors for parking vacancy detection. Physical parking objects, such as parking spaces and security barriers, are converted into smart parking objects. Smart gateway connects, manages and controls smart parking objects. Networks transmit parking-related data in a flexible-to-configure manner, and generally consist of 5G, WiFi, Bluetooth, Transmission Control Protocol/Internet Protocol, Ultra-wideband and Zigbee. In addition, the software layer includes a Gateway Operating System (GOS) and management tools. GOS as a light-weighted middleware system is deployed on desktops, servers and mobile devices to manage smart objects. Smart parking objects are thus managed in different parking scenarios, such as curbside parking areas, public and automated parking garages, and private parking spaces.

PaaS level contains five key components: agent parking space repository, platform service management, parking space agent management, data analytics services, and database. These components facilitate easy deployment and reduce the complexity of managing the underlying hardware and software. Relying on smart parking objects, parking space agents are virtualized and stored in the agent parking space repository. The real-time data are also stored in the database. Moreover, the platform service management module allows the system owners to maintain and configure the system and its services for fulfilling the requirements of stakeholders. The agents are managed by the parking space agent management module for daily parking operations. Data analytics services provide system owners with powerful tools to
measure the system performances. Based on the analysis results, the system owners could then propose some strategies and policies to improve the performance and increase the profit.

At the top of this architecture, SaaS level contains various applications for parking management, including parking supervision application, parking space allocation application, parking space pricing application, and parking space navigation application. Various stakeholders, such as drivers and parking space owners, access the applications through SaaS level. Other systems could also gain access to the system. For example, traffic control systems extract parking data to control traffic signals. Also, online payment applications are connected with the system to support online transactions. The applications not only improve driver satisfaction but also allocate parking spaces to drivers with reasonable prices, so that parking space owners make a healthy profit in the market.

In this paper, we aim at the performance analysis of the parking space market by data analytics services considering parking space allocation and pricing services. Furthermore, the PI-enabled parking management system collects required data for analysis, including the arrivals of both parking space owners and drivers, their abandonment and payment records.

![Diagram](image)

*Figure 1: Architecture of the Physical Internet-enabled parking management systems*

## 4 Model

### 4.1 Problem description
We consider a Physical Internet-enabled parking slot management platform (PSMP) where a number of available parking slots are allocated to drivers. In the platform, there are two types of parking slots that respond to two types of drivers by utilizing auctions to make short-term contracts. Two types of parking slots are public parking slots and private parking slots that have lower costs for the platform. Each parking space is split into several parking slots based on their available time, e.g., 8:00 am to 8:30 am, 4:00 pm to 4:30 pm. Two types of drivers are those who only need one parking slot and who need multiple consecutive parking slots. The parking orders from drivers are matched with parking slots through an electronic auction based on the auction centers (ACs) that are commonly shared among drivers and parking slots. The parking slots with the same available time and in the nearby area are regarded as homogeneous, so each auction center is designed to handle the matching of drivers and parking slots in a specific area. The parking demand is given to the parking space owner who submits the lowest bid. If no parking space is available or no appropriate bid is submitted, the driver will simply withdraw the parking demand from the platform. Also, parking spaces which stay at the platform may be useless after some time if they fail to be allocated to drivers.

4.2 Assumption

The following assumptions are made about the drivers and parking slots.

(1) One type of drivers only need one parking slot i.e. \( i = 1 \), and another type of drivers require two consecutive parking slots i.e. \( i = 2 \).

(2) Two types of drivers arrive randomly to the platform following a Poisson process with rate parameter \( \lambda_1, \lambda_2 \), respectively.

(3) If there are no parking slots are available, two types of drivers randomly abandon following a Poisson process with rate parameter \( \alpha_1, \alpha_2 \), respectively.

(4) There is no collusion between drivers.

(5) Two types of parking spaces are public parking spaces and private parking spaces, and the cost of private parking spaces is lower than the cost of public parking spaces, i.e. \( c_2 < c_1 \) (Xu et al., 2016).

(6) A parking space can be split into several parking slots.

(7) Two types of parking slots arrive randomly to the platform following a Poisson process with rate parameter \( s_1, s_2 \), respectively.

(8) If there are no drivers are available, two types of parking slots are randomly failed to allocate following a Poisson process with rate parameter \( \beta_1, \beta_2 \), respectively.

(9) The per-unit cost \( c_j \) of two types of parking slots is drawn independently from a continuously differentiable distribution function \( F_j(x) \) from a support \( [c_j^-, c_j^+] \) with mean \( \bar{c}_j \), which is common to all the participants. In addition, we assume \( c_2^+ < c_1^- \) based on the assumption (5).

4.3 Analysis of auction

Vickrey (Vickrey, 1961) discussed the bidding for a prize in which the highest bidder wins the prize but has to pay the second-highest price. Actually, this single-item second-price sealed-bid
auction is equivalent to Vickrey auction. In this paper, the driver with the lowest bid wins the parking slot and is paid the second-lowest price.

Denote \( p(n_1, n_2, n_s, n_{s_j}) \) as the expected price when \( n_i \) drivers and \( n_{s_j} \) parking slots are at the platform in steady-state. Let \( q(n_1, n_2, n_s, n_{s_j}) \) be the expected profit of the winner. In this paper, we consider the cost distribution of private and public parking slots are uniform. That is,

\[
F_i(x) = \frac{x - c_i^-}{c_i^+ - c_i^-}, \quad c_i^- \leq x \leq c_i^+, \quad i = 1, 2.
\]

\[
p(n_1, n_2, n_s, n_{s_j}) \quad \text{and} \quad q(n_1, n_2, n_s, n_{s_j}) \text{ can be written as}
\]

\[
p(n_1, n_2, n_s, n_{s_j}) = \begin{cases} 
\frac{c_2^- + 2(c_2^+ - c_2^-)}{n_{s_j} + 1} & n_1 = n_2 = 0, n_{s_j} > 1 \\
\frac{c_1^- + c_1^+ - c_1^-}{n_s + 1} & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 1 \\
\frac{c_1^+ - 2(c_1^+ - c_1^-)}{n_s + 1} & n_1 = n_2 = 0, n_{s_j} = 1, n_{s_j} = 0 \\
\frac{c_1^+ - c_1^-}{n_{s_j} + 1} & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 1 \\
c_i^- & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 0 \\
c_i^- - \tilde{c}_2 & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 1 \\
c_i^- & n_1 = n_2 = 0, n_{s_j} = 1, n_{s_j} = 0 \\
0 & n_1 + n_2 > 1, n_{s_j} = n_{s_j} = 0
\end{cases}
\]

\[
q(n_1, n_2, n_s, n_{s_j}) = \begin{cases} 
\frac{c_2^- - c_2^-}{n_{s_j} + 1} & n_1 = n_2 = 0, n_{s_j} > 1 \\
\frac{c_1^- + c_1^+ - c_1^-}{n_s + 1} & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 1 \\
\frac{c_1^+ - c_1^-}{n_{s_j} + 1} & n_1 = n_2 = 0, n_{s_j} > 1, n_{s_j} = 0 \\
c_i^- - \tilde{c}_2 & n_1 = n_2 = 0, n_{s_j} = 1, n_{s_j} = 1 \\
c_i^- & n_1 = n_2 = 0, n_{s_j} = 1, n_{s_j} = 0
\end{cases}
\]

### 4.4 Analysis of the arrival-departure processes

The previous analysis has shown that the auction price and the profit depend on the number of drivers and the number of parking slots. Since the number of drivers and parking slots change dynamically with the random arrival-departure process of drivers and parking slots, we then examine the dynamics of the system to determine the steady-state distribution of the number of drivers and the number of parking slots at the platform.

Denote the state of the auction center at time \( t \) by \( S(t) = (N_1(t), N_2(t), N_s(t), N_{s_j}(t)) \). The process \( \{S(t), t \geq 0\} \) is a continuous-time Markov Chain, because the inter-arrival and departure times of drivers and parking slots are exponentially distributed. This birth-death process is ergodic and has a stationary distribution. The steady-state probabilities are defined as
In order to solve the model, the state-transition equations are obtained and the steady-state probabilities are calculated by truncating the state slot at state \( (K_1, K_2, K_n, K_s) \). \( K_1 \) is the maximum number of type 1 drivers that can be accepted by the platform, \( K_2 \) is the maximum number of type 2 drivers that can be accepted by the platform, \( K_{s_1} \) is the maximum number of type 1 parking slots arrive at the platform, and \( K_{s_2} \) is the maximum number of type 2 parking slots arrive at the platform. By setting sufficiently large values of \( K_1, K_2, K_n \) and \( K_{s_2} \), the rejection probability for drivers and parking slots can be negligible. In addition, there are a total of \( (K_1+1)(K_2+1)(K_{s_1}+1)(K_{s_2}+1) - 1 \) states in the resulting state \( S(t) = (N_1(t), N_2(t), N_{s_1}(t), N_{s_2}(t)) \).

5 Numerical study

5.1 Parameter setting

We assume \( c_2 = \tau c_1^- \), \( c_2 = \tau c_1^+ \) and \( c_1 = \varepsilon c_1^+ \). Therefore, the distributions are defined in the range \([\varepsilon c_1^+, c_1^+]\) and \([\tau \varepsilon c_1^+, \tau c_1^+]\), the mean cost \( \bar{c}_1 = \frac{(1+\varepsilon)c_1^-}{2} \) and \( \bar{c}_2 = \frac{(1+\varepsilon)\tau c_1^+}{2} \). In order to ensure \( c_2^+ < c_1^- \) holds, \( \tau \) should be less than \( \varepsilon \). And we set capacity for two types of drivers and two types of parking slots \( K_1 = K_2 = 5 \) and \( K_{s_1} = K_{s_2} = 6 \). We evaluate the performance of the system as indexes vary on the following two indexes for different \( \lambda_1, \alpha_2, s_1, \beta_2, \tau \) and \( \varepsilon \): (1) \( \bar{P} \): the mean of expected price \( \bar{P} \); (2) \( \bar{Q} \): the mean of expected profit.

5.2 Results

Drivers and parking spaces are traded at market price \( c_1^+ \) without PSMP. The auction center of PSMP is expected to lower the price paid by drivers. Table 1 shows the mean of the expected price paid by drivers for different type 1 driver and type 1 parking slots arrival rate, type 2 driver and type 2 parking slot abandonment rate, and the different cost distributions. Table 1 expresses that as the type 1 parking slots arrival rate \( s_1 \) increases, the number of parking slots participating in the auction will increase, which will lead to a decrease in the expected price. After the number of parking slots no longer increases, as the type 1 driver arrival rate \( \lambda_1 \) increases, the expected price will increase. Meanwhile, if the abandonment rate \( \alpha_2 \) of type 2 driver increases, the total number of drivers remaining to continue bidding for parking spaces will decrease, which will result in a lower expected price. The larger the type 2 parking slot abandonment rate \( \alpha_2 \), the smaller the number of available parking slots in the system, and the result is a significant increase in the price. Especially when \( \alpha_2 = 2 \), the expected price exceeds 0.9 which is close to the market price \( c_1^+ = 1 \).
Table 1: The mean of the expected price

<table>
<thead>
<tr>
<th>$\bar{P}$</th>
<th>$\lambda_1$</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>0.21416</td>
<td>0.33214</td>
<td>0.45765</td>
<td>0.58254</td>
<td>0.69941</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>0.1876</td>
<td>0.29421</td>
<td>0.41</td>
<td>0.52838</td>
<td>0.64273</td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>0.1675</td>
<td>0.26423</td>
<td>0.37062</td>
<td>0.48165</td>
<td>0.59168</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>0.15219</td>
<td>0.24061</td>
<td>0.33835</td>
<td>0.44183</td>
<td>0.54645</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.14038</td>
<td>0.22197</td>
<td>0.31207</td>
<td>0.40825</td>
<td>0.50693</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\bar{P}$</th>
<th>$\alpha_2$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.48034</td>
<td>0.47221</td>
<td>0.46551</td>
<td>0.45997</td>
<td>0.45534</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.61336</td>
<td>0.60482</td>
<td>0.59767</td>
<td>0.59168</td>
<td>0.58663</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.72658</td>
<td>0.7189</td>
<td>0.71238</td>
<td>0.70686</td>
<td>0.70215</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.82367</td>
<td>0.81777</td>
<td>0.8127</td>
<td>0.80835</td>
<td>0.80459</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>0.9078</td>
<td>0.90431</td>
<td>0.90127</td>
<td>0.89862</td>
<td>0.89628</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\bar{P}$</th>
<th>$\varepsilon$</th>
<th>0.7</th>
<th>0.75</th>
<th>0.8</th>
<th>0.85</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.515</td>
<td>0.51097</td>
<td>0.50693</td>
<td>0.50328</td>
<td>0.4995</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.51742</td>
<td>0.51294</td>
<td>0.50847</td>
<td>0.50441</td>
<td>0.50022</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.51984</td>
<td>0.51492</td>
<td>0.51</td>
<td>0.50554</td>
<td>0.50093</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.52225</td>
<td>0.51689</td>
<td>0.51153</td>
<td>0.50668</td>
<td>0.50165</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.52467</td>
<td>0.51887</td>
<td>0.51307</td>
<td>0.50781</td>
<td>0.50237</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 analyzes the effect of different type 1 driver and type 1 parking slots arrival rate, type 2 driver and type 2 parking slot abandonment rate, and the different cost distributions on the mean of the expected profit. Since the reverse auction is utilized, when type 1 driver arrival rate $\lambda_1$ increases, the demand increases. Therefore, when the number of parking slots participating in the auction remains unchanged, the larger $\lambda_1$, the greater the mean of the expected profit $\bar{Q}$. Also, as the type 1 parking slots arrival rate $s_1$ increases and $\lambda_1$ remains unchanged, which will lead to a decrease in the expected profit. When the abandonment rate $\alpha_2$ increases, there are
still type 1 parking slots in the system that can participate in the auction, since the change in $\alpha_2$ has no obvious impact on the expected profit. In addition, when we set $\beta_2 = 2\beta_1$, as the two types parking slots’ abandonment rates $\beta_1$ and $\beta_2$ both increase, the number of available parking slots in the system will decrease, which will lead to a decline in the expected profit.

Table 2: The mean of the expected profit

| $\bar{Q}$ | $\lambda_1$ | |
| --- | --- | --- | --- | --- | --- |
| $s_1$ | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 |
| 1.2 | 0.52482 | 0.53683 | 0.54965 | 0.56172 | 0.57235 |
| 1.4 | 0.49333 | 0.50807 | 0.52073 | 0.532 | 0.54188 |
| 1.6 | 0.46428 | 0.48249 | 0.49566 | 0.50642 | 0.5156 |
| 1.8 | 0.43782 | 0.4595 | 0.47357 | 0.48415 | 0.49274 |
| 2 | 0.41415 | 0.4388 | 0.45391 | 0.46453 | 0.47272 |

| $\bar{Q}$ | $\alpha_2$ | |
| --- | --- | --- | --- | --- | --- |
| $\beta_2$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| 0.4 | 0.52314 | 0.52395 | 0.52495 | 0.52609 | 0.52735 |
| 0.6 | 0.51445 | 0.51462 | 0.51502 | 0.5156 | 0.51633 |
| 0.8 | 0.50909 | 0.50878 | 0.50872 | 0.50888 | 0.50921 |
| 1 | 0.50568 | 0.50499 | 0.50457 | 0.50439 | 0.5044 |
| 1.2 | 0.50344 | 0.50245 | 0.50174 | 0.50128 | 0.50103 |

| $\bar{Q}$ | $\varepsilon$ | |
| --- | --- | --- | --- | --- | --- |
| $\tau$ | 0.7 | 0.75 | 0.8 | 0.85 | 0.9 |
| 0.2 | 0.5316 | 0.50216 | 0.47272 | 0.44604 | 0.41844 |
| 0.3 | 0.48527 | 0.45583 | 0.4264 | 0.39972 | 0.37212 |
| 0.4 | 0.43895 | 0.40951 | 0.38007 | 0.35339 | 0.32579 |
| 0.5 | 0.39262 | 0.36318 | 0.33374 | 0.30706 | 0.27947 |
| 0.6 | 0.34629 | 0.31686 | 0.28742 | 0.26074 | 0.23314 |

6 Conclusion

The contribution of this paper is to consider a Physical Internet-enabled parking slot management system where a number of available parking slots are allocated to drivers in the truthful reverse auction price. And the system performances are analyzed by a continuous-time
Markov chain. Our results show how the arrival rate of drivers and parking slots, and the abandonment rate of drivers and parking slots affect the expected price and the expected profit. In addition, even though we focus on the parking slot management system, our model and results can be utilized in other situations such as online auction and transportation service procurement auctions where the number of bidders varies randomly. Moreover, combining auction and continuous-time Markov Chain can be applied to evaluate other resource management systems.
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Abstract

Industry 4.0 connotes a new industrial revolution with the convergence between physical and digital spaces, is revolutionizing the way that production operations are managed. The requirement of increased productivity, improved flexibility and resilience, and reduced cost in Industry 4.0 manufacturing calls for new paradigms that comply with the changing of production and operations management. In this paper, a concept of manufacturing synchroperation, refers to “synchronized operations” in an agile, resilient and cost-efficient way, with the spatiotemporal synchronization of men, machines and materials as well as data-driven decision-making, by creating, establishing and utilizing cyber-physical visibility and traceability in operations management, is proposed as a new paradigm of production and operations management for Industry 4.0 manufacturing. A Hyperconnected Physical Internet-enabled Smart Manufacturing Platform (HPISMP) is developed as a technical solution to support manufacturing synchroperation. Graduation intelligent Manufacturing System (GiMS) with “divide and conquer” principles is proposed to address the complex, stochastic, and dynamic nature of manufacturing for achieving synchroperation. An industrial case is carried out to validate the effectiveness of the proposed concept and method. This article provides insight into exploring production and operations management in the era of Industry 4.0.
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1. Introduction

Industry 4.0 connotes a new industrial revolution with the convergence between physical and digital spaces, which is triggered by the confluence of disruptive technologies, such as Internet of Things (IoT) (Xu et al., 2014), cyber-physical systems (CPS) (Lee et al., 2015), cloud computing (Xu 2012), big data (Kusiak 2017), digital twin (Tao et al., 2018), etc. With the support of these emerging technologies, traditional manufacturing resources have been converted into smart objects augmented with identification, sensing and network capabilities (Korteum et al., 2010). Thus, the dynamic production operations could be organized and managed in an integrated, optimized and synchronized manner with real-time information sharing and visibility (Guo et al., 2020a). The hyper-connection, digitization and sharing in the context of Industry 4.0 have the potential to revolutionize, or at least change, the way that production operations are done and therefore, how operations should be managed (Olsen and Tomlin, 2020).

The production and operations management has been shifted over the past fifty years, and three paradigms, including manufacturing collaboration, manufacturing interaction and manufacturing interoperation, can be classified with the enabling technologies and changing market. The paradigm of manufacturing collaboration aims at automating shop-floors by integrating different types of machines within a manufacturing company, which has rendered the feasibility of developing flexible manufacturing system (FMS) and computer-integrated manufacturing system (CIMS) (Buzacott and Yao, 1986; Mcgehee et al., 1994). Take the interaction of cross-organizational activities into account, the paradigm of manufacturing interaction extended production operations from a manufacturing company to a supply chain in a close-to-reality manner within a dynamic environment, which acts as key principles in agile manufacturing (AM) and networked manufacturing (NM) (Gunasekaran, 1999; Montreuil et al., 2000). More recently, to optimize the efficiency of production operations in the network, the paradigm of manufacturing interoperation is introduced, in which distributed manufacturing resources/capabilities can be interoperable in a close-loop network with timely production information exchange, which is the essence of cloud manufacturing (CM) and ubiquitous manufacturing (UM) (Xu 2012; Lin and Chen, 2017).
These paradigms for production and operations management are widely appreciated (Yin et al., 2018; Koh et al., 2019; Ivanov et al., 2020). The requirement of customized demand, increased productivity, improved flexibility and resilience, and reduced cost calls for more synchronized production and operations management that complies with changing business climate in Industry 4.0 manufacturing. Paving the way for transformation and implementation of Industry 4.0 manufacturing, major challenges still exist as follows.

(1) How to identify key characteristics for transformation and implementation of Industry 4.0 manufacturing, and derive a paradigm of production and operations management in the era of Industry 4.0 from these characteristics?

(2) How to leverage advanced technologies in the era of Industry 4.0 for developing effective architectures to support the transformation of the new production and operations management paradigm?

(3) How to cope with the complex, dynamic and stochastic nature of manufacturing by proposing effective methodologies to support the implementation of the new production and operations management paradigm?

The challenges mentioned above motivated this study and, therefore, the concept of manufacturing synchroperation is proposed as a new paradigm of production and operations management in the era of Industry 4.0 with cyber-physical synchronization, data-driven decision synchronization and spatio-temporal synchronization. A Hyperconnected Physical Internet-enabled Smart Manufacturing Platform (HPISMP) assisted with digital twin and consortium blockchain, is developed as a technical solution to support the transformation of manufacturing synchroperation. With the support of the HPISMP, Graduation Intelligent Manufacturing System (GiMS) with “divide and conquer” principles is proposed to address the complex, stochastic, and dynamic nature of manufacturing for achieving synchroperation. An industrial case from an air conditioner manufacturer is carried out to illustrate the potential advantages of manufacturing synchroperation.

The remainder of this paper is organized as follows. Related research streams are briefly reviewed in Section 2. In Section 3, the concept of manufacturing synchroperation is introduced. A HPISMP is developed in Section 4. Section 5 presents GiMS with “divide and conquer” principles
for achieving synchroperation. An industrial case from an air conditioner manufacturer is carried out in Section 6. Section 7 concludes the paper with some remarks on possible directions for future research.

2. **Literature review**

Many companies devote themselves to Industry 4.0 manufacturing. Siemens cloud-based IoT open operating system, MindSphere, connects products, plants, systems, and machines to enable industrial customers to harness the wealth of manufacturing data for decision-making (Siemens, 2020). GE IIoT platform, Predix, provides a complete solution for industrial data monitoring and event management, combining asset connectivity, and edge-to-cloud analytics processing to improve operational efficiency (GE, 2020). SAP cloud platform is designed to realize intelligent manufacturing that enables industrial customers to accelerate integration across the value chain while staying flexible and agile (SAP, 2020).

Industry 4.0 manufacturing with hyper-connection, digitization and sharing is revolutionizing production and operations management. This section briefly reviews the evolution of manufacturing paradigms based on enabling technologies and changing market at that time. Manufacturing paradigms can be classified into three types according to the principle of production and operations management. And challenges of these existing paradigms are then discussed and new requirements for transforming to Industry 4.0 manufacturing are proposed.

2.1. **Manufacturing collaboration**

Typical manufacturing paradigms has been developed to facilitate collaboration within a manufacturing company, including FMS and CIMS.

FMS refers to an integrated, computer-controlled complex of numerically controlled machine tools, automated material handling devices and computer hardware and software for the automatic random processing of palletized parts across various workstations (Buzacott and Yao, 1986). FMS utilizes the flexibility of job shops to simultaneously machine several part types to attain the efficiency of well-balanced, machine-paced transfer lines (Stecke, 1983). Eight types of flexibilities are summarized, including machine, process, product, routing, volume, expansion,
operation and production flexibility, to design an FMS (Browne et al., 1984).

CIMS refers to the harmonious connection and integration of automation equipment within a manufacturing facility (Mengehee et al., 1994). CIMS utilizes computers and communication network to transform islands of enabling technologies into highly interconnected manufacturing system (Nagalingam and Lin, 1999) through a solution using STEP and STEP-NC for the integration of CAD, CAPP, CAM and CNC (Xu et al., 2005). CIMS improves data exchangeability and promotes adaptability of companies.

The key features in this era are: (1) They focus on a manufacturing company; (2) They aim at the automation of shop-floors by integration and collaboration of different types of machines; (3) They rarely integrate humans into manufacturing systems.

2.2. Manufacturing interaction

In the interaction era, typical paradigms are AM and NM. AM, originated from lean manufacturing, refers to the capability of surviving in a competitive environment of continuous and unpredictable change by reacting quickly to changing markets, driven by customer-designed products and services (Gunasekaran, 1999). The agility of manufacturing is provided through integrating reconfigurable resources with best practices in a knowledge-rich environment (Yusuf et al., 1999). A virtual enterprise is a typical application to characterize the global supply chain of a single product. It establishes the interaction with little liaison between companies to structure the whole system for agility (Martinez et al., 2001).

NM is the extension of agile manufacturing, and aims to collaboratively plan, control and manage daily activities and contingencies in a close-to-reality manner within a dynamic environment (Montreuil et al., 2000). NM increasingly focuses on information sharing that aims to create business relationships at different levels of shared information on price and capacity based on a distributed collaborative vision (D'Amours et al., 1999). Thus, standard information technology infrastructure is investigated to support cross-organizational activities for effective interaction (Akkermans and van der Horst, 2002).

The key characteristics in this era are: (1) The scope is extended from a company to a supply chain, and multiple companies are collaborated to manufacture a type of products; (2) Information
exchange plays a crucial role in the interaction between them; (3) Knowledge and wisdom of human are considered an important part of manufacturing systems.

2.3. Manufacturing interoperation

Recently, many manufacturing paradigms (e.g. IoT-enabled manufacturing, CM, and UM) have been designed to realize manufacturing interoperation using various technologies, such as IoT and cloud.

IoT-enabled manufacturing is an advanced principle where manufacturing resources are converted into smart ones able to sense, interconnect, and interact with each other to automatically and adaptively carry out manufacturing logics (Zhong et al., 2017). IoT provides manufacturing resources with the ability to exchange data and information real-time (McFarlane et al., 2003). Open-loop networked manufacturing is thus closed, and tedious and error-prone manual data collection is eliminated, so that manufacturing resources can work together effectively (Huang et al., 2009). IoT lays the foundation of interoperation. Huang et al. (2008) utilize wireless manufacturing to manage work-in-progress inventories in job shops to retain existing operational flexibility while improving efficiency and capacity. Zhong et al. (2013) present a RFID-enabled manufacturing execution system to track and trace manufacturing resources and collect real-time data for making planning and scheduling decisions.

CM uses the network, cloud computing, service computing and manufacturing enabling technologies to transform manufacturing resources into services that are managed and operated in a unified way to share and circulate manufacturing resources (Zhang et al., 2014). Interoperability is the prerequisite for CM, because manufacturing resources need to be described, virtualized and integrated in a manufacturing cloud before sharing (Wang and Xu, 2013). Chen and Chiu (2017) find the smooth operation on cloud is hampered by interoperability when different cloud services are utilized. Wang et al. (2018b) classify interoperability in CM into four levels: data level, computing service level, manufacturing process level and CM service level. At manufacturing process level, a costing-based, generic deployment model is designed to identify the key process parameters that influence the interoperability of CM (Mourad et al., 2020). Also, synchronization as the extension of interoperation is proposed to address dynamics in production logistics
activities (Qu et al., 2016).

UM enables on-demand network access to a shared pool of configurable manufacturing resources but emphasizes the mobility and dispersion (Lin and Chen, 2017). Interoperability is also one of core characteristics, which closes the loop of production planning and control for adaptive decision-making (Zhang et al., 2011). Thus, manufacturing knowledge representation and data structure in UM need to be standardized, so that diversified UM systems are interoperable (Wang et al., 2018a). Wang et al. (2017) propose a function block-based integration mechanism to integrate various types of manufacturing facilities for interoperability in UM. Luo et al. (2017) present the synchronized production and logistics via ubiquitous computing to make real-time decisions within a factory.

The key characteristics in this era are: (1) Manufacturing resources worldwide are interoperable (Newman et al., 2008); (2) IoT facilitates information and data exchange to close the open-loop production process; (3) synchronization as an extension of interoperation is explored relying on real-time data to handle dynamics.

2.4. Challenges

From the literature, factors related to manufacturing paradigms in three eras are summarized in Table 1. Several key challenges are thus proposed for Industry 4.0 manufacturing. The first is what the general principle is and what its key characteristics are. Although Industry 4.0 has been applied to different application scenarios with various objectives, the essence of Industry 4.0 is rarely considered. The second is how state-of-the-art technologies can be fused and integrated to provide a technical solution for Industry 4.0 manufacturing. Many advanced technologies are proposed to support Industry 4.0 manufacturing, but the fusion of them is scarcely reported. The third is what approaches can be leveraged to address the complex, dynamic and stochastic nature of manufacturing optimization problems. As manufacturing systems become increasingly complex and stochastic, traditional methods can hardly provide optimal solutions timely in the context of Industry 4.0. Thus, this paper proposes the concept of synchroperation, introduces enabling technologies, and designs a methodology for synchroperation.
Table 1. Summary of manufacturing paradigms

<table>
<thead>
<tr>
<th>Category</th>
<th>Manufacturing collaboration</th>
<th>Manufacturing interaction</th>
<th>Manufacturing interoperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production mode</td>
<td>Flexible production</td>
<td>Mass customization</td>
<td>Mass customization</td>
</tr>
<tr>
<td>Society needs</td>
<td>Variety of products</td>
<td>Customized products</td>
<td>Customized products</td>
</tr>
<tr>
<td>Market</td>
<td>Demand&gt;_Supply</td>
<td>Supply&gt;_Demand</td>
<td>Supply&gt;_Demand</td>
</tr>
<tr>
<td>Product volume</td>
<td>Small volume demand</td>
<td>Smaller volume demand</td>
<td>Fluctuating demand</td>
</tr>
<tr>
<td>Scope</td>
<td>Machine- machine level</td>
<td>Factory-factory level</td>
<td>Supply chain level</td>
</tr>
<tr>
<td>Business model</td>
<td>Push</td>
<td>Pull-Push</td>
<td>Pull</td>
</tr>
<tr>
<td>Technology enabler</td>
<td>Computer</td>
<td>Information technology</td>
<td>IoT, cloud computing</td>
</tr>
</tbody>
</table>

3.  Manufacturing Synchroperation

3.1. Concept of manufacturing synchroperation

The requirement of customized demand, increased productivity, improved flexibility and resilience, and reduced cost calls for efficient production and operations management that complies with changing business climate in Industry 4.0 manufacturing. On the basis of the evolution of production and operations management paradigms, and from a manufacturing point of view, we understand synchroperation as a new paradigm of production and operations management in the era of Industry 4.0 as follows.

*Synchroperation refers to “synchronized operations” in an agile, resilient and cost-efficient way, with the spatiotemporal synchronization of men, machines and materials as well as data-driven decision-making, by creating, establishing and utilizing cyber-physical visibility and traceability in operations management.*
Fig. 1. Overall framework for manufacturing synchroperation

Fig. 1 shows the overall framework of manufacturing synchroperation with three key characteristics, including cyber-physical synchronization, spatio-temporal synchronization and data-driven decision synchronization. Cyber-physical synchronization focuses on the synchronization between cyber space and physical space through information visibility and traceability. The IoT and digital twin enabled ubiquitous connection, digitization and information-sharing in the context of Industry 4.0, present an opportunity for creating a digital equivalent representation of the physical entity (e.g., from small as a workstation, a workcell, to big as a workshop, a factory) and synchronizing them between cyber space and physical space with real-time information sharing.

Data-driven decision synchronization focuses on coordinated and global optimal production decisions benefiting from information sharing and data analytics. With enormous manufacturing data collected and shared in the cyber-physical system, valuable information and knowledge could be derived from the hidden patterns and correlations based on data mining, big data analytics and AI technologies. Thus, the coordinated, global optimal and even autonomous decision-making can be made for both short-term (e.g., scheduling and execution) and long-term (e.g., strategic and planning) production strategies.

For achieving successful implementation of these production strategies derived from
data-driven decision models, spatio-temporal synchronization is crucial as it focuses on decomposing complex production environment and operations into spatio-temporal units and synchronizing them in a “divide and conquer” manner. It not only ensures that the required production resources (e.g., men, machines and materials) could be allocated and utilized in the right place at the right time with synchronization of production operations, but also in turns decouples the decision models towards practical industrial application by significantly reducing the uncertainty, randomness and complexity.

3.2. Synchroperability measures

Following the concept of synchroperation, we define synchroperability as the ability of a manufacturing system to achieve synchronized operations. Synchroperability is a measure for synchroperation in manufacturing. Three important aspects of measures for synchroperation, including simultaneity, punctuality and cost-efficiency are derived from the literature, and will be considered comprehensively in this section.

Table 2. Measures for synchroperability

<table>
<thead>
<tr>
<th>Measures</th>
<th>References</th>
<th>Environment</th>
<th>Major aims</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simultaneity</td>
<td>(Hsu and Liu, 2009)</td>
<td>Job shop</td>
<td>Reduce finished product inventory level</td>
<td>Flow time</td>
</tr>
<tr>
<td></td>
<td>(Luo et al., 2017)</td>
<td>Flow shop</td>
<td>Improve overall performance of production and logistics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Chen et al., 2019)</td>
<td>Flow shop</td>
<td>Improve production efficiency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Guo et al., 2020b)</td>
<td>Job shop</td>
<td>Improve the synchronization degree between manufacturing and logistics</td>
<td>Waiting time</td>
</tr>
<tr>
<td>Punctuality</td>
<td>(Chen et al., 2015)</td>
<td>Flow shop</td>
<td>Improve production lead time and shipment punctuality</td>
<td>Earliness and tardiness</td>
</tr>
<tr>
<td></td>
<td>(Fazlollahtabar et al., 2015)</td>
<td>Job shop</td>
<td>Improve the performance of material handling system in production</td>
<td></td>
</tr>
<tr>
<td>Cost-efficiency</td>
<td>(Qu et al., 2016)</td>
<td>Flow shop</td>
<td>Improve production-logistics resources utilization</td>
<td>Utilization</td>
</tr>
<tr>
<td></td>
<td>(Lin et al., 2018)</td>
<td>Flow shop</td>
<td>Improve production efficiency</td>
<td>Setup time</td>
</tr>
<tr>
<td></td>
<td>(Luo et al., 2019)</td>
<td>Flow shop</td>
<td>Improve overall performance of production and warehousing</td>
<td>Makespan</td>
</tr>
<tr>
<td></td>
<td>(Lin et al., 2019)</td>
<td>Flow shop</td>
<td>Improve production efficiency</td>
<td></td>
</tr>
</tbody>
</table>

As listed in Table 2, synchroperability measures are divided into three categories: simultaneity,
punctuality and cost-efficiency. Simultaneity is one of the most important aspects of measures for synchroperation, and indicators for simultaneity, such as flow time and waiting time have been adopted in specific applications (Hsu and Liu, 2009; Luo et al., 2017; Chen et al., 2019; Guo et al., 2020b). Simultaneity concerns variation in completion times of jobs within the same package or order, which can be used to reduce finished product inventory level as well as improve production efficiency. Simultaneity could be considered as a measure in the production system that sensitive to job flow time or waiting time. For example, for producing large-size or fragile products, it is sensitive to job waiting time as holding such a product is quite expensive, which requires a measure of simultaneity in this production system (Guo et al., 2020c). Punctuality is another important aspect of measure that focuses on earliness and tardiness (Chen et al., 2015; Fazlollahtabar et al., 2015). Punctuality could be considered as a measure in the production system that advocates JIT production, as it can reduce the production lead time, inventory level and shipment punctuality (Chen et al., 2015). Cost-efficiency is a common aspect of measure for synchroperation, most of the literature deals with such regular indicators as makespan, utilization and setup time (Qu et al., 2016; Lin et al., 2018; Luo et al., 2019; Lin et al., 2019). Cost-efficiency could be used as a measure in a complicated production environment that involves across multi-echelon and inter-organizational production activities. For example, for achieving overall optimization of make-to-order production and cross-docking warehouse, Luo et al (2019) proposed a synchronized production and warehouse decision model to minimize the overall makespan.

4. Synchroperation Platform for cyber-physical traceability and visibility

To achieve the cyber-physical visibility and traceability serving for synchroperation, a HPISMP, leveraging various IoT technologies, digital twins, big data techniques and consortium blockchain, is proposed in this paper. The overview of the technical framework is shown in Fig. 2.
Fig. 2. Overview of hyperconnected Physical Internet-enabled smart manufacturing platform

The platform is divided into five layers, from bottom to top, namely physical, sensing, interoperation, digital, and application layer. Each layer is designed to connect, interact, and interoperate with each other so as to reinforce the overall synchroperability for production.

The first physical layer concerning men (e.g., managers and onsite operators), machines (e.g., production machines, vehicles and tools), materials (e.g., raw materials, Work-In-Processes (WIPs) and finished products), and facilities (e.g., production workshops and warehouses) that are fundamental elements of operations in manufacturing. Each type of element owns several categories classified by roles, functions, or phases. In line with actual demand, those elements may be equipped with electronic tags that contain a trickle of information primarily for identification in the cyber space, which can be captured passively or broadcast proactively (Zhao et al., 2017). Under this condition, it endows each element with capability of communication and interaction.
The second sensing layer includes a variety of IoT equipment that is used to enable physical objects with sensible, interactive, and intelligently reasoning capabilities. To be specific, mobile crowdsensing (MCS) is to collectively gather sensing data from nearby sensors via ubiquitous mobile devices, such as smartphones, tablets, laptops, and smartwatches (Ganti et al., 2011). Besides the application of MCS, Industrial Internet of Things (IIoT) devices are also widely deployed for the real-time data collection and transmission (Kong et al., 2020). Notably, wearable devices for men and machines enjoy high favour in the industry attributing to hands-free carry and convenient handling. For example, machines furnished with tag readers, like smart holders, are capable of detecting adjacent objects and triggering relevant events to facilitate operations. Else, men tend to carry smart devices to connect with peripheral objects and maintain responsive communication, such as versatile smart pens, caps, and glasses. Data or extracted information secured in this layer will be uploaded to the next layer for further processing.

The third interoperation layer aims to synchronize cyber-physical spaces and realize timely and seamless dual-way connectivity and interoperability between manufacturing objects and different application systems. It encompasses gateways and wireless communication and networking (WC&N) protocols. WC&N protocols serve as a data carrier to link with smart objects and the digital world (Zhang et al., 2011). In this platform, diversified wireless communication technologies are devised to be applied, such as 4/5G, LTE, Wi-Fi, Bluetooth, and NFC, which are typically provided in smartphones and personal wearables, and others like UWB, RFID, ZigBee, and LoRa that are preferably harnessed in the industry. All those protocols are embedded in gateways. Besides acting as a hardware hub, the gateway also offers a suite of software services, named gateway operating system, including definition, configuration, execution, and monitoring (Fang et al., 2013). Concretely, it can define the flow of data collection from heterogeneous devices and the cloud, configure essential setups and environmental conditions, execute data processing, information aggregation and exchanging, and, finally, monitor the entire operations for the malfunction detection. In addition, gateways have two types. One is the stationary gateways that are mounted at appointed spots and work in a plug-and-play way to ease the deployment. Another is the mobile gateways that are moveable and even portable since ubiquitous devices, like smartphones,
can install dedicated applications to serve as a gateway, which significantly extends the channel of data collection and reduces development cost.

The fourth digital layer is the cyberspace, in the form of the cloud or servers in reality, that replicates the physical world and adopts services-oriented governance. The main function of smart digitization (Lin et al., 2019) converts physical objects into cloud assets (Xu et al., 2018) and applies data analytics for different purposes. Thereinto, the cyber-physical agent acts as a gate of cyberspace to receive data from gateways. Based on those informative data, physical objects are mapped to digital twins under predefined logics. Else, the data refinement or pre-processing is implemented in the data analytics engine. The second module consortium Blockchain (Li et al., 2017) is used as a backbone to build up a database, facilitate workflow management, and ensure traceability, accountability, and transparency. In detail, the distributed ledgers serve as distributed databases where digital twins are stored and transactions recorded, and consensus protocols is a globally-agreed rule for distributed computing to control the access to the database and make sure ledgers trackable and irreversible. Any kind of codified procedures that refer to a series of real-life workflows are encrypted and stated in smart contracts to trigger events in order. Cryptocurrency or crypto-tokens working as an incentive mechanism is granted proportionally according to the quality and punctuality of task completion. The goal of the third module application services is to host and manage services committed to users. The application agent acts as another gate of the digital world to interact with user applications. Calling functions or taking responses pursuant to manipulations in the application behaves in the event processing engine. The services manager is devoted to administrating fundamental components of services and configuring logics between services.

The fifth application layer provides decision support systems and visualization tools to help conduct operations for participating stakeholders, including workshops, warehouses, and transportation in manufacturing. Each stakeholder is principally concerned with four kinds of applications, namely strategy, planning, scheduling, and execution. Additionally, applications are developed in forms of desktop and mobile terminal so that office staff can make decisions in front of the desktop, and operators simply bring mobile devices to accomplish tasks. Furthermore, those applications allow individuals from different departments to manipulate separately without
interference but for the same goal among the whole factory in real time so as to synchronize operations. For example, when a batch of parts is being produced, an urgent order crops up, the production manager goes to adjust the schedule, the warehouse prepare the material, and the logistics initiate a shipping task accordingly via each application. Hence, the next production job could be launched as punctually as possible.

Synchroperation in manufacturing anticipates high demand for a traceable and visible system that can synchronize the cyber and physical world greatly regarding organization, data, and decision. For the cyber-physical synchronization, IoT technologies play an essential role in digitizing physical objects to provide a foundation for information traceability and visibility. For the spatio-temporal synchronization, objects in operations are highly intertwined concerning time and space since the flow of men, machines, and materials in the factory are much frequent and intricate. To model and visualize these operations, a spatio-temporal analytics method is designed to segment space and time of operations for local dissolution and then integrate them to reap the overall effects. For the data-driven decision synchronization, consortium blockchain provides an effective solution to sharing information among the platform safely and helping users easily track and trace. Based on data analytics engines, different applications are developed for data visualization to assist operators in making decisions. In this case, the visibility and traceability of the system get considerably enhanced.

5. Graduation Intelligent Manufacturing System for Synchroperation

This section proposes the GiMS with “divide and conquer” principles, to address the complex, stochastic, and dynamic nature of manufacturing for achieving synchroperation. The basic form and principles of GiMS can be found in previous research (Lin, et al., 2019; Guo et al., 2020a). As shown in Fig. 3, this paper presents the five key phases to implement GiMS in factories.
Fig. 3. Five phases of GiMS
Phase 1: Finite Meshing

This phase involves spatially dividing the factory organization and temporally discretizing the decision horizon into an equivalent system of finite “Graduation Ceremony Stages (GCS, a space unit in a time period)”, to minimize complexity and localize uncertainties. Operation elements (men, machines, materials) are defined for all “stages” as physical twins.

The space scope of a factory contains various production, logistics, and storage facilities and areas that can be divided into smaller space units. The decision horizon is discretized into multiple shorter time periods (Balakrishnan and Cheng, 2007; Torkaman et al., 2017). Because the space unit and time period of GCS in meshing are small enough relative to the original system, the subproblem size is limited, and a straightforward decision model can be built. All the uncertainties that occur during the current period can be considered in the next period with negligible loss of service quality. There are different rules to generate the mesh: (1) Meshing according to absolute space and time. Usually, the factory is divided into finite space units based on their absolute spatial positions; the decision horizon can be discretized into multiple time periods representing a working shift or several hours. (2) Meshing based on functionality. This rule divides the factory into GCS with different functions. For instance, logistics facilities and production workstations belong to separate GCS. Production area can be further divided based on their functions and responsibilities (threading, heat-treating, etc.) to obtain finer granularity. Correspondingly, the time scope should be discretized with the characteristics of different function areas taken into account. (3) Meshing on a dynamic basis. This rule dynamically adjusts the granularity of spatiotemporal mesh based on the real-time situation. This usually requires a high level of visibility and traceability throughout the fast-changing supply chain.

Phase 2: Smart Digitization

Phase 2 is to digitize the operation elements at all GCS for generating digital twins with the enabling technologies. A highly visible, transparent, and interconnected Cyber-Physical Factory (CPF) with real-time visibility and traceability is built through smart digitization. This phase constructs the data dimension of physical twins, and the cyber-physical synchronization is achieved through smart gateways.
With the deployment of mobile crowdsensing, IIoT devices, and cyber-physical agents, all physical entities in the factory are digitized for generating cyber avatars. The physical twins combine with corresponding digital twins to form CPS smart holons (CPS-SHs) that are decentralized and of autonomy to some extent. All CPS-SHs are physically independent but digitally interconnected by the tasks. The capabilities of CPS-SHs include: 1) sense the environment, such as how it connects with other holons and the status of task pool; 2) analyze the real-time production data and information; 3) autonomously make decisions based on the status of tasks and the state of itself; 4) take actions accordingly and interact with each other; 5) finally measure the key production performance (e.g., holon utilization, efficiency). Relevant applications, services, and analytics are integrated into the cyber space. Smart gateways are deployed to synchronize cyber and physical spaces, analyze the status of smart holons, and support visibility and traceability analytic between smart holons.

**Phase 3: Out-of-Order Ticketing**

This phase implements an Out-of-Order (OoO) ticketing for smart holons to facilitate smooth onsite execution and flexible control of production progress with enhanced resilience. OoO ticketing guarantees the data-driven decision synchronization at the operational level.

Three kinds of tickets, including job ticket (JT), setup ticket (ST), operation ticket (OT) and twined logistics ticket (LT) are critical in GiMS. Smart tags serve as the carriers of digitalized tickets. JTs are designed for permitting the right jobs to produce in one batch considering demand and capacity. STs are designed to control flexible setups between different job families so that the setup can be informed in advance and performed at the right time. OTs and twined LTs are designed to synchronize operation and JIT delivery. These tickets are real-timely generated and allocated to the ticket pools of each GCS. OoO is a paradigm used in modern CPUs to avoid stalls and improve processing efficiency (Hwu & Patt, 1986). OoO allows the processor to execute instructions in an order governed by the availability of input data and execution units. By analogy, the OoO ticketing in factories allows jobs to be processed in an order governed by the availability of materials, machines, and men. That is, smart holons look ahead in the ticket pool and find those that are ready to be processed. When a disturbance like material deficiency/loss or machine failure occurs, the
smart holon can decide to process other ready jobs or using other available machines rather than wait. OoO ticketing organizes the onsite production operations with simplicity and resilience, and offer a robust and straightforward logic to tackle frequent uncertainties in the real-life shop floor.

**Phase 4: Visibility and Traceability Analytics**

In phase 4, the cyber-physical visibility and traceability (CPVT) analytics is utilized to identify and establish the dependencies and connectivity of GCS and smart holons, and to mitigate the spatiotemporal uncertainties. Besides, this phase also serves as the foundation for spatio-temporal synchronization and higher-level data-driven decision synchronization.

The holonic dependency and connectivity usually refer to the logical relationship between holons, such as how the state of ticket pools update over time, and how the tickets flow between holons. The CPVT is the key tool to real-timely monitor ticket pools and to establish the connectivity from two aspects. Firstly, how the states of holons update over time: The input of one holon at the beginning of the current time unit consists of two parts. The first part is the output of that holon in the previous time unit; the second part contains new information that occurs in the previous time unit; these two parts are also strongly influenced by various uncertainties such as stochastic processing time, machine failure, absence of operator, etc. Secondly, how the tickets flow between holons: Completing a production job usually requires performing several operations. These operations and their intrinsic sequencing and spatial constraints are defined in the tickets. The jobs whose operation at the current holon in the previous time unit has been completed, will be transferred to the following holons. And the jobs transferred to the current holon in the current time unit, are the union set of jobs whose operation in the previous holon has been completed. These real-time data and information are vital for supporting decision-making within GCS and connecting all holons.

**Phase 5: Synchroperation**

This phase designs the synchroperation mechanism under GiMS to facilitate upper-level planning and scheduling and lower-level onsite execution and control. Spatio-temporal synchronization and data-driven decision synchronization are achieved in this phase.
In the upper-level planning and scheduling, the overall planning horizon $T$ is discretized into multiple shorter scheduling periods $t$. Based on the real-time demand (e.g., product type, quantity) and production constraints (e.g., capacity, resource) in period $t$, the job ticket allocation mechanism aims to generate schedule for period $t + 1$ on an aggregate basis for families of jobs and allocate job tickets. The similarity among jobs is usually measured from the aspects of setup, material requirement, operator skill requirement, correlative orders and so on. In the lower-level execution and control, as the jobs allocated to a single period are similar, the rigid sequence of these jobs is less significant. Thus, OoO ticketing of tickets is adopted. At the beginning of $t$, job tickets are released to each GCS task pool, the operation tickets and logistics tickets for this job are activated. A job ticket is validated once all required resources are available. When there is a vacancy in the workstation buffer, and the priorities of validated tickets are calculated based on real-time data, the job ticket with the highest priority will be dispatched. The priorities are usually computed based on horizontal synchronization, vertical synchronization, and the matching degree of the job and workstation (job type, machine type, operator skill etc.). The bi-level synchrooperation mechanism promises both optimized decisions at the managerial level and resilience execution, flexible control at the operational level.

6. **Case study: Synchroperable hybrid assembly line Based on GiMS**

In this section, the GiMS is applied to a novel manufacturing layout named hybrid assembly line (HAL). This layout is adopted by a world-leading air conditioner manufacturer G to face the fast-changing market with high flexibility. First, the GiMS enabled HAL is introduced, and then a comprehensive numerical analysis is carried out to verify the effectiveness of the proposed method. Results show that GiMS can obtain significant performance improvements regarding synchroperability measures.

6.1. **GiMS enabled HAL**

Fig. 4 presents the GiMS-enabled HAL. The HAL consists of a series of assembly stations. Each station has the space for equipment, materials and tools. All operations for one product will be processed and completed on an assembly trolley. The operators move the assembly trolley
along the assembly line for assembly operations. After handling the final product, the operator moves the assembly trolley back to the first station for next assembly job. In the assembly process, the job finished early can overtake the ones in front. For example, in the real time job pool part of the Fig. 4, the job #3 is completed faster in station 1, and it will become the first job in next station. Operators in the same station share the same job pool and always take the first job from the job pool. Each operator can only process one job at a time and preemption of jobs is not allowed.

Fig. 4. GiMS enabled HAL assembly process

The PI infrastructure is deployed for creating the hyperconnected cyber-physical manufacturing environment. The production data and information are real-time captured and transmitted to cyberspace through smart gateways with cyber-physical visibility and traceability. The whole factory is meshed spatially and temporally with the proposed meshing rules in section 5. In this process, each HAL is regarded as a GCS and there are multiple homogeneous GCSs in the factory. From the temporal perspective, different strategies including integral time units such as 1 hour or the average processing time can be applied. Smart tags (e.g., RFID tags) are attached to the corresponding machine, materials, and tools, and all elements are digitalized for generating cyber avatars. The CPS-SHs are formed from cyber avatars and their digital twins. Finally, the
entire factory is discretized into CPS-SHs.

The job allocation and execution process under HAL is formulated mathematically to ensure the synchroperation in the whole assembly process. The customer order \( o_i \) is denoted by

\[
o_i \triangleq (at_i, d_i, n_{i,p})
\]

The \( at_i \) and \( d_i \) represent the arrival time and due date of the \( i \)th order, and \( n_{i,p} \) donates the required amount of product type \( p \). Each product is represented by an assembly job ticket. The assembly job tickets are released dynamically based on the comprehensive priority (CP). The \( CP_j \) of job \( j \) is calculated with V-sync and H-sync proposed in GIMS and due date priority (DP):

\[
CP_j = w_H \cdot \text{norm}(HS_j) + w_V \cdot \text{norm}(VS_j) + w_D \cdot \text{norm}(DP_j)
\]  

(1)

\[
HS_j = \left( \frac{\left| \mathcal{R}_j \right|}{\epsilon \mathcal{A}_j} \right)^{\frac{1}{\alpha}} + \beta
\]  

(2)

\[
VS_j = \frac{b_{p_j,p_l}}{1 + \prod_{l' \in L - l} b_{p_{j,p_l}}}
\]  

(3)

\[
DP_j = d_i - t
\]  

(4)

The job with smaller \( CP_j \) has higher priority. \( HS_j \) represents the production progress of the order that contains job \( j \). \( UI_i \) and \( RJ_i \) denote the unreleased jobs and released jobs of order \( i \) respectively, \( \epsilon \) is an arbitrary small real number in case \( RJ_i \) is equal to 0. \( \alpha \) and \( \beta \) are positive real number used to smooth the \( HS_j \) value. As setup is required for changeover between different product types, \( VS_j \) reflects the matching degree of the job \( j \) and the available line \( l \) (whether setup is required). \( p_j \) and \( p_l \) denote the product type of job \( j \) and the setup condition of line \( l \) left by previous job. \( b_{p_j,p_l} \) is a Boolean function and takes the following form:

\[
b_{p_j,p_l} = \begin{cases} 
0 & \text{if } p_j = p_l \\
1 & \text{otherwise}
\end{cases}
\]  

(5)

For \( DP_j \), \( d_i \) and \( t \) are the modified due date of order \( i \) and current time. The normalization function takes the following form:

\[
\text{norm}(x) = \frac{x - \min}{\max - \min}
\]  

(6)

Where the maximum and minimum can be derived from all unrealised jobs in the system. Then, the objective in the release process is to allocate the jobs with higher priorities

\[
\text{Minimize } \sum_{j=1}^{J} CP_j x_j
\]
s.t.

\[ \sum_{j=1}^{N} x_j \leq N \]  
\[ x_j \in \{0,1\} \]

(7) \( N \) represents the maximum number of jobs released to each HAL and depends on the operators in each station, time period \( t \) and average job processing time. Then, a batch of jobs with higher priorities will be released to the job pool of the first station in the HAL. Then, in each assembly line, assembly job tickets are handled under the OoO ticketing. Notations used in the system are summarized in Table 3.

**Table 3.** Notations used in the system

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>customer index</td>
</tr>
<tr>
<td>( j )</td>
<td>job index</td>
</tr>
<tr>
<td>( l )</td>
<td>HAL index</td>
</tr>
</tbody>
</table>

**Parameters**

- \( I \): total customer orders
- \( J \): all unreleased assembly jobs
- \( t \): time period
- \( o_i \): customer order \( i \).
- \( d_i \): order \( i \)'s due date.
- \( n_{ip} \): the required amount of product type \( p \) in order \( i \).
- \( CP_j \): comprehensive priority of job \( j \).
- \( HS_j \): H-sync priority of job \( j \).
- \( UI_j \): unreleased jobs of order \( i \).
- \( RI_i \): released jobs of order \( i \).
- \( VS_j \): V-sync priority of job \( j \).
- \( DP_j \): due date priority of job \( j \).
- \( \alpha, \beta \): positive real numbers.
- \( p_j \): denote the product type of job \( j \) and the setup condition of line \( l \)
- \( p_l \): the setup condition of line \( l \).
- \( N \): the maximum number of released jobs in each releasing decision.
- \( c_j \): the complete time of job \( j \)
- \( r_j \): released time of job \( j \)
- \( TST_l \): the total setup time of line \( l \).

**Decision variable**

- \( x_j \): if job \( j \) is released
6.2. Numerical Study

Several experiments are conducted to evaluate the performance of GIMS in the HAL case. Several synchrooperability measures are used in the experiments. For the simultaneity measure, the average flow time (AFT) is adopted, which considers the time duration from the first assembly job starts processing on the HAL to completion of all jobs. The AFT is calculated by

$$AFT = \frac{\sum_{i=1}^{I} (\max_{j \in O_i} c_j - \min_{j \in O_i} r_j)}{I}$$

(9)

Where $c_j$ and $r_j$ represent the complete time and released time of job $j$. The average tardiness (ATD) is used as the punctuality measure and takes the following form:

$$ATD = \frac{\sum_{i=1}^{I} \left( \max_{j \in O_i} \left( 0, \max_{j \in O_i} c_j - d_i \right) \right)}{I}$$

(10)

The makespan (MS) and average setup time (AST) are adopted as the cost efficiency measure of the whole plant. The AST can be calculated as follows:

$$AST = \frac{\sum_{l=1}^{L} (TST_l)}{L}$$

(11)

$TST_l$ represents the total setup time of line $l$. The parameters for generating test instances are set as the values in Table 4.

**Table 4. Experimental data**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell</td>
<td>5</td>
</tr>
<tr>
<td>HALs</td>
<td>5</td>
</tr>
<tr>
<td>Operators</td>
<td>4</td>
</tr>
<tr>
<td>Average processing time in each station (min)</td>
<td>$N(10,2)$</td>
</tr>
<tr>
<td>Average setup time (min)</td>
<td>10, 20, 30, 40</td>
</tr>
<tr>
<td>Customer orders</td>
<td>50</td>
</tr>
<tr>
<td>Number of jobs per order</td>
<td>5</td>
</tr>
<tr>
<td>Average orders inter-arrival time (min)</td>
<td>15, 25, 35</td>
</tr>
<tr>
<td>Due dates of orders</td>
<td>U [7, 13] order inter-arrival time</td>
</tr>
<tr>
<td>Products</td>
<td>3, 6, 9, 12</td>
</tr>
<tr>
<td>Released job numbers</td>
<td>4</td>
</tr>
<tr>
<td>Time period</td>
<td>100</td>
</tr>
</tbody>
</table>

The operation time for each job in each station follows a normal distribution with mean 10 and standard deviation 2. The number of customer orders is set to 50. The time period, setup time, and types of products are set to several fixed numbers. The order inter-arrival time is generated from a Poisson process with mean 15, 25 and 35. The inter-arrival time which balances the output
rate and job arrival rate of the entire plant. When the value becomes smaller, which means that orders come to the system more frequently and can be considered as the peak season. Similarly, a smaller value means the offseason. The type of products are set to \{3, 6, 9, 12\} respectively. The due date of each order is set to 7–13 times of average orders inter-arrival time (min) after the order arrives. 4 job are released each time and the time period is set to 100.

The performance of GiMS is compared to several common scheduling rules with different numbers of orders. Then the sensitivity analysis is conducted to investigate the effects of two crucial factors: product type and setup time. To compare the performance, the following three common rules are adopted: first-come-first-serve (FCFS) rule (Schwiegelshohn and Yahyapour, 1998), Shortest processing time (SPT) (Pickardt and Branke, 2012) and Earliest due date (EDD) (Baker, 1984). In this case, SPT considers that the order with less unreleased jobs has higher priority. The setup time is set to 30 and product type is set to 6.

At the beginning of the production horizon, each HAL holds the same number of jobs with the same product type. The inter-arrival time is gradually increased from 15 to 35 in steps of 10 and there are 50 customer orders. Under each number of orders, the experiments for the four rules are carried out individually for 100 times, which is large enough to give statistically reliable results. Table 5 shows the average values of the results.

**Table 5.** Synchroperability measures performance of HALs under different rules

<table>
<thead>
<tr>
<th>Inter-arrival time</th>
<th>Rules</th>
<th>AFT</th>
<th>ATD</th>
<th>MS</th>
<th>TST</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>GIMS</td>
<td>217.3851</td>
<td>72.3005</td>
<td>1216.085</td>
<td>1785.572</td>
</tr>
<tr>
<td></td>
<td>FCFS</td>
<td>221.9514</td>
<td>76.75619</td>
<td>1371.398</td>
<td>2157.09</td>
</tr>
<tr>
<td></td>
<td>SPT</td>
<td>221.3701</td>
<td>76.37134</td>
<td>1363.869</td>
<td>2156.957</td>
</tr>
<tr>
<td></td>
<td>EDD</td>
<td>221.8738</td>
<td>76.64523</td>
<td>1372.187</td>
<td>2157.06</td>
</tr>
<tr>
<td>25</td>
<td>GIMS</td>
<td>211.2348</td>
<td>5.708845</td>
<td>1208.925</td>
<td>1824.576</td>
</tr>
<tr>
<td></td>
<td>FCFS</td>
<td>219.4813</td>
<td>7.7747</td>
<td>1596.651</td>
<td>2204.133</td>
</tr>
<tr>
<td></td>
<td>SPT</td>
<td>219.8993</td>
<td>7.905285</td>
<td>1575.59</td>
<td>2203.765</td>
</tr>
<tr>
<td></td>
<td>EDD</td>
<td>219.6664</td>
<td>7.769687</td>
<td>1567.685</td>
<td>2203.273</td>
</tr>
<tr>
<td>35</td>
<td>GIMS</td>
<td>208.4382</td>
<td>0.005619</td>
<td>1506.978</td>
<td>1827.535</td>
</tr>
<tr>
<td></td>
<td>FCFS</td>
<td>214.5554</td>
<td>0.173307</td>
<td>1586.747</td>
<td>2171.051</td>
</tr>
<tr>
<td></td>
<td>SPT</td>
<td>214.3138</td>
<td>0.13862</td>
<td>1583.864</td>
<td>2171.605</td>
</tr>
<tr>
<td></td>
<td>EDD</td>
<td>214.6878</td>
<td>0.146956</td>
<td>1602.94</td>
<td>2171.842</td>
</tr>
</tbody>
</table>

Numerical results show that GiMS achieves lower values in all measures. Especially, GiMS
achieves a 15%~18% reduction in TST compared to other rules. This means that GiMS can effectively reduce the setup operations can help the manufacturer achieve cost-efficiency and higher synchroperability. Another key observation is that GiMS achieve less ATD when the inter-arrival time is 15 and enable orders to be finished simultaneously. This means that during peak seasons, GiMS can reduce setup cost without sacrificing the punctuality performance.

The sensitivity analysis is conducted to the product type and setup time. First, the product type is increased from 3 to 12 in steps of 3 with the setup time is 30. Also, FCFS policy is used for comparison. The results are shown in Fig. 5. And then the setup value is increased from 10 to 40 in steps of 10 with 6 product types. The results are shown in Fig. 6.

![Fig. 5. Measures of GiMS and FCFS policy under different product types](image)

![Fig. 6. Measures of GiMS and FCFS policy under different setup times](image)

Fig. 5 shows that GiMS has less AFT and TST compared to FCFS policy in each instance. This implies that GiMS can achieve better performance in a wide range of regimes. When product types is 3 and 6, GiMS outperforms FCFS in AFT. For TST, it can be seen that GiMS also has a better performance in the case with less product types. In Fig. 6, GiMS has less AFT and TST compared to FCFS policy under each setup time. For AFT and TST, GiMS has a greater advantage.
over FCFS when the setup time increases. Besides, the TST has been significantly reduced compared to AFT. This indicates that GiMS can help manufacturers to reduce the setup time significantly especially when the setup time is larger.

The management insights can be summarized as follows: GiMS can achieve higher synchroperability and significant performance improvement for HAL. With the deployment of HPISMP, real-time status of operators, equipment, and materials is available for decision making. This enables a global optimization of decisions.

7. Conclusions and Future perspectives

Industry 4.0 connotes a new industrial revolution with the convergence between physical and digital spaces, which are currently revolutionizing the way that production operations are managed. To explore the evolution of production and operations management paradigms in the era of Industry 4.0, a concept of manufacturing synchroperation with enabling technologies and associated methodologies are proposed for transformation and implementation of Industry 4.0 manufacturing.

The main contributions of this paper can be concluded as follows: (1) A concept of manufacturing synchroperation with cyber-physical synchronization, data-driven decision synchronization and spatio-temporal synchronization, is proposed for Industry 4.0 production and operations management. (2) A HPISMP assisted with digital twin and consortium blockchain is developed as a technical solution to support the transformation of manufacturing synchroperation. (3) GiMS with “divide and conquer” principles is proposed as a methodology to address the complex, stochastic, and dynamic nature of manufacturing for achieving synchroperation. (4) The potential advantages of implementation of manufacturing synchroperation are illustrated with an industrial case from an air conditioner manufacturer.

This paper presents a new paradigm of production and operations management in the era of Industry 4.0-manufacturing synchroperation. The research is still in its infancy, and there are abundant research opportunities in this topic. Further research efforts on principles, methodologies, and support technologies for transforming production and operations management to Industry 4.0 manufacturing are necessary. Several possible research directions with related research questions
are listed as follows.

**RQ1: How manufacturing synchroperation reshapes the way manufacturer do business with their customers? How to establish adaptive business models for manufacturing synchroperation in the era of Industry 4.0?**

Industry 4.0 manufacturing is revolutionizing the way that production operations are managed and done, which also has the potential to revolutionize the way manufacturer do business with their customers and suppliers. The concept of manufacturing synchroperation provides an insight for manufacturers to re-evaluate and develop their business model to capture and maximize the value of the customer in the Industry 4.0 manufacturing environment. More innovative business models need to be further explored.

**RQ2: How to measure the disruptions of manufacturing synchroperation on supply chain? How to integrate manufacturing synchroperation with the processes of supply, warehousing and delivery to increase the agility of the supply chain?**

Manufacturing synchroperation with cyber-physical synchronization promises to remove information or communications barriers cross multi-echelon and inter-organizational activities. Effective methods to measure the disruptions of manufacturing synchroperation on supply, warehousing and delivery processes, and increase the agility of the whole supply chain through the real-time cyber-physical visibility and traceability deserve further explorations.

**RQ3: What is the technical requirement for transforming to Industry 4.0 manufacturing? How to design effective technical standards and architectures for real-time information exchange among "real-time things" to support manufacturing synchroperation?**

The transformation of Industry 4.0 manufacturing requires technical infrastructures to support real-time visibility and information sharing. Technical standards and architectures with a high degree of connectivity, interoperability and accessibility must be designed to define the specifications for real-time information exchange among "real-time things", which is the basis for achieving manufacturing synchroperation in the era of Industry 4.0.

**RQ4: What are the effects of the real-time visibility and information sharing on complexity and uncertainty nature of manufacturing? How to model and minimize the**
uncertainty and complexity in real-time manufacturing environment?

Although the potential benefits of the real-time visibility and information sharing in the era of Industry 4.0 have been acknowledged in general, the theoretical foundations are rarely considered. Innovative methods to model and measure the effects of the real-time visibility and information sharing on complexity and uncertainty nature of manufacturing, and minimize the uncertainty and complexity in the Industry 4.0 manufacturing environment are crucial.

RQ5: How to realize the full potentials of historical and real-time production data? How to derive decentralized/autonomous decision-making to create data-driven value-adding services for Industry 4.0 manufacturing?

The hyper-connection, digitization and sharing in Industry 4.0 manufacturing bring new decentralized production patterns with real-time production data. Under this circumstance, decentralized elements in the production system can independently or collaboratively make decisions and even take actions. Therefore, how to derive decentralized/autonomous decision-making from the fusion of enormous production data and corresponding management strategies to create data-driven value-adding services need to be investigated.
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Abstract: The inherent complexity and uncertainty of planning and scheduling problems in production management have plagued researchers and practitioners for decades, especially when confronted with more diversified customer demand, fast-changing supply chain and market. Physical Internet (PI) enabled manufacturing shows the potential to revolutionize the way production and operations are managed and done in factories. Massive production data and information are real-timely accessible for decision-makers thanks to the application of various frontier sensing, networking, and computing technologies in PI. Thus, it is imperative to study how to leverage the strengths of real-time data and information to support production planning and scheduling in PI-enabled manufacturing environment. This paper proposes a five-phase framework of the Graduation Intelligent Manufacturing System (GiMS) to facilitate decision-making in the PI-enabled fixed-position assembly islands. GiMS divides space and time scopes of a factory into finite areas and intervals to minimize complexity and approximate uncertainty, so that the original monolithic planning and scheduling decision can be discretized into a series of real-time decisions. Shop floor status is established and updated in real-time through PI-enabled visibility, traceability, and hyperconnectivity. Synchronization mechanisms of GiMS are designed to provide globally optimized and locally resilient solutions. Finally, a numerical study is carried out. The results show that GiMS has a well-balanced and stable performance on several measures in a dynamic environment.
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1 Introduction

The layout of fixed-position assembly islands (FPAI) is commonly found in fragile and bulky equipment production such as aircraft, rotary printing presses, and lifts (Guo et al., 2020b). The FPAI consists of several assembly islands. Operators move from one island to another to perform specific operations. The product usually remains at one island for its entire assembly process to reduce costs and avoid potential damage in the movement, while the required components and equipment are moved to the island according to the assembly plan. Thus, there is no need to consider the traditional assembly line balancing problem in FPAI (Zeltzer et al., 2017). However, the increasing customized demand, inappropriate assembly islands configuration, frequent setups, and long waiting times complicate the production and operations management (planning, scheduling, execution, and control) in FPAI. Moreover, sophisticated
assembly operations, multiple production resources movements (e.g., parts, tools) are error-prone so that the stochastic nature is further amplified.

Considerable attention has been devoted to addressing the production complexity and uncertainty from both industry and academia. Leading manufacturers and practitioners have developed a wide variety of advanced manufacturing systems such as enterprise resource planning (ERP) systems and manufacturing execution systems (MES) to generate production plans and schedules (Stratman, 2007). The usefulness of these systems is widely appreciated, but they are gradually becoming insufficient to meet the current customer demand with mixed production volumes and increasing product variety. Moreover, it is hard for using these systems to respond to the disturbances and uncertain issues in actual production progress without utilizing real-time shop floor data promptly (Land, 2009). Besides, frequent rescheduling may cause resistance to change, which might be counterproductive in improving production efficiency (Rahmani & Ramezanian, 2016). Then again, some manufacturers invested massively to build highly automated production lines. Still, the performance fails to come up to expectations because automation is perfect for executing static schedules with its preciseness and efficiency. However, automation alone is not smart enough to deal with various uncertainties in a nowadays dynamic and stochastic production environment; effective coordination and synchronization are indispensable (Yang et al., 2019).

On the other hand, researchers have tried a large variety of methods and algorithms to solve the APS problems mathematically and computationally. These approaches have produced more or less similar results that were theoretically optimal or near-optimal, but their performance in practice is unstable because the uncertainties are not well tackled. Afterward, hierarchical and production planning and scheduling (HPPS) and multi-period production planning and scheduling with rolling horizons (MPRH) have emerged. HPPS and MPRH are two typical “divide and conquer” approaches to locate and manage complexity and uncertainty. HPPS decomposes a complex problem into small size subproblems while MPRH discretizes the planning horizon into multiple short time intervals with manageable uncertainty (Campbell, 1992; Hax & Meal, 1973). However, both MPRH and HPPS require but suffer from the lack of feedback and updating mechanisms to integrate subproblems (McKay et al., 1995; Omar & Teo, 2007).

Fortunately, the Physical Internet (PI) enabled manufacturing shows tremendous potential in revolutionizing the way production and operations are managed and done in factories (Lin et al., 2018a). PI was first mentioned in the domain of logistics (Markillie, 2006) and has now been widely used for transforming logistics management worldwide. Recently, the concept of PI is extended to the manufacturing shop floor where cutting-edge technologies such as Industrial Internet-of-Things (IIoT), Cloud Computing (CC), Digital Twin (DT) are deployed (Zhong et al., 2017a). These disruptive technologies promise to upgrade the traditional manufacturing objects to smart objects augmented with identification, sensing, and network capabilities (Luo et al., 2019b; Zhong et al., 2017b). Real-time data and information are accessible. The connectivity, visibility, and traceability of the PI-enabled manufacturing environment bring new hope to break the bottleneck of complexity and uncertainty in production and operations management. To achieve real-time advanced planning and scheduling (APS) in FPAI, there are several research challenges that need to be resolved.

Firstly, how the APS problem is reshaped the PI-enabled manufacturing environment? How to resolve the complex and stochastic nature of production and operation management by capitalizing on the revolutionary power of real-time information and data in the PI-enabled FPAI?
Secondly, how to develop a general framework and solution for manufacturing optimization problems considering their new features in the PI-enabled hyperconnected FPAI? How to discretize the traditional monolithic APS decision into a series of real-time decisions, and how to establish their connections and dependencies using real-time visibility and traceability?

Thirdly, how to design a real-time job allocation and execution mechanism considering the actual shop floor situation such as the availability of men, machines, materials to organize production activities in a smooth and resilient manner in FPAI?

This paper proposes a five-phase framework of the Graduation Intelligent Manufacturing System (GiMS) for achieving Real-Time Advanced Planning and Scheduling (RT-APS) in PI-enabled hyperconnected FPAI. GiMS divides the space and time scopes of a factory into finite areas and intervals to localize disturbances and approximate uncertainties so that the original complex optimization problem is discretized to a series of subproblems with different spatiotemporal characteristics. Corresponding synchronization mechanisms of GiMS are designed to generate a global solution and support real-time decision making at both managerial and operational level. Finally, a numerical study is conducted to evaluate the performance of the proposed method. And several managerial insights are offered based on the results.

The rest of this article is organized as follows. Section 2 reviews relevant literature. The GiMS-enabled FPAI are presented in section 3. Section 4 explains the detailed synchronization mechanisms of GiMS. The numerical study is conducted in section 5. Finally, section 6 summarizes the paper and gives future perspectives.

2 Literature Review

2.1 IIoT-enabled Smart Manufacturing

The concept of IIoT is closely related to PI-enabled manufacturing (Zhong et al., 2017a). As one of the cutting-edge technologies in industry 4.0, IIoT promises to construct seamless connectivity between production elements and improve data and information visibility of the shop floor (Guo et al., 2020c). The pioneering researches on IIoT application in manufacturing include identification technologies such as Auto-ID, RFID. Udoka (1991) presented an overview of automated data capture technologies and claimed that these technologies are critical to the success of automated manufacturing systems. Huang et al. (2008) proposed a RFID-enabled wireless manufacturing framework to improve operational efficiency in adaptive assembly planning and control. Zhong et al. (2013) designed a real-time RFID-enabled MES to support real-time production decisions. Lin et al. (2018b) applied iBeacon technologies that provided real-time visibility to facilitate decision-making for supervisors and daily operations for workers. More recently, the potential of industrial wearables is also widely investigated (Kong et al., 2019; Li et al., 2019). Thanks to the extensive applications of IIoT technologies, vast amounts of production data are accessible. Kusiak (2017) and Kuo and Kusiak (2019) revealed the importance of big data in smart manufacturing and identified five gaps to filled for realizing the next industrial revolution.

Indeed, manufacturing is getting smarter with the deployment of IIoT devices, and massive production data are real-timely available in such an environment. However, IIoT is not readily served as an effective mechanism for the conversion from data to valuable information and knowledge. Besides, how IIoT technologies reshape the APS problems and how real-time data can facilitate APS decision considering the new features of these problems in a PI-enabled manufacturing environment need further researches.
2.2 Hierarchical/Multi-Period Planning and Scheduling

It is acknowledged that the APS problems are complex and stochastic (Efthymiou et al., 2016; Keller & Bayraksan, 2009). Researchers realize that the breakthrough to next-generation manufacturing is impossible without overcoming the bottleneck of complexity and uncertainty. HPPS and MPRH are two typical approaches to manage complexity and uncertainty.

The core idea of HPPS is to decompose planning and scheduling problem into subproblems with limited complexity and uncertainty (Bitran et al., 1982; Dempster et al., 1981). Omar and Teo (2007) developed a three-level hierarchical approach in a batch process environment, and the proposed method is tested and validated using industrial data. More recently, O'Reilly et al. (2015) presented an overall decision-making framework for small- and medium-sized food manufacturers with the applications of HPPS. Menezes et al. (2016) studied planning and scheduling problem in bulk cargo terminals and proposed a hierarchical approach with a mathematical model for integration. MPRH discretizes the planning and scheduling horizon into multiple time periods which are short enough with manageable uncertainty (Sridharan et al., 1987). Balakrishnan and Cheng (2007) gave a comprehensive review of research to address the reconfiguration and uncertainty issues in cellular manufacturing under conditions of multi-period planning horizons. Torkaman et al. (2017) presented MIP-based heuristic models with rolling horizons to solve a multi-stage multi-product multi-period capacitated flow shop planning problem with lot sizing.

HPPS and MPRH were proven to be effective in traditional manufacturing settings. Nevertheless, the two methods are hampered by the amplified complexity and uncertainty in the modern manufacturing environment because both required but suffered from the lack of updating mechanisms to integrate subproblems (Omar & Teo, 2007).

2.3 Manufacturing Synchronization

The emergence of manufacturing synchronization (MfgSync) provides a new perspective of production and operations management in the era of industry 4.0. The idea of MfgSync is mostly related to just-in-time (JIT) philosophy, which was firstly proposed by Toyota (Sugimori et al., 1977). JIT advocates that "all processes produce the necessary parts at the necessary time and have on hand only the minimum stock necessary to hold the processes together." JIT aims to reduce the production lead time and inventory level. In contrast, MfgSync focuses on synchronized order-job-operation management to achieve an overall-well performance regarding cost-efficiency, simultaneity, and punctuality (Guo et al., 2020a).

Relevant research on MfgSync is relatively recent. Riezebos (2011) examined the effectiveness of some new heuristics that are based on insights from assembly system design and workload control, and compare their performance with an optimal solution approach. Chen et al. (2019b) studied MfgSync of scheduling dynamic arrival orders in a hybrid flow shop. Luo et al. (2019a) investigated synchronized scheduling problem of make to order plant and cross-docking warehouse and provided decision-maker with managerial insights to configure the production resource and warehousing resource in different scenarios. In addition, production-logistics, production-shipment synchronization also attracted widespread research attention (Chen et al., 2019a; Luo et al., 2017; Qu et al., 2016).

The concept of MfgSync inspires this study to incorporate real-time synchronization mechanisms into the framework of GiMS to facilitate decision-making in planning, scheduling, execution, and control for PI-enabled hyperconnected FPAI.
3 Graduation Intelligent Manufacturing System for Physical Internet-enabled Hyperconnected Fixed Position Assembly Islands

In this section, the five-phase framework of GiMS for PI-enabled hyperconnected fixed-position assembly islands is developed. The configuration and layout of FPAI are introduced in section 3.1. Section 3.2 illustrates the graduation manufacturing systems for FPAI. Lastly, the five-phase framework to implement GiMS in FPAI is given in section 3.3.

3.1 Typical Layout and Configuration of FPAI

FPAI is a typical manufacturing mode for producing bulky or fragile items. As shown in Figure 1, there are two main areas in FPAI. One area (section 1 in the figure) contains the main manufacturing resources, including operators, equipment, and materials. The other area (section 2 in the figure) illustrates the whole assembly process at a single island. Due to the space limitation, each assembly island is only able to keep the work-in-process, a toolbox, a buffer for one part and consumable materials needed for the assembly task, and some space for the operator. The FPAI requires frequent and accurate movement of manufacturing resources, and the assembly task can be started only when all the required materials, tools and operators are ready.

![Figure 1: The Layout and Configuration of Fixed-Position Assembly Islands](image)

3.2 Graduation Manufacturing System for FPAI

Graduation Manufacturing System is a novel manufacturing mode that is inspired by the graduation ceremony. Its basic form and principles can be found in previous research (Guo et al., 2020; Lin, et al., 2018). The GMS mode is applied in FPAI.

By analogy to three kinds of tickets used in the graduation ceremony, three kinds of tickets including job ticket (JT), setup ticket (ST), operation ticket (OT) and twined logistics ticket (LT) correspond to admission tickets, program tickets and name tickets are designed in GMS. Figure 2 illustrates the procedure. The workshop production activities are organized and managed through JTs, STs, OTs and LTs with simplicity and resilience. JTs are generated based on real-time customer demand and production constraints to achieve dynamic workload control.
Flexible control of setup can be achieved using STs to avoid unnecessary waiting time and unreasonable setup, and the setup operation can be informed in advance and performed at the right time. OTs and twined LTs ensure the synchronization and coordination of production and logistics processes for JIT delivery.

**Figure 2: GMS for Fixed-Position Assembly Islands**

### 3.3 The Five-Phase Framework of GiMS for FPAI

Unlike the simple and visible environment, repetitive operation in the graduation ceremony, the actual shop floors are far more complex and dynamic, and the production processes are sophisticated. Therefore, to fully tap the potential of GMS, the real-time information visibility and traceability of the shop floor, real-time coordination and communication among different parties, and real-time synchronization mechanisms for decision-making are indispensable. To overcome these challenges, as shown in Figure 3, this section presents the GiMS with five key phases, namely, Finite meshing, Smart digitization, Out-of-Order ticketing, Visibility and traceability analytics, and Synchronization, for achieving real-time planning and scheduling in PI-enabled FPAI.

The finite meshing phase is to divide the organization and decision horizon of the FPAI workshop into several graduation ceremony stages (GCS, a number of assembly islands in a short time period). Each GCS is composed of several assembly islands. The overall planning horizon is discretized into shorter scheduling periods, which is several hours. This phase minimizes the complexity and localizes uncertainties through spatiotemporal discretization. Operation elements (men, machines, materials) are defined for all "GCS" as physical twins.

The second phase digitizes the operation elements at all GCS for generating digital twins with the PI technologies. With the deployment of mobile crowdsensing and IIoT devices, all physical entities are digitized to provide the FPAI with greater interconnectedness of resources, better circulation of production information flow, and data flow as a solid foundation for a higher level of synchronization. The PI-FPAI is characterized by hyperconnectivity between physical entities, high-quality real-time data, and information acquisition.
The Out-of-Order (OoO) ticketing phase implements the processing logic of operation elements. The OoO in factories organizes the onsite production execution in an order governed by the availability of materials, machines, and men. Operators look ahead in a window of jobs through smart devices and find those that are ready to be processed. The key features of OoO are the high degree of autonomy, flexibility, and resilience at the operational level. The adverse effects of uncertainties can be minimized under OoO ticketing, which will be further discussed in section 4.

The cyber-physical visibility and traceability (CPVT) analytics is utilized to identify and establish the dependencies and connectivity of GCS and operation elements and to mitigate the spatiotemporal uncertainties. The dependency and connectivity usually refer to the logical relationship between GCS, such as how the state of ticket pools update over time and how the tickets flow between elements. These real-time data and information are vital for supporting synchronized decision-making.

The last phase designs the synchronization mechanisms under GiMS to facilitate upper-level planning and scheduling (synchronized ticket allocation) and lower-level onsite execution and control (real-time ticket sequencing). Detailed models and algorithms will be presented in Section 4. The bi-level synchronization mechanism promises both optimized decisions at the managerial level and resilience execution, flexible control at the operational level.

Figure 3: Five-Phase Framework of GiMS
4  Synchronization Mechanisms of GiMS

The synchronization mechanisms and algorithms are the core of GiMS. The original intention of GiMS is to cope with shifting events by sticking to a fundamental principle. Instead of generating a rigid production plan and schedule, similar jobs are clustered into job families and assigned to each GCS in GiMS. It is precisely because the jobs in the same cluster are similar, an exact processing sequence within the cluster is less significant. In section 4.1, the synchronized ticket allocation mechanism is designed for planning and scheduling at the managerial decision level. In section 4.2, the real-time ticket sequencing is developed for onsite execution and control at the operational decision level.

![Figure 4: Bi-level Synchronization Mechanisms under GiMS](image-url)
4.1 Synchronized Ticket Allocation under GiMS

The left half of Figure 4 depicts the production planning and scheduling phase under GiMS. The overall planning horizon $T$ is discretized into multiple shorter scheduling periods $t$ to reduce complexity, localize, and approximate the uncertainties from customers, suppliers, and the market in the time dimension. Based on the real-time traceability and visibility of customer demand (e.g., product type, quantity, receive date and due date) and production constraints (e.g., capacity, resource, and precedence constraints) in period $t$, the synchronized ticket allocation mechanism aims to generate schedule for period $t+1$ on an aggregate basis for families of jobs (identical or similar products) and allocate job tickets. The similarity among jobs is usually measured from the aspects of setup, material requirement, operator skill requirement, due date, correlative orders and so on (Lin et al., 2018b). Methods such as clustering analysis, mathematical programming, auction-based approaches are commonly applied at this stage. Since the scheduling period $t$ is short relative to the planning horizon $T$ and the exact processing sequence is not considered at this moment, the less computational effort is required. Thus, the ticket allocation mechanism can be run in near real-time to provide shop floor supervisors and managers with advanced planning and scheduling services for coping with frequent changes from customers, suppliers, and the market promptly, reliably, and positively. Besides, this mechanism allows great flexibility for job execution and progress control at the operational level.

In the FPAI case, the jobs within the same customer order and the jobs that require less setup time for changeover tend to be clustered. The hierarchical clustering is adopted, the distances of jobs are given as:

$$d(i,j) = w_1 \cdot d_1 + w_2 \cdot d_2$$  \hspace{1cm} (1)
Where $d_1$ takes value 0 if the two jobs are in the same order, 1 otherwise. $d_2$ is positively correlated with the setup time for changeover between job $i, j$. $w_1$ and $w_2$ are the weighting factors of $d_1$ and $d_2$ respectively.

And then, linkages are generated between pairs of jobs that are close together to form binary job clusters. These newly formed binary job clusters are further linked to each other to create bigger clusters until all the jobs are linked together to form a hierarchical tree. And the similarity of clusters $a, b$ is given as

$$d(a, b) = \frac{2n_an_b}{n_a + n_b} \| \bar{a} - \bar{b} \|_2$$

(2)

Where the $\bar{a}$ and $\bar{b}$ denote the centroids of clusters $a$ and $b$, $n_a$ and $n_b$ the number of jobs in clusters $a$ and $b$.

The synchronized ticket allocation mechanism is integrated in GiMS as the production planning services and real-time scheduling services that can be accessed through Desktop Application (DApp) to support managerial decision-making. As shown in the left half of Figure 5, The production planning service is used by planners to make short-term production plans. Three sub services, namely customer orders management, production/capacity planning, and production job management, are included. The customer orders are imported and updated through customer order management explorer, and the sequence of orders is determined by priorities (due date, the importance of the customer, etc.). The production/capacity planning service calculates which customer orders can be completed based on the available capacity within the given period. The result is converted into the production schedules and similar jobs are clustered as families that will be released into real-time task pools one by one in production job management service. The workshop production activities are organized and managed through JTs, STs, OTs, and LTs in real-time scheduling services for supervisors. Based on the real-timely monitored workload and capacity of the assembly islands, job families are released automatically and dynamically to balance the whole workshop. Once a job family is released, the JTs and STs are generated and managed in JTs and STs management service. Flexible adjustments for coping with disturbances can be made automatically or by dragging and dropping. Correspond logistics tasks, production tasks and LTs, OTs will be generated and managed in the LTs and OTs management service respectively. The systematic implementation and integration of planning and scheduling services in DApp of GiMS ensure simple but effective managerial production decision-making.

4.2 Real-Time Ticket Sequencing under GiMS

The right half of Figure 4 presents the production execution and control phase under GiMS, as the jobs allocated to a single scheduling period are similar, rigid and exact sequencing of these jobs is less significant. Thus, OoO execution of tickets is adopted to eliminate uncertainties and control the onsite production process with robustness and resilience. At the beginning of period $t$, correspond JTs are released to the shop floor task pool, the OTs and twined LTs for this job are activated. A JT enters the validated queue once all required resources (e.g., operator, material, machine, or tool) are available. That is, validated jobs are ready for processing. Real-time sequencing mechanism is applied to achieve synchronization at the operational level, the priority of validated tickets is computed based on Horizontal Synchronization (HSync), Vertical Synchronization (VSync) (Lin et al., 2018b), is calculated as follows:

$$P_j = w_3 \cdot H_{sync} + w_4 \cdot V_{sync}$$

(3)
Where $H_{\text{sync}}$ represents the production progress of the order that contains job $j$. $V_{\text{sync}}$ reflects the matching degree of the job $j$ and the available assembly island $k$ (whether the setup is required). $w_3$ and $w_4$ are the weighting factors.

Let $o$ denote the order that contains job $j$. $U_{Jo}$, $R_{Jo}$, and $F_{Jo}$ denote the total processing time of currently unreleased jobs, released jobs, and finished jobs of order $o$ respectively. $\varepsilon$ is an arbitrary small real number in case $R_{Jo}$ and $F_{Jo}$ equal to 0. Where $f_k$ denotes the setup condition of assembly island $k$ left by the previous job. $H_{\text{sync}}$ and $V_{\text{sync}}$ can be calculated as follows.

$$H_{\text{sync}} = \frac{1}{U_{Jo}^{R_{Jo}+F_{Jo}+\varepsilon}}$$  \hspace{1cm} (4)
$$V_{\text{sync}} = s_{f_jf_k}$$  \hspace{1cm} (5)

When there is a vacancy in the assembly island ticket queue, the sequencing is triggered and the priority is calculated based on real-time data, the job ticket with the highest priority will be dispatched to fill the vacancy, and ST will be issued accordingly if it is required. In general, the length of the island ticket queue is set as $\Delta t$, and a ticket is "frozen" once entering the assembly island ticket queue, which means it will not be re-dispatched to avoid confusion in the shop floor. OoO guarantees smooth execution of jobs and flexible control of production progress to enhance the overall scheduling resilience in the highly dynamic and stochastic shop floor.

The real-time ticket sequencing mechanism is integrated into GiMS as the production/logistics operator services that can be accessed through Mobile Application (MApp) to facilitate onsite production execution and control. As shown in the right half of Figure 5, with the support of the real-time task pool management and production operator service, the production operator can explore the detailed OTs of the assigned JTs via the MApp on the smartphone. Once a vacancy is detected in the assembly island buffer, the validated job ticket with the highest priority will be assigned. Only the right materials are checked and confirmed, the production operator can start the specific operations with the required tools. Moreover, when suffering uncertain events, the production operator could identify and report them timely to the supervisor for further decision-making, which can minimize the impact of uncertainties. In the logistics operator service of MApp, the real-time identification and location information are available, the logistics operators can get logistics task in MApp and easily find the target trolleys and materials and move them to the designated areas. One logistics task can be submitted by the logistics operator only when the target materials are detected and confirmed at the right places at the right time through the system.

The combination of ticket allocation mechanism and real-time ticket sequencing serves as the theoretical and logical basis of GiMS, cloud services-based system implementation (DApp and MApp) guarantees the usability, adaptability, and stability of GiMS in the real-life industry with simple and effective production planning and scheduling as well as smooth and resilient onsite production execution and control. Table 1 presents the pseudocode of proposed synchronization mechanisms.
Table 1: Pseudocode of the synchronization mechanisms

<table>
<thead>
<tr>
<th>Pseudocode of the synchronization mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run at the beginning of each ( t )</td>
</tr>
<tr>
<td><strong>Inputs</strong>: the number of GCS, the number of islands per GCS, scheduling period ( t ), customer orders, availability of production resources</td>
</tr>
<tr>
<td><strong>Outputs</strong>: the jobs allocated to this period, the processing sequence of allocated jobs</td>
</tr>
<tr>
<td>1. Update the system status (order pool, job pool, finished jobs, availability of resources)</td>
</tr>
<tr>
<td>2. Estimate the production capacity of each GCS</td>
</tr>
<tr>
<td>3. Calculate the similarities among all pending jobs</td>
</tr>
<tr>
<td>4. Cluster the jobs by their similarities using Hierarchical Clustering</td>
</tr>
<tr>
<td>5. For ( k \leftarrow 1 ) to the number of GCS</td>
</tr>
<tr>
<td>6. Allocate clustered jobs to GCS ( k ) based on its capacity</td>
</tr>
<tr>
<td>7. Generate corresponding Job Tickets for GCS ( k )</td>
</tr>
<tr>
<td>8. End For</td>
</tr>
<tr>
<td>9. Update unreleased jobs, released jobs to task pools</td>
</tr>
<tr>
<td>10. While the task pools are non-empty</td>
</tr>
<tr>
<td>11. Check the first available GCS ( k' )</td>
</tr>
<tr>
<td>12. Check the first available island of GCS ( k' )</td>
</tr>
<tr>
<td>13. For ( i \leftarrow 1 ) to the number of Job Tickets for GCS ( k' )</td>
</tr>
<tr>
<td>14. Calculate the Hsync index and Vsync index</td>
</tr>
<tr>
<td>15. Update the priority of job ticket ( i )</td>
</tr>
<tr>
<td>16. End For</td>
</tr>
<tr>
<td>17. Dispatch the job ticket with the highest priority to the first available island of GCS ( k' )</td>
</tr>
<tr>
<td>18. Update task pools, finished jobs</td>
</tr>
<tr>
<td>19. If current time ( \geq ) next ( t )</td>
</tr>
<tr>
<td>20. Break</td>
</tr>
<tr>
<td>21. End If</td>
</tr>
<tr>
<td>22. End While</td>
</tr>
</tbody>
</table>

5 Numerical Study

This section carries out a numerical study to verify the effectiveness of the proposed GiMS. Three performance measures are used in the numerical study: 1) Makespan (MS); 2) Total Setup Time (TST); 3) Total Tardiness (TTD). The experimental data are randomly generated from Table 2. The assumptions are listed as follows:

- Customer orders arrive dynamically;
- Setup is required for changeover between different product families;
- Assembly islands are homogeneous;
- Each island can only process one job at a time;
- Preemption of jobs is not allowed;
- The transportation time for jobs is negligible.
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Table 2: Experimental data

<table>
<thead>
<tr>
<th>Data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of islands</td>
<td>12</td>
</tr>
<tr>
<td>Number of islands per GC stage</td>
<td>2, 3, 4</td>
</tr>
<tr>
<td>Total number of customer orders</td>
<td>15, 30, 45</td>
</tr>
<tr>
<td>Number of jobs per order</td>
<td>20</td>
</tr>
<tr>
<td>Number of product families</td>
<td>10</td>
</tr>
<tr>
<td>Number of jobs left from last shift</td>
<td>100</td>
</tr>
<tr>
<td>Processing time (min)</td>
<td>U [40, 60]</td>
</tr>
<tr>
<td>Setup time (min)</td>
<td>U [5, 25]</td>
</tr>
<tr>
<td>Orders inter-arrival time (min)</td>
<td>Pois(60)</td>
</tr>
<tr>
<td>Due dates of orders</td>
<td>U [3, 5]×8×60</td>
</tr>
</tbody>
</table>

5.1 Parameters Setting

The number of islands per GCS, $t$, and combination of weights are important parameters of the proposed synchronization mechanisms that will be properly set through the following experiments.

The number of islands per GCS is set as 2, 3, and 4, and the $t$ is set as 60, 120, 180 and 240 mins (see Table 3). Figure 6 gives the curves of the three measures. Generally, the tendencies of MS, TST are similar despite the number of islands per GCS. As the $t$ extends, the MS and TST decrease, and the amplitude of variation is relatively flat when $t$ is equal or greater than 120 mins. This is possible because there are more jobs in the pool with the dynamic arrival of orders, the possibility to find similar jobs is higher (less setup time for changeover), and more orders are considered in one period (longer waiting time for each order). It implies that it is preferable to set a larger $t$ when the company has high setup cost. TTD shows fluctuations as $t$ ranges from 60 to 240 mins, and lower values can be obtained when $t$ is set as 120 and 180 mins. The number of islands per GCS has a relatively limited impact on the performance. Generally, more islands per GCS performs better on MS and TST, less islands per GCS performs better on TTD. In a comprehensive perspective, it is preferred to set 3 islands per GCS and $t = 120$ mins for the following experiments.

Table 3: The performance of the different number of islands per GCS and $t$

<table>
<thead>
<tr>
<th></th>
<th>60</th>
<th>120</th>
<th>180</th>
<th>240</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2 islands per GCS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>3242</td>
<td>3105</td>
<td>2906</td>
<td>2856</td>
</tr>
<tr>
<td>TST</td>
<td>7136</td>
<td>5348</td>
<td>3105</td>
<td>2637</td>
</tr>
<tr>
<td>TTD</td>
<td>15</td>
<td>0</td>
<td>259</td>
<td>1</td>
</tr>
<tr>
<td><strong>3 islands per GCS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>3270</td>
<td>2980</td>
<td>2919</td>
<td>2897</td>
</tr>
<tr>
<td>TST</td>
<td>7199</td>
<td>4023</td>
<td>3367</td>
<td>3070</td>
</tr>
<tr>
<td>TTD</td>
<td>0</td>
<td>299</td>
<td>273</td>
<td>383</td>
</tr>
<tr>
<td><strong>4 islands per GCS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>3196</td>
<td>3017</td>
<td>2895</td>
<td>2902</td>
</tr>
<tr>
<td>TST</td>
<td>6298</td>
<td>4165</td>
<td>3082</td>
<td>2849</td>
</tr>
<tr>
<td>TTD</td>
<td>1521</td>
<td>434</td>
<td>335</td>
<td>2056</td>
</tr>
</tbody>
</table>
Figure 6: The performance of the different number of islands per GCS and t

There are 4 crucial weights in the proposed solution algorithm, namely \((w_1, w_2)\) in the ticket allocation mechanism and \((w_3, w_4)\) in real-time sequencing. In this experiment, \((w_1, w_2)\) and \((w_3, w_4)\) are set as \((0.25, 0.75)\), \((0.5, 0.5)\), and \((0.75, 0.25)\) respectively, in total 9 combinations of weights are considered as shown in Table 4 and Figure 7. It is found that \((w_1, w_2)\) have a greater impact on the performance than \((w_3, w_4)\), this indicates that the exact processing sequence of jobs within a single period \(t\) is less significant because the jobs allocated to one period are similar, and it also means more flexibility for onsite operators to make adjustments to cope with uncertainties to achieve smooth execution and resilient control of production when \((w_1, w_2)\) are properly set.
Table 4: The performance of different combinations of weights

<table>
<thead>
<tr>
<th>$w_1, w_2$</th>
<th>$w_3, w_4$</th>
<th>0.25, 0.75</th>
<th>0.5, 0.5</th>
<th>0.75, 0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS</td>
<td></td>
<td>2940</td>
<td>2919</td>
<td>2931</td>
</tr>
<tr>
<td>TST</td>
<td></td>
<td>3333</td>
<td>3287</td>
<td>3315</td>
</tr>
<tr>
<td>TTD</td>
<td></td>
<td>169</td>
<td>0</td>
<td>186</td>
</tr>
<tr>
<td></td>
<td>0.25, 0.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td>2984</td>
<td>2980</td>
<td>2972</td>
</tr>
<tr>
<td>TST</td>
<td></td>
<td>4010</td>
<td>4023</td>
<td>4000</td>
</tr>
<tr>
<td>TTD</td>
<td></td>
<td>299</td>
<td>299</td>
<td>663</td>
</tr>
<tr>
<td></td>
<td>0.5, 0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td>3073</td>
<td>3047</td>
<td>3070</td>
</tr>
<tr>
<td>TST</td>
<td></td>
<td>5046</td>
<td>4834</td>
<td>4837</td>
</tr>
<tr>
<td>TTD</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.75, 0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TST</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TTD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7. The performance of different combinations of weights

5.2 Performance Evaluation

The experiment below evaluates the performance of the proposed method under various configurations. Three typical dispatching rules are adopted as references: 1) Earliest Due Date (EDD), which is found to be effective in reducing TTD; 2) Shortest Processing Time (SPT), which is one of most classical rules in literature; 3) First-Come First-Served (FCFS), customer orders are processed one by one under FCFS. One important reason for choosing these rules is that they require less computation efforts. In real-time decision-making, the time-limit must be considered (Ghaleb et al., 2020). The proposed method can generate results in a few seconds (even for large size instances), which means it can react to disturbances promptly.

Table 5 presents the results. It is observed that the proposed GiMS outperforms other dispatching rules in terms of MS, TST, TTD, and backlog jobs. The EDD rule suppose to have better performance on TTD and backlog jobs as the most urgent jobs are processed first under this rule. It might be attributed to the frequent setups that actually prolong the whole production
process (the TST under EDD is more than triple that under GiMS, and the MS under EED is about 20% longer than that under GiMS). This experiment indicates that the performance of GiMS is well-balanced and relatively stable in a dynamic environment. Besides, the advantages of GiMS are more obvious in normal and high demand.

Table 5: The performance evaluation of GiMS

<table>
<thead>
<tr>
<th></th>
<th>GiMS</th>
<th>EDD</th>
<th>SPT</th>
<th>FCFS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>15 Customer Orders (Low demand)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>1514</td>
<td>1833</td>
<td>1687</td>
<td>1724</td>
</tr>
<tr>
<td>TST</td>
<td>2151</td>
<td>6066</td>
<td>4448</td>
<td>4876</td>
</tr>
<tr>
<td>TTD</td>
<td>0</td>
<td>0</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td>Backlog Jobs</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td><strong>30 Customer Orders (Normal demand)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>2919</td>
<td>3567</td>
<td>3472</td>
<td>3442</td>
</tr>
<tr>
<td>TST</td>
<td>3287</td>
<td>11215</td>
<td>10088</td>
<td>9692</td>
</tr>
<tr>
<td>TTD</td>
<td>0</td>
<td>1705</td>
<td>92567</td>
<td>22388</td>
</tr>
<tr>
<td>Backlog Jobs</td>
<td>0</td>
<td>27</td>
<td>178</td>
<td>84</td>
</tr>
<tr>
<td><strong>45 Customer Orders (High demand)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>4497</td>
<td>5273</td>
<td>5302</td>
<td>5141</td>
</tr>
<tr>
<td>TST</td>
<td>6444</td>
<td>15931</td>
<td>16269</td>
<td>14397</td>
</tr>
<tr>
<td>TTD</td>
<td>18709</td>
<td>133279</td>
<td>539406</td>
<td>148962</td>
</tr>
<tr>
<td>Backlog Jobs</td>
<td>88</td>
<td>368</td>
<td>439</td>
<td>304</td>
</tr>
</tbody>
</table>

5.3 Managerial Insights

Based on the numerical results, several managerial insights can be concluded for practitioners. Firstly, the real-time manufacturing data and information provide the managers and supervisors with real-time visibility and traceability. The GiMS is proved effective to generate real-time APS decisions using visibility and traceability. Secondly, in comparison with traditional planning and scheduling strategies, GiMS can obtain overall balanced and stable solutions regarding multiple measures in a dynamic environment. The advantages of GiMS are more obvious in normal and high demand. Thirdly, key parameters should be carefully adjusted according to the actual conditions of the factory. The schedule will be too rigid to lose resilience when space and time scope of a GCS is too small; while it is lack responsiveness to frequent disturbances and the similarity of clustered jobs is weakened if the size is too large.

6 Conclusion

In conclusion, this study has investigated the advanced planning and scheduling problem in the PI-enabled fixed-position assembly islands. With the deployment of IIoT devices, the PI-enabled manufacturing environment is characterized by great visibility, traceability, and hyperconnectivity. A five-phase framework of GiMS with synchronization mechanisms is proposed to tackle the complexity and uncertainty of production and operations management in modern manufacturing. By minimizing the complexity and uncertainty in meshing, the original monolithic APS decision can be discretized into a series of real-time decisions. A global solution is obtained through synchronization mechanisms. Finally, a numerical study was carried out to examine the superiority of GiMS. The results showed that GiMS had a well-balanced and stable performance on selected measures in a dynamic environment.

The contributions of this paper are threefold: 1) It proposed a formalized five-phase framework of GiMS, which can leverage the revolutionary power of real-time data to support production and operations management in the PI-enabled manufacturing environment; 2) It designed the
synchronization mechanisms of GiMS to facilitate real-time decision-making at both managerial and operational level; 3) It carried out a numerical study to verify the effectiveness of GiMS and offers some managerial implications based on the results.

Two possible research directions deserve further explorations. On the one hand, a more comprehensive case study might be carried out in the future to consider various uncertain events, adopt more measures like schedule stability and robustness. On the other hand, the application of the five-phase framework of GiMS may be extended to other manufacturing layouts such as job shop and flow shop. It might even be applied to solve other combinatorial optimization problems such as vehicle routing encountered in the real-world.
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Abstract: This paper studies a robot shuttle system (RSS), featured by automated guided vehicles (AGV) transporting storage totes with products in batches to order pickers. A robot shuttle system is a new type of automated material handling system, where products are stored in storage totes, so called totes-to-picker system. We develop a semi-open queueing network model (SOQN) to describe the RSS. The model can be used to effectively estimate system performance in terms of maximum order throughput capacity, order throughput time and resource utilization. Simulation experiments are conducted to validate the analytical model. We then conduct numerical experiments to investigate how the service batch size and the number of AGVs affect system performance. Through experimental results analysis, we provide guidelines on the optimization of these system design and decision related parameters.
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1 Introduction

In last decade, the percentage share of e-commerce sales has shown steady growth. Online retailers are facing the challenge of improving delivery speed and reducing overall system costs. Warehouse automation is considered as an effective solution to meet these requirements and has become a popular research topic in material handling ((Baker and Halim, 2007). Since order picking is one of the most critical tasks in warehousing, many automated order picking systems are developed in recent years, such as the robotic mobile fulfillment system (RMFS), and the automated vehicle storage and retrieval system (AVS/RS). The RMFS obtains high flexibility and scalability since it is deployed on the ground and employs movable shelves. However, the RMFS has poor space utilization due to the height limitation of movable shelves, which leads to higher storage costs. Moreover, robots in RMFS do lots of useless delivery. Robots in RMFS transport a pod at a time, while generally only a few products on the pod are required by an order. The robot shuttle system (Figure 1) is a new type of automated order picking system using innovative devices, which can address the above-mentioned issues. In an RSS, dense racks and storage totes (Figure1-b) are used to store products. Besides, it employs picking AGVs equipped with lifts to transport storage totes. As shown in Figure 1-c, there are several storage units and a lift on the AGV. This allows vehicles to transport only what is required according to customer orders. The RSS has been brought to market by companies such as Hai Robotics, Geek+, and Guozi Robotics. It has seen successful implementation in the famous office supplies seller, the Staples.

Compared to RMFS (e.g. Kiva system), the RSS has three main advantages: First, it has higher storage capacity and space utilization due to the use of dense racks and storage totes; Second, the picking vehicles in an RSS transport storage totes in batches to order pickers for order picking, which reduces the times of vehicles’ round trips between storage area and workstations. Besides, the batch size can be varied according to real order picking demands. Therefore, the batch service of picking vehicles improve their handling efficiency and operational flexibility.
Third, a tote in RSS only contains one Stock keeping unit (SKU), and picking vehicles only need to bring which are required by customer orders to picking stations. This reduces average picking time of order pickers since they don’t need to find required products from a whole pod and vehicles do less useless transport, and thus improving overall order picking efficiency. The disadvantages of the RSS are that the price of the advanced picking AGVs are much higher than a kiva robot, and the application of dense storage racks reduces system scalability.

![Illustration of a Robot Shuttle System](image)

**Figure 1: Illustration of a Robot Shuttle System**

This paper focuses on the system design and decision optimization of the RSS. For this purpose, an analytical model based on queueing theory is developed for system performance estimation. The analytical model allows us to evaluate system performance under different system configurations and operation decisions with little computation time, which supports warehouse designers and managers to identify optimized system design and make appropriate operation decisions. Furthermore, through numerical experiments, this paper studies the following design and operation decision related research questions:

1. How does the batch size of picking AGVs affect system performance?
2. How does the number of AGVs affect system performance?

The remainder of the paper is organized as follows: section 2 reviews the literature. Section 3 introduces the robot shuttle system and the system work flow in detail. Section 4 presents the analytical model. Section 5 provides simulation results and section 6 provides numerical experiments and analysis. In section 7, we draw conclusions and provide future research directions.

## 2 Literature review

The RSS is a new type of order picking system that is derived from RMFS with certain technologies innovation. Due to limited studies on this new system, here we mainly review literatures on RMFSs, which can be divided into two categories, i.e. system design and operational decisions.

Design and analysis of robotic order picking systems is an attractive topic in light of considerable increase in online retails. Enright et al. (2011) described some allocation problems, such as pod storage allocation and order allocation in the RMFS to encourage future researchers to investigate it. Öztürkoğlu et al. (2019) proposed a new design idea, i.e. changing the angle of cross aisle, to find better layouts for RMFS. Simulation is a valuable tool to help evaluating system performance during system design. Lienert et al. (2018) presented a simulation model...
for RMFS performance analysis, and the experiment results show a linear correlation between the number of vehicles and the throughput for small number of vehicles. Merschformann et al. (2019) analyzed the pod storage assignment and order assignment problems using discrete event simulation. Hanson et al. (2018) provided insights into the performance of RMFS and how it relates to the system design as well as the implementation context. Researchers also contribute to develop analytical models (e.g. queueing models) to analyze order picking systems. Yuan et al. (2017) built open network models for RMFS which can be used in the design of robotic warehouses. Guan et al. (2018) formulated an integer programming model to study the pod layout problem in RMFS, and a three-stage algorithm on the basis of the Spectral Clustering algorithm is proposed to solve the problem.

As for the operational decisions, Xiang et al. (2018) aimed at minimizing the number of visits of pods, by optimizing system storage assignment and order batching rules, thus reducing the useless traveling of robots in RMFS. Zoning strategies are also popular for optimizing RMFS storage assignment. Lamballais et al. (2020) optimized three decision variables of the RMFS by introducing a cross-class matching multi-class Semi-Open Queueing Network (SOQN). Zou et al. (2017) built a SOQN and a two-phase approximate approach for RMFS performance estimation. They proposed a near optimal order assignment rule based on handling speeds of workstations. Nils et al. (2017) focused on the order processing in a picking station and investigate the batching and sequencing strategies of picking orders. The results show that the optimized order picking allows to more than halve the fleet of robots. The robot allocation is another key factor which may influence performance of RMFS. Zhang et al. (2019) modeled this problem as a resource-constrained project scheduling problem, considering driving behavior of robots. Then a building-blocks-based genetic algorithm is proposed to solve this problem which is validated to be better than several classic and competitive crossover operators.

Although there are plenty of research focusing on RMFS, it is impossible to employ all the research conclusions on RSS, since that the RSS deploys innovative picking robots which works in totally different way. To the best of our knowledge, this paper is the first attempt to study RSS. Taking inspiration from the existing research on RMFS, a queueing network model which includes accurate driving behavior of vehicles is built to evaluate performance of RSS. We combine the batch service of vehicles into the model and investigate how the batch size influence system performance by measuring order throughput time and maximum order throughput capacity. The study of this paper provides guidelines for warehouse developers on optimizing both system design and operational decisions in practical application.

3 Robot shuttle system

This section provides comprehensive description of the robot shuttle system firstly. Then in 3.2.2 the picking process of the RSS is described in detail.

3.1 System description

A top view of the RSS layout is shown in Figure 2. The storage area consists of single-deep, double-sided storage racks, and these storage racks are divided into rectangular blocks by aisles and cross aisles. Each block is formulated by “2× ” storage racks, where  is the number of rows of storage racks. The picking area are situated at both ends of the storage area, where workstations and order walls are deployed. There is one picker at a workstation performing order picking, and the picked items are put into corresponding totes on the order wall according to customer orders.
Figure 2: Layout of a Robot Shuttle System

Storage totes are stored on storage racks and each tote is stored at a dedicated storage unit. Each storage unit on racks can be indexed by its row number $R$, column number $C$, and layer number $L$, and contains one storage tote with one stock keeping unit. A coordinate system is formulated, where X-axis and Y-axis are arranged along cross aisles and aisles respectively. Then the column number increases with X-axis and the row number increases with Y-axis. The storage unit number can be calculated by

$$u = R \cdot C \cdot L + (C - 1)N_R + (R - 1)N_L + I$$

(1)

Where $N_R$ and $N_L$ are the total number of rows and layers respectively.

The path planning in the proposed RSS is illustrated in Figure 2. All paths in both aisles and cross aisles are uni-directional to avoid congestion and deadlock. Considering the fact that picking AGVs in an RSS need to frequently travel through different aisles to perform batch service, we design two opposite paths (blue dotted lines) in each cross aisle to decrease travel distance and improve delivering efficiency, while each aisle only has a single path (red dotted lines) to improve space utilization. To simplify the calculation of vehicle moving time, we assume that two paths in a cross aisle are located at the middle of the aisle.

The main notations used in this paper are described in Table 1.

3.2 System workflow

The RSS fulfill order lines in batches, which means that picking AGVs transport a number of totes to a workstation at a time and then the picker picks required products from these totes. Therefore, the workflow is different from that in an RMFS. The main workflow is illustrated in Figure 3 and explained as follows:
Table 1: Notations in the paper

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{A}, N_{CA}$</td>
<td>number of aisles and cross aisles</td>
<td>$N_C, N_R, N_L$</td>
<td>number of columns, rows and layers</td>
</tr>
<tr>
<td>$W_u, L_u$</td>
<td>width and length of a storage unit (m)</td>
<td>$W_A, L_{CA}$</td>
<td>width of aisles and cross aisles (m)</td>
</tr>
<tr>
<td>$W$</td>
<td>total width of the storage area (m)</td>
<td>$L$</td>
<td>total length of the storage area (m)</td>
</tr>
<tr>
<td>$W = N_c \cdot W_u + N_A \cdot W_A$</td>
<td>number of storage units</td>
<td>$L = N_R \cdot L_u + N_{CA} \cdot W_{CA}$</td>
<td>width of cross aisles between workstations and picking area (m)</td>
</tr>
<tr>
<td>$N_{total}$</td>
<td>$N_{total} = N_R \cdot N_C \cdot N_L$</td>
<td>$W_{SCA}$</td>
<td>Number of AGVs that served by one workstation</td>
</tr>
<tr>
<td>$N_w$</td>
<td>Number of workstations</td>
<td>$N_{WR}$</td>
<td>Order lines in customer orders</td>
</tr>
<tr>
<td>$N$</td>
<td>vehicle service batch size</td>
<td>$\tau_i$</td>
<td>Vehicles’ loading/unloading time (s)</td>
</tr>
<tr>
<td>$\tau_p$</td>
<td>Picking time of order pickers (s)</td>
<td>$\tau_{lu}$</td>
<td>Turning time of vehicles</td>
</tr>
<tr>
<td>$V$</td>
<td>Average speed of vehicles (m/s)</td>
<td>$R_b$</td>
<td>Number of rows in a storage rack block</td>
</tr>
<tr>
<td>$c_u A_A W N W N W = \sum \tau_p$</td>
<td></td>
<td>$c_u A_A W N W N W = \sum \tau_p$</td>
<td></td>
</tr>
<tr>
<td>$R_u C_A C_L N L N N N = \sum \tau_p$</td>
<td></td>
<td>$R_u C_A C_L N L N N N = \sum \tau_p$</td>
<td></td>
</tr>
<tr>
<td>$S_C W A W N W N W = \sum \tau_p$</td>
<td></td>
<td>$S_C W A W N W N W = \sum \tau_p$</td>
<td></td>
</tr>
</tbody>
</table>

1. The customer orders are split into order lines and wait in the external queues. When an AGV is released from last transport task, a number of order lines are assigned to the idle vehicle following a first-come-first-serve policy.

2. Move 1: The AGV starts from its current position, and moves to each target tote in sequence, loading all the target totes. The process is described in Figure 3-a.

3. Move 2: When all the target totes in the order lines batch are loaded, the vehicle brings them to the claimed workstation, and waits in the queue if the picker is busy. The process is described in Figure 3-b.

4. Move 3: The picker picks up required products from totes on the vehicles, following a first-come first-serve policy. The picking time is stochastic, and we assume that it follows a general distribution, i.e. $\tau_p \sim U[a,b]$. After all the totes on the vehicle are handled, the vehicle transports the totes back to storage area, and the totes will be stored at their original storage units. The vehicle firstly moves from workstation to the first target storage unit, see Figure 3-c.

5. Move 4: Then the vehicle moves to each target tote in sequence, unloading all the target totes. The process is illustrated in Figure 3-d.

6. The main assumptions and operational rules are listed as follows: (1) In the RSS, we assume that retrieval task occurs at a random storage unit. (2) This study only considers order picking process while replenishment process is not considered, since the order picking strictly relates to service level. Thus we assume that there are always sufficient products to satisfy incoming order line, and no product shortage happens. (3) The picking AGVs are served by their dedicated workstations. (4) Congestion and deadlock may never happen due to the uni-directional paths applied. (5) The customer orders with different sizes arrive following a Poisson distribution with parameter $\lambda$. (6) The number of order
lines in an order is stochastic and follows a uniform distribution, \( N_i \sim U[n_{\text{min}}, n_{\text{max}}] \). (7) Vehicles’ loading/unloading time \( \tau_{lu} \) is constant. (8) Vehicles transport a fixed number of totes, i.e. the batch size \( N \) is a constant.

Figure 3: Illustrating the Main Workflow in the Robot Shuttle System

4 Analytical model for RSS performance estimation

Section 4.1 provides methods to calculate service time of vehicles. Section 4.2 presents a SOQN to estimate system performance. In section 4.3, a solution to solve the SOQN is described in detail.

4.1 Service time of vehicles

During the whole order picking process, vehicles’ movements consist of four part, i.e. move 1 to move 4. Move 1 and move 3 are similar, which describe the travel between a workstation and an arbitrary storage unit. Move 2 and move 4 are also similar, which describe the travel among different storage units and the loading/unloading of vehicles. Since the loading/unloading time \( \tau_{lu} \) is constant, we only need to calculate the travel times of vehicles.

Firstly, we should know the location of each workstation and storage unit. As for the workstations, this study only considers the ones located on the northside of the storage area. We assume that the workstations are located on X-axis, and the index \( i \in [1, N_w] \) increases along the X-axis. Then the coordinates of the \( i^{th} \) workstation can be denoted as:

\[
(x_w, y_w) = \left( i - \frac{1}{2}, \frac{W}{N_L}, 0 \right)
\]

As for the storage units, since vehicles only move on the ground and perform loading/unloading on paths of aisles, the coordinates of a storage unit can be calculated by (3) according to the aisle number \( a_u \) and the row number \( r_u \).

\[
(x_u, y_u) = \left( (2a_u - 1) \cdot W_a + \left( a_u - \frac{1}{2} \right) \cdot W_A, W_C + \left( r_u - \frac{1}{2} \right) \cdot L_v \right)
\]
In particular, we use $y_b$ to denote the index of storage rack block that a storage unit belongs to along the Y-axis. $y_b$ can be calculated according to $r_u$ by (4):

$$y_b = \frac{R_u}{R_b} + 1$$

(4)

Then we can calculate the travel time of vehicles, including the travel time from a workstation to a storage unit, and the travel time from a storage unit to another storage unit.

### 4.1.1 Travel time from a workstation to a storage unit

Assume that the vehicle starts from a storage unit $(a_u, r_u, y_b)$ to the $i^{th}$ workstation, the travel time is denoted by $\tau_{sw,i}$.

1. If the path direction in the aisle is south, then the travel is composed of four movements.
   1. The vehicle moves to the nearest cross aisle along the path, the distance can be calculated by (5).

$$d_1 = \frac{W_{ca}}{2} + (y_b - r_u + \frac{1}{2}) \cdot L_u$$

(5)

2. The vehicle moves towards the target workstation to the adjacent aisle, the distance is:

$$d_2 = W_{ca} + 2W_u$$

(6)

3. The vehicle moves to the cross aisle between the storage area and the picking area. The travel distance is:

$$d_3 = (y_b \cdot r_u - \frac{1}{2}) \cdot L_u + (y_b - 1) \cdot W_{ca} + \frac{W_{ca}}{2}$$

(7)

4. The vehicle moves to the workstation along the cross aisle, and the travel distance is:

$$d_4 = ||x_{w,i} - x_{u}|| - (W_u + 2W_u)$$

(8)

Then the total travel time can be calculated by equation (9).

$$\tau_{sw,i} = \frac{d_1 + d_2 + d_3 + d_4}{V}$$

(9)

2. If the path direction in the aisle is north, then the travel is composed of two movements.
   1. The vehicle moves to the cross aisle between the storage area and the picking area. The travel distance is:

$$d_1 = (r_u - \frac{1}{2}) \cdot L_u + (y_b - 1) \cdot W_{ca} + \frac{W_{ca}}{2}$$

(10)

2. The vehicle moves to the workstation along the cross aisle, and the travel distance is:

$$d_2 = (r_u - \frac{1}{2}) \cdot L_u + (y_b - 1) \cdot W_{ca} + \frac{W_{ca}}{2}$$

(11)

Then the total travel time can be calculated by equation (12).

$$\tau_{sw,i} = \frac{d_1 + d_2}{V}$$

(12)

### 4.1.2 Travel time between two storage units
Assume that the vehicle starts from a storage unit \((a_{u,1}, r_{u,1}, y_{b,1})\) to another storage unit \((a_{u,2}, r_{u,2}, y_{b,2})\), the travel time is denoted by \(\tau_{ss}\).

(1) When \(a_{u,1} = a_{u,2}\), then the travel distance from \((a_{u,1}, r_{u,1}, y_{b,1})\) to \((a_{u,2}, r_{u,2}, y_{b,2})\) is:

\[
d_{1} = \left|r_{u,1} - r_{u,2}\right| \cdot L_{u} + \left|y_{b,1} - y_{b,2}\right| \cdot W_{ca}
\]

Then the total travel time can be calculated by equation (14).

\[
\tau_{ss} = \frac{d_{1}}{V}
\]

(14)

(2) When \(a_{u,1} \neq a_{u,2}\), if the path direction in \(a_{u,1}\) is south and the path direction in \(a_{u,2}\) is north, then the travel is composed of three movements.

1. If \(y_{b,1} < y_{b,2}\), then the vehicle moves to the nearest cross aisle on the south of block \(y_{b,1}\); If \(y_{b,1} \geq y_{b,2}\), then the vehicle moves to the nearest cross aisle along the path in \(a_{u,1}\).

\[
d_{1} = \begin{cases}
\left(\left|y_{b,1} + z_{1} - z_{2}\right| \cdot R_{b} - r_{u,1} + \frac{1}{2}\right) \cdot L_{u} & y_{b,1} < y_{b,2} \\
\left(\frac{1}{2} + \left|y_{b,1} - y_{b,2}\right|\right) \cdot W_{ca}, & y_{b,1} \geq y_{b,2}
\end{cases}
\]

(15)

2. The vehicle moves to \(a_{u,2}\), and the travel distance is:

\[
d_{2} = \left|x_{u,1} - x_{u,2}\right|
\]

(16)

3. The vehicle moves to the location of the target storage unit along \(a_{u,2}\), and the travel distance is:

\[
d_{3} = \begin{cases}
\left(y_{b,1} \cdot R_{b} - r_{u,2} + \frac{1}{2}\right) \cdot L_{u} + \frac{W_{ca}}{2} & y_{b,1} < y_{b,2} \\
\left(y_{b,1} \cdot R_{b} - r_{u,2} + \frac{1}{2} + \left|y_{b,1} - y_{b,2}\right| \cdot R_{b}\right) \cdot L_{u} & y_{b,1} \geq y_{b,2}
\end{cases}
\]

Then the total travel time can be calculated by equation (18).

\[
\tau_{ss} = \frac{d_{1} + d_{2} + d_{3}}{V}
\]

(18)

(3) When \(a_{u,1} \neq a_{u,2}\), if the direction of paths in \(a_{u,1}\) and \(a_{u,2}\) are both south and \(y_{b,1} < y_{b,2}\), then the travel is composed of three movements.
① The vehicle moves to the nearest cross aisle along the path in $a_{u,1}$, and the travel distance is:

$$d_1 = \left( y_{b,1} \cdot R_b - r_{u,1} + \frac{1}{2} \right) \cdot L_u$$

(19)

② The vehicle moves to $a_{u,2}$, and the travel distance is:

$$d_2 = |x_{u,1} - x_{u,2}|$$

(20)

③ The vehicle moves to the location of the target storage unit along $a_{u,2}$, and the travel distance is:

$$d_3 = \left( r_{u,2} - \frac{1}{2} + \left( |y_{b,1} - y_{b,2}| - y_{b,2} \right) \cdot R_b \right) \cdot L_u + \frac{W_{ua}}{2}$$

(21)

Then the total travel time can be calculated by equation (22).

$$\tau_{ss} = \frac{d_1 + d_2 + d_3}{V}$$

(22)

(4) When $a_{u,1} \neq a_{u,2}$, if the direction of paths in $a_{u,1}$ and $a_{u,2}$ are both south and $y_{b,1} \geq y_{b,2}$, then the travel is composed of five movements.

① The vehicle moves to the nearest cross aisle along the path in $a_{u,1}$, and the travel distance is:

$$d_1 = \left( y_{b,1} \cdot R_b - r_{u,1} + \frac{1}{2} \right) \cdot L_u$$

(23)

② The vehicle moves towards $a_{u,2}$ to the adjacent aisle, and the distance is:

$$d_2 = W_{a'} + 2W_{a}$$

(24)

③ The vehicle moves to the nearest cross aisle on the north of block $y_{b,2}$, and the travel distance is:

$$d_3 = \left( |y_{b,1} - y_{b,2}| + 1 \right) \cdot (W_{ca} + R_b \cdot L_u)$$

(25)

④ The vehicle moves to $a_{u,2}$, and the travel distance is:

$$d_4 = \left( |y_{b,1} - y_{b,2}| - 1 \right) \cdot (W_{a} + 2W_{a})$$

(26)

⑤ The vehicle moves to the location of the target storage unit along $a_{u,2}$, and the travel distance is:

$$d_5 = \left( r_{u,2} - \left( y_{b,2} - 1 \right) \cdot R_b - \frac{1}{2} R_b \right) \cdot L_u + \frac{W_{ua}}{2}$$

(27)

Then the total travel time can be calculated by equation (28).

$$\tau_{ss} = \frac{d_1 + d_2 + d_3 + d_4 + d_5}{V}$$

(28)

(5) When $a_{u,1} \neq a_{u,2}$, if the path direction in $a_{u,1}$ is south and the path direction in $a_{u,2}$ is north,
then the travel is composed of three movements.

1. If \( y_{b,1} > y_{b,2} \), then the vehicle moves to the nearest cross aisle on the north of block \( y_{b,2} \); if \( y_{b,1} \leq y_{b,2} \), then the vehicle moves to the nearest cross aisle along the path in \( a_{u,1} \). The travel distance can be calculated by (29).

\[
d_1 = \begin{cases} 
\left( r_{u,1} - (y_{b,1} - 1) \cdot R_b - \frac{1}{2} \right) \cdot L_u + \frac{W_{ca}}{2}, & y_{b,1} < y_{b,2} \\
\left( r_{u,1} - (y_{b,1} - 1) \cdot R_b - \frac{1}{2} \right) \cdot L_u \cdot W_{ca}, & y_{b,1} \geq y_{b,2}
\end{cases}
\]  

(29)

2. The vehicle moves to \( a_{u,2} \), and the travel distance is:

\[
d_2 = |x_{u,1} - x_{u,2}|
\]  

(30)

3. The vehicle moves to the location of the target storage unit along \( a_{u,2} \), and the travel distance is:

\[
d_3 = \begin{cases} 
\left( r_{u,2} - (y_{b,2} - 1) \cdot R_b - \frac{1}{2} \right) \cdot L_u + \frac{W_{ca}}{2}, & y_{b,1} > y_{b,2} \\
\left( r_{u,2} + \left| y_{b,1} - y_{b,2} \right| - y_{b,1} + 1 - \frac{1}{2} \right) \cdot L_u \cdot W_{ca}, & y_{b,1} \geq y_{b,2}
\end{cases}
\]  

(31)

Then the total travel time can be calculated by equation (32).

\[
\tau_{ss} = \frac{d_1 + d_2 + d_3}{V}
\]  

(32)

(6) When \( a_{u,1} \neq a_{u,2} \), if the direction of paths in \( a_{u,1} \) and \( a_{u,2} \) are both south and \( y_{b,1} > y_{b,2} \), then the travel is composed of three movements.

1. The vehicle moves to the nearest cross aisle along the path in \( a_{u,1} \), and the travel distance is:

\[
d_1 = \left( r_{u,1} - (y_{b,1} - 1) \cdot R_b - \frac{1}{2} \right) \cdot L_u
\]  

(33)

2. The vehicle moves to \( a_{u,2} \), and the travel distance is:

\[
d_2 = |x_{u,1} - x_{u,2}|
\]  

(34)

3. The vehicle moves to the location of the target storage unit along \( a_{u,2} \), and the travel distance is:
\[ d_3 = \left( |y_{b,1} - y_{b,2}| + y_{b,1} - 1 \right) \cdot R_b - r_{u,2} + \frac{1}{2} \cdot L_u \]

\[ + \left( |y_{b,1} - y_{b,2}| - \frac{1}{2} \right) \cdot W_{ca} \]  

Then the total travel time can be calculated by equation (36).

\[ \tau_{ss} = \frac{d_1 + d_2 + d_3}{V} \]  

(7) When \( a_{u,1} \neq a_{u,2} \), if the direction of paths in \( a_{u,1} \) and \( a_{u,2} \) are both south and \( y_{b,1} \leq y_{b,2} \), then the travel is composed of five movements.

1. The vehicle moves to the nearest cross aisle along the path in \( a_{u,1} \), and the travel distance is:

\[ d_1 = \left( r_{u,1} - (y_{b,1} - 1) \cdot R_b - \frac{1}{2} \right) \cdot L_u + \frac{W_{ca}}{2} \]  

(37)

2. The vehicle moves towards \( a_{u,2} \) to the adjacent aisle, and the distance is:

\[ d_2 = W_u + 2W_u \]  

(38)

3. The vehicle moves to the nearest cross aisle on the south of block \( y_{b,2} \), and the travel distance is:

\[ d_3 = \left( |y_{b,1} - y_{b,2}| + 1 \right) \cdot \left( W_{ca} + R_b \cdot L_u \right) \]  

(39)

4. The vehicle moves to \( a_{u,2} \), and the travel distance is:

\[ d_4 = \left( |y_{b,1} - y_{b,2}| - 1 \right) \cdot \left( W_u + 2W_u \right) \]  

(40)

5. The vehicle moves to the location of the target storage unit along \( a_{u,2} \), and the travel distance is:

\[ d_5 = \left( y_{b,2} \cdot R_b - r_{u,2} + \frac{1}{2} \right) \cdot L_u + \frac{W_{ca}}{2} \]  

(41)

Then the total travel time can be calculated by equation (42).

\[ \tau_{ss} = \frac{\tau_{ss}}{V} \]  

(42)

### 4.2 SOQN for the robot shuttle system

The main objective of the paper is to formulate an analytical model for the RSS to estimate system performance, which can help us optimize system design and operation decision related parameters. Thus we construct a semi-open queueing network for the RSS, see Figure 4, and the SOQN model takes the batch service of vehicles into consideration. In the network, the order lines are assumed as customers. Since that the workstations work independently, we analyze the performance of a single workstation in isolation, and the analysis can be extended to other workstations similarly.
There are three kinds of server nodes in the proposed SOQN:

(1) Synchronization node.

When customer orders arrive at the system, they are split into individual order lines first, and then these order lines are paired with vehicles in batches. These procedures are implemented in the synchronization node, which consists of two queues, the queue of order lines $Q_{o,l}$ and the queue of vehicles $Q_v$.

![Figure 4: The Semi Open Queueing Network for the Robot Shuttle System](image)

To analyze the performance of the synchronization node, we need to analyze the order arrival process first. As shown in Figure 5, the stream of arriving orders of different sizes are transformed to a stream of order line batches with batch size $N$. Assume that orders arrive at each workstation with identical probability, then the arrival rate of orders to the $i^{th}$ workstation is $\lambda_{w,i} = \lambda / N_w$. Therefore, the arrival rate of order line batches to a workstation can be computed by (43).

$$\lambda_{b,i} = \frac{\lambda_{w,i} \cdot N_i}{N}$$  \hspace{1cm} (43)

Then the coefficient of variation $CV_{b,i}^2$ of interarrival time of order line batches with batch size $N$ can be derived through the method by Bolch et al. (2006):
Where \( CV_{w,i}^2 \) is the coefficient of variation of interarrival time of orders with different sizes, and \( CV_{N_i}^2 \) is the coefficient of variation of the orders’ size.

(2) Infinite server (IS) node
When a batch of order lines are paired with an idle vehicle at the synchronization node, the vehicle can also be regarded as a customer. All the moves of the vehicle can be modelled as IS nodes since vehicles do not need to wait in any queue before moving, i.e. move 1, 2, 3, 4 are modelled by IS node \( u_{tr} \), \( u_{pw,i} \), \( \mu_{w,i} \), \( \mu_{tr} \) respectively. In the model, the number of servers at an IS node are set as equal to the number of vehicles. The distribution of the service time of the IS nodes can be calculated based on the analysis in section 4.1, including the first and second moments of the service time.

(3) Single server node
At the workstation, vehicles wait in the queue and the order picker picks products from totes on the vehicles. Since there is only one picker at each workstation, the workstations are modelled as single server nodes. According to the distribution of the picking time, we can also calculate the first and second moments of the picking time.

The proposed SOQN model is analyzed using the solution procedure proposed by Buitenhek et al. in section 2.2. The maximum throughput \( TH_b \), average throughput time \( OT_b \) and external queue \( L_o \) of the order line batches can be obtained. Then the maximum throughput \( TH_i \), average throughput time \( OT_i \) and external queue \( L_{q,i} \) of the order lines are calculated as follows:

\[
TH_i = N \cdot TH_b
\]
\[
OT_i = OT_b
\]
\[
L_{q,i} = N \cdot L_o + \frac{N-1}{2}
\]

Note that in (46), the first term represents the order lines in the \( L_o \) batches of the external queue, and the second term is the average number of order lines which are waiting to be combined into a batch.

5 Simulation validation
The discrete event simulation model is built with Arena (version 14.7), which complies with the real implementation of the RSS. The simulation model is assumed to conduct an infinite-horizon simulation, which can obtain a steady-state behavior analysis of the proposed robot shuttle system.

The simulation starts from an empty and idle state. In the simulation, the warm-up period of 10 hours is specified following the method by Welch (1983). The data collected during the warm-up period is disregarded to mitigate the presence of initialization bias. According to the rule of thumb in Banks et al. (2001), the simulation length is set as 100 hours, which is 10 times of the warm-up period. For each simulation, 30 replications are implemented.
The parameters for the simulation experiments are shown in Table 1. In the experiments, 9 scenarios are examined as a combination of three values of \(N\) and three values of \(N_{WR}\), and three different order retrieval demand rates are set according to three different values of \(N_{WR}\), to make the vehicle utilization no less than 60%.

![Table 1: Estimation Results Comparison between Simulation (S) and Analytical Model (A)]

<table>
<thead>
<tr>
<th>(N_{total})</th>
<th>(N_C)</th>
<th>(N_R)</th>
<th>(N_L)</th>
<th>(N_{CA})</th>
<th>(N_A)</th>
<th>(W_u)</th>
<th>(W_A)</th>
<th>(N_{WR})</th>
</tr>
</thead>
<tbody>
<tr>
<td>16800</td>
<td>30</td>
<td>80</td>
<td>7</td>
<td>7</td>
<td>15</td>
<td>0.7 m</td>
<td>0.6 m</td>
<td>1 m</td>
</tr>
</tbody>
</table>

The results are shown in Table 2. The system performance estimation results of simulation and analytical model are compared under 9 scenarios. The results show that, the deviation between analytical model and simulation are relatively low, which means that the proposed SOQN model can provide accurate estimation of system performance. Note that the \(OT_i\) estimated by the analytical model is always lower than that given by the simulation. This is mainly because that the time to combine order lines into batches is not considered in the analytical model. Besides, we can see that the system performance is affected by the service batch size \(N\) and the number of vehicles \(N_{WR}\). Therefore, we investigate the influence of \(N\) and \(N_{WR}\) through numerical experiments in the next section.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(N_{WR})</th>
<th>(\lambda)</th>
<th>(OT_i)</th>
<th>(L_{q,i})</th>
<th>(\rho_r)</th>
<th>(\rho_w)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(A)</td>
<td>(S)</td>
<td>(%)</td>
<td>(%)</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>100</td>
<td>291.6</td>
<td>297.1</td>
<td>1.99</td>
<td>1.72</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>120</td>
<td>332.4</td>
<td>340.3</td>
<td>3.22</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>100</td>
<td>368.2</td>
<td>375.4</td>
<td>2.17</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>120</td>
<td>425.2</td>
<td>439.8</td>
<td>3.62</td>
<td>3.35</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>100</td>
<td>454.7</td>
<td>470.1</td>
<td>4.24</td>
<td>3.51</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>120</td>
<td>526.9</td>
<td>548.6</td>
<td>4.47</td>
<td>3.91</td>
</tr>
</tbody>
</table>

6 Numerical experiments

The number of vehicles \(N_{WR}\) should be determined during the system design phase, and the service batch size \(N\) is related to picking operation. We vary \(N\) and \(N_{WR}\) to study how they affect system performance, and five system performance measures are analyzed, namely: maximum throughput capacity \(TH_i\), average throughput time \(OT_i\), and external queue \(L_{q,i}\) with respect to order lines, and the utilization of vehicles \(\rho_r\) and the picker \(\rho_w\). The experimental scenario and basic parameters are the same as the simulation. In the experiment, two different
order retrieval demand rates are analyzed, namely: $\lambda_{w,i} = 40$ orders/hour and $\lambda_{w,i} = 80$ orders/hour. In each case, five different $N$ values (i.e. $N = 1, 2, 3, 4, 5$) combined with 8 different $N_{WR}$ values (i.e. $N_{WR} = 5, 6, 7, 8, 9, 10, 11, 12$) are considered.

According to Lamballais et al. (2017), the maximum order throughput capacity is independent of order retrieval demand level but depends on the system design and operational decisions. We analyze the $TH_b$ of the robot shuttle system first, by removing the synchronization node from the proposed SOQN model, and then the $TH_i$ can be derived from $TH_b$. The results are shown in Figure 6.

![Figure 6: Illustration of $TH_i$ Varying with $N$ and $N_{WR}$](image)

From the results we learn that, the $TH_i$ increases with both $N$ and $N_{WR}$. However, when the number of robots $N_{WR}$ or the service batch size $N$ exceeds a certain high level, the $TH_i$ increases slightly with $N_{WR}$ or $N$ due to the limitation of the picking efficiency of the picker.

Therefore, warehouse designers should choose optimized values for $N_{WR}$ and $N$ to avoid over-productivity of the vehicles, which may help reduce overall system costs.

Then we analyze how the $OT_i$ and the $L_{q,i}$ are affected by the $N_{WR}$ and $N$. The results are shown in Figure 7 ($\lambda_{w,i} = 40$) and Figure 8 ($\lambda_{w,i} = 80$), where the utilization of vehicles $\rho_r$ and the picker $\rho_w$ are also presented. Three main conclusions we can draw from the results are:

1) When $\lambda_{w,i} = 40$, the utilization of vehicles $\rho_r$ is relatively low. When $\lambda_{w,i} = 80$, the $\rho_r$ is still maintained at a low level when a large number of vehicles are deployed, while the $\rho_r$ is relatively high when there are fewer vehicles in the system.

2) From the results in the two figures, we learn that when $\rho_r$ is maintained at a low level, both the $OT_i$ and the $L_{q,i}$ are short and converge to certain values respectively with $N_{WR}$ increasing. When $\rho_r$ is high, increasing $N_{WR}$ can decrease the $OT_i$ and the $L_{q,i}$ effectively.
When $\rho_r$ is low, the main cause of external queue is that order lines need to be combined into a batch. According to the second term in formula (46), the $L_{q,i}$ will increase with $N$. We can see that the results with respect to $L_{q,i}$ validate the above analysis. The $OT_i$ also increases with $N$ since that the vehicles and the picker need to handle more order lines in a handling cycle.
When $\rho_r$ is high, increasing $N$ may improve the operational efficiency to a certain extent, which can decrease $L_{q,d}$, as well as the $OT_i$. If $N$ is very low, (e.g. when $\lambda_{w,i} = 80$, $N_{WR} = 5$, and $N = 1$), the system cannot even reach a steady state.

Overall, increasing both $N$ and $N_{WR}$ reasonably according to order retrieval demand level can improve system performance. However, excessive increase of $N_{WR}$ may cause over-productivity of vehicles. Similarly, over-increase of $N$ may increase $OT_i$ considerably and thus cause severe delay of order delivery.

7 Conclusions

In this study, we focus on the performance analysis of robot shuttle system. First, a semi open queueing network model is developed to provide accurate performance estimation for the RSS. The effectiveness of the analytical model is confirmed by simulation experiments. The main implication of the analytical model is to help warehouse developers evaluate system performance under different system configurations efficiently. The study also provides guidelines for warehouse designers and managers on how to identify an appropriate service batch size and a proper number of AGVs within a workstation, which can avoid over-productivity of vehicles and lower system costs. In the future research, the impact of rack layouts on system performance may be taken into consideration.

References


Data-driven analytics-based capacity management for hyperconnected third-party logistics providers

Jana Boerger1,2,4 and Benoit Montreuil1,2,3,4
1. Physical Internet Center
2. Supply Chain and Logistics Institute
3. Coca-Cola Chair in Material Handling & Distribution
4. H. Milton Stewart School of Industrial & Systems Engineering
Georgia Institute of Technology, Atlanta, USA
Corresponding author: jana@gatech.edu

Abstract: In this paper we provide justifications why and ways how to enable 3PLs to be poised for success in the Physical Internet (PI) while facing a highly competitive and uncertain world. We notably argue that 3PLs have to transform from relying on static, inflexible, and disconnected ways and technologies for managing their capacity, to leveraging dynamic, flexible, and interconnected ways and technologies. Indeed, in the PI context, 3PLs have to be keen to achieve hyperconnectivity and manage capacities in multi-tenant warehouses more efficiently by leveraging data and ultimately increasing revenues and profits. We specifically propose a three-layer decision-making framework that offers 3PL organizations one stepstone enabling this transformation: successfully translating available data into decision-making, increasing service capabilities and performance, revenues and profitability, as well as sustainability. In the framework, a descriptive layer allows visibility over past capacity and activity related to key resources (e.g. storage capacity), a predictive layer allows visibility in the future, and a prescriptive layer allows automatic and dynamic diagnosis and planning to fully exploit and develop capacity and to best serve clients and the overall market. The framework maps descriptive, predictive, and prescriptive analytics to outcome-oriented activities, and to their data-driven and/or model-based foundations. The framework currently focuses on capacity management for warehousing, distribution, and fulfillment facilities, and can be expanded to encompass all logistics offers, activities, and assets of a 3PL as part of a logistics web. The contribution is illustrated through the context of a major American 3PL.
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1 Introduction

The traditional 3rd party logistics provider (3PL) has long-term contracts with its customers, negotiated when existing contract terms come to an end, and when new aspiring to sign new customers. This 3PL is also very asset intensive, reaping revenues from owning assets and offering them to their customers for a fixed and typically long period of time. This traditional 3PL is well adapted to the world of past decades. Indeed, in a world that is only slowly changing, this traditional 3PL can be successful through its double focus on long-term selling and planning from one side, and on steady operational excellence from the other side. Today however, the world is ever more characterized by volatility, uncertainty, complexity and ambiguity (VUCA, Bennett, 2014). In the logistics environment, VUCA’s volatility and uncertainty induce a highly competitive market with companies having products with short
product life cycles and many promotions (Packowski, 2014), which then translates into high fluctuations in demand for logistic services and capacity. As depicted in Figure 1, these fluctuations result in situations where warehouses face a risk of overflowing, or capacity becomes available and remains unused, calling for improved capacity management.

![Figure 1: Impact of demand volatility on warehouse capacity](image1)

![Figure 2: Successfully managed demand volatility](image2)

VUCA’s complexity is notably induced by the increasing product portfolio of clients and the increased pressure for reliable timeliness, resulting in a higher number of individual SKUs (stock keeping units) to be managed by warehouses in a fast-pace, often omnichannel context. This creates a high pressure environment for competitiveness, efficiency and sustainability for all logistics companies, and thus for logistics service provider. To become an advanced player in this context, the company needs to be able to dynamically manage its assets, countering the VUCA world with vision, understanding, clarity and agility so that it can reduce and manage risks, exploit available capacity, and develop capacity options (e.g. Figure 2). It can do so by adopting the hyperconnected paradigm through the Physical Internet (Montreuil, 2011; Montreuil et al., 2013; Ballot et al., 2014; Montreuil, 2017), with more dynamic and open interconnection with clients on one side, and with other logistics web players on the other side. Client interconnectivity enables higher information and communication capabilities, and dynamic elaboration of win-win service and capacity offers. Logistics player interconnectivity enables to enhance the services and capacity options that can be leveraged to smartly fulfill client needs.

Becoming an advanced hyperconnected logistics service provider in the VUCA Physical Internet world requires a full transformation along many threads. Our contribution lies in one of these required threads: the ability to manage 3PL capacity in a smart, dynamic, hyperconnected way.

As a key enabler for this transformation, we hereafter propose a three-layer decision-making framework that includes a descriptive layer, a predictive layer and a prescriptive layer. We argue that implementing and leveraging this analytics-based framework to build 3PL capability in logistics capacity management is a necessary step towards thriving in a VUCA Physical Internet world.

We first briefly review in section two the literature that has been published on 3PLs, their decision-making and analytic frameworks. We then outline in section three key differences between a traditional 3PL and a hyperconnected 3PL. In the fourth section, we propose our
data-driven capacity management decision-making framework to enable 3PLs to monitor, predict and plan their warehouse capacity. Note that the words “warehouse” and “facility” are used interchangeably throughout this paper, both naming a warehouse that the 3PL operates to serve its customers. Finally, in section five we provide conclusive remarks and avenues for further research.

2 Literature Review

Third-party logistics providers have an increasingly important role in today’s supply chains, becoming the core orchestrator of many companies’ supply chains. They therefore face a need to improve their efficiency and effectiveness (Zacharia, 2011). Despite these developments, to the best of our knowledge, there is no research focusing on capacity management for logistics service providers and their facilities.

Research concerning 3PLs is often (1) written from the point of view of other industry companies that are looking to use the services of 3PLs, (2) analyzing 3PL market development, or (3) analyzing the competitiveness of logistics providers. While these are observational studies, they fall short of proposing frameworks for 3PLs to work with. Hertz and Alfredsson (2003) analyze the development of companies that enter the field of 3PL business from being integrators, standard shipping firms or traditional brokers. Marchet et al. (2017) find that while 3PLs operate in a competitive market, only 25% of 3PLs are at the technical efficiency frontier and only 10% have innovative processes.

The notion of descriptive, predictive and prescriptive analytics has been discussed in the world of business analytics and in the context of supply chain analytics. Souza (2014) notably showcases that analytics is not new in supply chain management and that with the increasing amount of data available, opportunities for the application of analytics increase.

The research that is most related to our work is the framework developed by Hahn and Packowski (2015) for supply chain management. Their framework associates descriptive, predicative, and prescriptive analytic approach with types of use cases and methodological requirements from a business perspective, and with decision support systems concepts and formal types of IT systems from an information technology perspective.

Their four use case types are monitor-and-navigate, sense-and-respond, predict-and-act, and plan-and-optimize. The uses cases are associated by pairs to methodologies, respectively: monitoring and reporting, data modeling and mining, forecasting and simulation, strategic and operational planning. Descriptive analytics is mainly data-driven and relying on systems such as Enterprise Resource Planning (ERP) systems, expert systems, and business intelligence (BI) systems. Prescriptive analytics is mainly model driven, enabled by advanced planning systems (APS). Predictive analytics stands between them, borrowing from both model and data driven concepts, and relying on APS, BI, and expert systems.

Borrowing from Hahn and Packowski (2015), we adapt it to address the specific challenges of hyperconnected 3PLs and expand it to encompass the activities related to managing capacity in multi-tenant 3PL facilities.

3 Traditional 3PL vs Hyperconnected 3PL

In general, 3PLs may provide a variety of services to their customers, notably transportation, forwarding, warehousing, and value-adding services (VAS) such as relabeling/repackaging, assembly/installation, and blast freezing.
In this paper, we focus on 3PLs that own or lease, and operate, deep storage warehouses, distribution centers as well as fulfillment centers. The customers of these 3PLs are producers, distributors, and/or retailers (brick-and-mortar, e-commerce, and omnichannel). So, some of the customers are upstream in the supply chain while others are downstream. Traditionally, these 3PLs sign contracts with larger customers that tend to be long-term agreements that are renegotiated every three to five years. They often serve smaller customers on an as-needed basis, accommodating their small flow and storage of pallets and cases. Naturally, this leads to multi-tenant warehouse environments where multiple customers share one facility of the 3PL. The multi-tenant characteristic is the critical complexity factor justifying the emphasis on smart capacity management capabilities addressed in this paper.

Each customer has unique dynamic patterns relative to their inbound flow, storage needs, and outbound flow. The shock of these multiple customer-specific patterns can create significant disruptions, some positive, some negative, and some potentially both, yet all having to be addressed.

Relative to disruptions, consider for example a case where it becomes clear that a major customer tenant of a 3PL is to use significantly less storage space and throughput capacity than allowed in its contract, such as illustrated in Figure 2. Normally, its contract has it pay for the storage space, whether or not it uses that space, yet it is to be charged for operational inbound and outbound activities only if these actually occur. Negatively, this means that the 3PL is to have less revenues from that client, a fact attenuated somewhat as this client will require less resources to serve it, and thus induce less costs. Positively, this can be smartly turned into an opportunity if the 3PL recognizes fast enough the situation and is capable of offering to other customers the time-window-specific extra availability of space and throughput capacity, in a win-win mode for the customer tenant at the source of this opportunity.

Relative to risks needing to be managed, consider overflows as an example. Overflows happen when 3PLs, similarly as airlines with passengers, book more flow and storage than they are capable of dealing with concurrently, betting on the stochasticity to smooth requirements, or simply due to them not having planned their capacity commitments correctly. Overflows create havoc as excessive concurrent truck arrivals and excessive total goods inventory in a warehouse cause serious productivity disruptions with lack of available docks, too many trucks and trailers waiting in the yard and beyond, almost no available storage bays, overspill of stock in aisles, and huge congestion due to high flow intensity and disrupted aisles, potentially leading to an ultimate complete operational deadlock. Risks of overflowing need to be managed smartly. Indeed, 3PLs usually like tenants to use their allotted capacity at a high level inducing lucrative high inbound and outbound operations and revenues. Yet, when most tenants use near their maximal contractually allotted capacity, and some going overboard, there is significant risk of overpassing a threshold leading into overflow and deadlock. This risk and reward trade-off needs to be carefully managed.

A hyperconnected 3PL is to face the same challenges as traditional 3PLs, yet with higher intensity and dexterity. Let us consider first the intensity perspective. In the Physical Internet, the clients of logistics service providers aim to seamlessly deploy dynamically their products in a way enabling them to offer their customers fast, cheap, convenient, and reliable fulfillment services. They want to be able to shift products to locations best fitting the swiftly-changing market patterns, and to do so in an efficient and economical way. This leads them to request shorter and/or more flexible contracts, with less restrictive commitments blocking them from their aspirations toward best serving their customers. Also, the Physical Internet openly interconnects logistics networks, which induces each node of the overall logistics web to be
prepared to deal with more customers, as long as they respect and use the standardized protocols, interfaces and modular encapsulation. This means potentially more contracts of shorter duration with more distinct clients. Overall, this heightens the intensity of the capacity management challenges, requiring 3PLs to act according to a higher clock speed, and with more agility, adaptability, and resilience.

Let us now consider the dexterity perspective. In the Physical Internet, logistics service providers are to be interconnected much more and better on multiple layers, including physical, digital, operational, transactional, legal, and personal layers, with clients and other logistic service providers. This interconnection is not to be achieved solely through long-term contracts, alliances, and consortiums, but rather through accepting to act according to standardized protocols, leveraging standardized interfaces notably embedded in digital platforms and marketplaces, and using standardized modular containers across industries and across territories. The hyperconnected 3PLs are notably to be exchanging operational and transactional data on a much faster and intense pace with their clients and other logistics service providers used by their clients and/or offering capacity options leverageable for dealing with dynamic surges in capacity requirements. Exchanging plans and forecasts with clients, focused on their intersection space, is to be customary, enabling both to best anticipate and respond to forthcoming certain and uncertain changes. The same goes first, amongst the facilities and business units of a single logistics provider, and second, between hyperconnected logistics service providers. Each provider becomes a source of capacity options for the others, and everyone is part of the multi-service-provider supply web of multiple clients, having to interact to ensure smooth, seamless, and efficient overall performance. Overall this heightens the required dexterity of logistics service providers in meeting capacity management challenges, equipped with interconnected smart tools, and trained to think, plan and act in the Physical Internet so to achieve the necessary efficiency, agility, adaptability, and resilience.

The combination of heightened intensity and dexterity puts significant pressure on raising the capabilities of 3PLs for managing their capacity in a much more proactive way, fed by data from interconnected sources within their own organization and with interacting clients and other logistics providers, through direct links or platforms. As a contribution to this quest, the framework introduced in this paper guides the development of decision support technologies and processes for hyperconnected 3PL capacity management.

4 Data-driven capacity management decision-making framework

The decision-making framework, depicted in Figure 3, links three components: the type of analytics approach, namely descriptive, predictive, and prescriptive; the key groups of outcome-oriented activities; and the data-driven and/or model-based foundations. Each analytics approach is linked to a set of outcome-oriented activities, and each of these is calibrated in terms of its relative reliance on data-driven vs model-based foundations.

The decision-making framework has three layers of analytics approaches: the descriptive layer, the predictive layer and the prescriptive layer. This is line with the works of Hahn and Packowxski (2015), and as described in the landmark work of Davenport and Harris (2017) in the update to their work from 2007 that introduced business analytics. Some analytics professionals also argue that a fourth layer should be explicitly identified, that is diagnostic analytics, referring to the analysis of why something happened (e.g. Banerjee, 2013). In the framework, even though we recognize the importance of diagnostic analysis, we have not made it a fourth layer, but rather incorporated analytical diagnosis in each of the analytical layers. To predict future activity successfully (predictive layer), one needs to be aware of the underlying...
factors that result in certain activities. At the descriptive layer, the reason for certain flow activities are a result of market movement. To understand the why of certain flows, market factors are therefore incorporated into the descriptive layer. For example, during the initial impact of the COVID-19 crisis in the USA, for the American 3PL storage usage changed. Some customers saw increased inventory, while others saw decreasing inventory not being able to keep up with the market. In the descriptive layer, it is not only sufficient to highlight the shifts of inventory, it is also important to help diagnose why these happening. Overall, in this example, the COVID crisis is a root cause, yet it must help to understand why some activities climbed while others went down, here notably linking with increasing demand on the market for essential products, and decreasing capacity in COVID affected supply chains. Seeking to raise alerts and to identify causes is at the core of the framework, at the three analytics layers.

We hereafter describe the framework further by focusing on each of the three analytics layers and their outcome-oriented activities. Each layer concerns three aspects of the capacity management task: the market, the customer and its own network. We emphasize how the layers combine to allow an effective management of storage and throughput capacity in 3PLs’ facilities.

### 4.1 Descriptive Layer

The descriptive layer allows monitoring of the current activity of the overall market, of the facility network and at the level of an individual warehouse. It offers near real-time insights and visibility across its network to decision-makers. It is in line with the well-recognized importance of visibility as a core attribute of 3PLs, along being a neutral arbitrator and collaborator (Zacharia, 2011).

On a facility level, the descriptive layer must let a decision-maker see the current storage and throughput capacity available, current throughput demand, storage demand but also customer service level. More importantly, it should allow to highlight the usage of this capacity per combinations of warehouses and customers. Questions such as “How much capacity does Customer X currently use in our facilities?” should be easily answered overall and per facility.

Relative to monitoring capability, the descriptive layer should also allow a 3PL decision-maker to look at the historical development of the activities in specific facilities. In addition to usage, the descriptive layer should offer visibility over flows in the network: storage, inbound and outbound flows have to be monitored, and tracing should be kept over time.

Lastly, a fully implemented descriptive layer also allows visibility into the general 3PL market, customer activities and current contracts. Since this last aspect depends on outside information,
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it is harder to implement in the early Physical Internet phases and thus, the initial focus of 3PLs is expected to be within the 3PL organization, and then gradually evolve to encompass this wide-angle out-of-the-box visibility.

Monitoring, analyzing, diagnosing, and synthesizing the current and historical activities provide the decision-maker facts, insights, intuition about the state of the activities and how they generally behave. Monitoring facts, states, and events is clearly data-driven. Analysis is fed by the monitored data, yet is often sustained by some high-level descriptive model to structure the approach. Diagnosis builds on monitoring and analysis, being strongly data-driven, yet often builds upon rule-based models and cause-and-effects models. Synthesis builds on monitoring, analysis and diagnosis, and is mostly still relying on human-centric skills combining reasoning, mental models, intuition, and discussions.

When attempting to move forward and decide on future actions, descriptive analytics sets the stage, yet it becomes critical to understand and project future capabilities and capacities, which is the focus of the predictive layer of the framework.

4.2 Predictive Layer

The predictive layer aims to offer reliable forecasts of forthcoming capacity and throughput demand and as a result capacity utilization, future service levels, and flows throughout the network. For prediction purposes, this layer builds upon hybrid timeseries forecasting methods (Zhang, 2003) based on traditional methods such as ARIMA and machine learning techniques (Ahmed, 2010) such as neural networks.

At the predictive layer, the power of the Physical Internet comes increasingly into play. Through hyperconnectivity with its customers, the 3PL may gain access to their current demand and/or supply logs and predictions. These predictions can include the customers’ production plan and potentially privacy-protected point-of-sale (POS) data that it receives from its retailers, or the equivalent from e-commerce websites. This source offers richer data than the data generated internally by the 3PL, which represents solely its own history. In the predictive layer, the forecasts from the 3PL and the forecasts from the customer should then be ensembled into an overall forecast as depicted in Figure 4.

Such ensembled forecasts, generated by combining several forecasts, have long been known to have the potential for better accuracy (e.g. Bates, 1969) and have become a core part of the
fields of ensemble learning and statistical learning (Hastie, 2009). In our initial experiments with the American 3PL, ensembled forecasts have shown as expected to have a higher accuracy, resulting in lower forecast errors.

Strengthened by the hyperconnectivity and the customers’ forecasts, the predictive layer then should project expected future warehouse activity while explicitly recognizing the uncertainty in its prediction. It is important to note that it is usually impossible to reach 100% accuracy in predictions and it is thus important for the decision-maker to understand the accuracy reliability of a forecast. To support this understanding, uncertainties should be clearly exposed by the descriptive layer through prediction intervals, such as X% lower bound, most probable, and X% upper bound. As X climbs to higher levels, such as 99.9%, the prediction interval gets wider. It usually also gets higher as the future horizon covering the prediction is farther away (e.g. for tomorrow, next Monday, Thanksgiving) and usually gets relatively smaller with higher aggregation (for a specific day vs a week or a month). Explicitly acknowledging uncertainty and prediction accuracy is fundamental to assess correctly the forthcoming future and to enable well-informed decision making.

4.3 Prescriptive Layer

The prescriptive layer aims to offer decision facilitation capability. It builds upon the descriptive layer and the predictive layer, and enables decisions based upon the output of these layers. It is the final layer in the framework and offers the 3PL support in decisions concerning the market, the network and individual facilities. Activities such as accepting, rejecting and seeking customers and new contracting opportunities that fall into the area of business development are supported through the information available in the descriptive layer. It also helps to assign customers to facilities within the 3PL’s network and can suggest potential assignment adaptations. In addition to these strategic and tactical activities concerning the customers, the prescriptive layer can also suggest adaptations of the flow, throughput and capacity of facilities in the network (Figure 3).

The prescriptive layer should help the 3PL to plan for future growth and contraction. Future growth of a customer might expand beyond the capacity available at a facility. To preclude related service failure, the 3PL can act proactively with the support of the prescriptive layer. It could for example reassign this customer to a facility that allows for this growth or move another customer to a suitable facility. To onboard a new customer into the 3PL’s network, the planning ability of the prescriptive layer should offer an analysis of suitable facilities. It will conduct a feasibility analysis based on storage capacity, throughput capacity and the availability of other necessary services such as the capability to handle a specific type of product.

The prescriptive layer should be able to support more complex capacity planning, encompassing multiple clients over multiple sites. Figure 5 provides a simple yet realistic example of such dynamic planning. On the left side are provided the storage capacity requirement predictions for clients using two facilities in the 3PL’s network. In a logistic campus, buildings A and B each currently host three distinct customers. Building A is projected to overflow as capacity requirements from client C are to climb, while building B is projected to be gradually less utilized, mostly related to declining capacity requirements from client F. Smart planning through the prescriptive layer has led to a reshuffling plan with clients D and E shifted to building A, and client C shifted to building B, resulting in smoothing the capacity requirements over the two buildings and avoiding both overflow and underusage, as depicted on the right side of Figure 5.
The prescriptive layer can to a degree offer decision automation capability, in the line autonomous analytics as proposed by Davenport (2017). Some decisions can be taken by software agent, without direct human intervention beyond setting the agent’s rules and methods, especially those requiring fast response time and taken repetitively over many instances. For most of the higher-impact, more strategic decisions, the prescriptive layer is rather to provide support to human decision-makers. For example software agents can make recommendations and assessing their impact according to multiple metrics, notably through simulation, optimization, and machine learning based methodologies, and then letting the human decision-maker at the 3PL reject, accept, or modify them.

5 Conclusion and Outlook

The three-layer decision-making framework we introduce in this paper for hyperconnected 3PL capacity management allows logistics service providers to counteract the volatility, uncertainty and complexity they are faced with. Through the descriptive layer, the hyperconnected service provider gains insights into the past and current states of the 3PL market, customer activities, contracts, and flow activity in their network. Based on forward looking predictions of these in the predictive layer, the prescriptive layer facilitates decision-making concerning customer and contracting opportunities as well as adapting capacity, assignments and flow within its network. This serves as one thread for a 3PL towards a transformation into a proactive hyperconnected logistics player.
In this work, to the best of our knowledge, we are first to introduce an analytics-based framework for logistics capacity management in the Physical Internet. At each layer of the framework, there is room for future research.

In the descriptive analytics layer, research is notably needed on which information should be shared by logistics service providers and clients in the Physical Internet; how to filter the wide scope and huge scale of information into high-value, focused, and actionable knowledge and insights; how to better leverage novel visual analytics, as well as augmented and virtual reality, technologies; what new key performance indicators should be developed to leverage the hyperconnected essence of the Physical Internet and thus to provide 3PLs with fresh and enlightening perspectives.

In the predictive analytics layer, much research is notably needed on interlacing the various correlated capacity and throughput predictions, to acknowledge alternative probabilistic future scenarios, and to support risk and resilience management in the context of hyperconnected logistic service providers.

Fed by the descriptive and predictive layers, the prescriptive analytics layer opens a wealth of research opportunities for better design and planning of solutions, for better selection between alternative options, for optimizing client, facility, and network wide decisions (e.g. expanding on the example from Figure 5).

From a deeper perspective, the framework allows to break away from rigid contracting modes having been instituted to ensure conservative and robust guidelines and decision framework when having to maneuver a complex organization with minimal timely information availability, minimal predictive capability, and minimal prescriptive decision-support capability. It indeed opens up more hyperconnectivity oriented research and innovation avenues such as considering multiple dynamic external capacity options, and considering smarter and more agile client contracts.

The framework also uncovers relationships between information available to, and decisions taken by, various organizational units within a logistics service provider. This is clearly the case between sales, marketing, and business development; information technology; facilities acquisition, planning and design; transportation and logistics operations. Much research is needed in synergizing these relationships, and guiding decision makers within each unit to take smart decisions with a more holistic perspective.

While the framework is currently being implemented at a major American 3PL player, the initial focus is on putting it into action within a single region, developing the methods, models, and technologies necessary to do so, leveraging could technologies. Next efforts are planned to address the whole North American landscape allowing overall visibility and decision-making facilitation on a continental level, and ultimately expanding at a multi-continent international level.
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