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ABSTRACT

A problem of considerable importance in communication theory is
the detection of a repetitive signal which has been masked by noise,
Since the noise is of a random nature the detection process is usually
based on probability theory. In a practical case some criterion for
detection is considered and, if measurements on the received waveform
meet. this criterion, then it is assumed that & signal is present and,
if they do not, then it is said that no signal is present.

Various means for deriving the best form for this criterion
have been suggested but invariably they involve some prior knowledge
of the signal's probability distribution. Usually the form of this
distribution is assumed to be a constant since nothing is normally
known about its true form. In this work it is shown that this assump-
tion is, for large values of noise power per unit bandwidth, liable to
lead to quite erroneous results. Various other forms for the a priori
distribution function have been substituted into the expression for the
probability of detection of the signal and the results show that a
better form for the a priori distribution function would be a function
which increases as the variable increases. It 1s suggested that the
optimun form could be obtained by means of the Theory of Games, since
the other methods depend on obtaining the value of some characteristic
which gives a maximum probability of detection which might not be of
much utility if there is a considerable spread aboul this maxdimum,

In addition to showing how some prior knowledze of the signal



affects the probability of the signal's detection it 1is shown that there
is a probable maximum in the amount of information that may be extracted
from an information carrying waveform. A method, based on the probabil-
ity of existence of the signal, for making a comparison of receivers on
an efficiency basis is developed,

An extension of the idea of existence probabilities is used to
show that the position of a target may be indicated merely by locking
for the presence of a signal in the received waveform, thus suggesting
that it might be possible to detect a target without knowing anything

about the characteristics of the signal.
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CHAPTER I
INTRODUCTION

A significant advance in cormmunication engineering in recent
years is the development of a theory of communication in which the
methods and techniques of the statistician have augmented those of the
communications engineer. The basis for the new development is the con-
cept that the flow of information, which is the primary concern of a
communication system, is a statistical pnenomenon. In addition to
providing effective and practical methods for the solution of a number
of problems which have faced considerable difficulty under the classical
theory, statistical theory in the present state of development has al-
ready indicated the need and the method for recasting certain accepted
theories, It has alsc indicated the possibility of new and more
effective systems of transmission, reception, and detection.

In a communication system, varying quantities, such as currents
or voltages, distributed in time, are processed during their passage
through the system for the purpose of producing some desired result,
Thus these functions, which are usually continuous, carry information
from the transmitter to the receiver., They may be periodic, aperiodic,
or random., However, since a periodic wave does not maintain a con-
tinuous flow of information and since aperiodic functions of time are
usually associated with transient phenomena, it is the random function
which is of interest to the communications engineer since, if informa-

tion is to be kept in a steady flow, the receiver has to be uncertain



of forthecoming events so that what he or the machine receives is a series
of selections made by the sender from a finite set of all possible choices.
When the receiver has full knowledge of future events then whatever mess-
age he continues to receive actually contains no information. Thus it
is clear that a function which represents a message should be of a ran-—
dom type and cannot therefore be described exactly for all possible
cases but must instead be described by a probability distributiomn.

The problem of sisnal detectability is then to find some method

f making a decision on whether the source of a time-varying function,

wnich is observed for & prescribed interval of time, is noise or signal
plus noise, Breaking down this problem further, it can be saild that it
is desired to find some criterion such that when a sample Irom Lhe re-
ceived waveform meets this criterion then a signal is present and when
it does not meet the criterion then no signal is present., However,
since probabilities are concerned here, it cannot be said with complete
certainty that a signal is or is not present but only that there is a
certain likelihood that, if the value of the sample meets the criterion,
then a signal 1s present and if it does not meet it then noise alone is
present,

Two probabilities are of particular interest:

(a) The probability of detection, i.e., the probability of
saying that a signal is present when a signal is in fact present.

(b) The probability of false alarm, i.e., the probability of
saying that a signal is present when in faet no signal 1s present.

Various criteria for making a decision have been suggested 1

and in every case it has been concerned with the above two probabilities;



in some cases the probability of detection having been maximized, in
others the probability of false alarm having been minimized, but in the
usual case an optimum value having been chosen., However, in a particular
application, the design specification would determine the probabilities
of detection and of false alarm which could be admitted and woula in-
dicate the criterion to be used.

This criterion may have several forms. In the trivial case it
will only be a number which is given to the observer who will take
samples of the time-varying function and then make a decision accord-
ing as the value of the sample is greater than or less than this number,
In the more practical case the form of the criterion will form the basis
for the design of an instrument which will sample the waveform and render
a decision guite objectively.

In.a radar detection system the Information is contained in the
position of the signal whose presence is determined by one of its
characteristics, such as frequency, phase, or amplitude. The nolse is
assumed to be stationary, band-limited with a uniform power spectrum
over the complete band and with its amplitude peaks having a Gaussian
distribution.

This paper will deal, in particular, with two different methods
of obtaining detection criteria and will show how one of them, which
is used in practice can, due to an assumption which is made without
foundation, lead to quite erroneocus results. The cther method, which
is purely theoretical and is based on existence probabilities, will in-
dicate how a new method of detection migzht be developed. This latter

method will also show that there is a probability maximum in the amount



of information that may be extracted from an information-carrying

waveform.



CHAPTER II
ThEORY
A Method of Detection Based on Inverse Probability

Assume that a message function x, which is independent of time,
is mixed with a fluctuating disturbance, which is independent of x, and
denote the resulting waveform by y. Then the problem is to operate on
y so as to extract as much of x as is possible, It is guite clear that
the problem is not one of maximizing the information that may be ob-
tained from y but that of conserving the information contained in x and
eliminating the unwanted information in y.

Since x contains information, the various values that it may be
expected to take may be described by a probability distribution function,
say p(x). Similarly, p(y) may be used to describe the distribution of
the variocus values that samples of the waveform y might have. Thus the
problem may be written mathematically since all that is required is to
find the value of the probability of detecting x when given y, i.e.,
p(x/y). The ideal receiver may then be defined as something which, when
given y at the input, will supply p(x/y) at the output.

By the product law of probabilities:

p(x,y) z px)p(y/x) = oly)e(x/y) (1)
p(x/y) = p(p(y/x
o(y)
k p(x) p(y/x) (2)

since the values of the samples of y dare presumed to be known and there-



fore need not be described by a probability distribubion.
Let the random noise voltage waveform be denoted by n(t). Then it
may be shown 2 that this voltage has a Gaussian distribution and may be

written:

Gn) = kexp |-1 Eﬂt)]Edt (3)
I

0
0

where N, 1s the mean noise power per unit bandwidth and T is the time of

observation,
Since:
y(t) = x+n(t) (4
where x and n(t) are assumed independent:
Gn) = kexp [-1 |(y=-x)?at (5)
Ng
0
and, since the possible values of y when x 1s present are dependent
on the noise:
Gn) = &y -x) = ply/x) (6)
Hence, the a posteriori distribution of the message function is:
p(x/y) = k p(x) ep |- % (y - x)2 dt (7)
iIO

It is now seen that Bguation (7) ives the probable amount of the
x information which may be obtained from the waveform y. It has, however,
creater significance since it specifies the conditions for the design of

the optimum receiver. Thus all that is required is to maximize p(x/y) and
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desipn a receiver with a transfer function p(x/y)max. Then, when a wave-
Form y is applied to the input of the instrument, the output will be
p(x/¥)max, times the information represented by x.

The outstanding obstacle to the use of this method 1s in the
presence of the a priori distribution p(x). Since, in a radar system,
it is a target, which may or may not be present, which determines the
value of p(x), the designer of the receiver has no idea of the form to
assign to p(x).

Faced with this difficulty, it may be assumed that all states
of x are equally probable, but this is merely a mathematical way of ex-
pressing isnorance of what really hacpens. In addition, since there is
nc real basis for such an assumption, this i1s merely guessing and Wood-
ward 3 has shown that guesswork destroys information.

However, making some assumption aboul the form of p(x) (and p(x
a constant is the most obvious one to make) enables one to maximize

p(x/y) and, for p(x) constant, this is equivalent to maximizing p(y/x).

o(y/x) = kexp | -1 (y - x) dt (8)
N
o}

0

Since all siinals are assumed equally likely and will thus have

eqgual energies:

(9)

1]
;:\_.

exp | =~ x dt

=l

o
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Similarly, since the noise power is assumed uniform over the

whole spectrum, it follows that:

exp |~ 1 yzdt] - B (10)

and A and B may be absorbed into the normalizing constant.
i

p(y/}{) = k' exp |2 yx dt (11)
J‘O

=

0
Since p(y/x) in Hquation (9) is a single valued function all that
is required is to evaluate|yx dt iﬁ order to derive the posterior dis-
tribution p(x/y). This fungtion,J;x dt, dis called the cross-correlation
0

between y and x and it is seen from HEguation (11) that the most probable

message state is the one which yields the largest positive cross-correla-

This idea has been used at Massachusetts Institute of Technology b
to develop a cross-correlation receiver wnich gives very satisfactory
results, but, so far as the author knows, the instrument has not so far

been used in a radar detection set,



A Iethod of Detection based on sxistence Probabilitys

An alternative form for the detection probability may be de-
veloped by means cof Bayes' Theorem of Inverse Probability 5 whicnh
states that the probability that a signal is present after a waveform
has been received is proportional to the product of the a priori prob-
ability and the probability that the waveform would have occurred had
a signal been present. In this method we consider the probability of
the existence of a signal, i.e., Lhe likelihood that a signal is present.

Since the characteristics of the signal and noise are known, it
is possible to calculate the probability distributions for y when a
sirmal is present and when it is absent, namely p(y/5) and n(y/0) res-
pectively. Then if the a priori probabilities of the presence and ab~
sence of the siznal are A and p (%1-N) respectively, it may be written
by the Theorem of Inverse Probability (Bayes' Theorem), that the prob-
ability that a sivnal is present when some charicteristie, ¥y, of a

waveform occurs 1is:

“This is the author's interpretation of the application of
Bayes' Theorem tc the detection of signals in nolse as ziven by lavies,
Lany workers, especlally at iK,I.T., disagree strongly with this use of
Bayes! Theorem on the grounds that it is fitting artificial constraints
to a practical situation, In this work an attempt is nade to remove
some of the obscurities from Uavies' paper in order that his method
may be more easily understood by the non-mathematician., 1t should be
noted that this is only one of several possible ways of interpreting
the paper.
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In the usual case, if the relation, p(S/y) ™ € (where € is some
predetermined constant) holds, a signal is present and, if p(5/y) < €
no signal is present,

However, in a practical situation, W and p are not known exact-
ly and esbimates,‘i and‘; must be made of them, OSince those estimates
are probability estimates they must contain scme margin of error, and
hence, the observer cannot compute p(S/y) exactly. He can, however,
make an estimate, p(E/y), of p(S/y) and if p(E/y) ™ € , he can state
that a signal has a certain degree of likelihood of being present.

Thus, from Eguation (10):

o(8/y) = ”_g,p 5) (13)
$ p(y/3) + jp(y/0)

Since this gives the preobability of the existence of a signal
when a particular y is considered, it is not of much use in estimating
the performance of a system. However, if this expression is weighted
by p(y/3) and averaged over all possible values of y, the following

mean existence probabilities are obtained:

BE) = jp(:a/y)pw/smy
= J . ;ED(Y/S)l - dy (14)
X p(y/8) + p p(y/0)
p(E/O) = IP(E/y)p(y/O)dy

j » o(y/3)p(y/0) _dy (15)
» p(y/5) + p p(y/0)

Similarly we have that:

p(N/S)

l 0 5 dy (16)
» p(y§5;w 13(3‘%05



o(li/0)

i

0 oy ﬁﬁl 2“““__may (17)
% o(y/5) +j p(5/0)

2 (y/0)
» p(y/3) il p(3/0)

1 ~ pli/y)

where p(l/v)

From a consideration of fundamental probability relationsnips

and Bayes' Theorem, the following relalionsiips may be derived:

p(B/8) + p(li/3) =1 (18-a)
p(8/0) + p(N/0) =1 (18-b)
£ o(s/s) + A B(/0) = & (19-a)
NDN/S) « R B(/0) = fi (19-b)
ND(I/S) = i B(3/0) (20)

If it is assumed that the nolse is Gaussian and has a uvniform
power spectrum over & band which is wider than that of the sisnal and
if some characteristic, x(t), of the siznal is completely known, it nmay

be wriltten as previously that:

p(¥/5,x) = k exp [- 1| (y-n° dt] (8)
No
0

Then, substituting in Bguation (10):
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A
Mexpl|2 VX db]
Ng
= 0 o
A T A o )
N exp|2 yx dat| + p exp|L” (22)
N, 2
0

where f2 is the ratio of the received signal eneriy during the observa-

tion time, T, to Lhe mean noise power per unit bandwidth.
2 | I" I

This expression for p(ﬂ/y) may be simplified by letting:

II'

a = 2 | yxdt (23)
NO
0
Thus:
p(s/y) = Dew[a] 5 (24)
yexp [a] ) exp[!]
2

and since ‘'a' may be shown to have a Gaussian distribution of zero
mean and mean square value rz, we may substitute this value for p(L/y)

in Bguation (13) and get:

- i A exp[-gg ,}]
5(2/0) = ) exp [a] 20 =) aa  (29)




By means of relations (16), (17), and (18) we may obtain similar
B(E/5), p(1t/0), and p(ii/s).

expressions for
has carried tuis apuroach furtner by anplying it to a

Davies ©
modulated carrier of the form:

x(t) = v(t)cos(wt+ @)

e assumes that v(t) varies slowly compared to the carrier
the form of

frequency and also that, except for the carrier phase @,

x(t) is known precisely.

e then shows that:

2T T
A
N |expl2 y(t)v(t)cos(wt +@) dt ] aff
o No
p(E/y) = 0 0 (27)
2 il

A ) A 2
A Jexpl| 2 y{t)x(t)dt d;?fa-}l exp f_“
21 Ng 2

0 0

and by expanding the cosine term, intezrating with rescect to @ and

then averazing over all values of y he obtains:

o .
X I (/) i exp [— R= ]
—_— Q =
5(5/0) = 2p°] ar (28)
S LBt e [P e
I, (R)+p exp|P P
2
0
where R = J{;12+ b=<)
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fII
a = 2 y(t)v(t)cos wt dt
No
0
ll!
b = 2 y(t)v(t)sin wt dt
ko
0
I, = zero order Bessel function with imaginary
argument

It is then possible to plot values ot p(E/3) and p(i/0) against

the ratio of received signal energy to mean noise power per unit band-
A A

width, i.e., E/No, for different values of N and jpu (Figures 1 and

2) and also the receiver operating characteristics (Figure 3).



i e
15308 18083 Saa et

faid




PR

-'_‘_.,‘-H-'
;l'D.Cﬂ.

-

=05 | 4+
0.

'-—F"
1A
A

rig, 4: Mesh Hondexistence Pricb

(9

/i




P S
T
.
HHH
a4 a4
Sassa 8
I
L+ i
+
8
-4y
1
L= -
I
i .
1 o
T +T $
L 1
] T H T
.
i L i 11
I i
1 i L (S8 By
T T -
+ A na
1 Y T + Tt
1 8wy R il
I T In 1
+ - g e I T
1 t1:
“ 15l ..IT LA
st il
- smERE P i
¥ ] T
| s i A 4
o su e Tt
M ranm T
1
- b u
1
I
+ T
i
4
I
+ D -
L "
1
1 1 a
e 1
1 |
15 1 -
- :
H : +
+ Hi
111
1
Tt -
1
"
17 s
1 T H
pEnn 1 1
X
+H |
. !
——
1
L1l EE
11T




Entropy as a Function of Probabilities

Since communication has to deal with the measurement of information
recelved by an observer, there must be some means of measuring the ob-
server's state of knowledge. Before reception each message Xi will have
the probability p(X;) of occurring and afterwards one particular message
X will have been singled out in the mind of the observer and the uncer-
tainty described by its initial probability, P(X), will be removed and
information will have been gained, bathematically this means that P(X)
increases to unity and the probabilities of all the other states diminish
to zero. Thus the extent of the change may be measured in terms of P(X).
The prior probabilities of the states which failed to occur need not be
considered individually but can be grouped together as having the prob-
ability 1 - P(X). It can now be postulated that the gain in inform-
ation when two independent messages X and Y are received is the sum of
the independent gains. For this case the joint probability P((,Y) is
equal to P(X)P(Y) and for the above assumption J musl be chosen such

that:

J [L(K)P(Y)] = J [P(Aﬂ + J [P(Y)] (29)

One form of J which would satisfy this identity is the logarithm
and in order to make the gain in information positive, the following

form 1s chosen:

d (P) = -1logP (30)
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However, in a practical communication system, the effects of ran-
dom interference will make it impossible for the receiver to identify
the message with complete certainty. Thus, in general, the probability
of having received a particular message state X after some signal has
been received is not unity but is, say, P'(i) and thus the received

information dis:

~log P(L) = | -1eg P'(X)] - log P'(4 (31)
P(X)
This expression is the information gain of the system,
Instead of discrete message states, let a continuous function of
possible messages, x, be considered and also the received information as
a function, y. Then from Equations (1) and (29), the sain in information

is:

Ix,y = log plx

log _pix

B8 1) (32)

1

If 2 is taken as the logarithmic base, the unit of information
is called a "bit" and Eguation (32) is the basic expression for tae
guantity of information which is implicit in Shannon's theory, 7

Equation (32) enables one to calculate the transfer of informa-
tion for specific values of x and y but, in general, the observer will
not know which % has caused y to occur and thus the observer's gain in
information will be found by averaging Iy y over all the possible values

of x which could have caused y to occur weighted with the relative prob-

abilities of thelr occurrence.



Thus, for each y, the observer's rzain in infermation is:

—
W
(oS
g

p(x)e(y)
and by averaging over all possible values of y the average overall gain

in information may be found. This is:

I = | oy) | po(x/y} log _ plx,y) dx dy (34)
p(x)p(y)

which may be wrilten as:

H
1

Jp(y) I p(x/y) log p(x/y) dx

- | | o(x,y) log p(x) dx dy (35)
H(x) - H(x/y)
- Jp(x) log p(x) dx
- Ip(yJ dy J p(x/y) loz p(x/y) dx

where H(x)

I

H(x/y)

These expressions H are the expressions for entropy as defined by
Shannon ' and from which he obtains the expression for the maximum amount
of information which may be passed through a system of bandwidth v in a
time T when the signal power is P and the noise power is N. This ex~

pression is:
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CHAPTER III

LISCUSSION

In the first section of Chapter II an expression (Laguation 7)
was developed a basis for the design of an optimum receiver, This ex-
pression included the a priori probability of some characteristic of the
signal which is, in seneral, unknown., 4s stated earlier, the form of
this probability function is normally taken as a constant, This is done
for two reasons; firstly, it indicates that nothing special happens any-
where in the distribution and this is the same as expressing complete
ignorance of what happens, and, secondly, such a distributien function
simplifies the maximizing of the a posteriori probability., The cuestion
now is, "Is this the most likely form of the distributicn in an actual
case’?!

In the Appendix it is shown that this form implies comparatively
good conditions for detection ana this would indicate that the assuup~
tion that p(x) is a constant is not the best one that could be made,

It would in fact be better to utilize the Theory of Games in order to
determine what the form of the enemy's (or nature's) worst strategy could
be and to design the receiver on this basis,

The assumption that the a priori probability is a constant does
not. include the effects of the noise power on which, as shown in the
Appendix, the most probable value of the signal characteristic depends,

Since the nearer the target is to the receiver, the more likely

it is to be detected and the more pronounced are the effects produced



in the receiver, it would appear that a more likely form of the dis-
tribution would be an increasing function of the characterictic which
is being used for detection.

The theory as given in the second section of Chapter L1 provides
better opportunities for the study of the design of detection systems
than the method of the first section., As in the previous method, the
a priori probabilities are included in the expression for tune existence
probabilities and their form would nave to be assumed if it were desired
to use this as a basis for the design of a receiver. The real useful-
ness of this form is in its use as a measure of the efficiency of a re-
ceiver., Thus the expression for 5(3/8) sives the mean probability that
the presence of a signal is indicated Wﬁen a signal is in fact present.
However it can also be thought of as being the probable fraction of the
information in the received waveform that may be extracted. In the
third section of Chapter II it was shown that there is a maximum amount
of information that could be carried over a communication system, This
relation was obtained by conslderation of the probability distributions
and the most probable capacity of the system was given by Lguation (36).
Thus, if a receiver is designed on the basis of maximizing the mean ex-—
istence probability p(E£/S) it will have a capacity depending on the
bandwidth, the time of observation, and the signal-to-noise ratioc as
given in Equation (36), but the amount of information that could, on
the average, be expected to be taken from the oubtput would be only:

p(8/38) W T log[u+P
N.

Thus this method could be used to determine the output which
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could be expected when a known amount of information was put inteo a re-
ceiver, It could also be used as & basis for the com arison of diifer-
ent receivers.

Since the probability of indicatine the presence of a signal when
a sirmnal is present will normally be reater than the probability of
false alarm, we need only look for the existence of a signal in order to

f taking samples

ck

know wnether or not it is present. However, instead o
at intervals along each scan and averaging over these samnples in order
to find out if a signal occurred during that scan, only one sanple need
be taken from each of several scans and, if it has been arranged that
each scan has the duration of the pulse period and each sauple 1s taken
at the same tine interval after tne pulse has been transmitted, one can
now average over these samples and look for the existence of a siznal.,
This would have the effect of taking time samples at a particular range.
In order to cover the whole range, n samples could be taken over each
pulse period, each sauple being of T'/n seconds duration, where T' is
the pulse period and T'/n is of the order ol the pulse width. for
greater accuracy, overlapping of the samples could be allowed, one series
of samples being made at 0, 1, 2, ... and another series beins made at
1/2. 3/2, 5/2, ... The theory given in the second section of Chapter II
could then be used to find wiether a signal ewisted in the 1 th sample,
say. 1f the existence of a signal was indicated in this sample, then
the tar:et's position would be known since this sample would indicate the
ranze,

Thus this theory may be used to develop the idea that it is not

necessary to know anythins about the characteristics of a signal in or-



der to detect it, Instead all that need be known is that a signal

exists and with this information the source may be located.



CHAPTZR IV
COLCLUSIONS

It has been indicated that the assumption tnat all possible
values of the signal characteristic are egually probable is not a sood
one to make when designing a receiver since it implies the existence
of comparatively good conditions for detection. 1In practice a receiver
should be desi;med on a basis of the worst conditions to be expected
and thus p(x) should be chosen such that when there is a large value
of noise power per unit bandwidth it is indicated that, for best de-
tection, a large value of x is required.

However, since no statistics exist for estimating lhe best func-
tion to use, and since all functions will, in many cases, lead to quite
erroneous results, the decision on the form of the function Lo be used
should depend on how it will affect the complexity of ihe receiver de-
sipn,

In the previous work for the messaje function x has been assumed
to be independent of time which really mekes the case considered a
trivial one. Sucl. an assumption was made in order to illustrate the
theory and yet keep the mathematics simple. An attempt was made to
maximize p(x/y), with x a function of Lime, by means of the Calculus of
VYariations, but since there were too many unknown parameters present,
the mathematics became extremely complex and since finding a maximun of
p(x/y) does not indicate anything about the spread of values about the

maximum, and is therefore of doubtful utility, the work was not carried
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throush to a stase such that any conclusions could be drawn.

Although the relations for the existence of a siinal also involve
the a priori distributions, the ideas expressed in the theory indicate
Lhat a theoretical compariscn of receivers could be made on an eflicien-
¢y basis. The theory also su;;jests that targets could be detected on
the basis of the mere presence or absence of a signal and nol on some

characteristic such as amplitude or phase.
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To Show the Effect of Assuming Different Forms of

the a priori Distribution Function, p(x)

The a posteriori probability distribution function is:
il

F o= p(x/y) = kop(x) exp|-1 | (v~ x)“dt

N

Assume that, due to physical effects, the greatest value ol x

possible 1s M and the swallest is ~i.
(1) p(x) = 4 A =

In this case,
T
1 2 3
F = kKhexp | -1 (v - x)° at

o
O

To find the most probable wvalue of x take the logarithm of F,

differentiate with respect to x and ecguate to zero.

i

.. Log F = Logka -1 | (y - x%t



s dLog F = 2 (y - x) dt
0
- 0 for a turnine value.
T
. £ =1 |yadt
T
0

Since the second derivative isc negative I is a maximum for this

A
value of x.

(2) o{x) = Ax+B; B = 1, 04;1_43;2
2 20
Kll
F= k{(ax+B) exp|-L (y = x)zdt]
No

0

Log F = Log k+Log (Aix+ B) -1 | (y - x)%at
E\IO
0
T
dLog P = A .2 |(y-=xdt
dx Ax + B Ng
0
- 0 for a turnin- vslue.
T T
R 2 o £ 5 - 4 \
AT+ (BT -~ 4 (7 dtix =B ydt = Allg = O

0] 0
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By plotting values of F apgainst the corresponding values of X we

- . A
find that a maximum occurs at the upper value of X.

~
x

c+J/o

No

5 5 22
Form of curve of x plotted against N,

It is noted that, for this form of p(x), the most probable value
A : ; o , ,
of x depends on the nolse power and increases as the noise power increases.

(3) px) = Cex [/

2 2
F'e Cexp| -x - 1 (y -~ x) at
2 N,
o
|1\
3 dLog F = -xg2 (y = %) dt
O—_K l:o

0

O for a turning value.



rll
- - £ = “l ::-,f d.t
2 gl
Z o+
N, 0
(o)
o
T
) —
T
(]
No

= A % ¥ 1
Form of curve of x plotted against N,

. ; ; . LA
As 1n the previcus case tne most probable value of X increases

with an increase in the noise power per unit bandwidth. It is noted

that, as the value

tends to Lhe value

{A’{L) p(}{) = A

P

. . d Log F =
dx

PR 14 1 LI i " £ A
of N, becomes very large, the probabie value of x

obtained when p(x) is assumed constant.

" o]
x  exp|-x
il
o
- kax exp|l-x - 1 (y = x)2dt
No
@]

= 0O for a turnins value,
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il
: e 2 -
. @ & x + l = g :r'r dt pcd i = o
'O .\..(_‘
6]
J_‘ rlu
. A . _ > 2] .
. . X = g 4 1 ydt = - 1 y dt +104
LT 2T 27 21
0 0

: 5 - - o0 3 1.2 -\-A
Bv plottineg values of F against the corresponding values of x we
# A & (&) x &

: 5 : " - A
see that the maxdmum occurs for the upper value of X,

" o« >,
n
0o £,
T
]

A
Form of the curve of x plotted against Ng.

; ; : F 3 . A
As in the previous two cases, thne most probable value of x depenas
- 1 b el ‘ ) 1 .

on Ng when p(x) is assumed to have the form ax exp [—x] and the value of
A- oY - -
% increases as g is increased.

Cases (2), (3), and (4) all indicate what was intuitively obvious,
that is, as the noise power per unit bandwidth is increased tnen the most

. A - . g . s

probable value of x must also increase. However, in case (1), the most

5 . AL - - . - .
probable value of X is constant for all values of Ny and thus, if p(x) is



assumed constant, too conservative an estimate 1s made of the value of
Q for lar-se values of g and a receiver desisned on this basis would be
designed for comparatively pfood conditions. Thus, since a receiver
should be designed for the worst possible conditions, the form of p(x)

should not be p(x) = a4, but should be some other form such tiat the ex-

pected value of x increases as Il  increases,
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