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SUMMARY

This work presents the use of organic multilayer lamination of epoxy-glass printed
wiring board material to produce microfluidic structures, and the exploitation of these
structures along with integrated drivers to develop a synthetic-jet-based integrated
cooling solution for electronic systems. Thermal management of electronic systems
becomes more complex as the density and the compactness of the system increases.
Traditional methods of cooling, such as fan/heat sink combinations, either become
inadequate to remove the generated heat fluxes or are incompatible with the compact,
low-profile design. Recently, synthetic jets have been suggested as alternatives for

cooling of electronics systems.

Synthetic jets are formed when a rigid-wall cavity is bounded on one side by a
flexible membrane and on the other side by an orifice. The vibration of the membrane
results in the alternating entrainmen't an(i expulsion of “air into and,ou‘t of the cavity
through the orifice hole, resulting in a directional jet emitted from the orifice. Due to the

small-scale of vortical structures of the jet, enhanced heat transfer over that available

from fans is possible. In addition to the higher heat transfer coefficients available from

synthetic jets, they have the capability to be fabricated in a low-profile format.

This process has been combined with the synthetic jet to produce an active cooling
substrate (ACS), in which the jet driver, ducting, and outlet ports for chip cooling are
integrated in the thickness of the printed wiring board substrate. The electromagnetic
actuator, which consists of a permanent magnet and a voice coil, is used to vibrate the

laminated polymeric corrugated diaphragm. The driver is in fluidic communication with

Xiv



a duct and orifice outlet formed in the printed wiring board during lamination by the
process described above. To form a thermal testbed, a microfabricated silicon
heater/sensor chip is integrated on the printed wiring board using standard packaging

techniques.

Two prototypes of ACS devices, vertical and tangential, are developed. The fluid
mechanics and thermal performance of these. devices are characterized. A computational
fluid mechanics software, Fluent, is employed to explore the synthetic jet fluid mechanics
and heat transfer problem from the numerical solution perspective. Tﬁese models
provide a better understanding of the fluid physics and enable good predictions of the
relationship between fluid mechanics and heat transfer. Based on the experimental and
simulation results, a sophisticated methodology is developed for future engineering
analysis to design new synthetic-jet-based microjet devices with optimal geometries to

fulfill different application requirements.
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Chapter 1

INTRODUCTION

Thermal management of electronic systems is of increasing concern as transistor
density and power consumption increase. Typical thermal management solutions are
modular in nature; e.g., a heat sink and/or fan area added to a heat-producing part. In this
work, an integrated solution, the active cooling substrate (ACS) is proposed, in which the
cooling functionality is included in the printed wiring board alongside the electrical
wiring. The mechanism for cooling involves the use of synthetic jets embedded in the
substrate. The utility of the active cooling substrate is demonstrated through quantitative
measurements of the thermal performance of the instrumented platinum heater testbeds.
Thermal management is enhanced through the additional heat convection mode

introduced by the embedded synthetic jets in the active cooling substrate.

1.1  Thermal Management in Microsystem Packaging

Microsystem packaging plays an important role in the microelectronics industry.
Without innovative packaging, the revolutionary' advances taking place in integrated
circuits (ICs) design and fabrication will be lost. Packaging provides the mechanical
support and the environmental protection required by ICs. To function, electrical circﬁits
must be supplied with electrical energy which is consumed and conveﬁed into thermal
energy (heat). Because all circuits operate best within a certain temperature range, the

packaging must provide an adequate means of heat removal.



When designing integrated circuitry, “zero real estate and zero power supply” are
two major targets. Of course, the two “zeros” are impossible to be realized in practice.
However, they do reflect the future trends in the microelectronics industry-compactness
and low power. Compactness means more functional units are packed in a smaller area
which results in the shrinkage of the device footprint. A low power supply means less
power is consumed by the device which leads to a longer lifetime for batteries and to less
heat generation. However, some functions may be suppressed due to a lower power
supply. As an example, the clock frequency of a digital circuit may be reduced as the
power supply is decreased. Therefore, therev may be a limit on further reduction of the
power supply. On the other hand, advanced fabrication'_ technologies and more
functionality demands are still pushing forward the system integration from large scale
integration (LSI) to very large scale integrétion (VLSI),’until today’s ultra large scale
integration (USL), and from single chip modules (SCM) to multi-chip modules (MCM).
Thus, the net result is higher power density oh chip. For example, Intel is still following
the roadmap according to Moore’s law (Moore, 1965), the doubling of transistors per
square inch on integrated circuits every couple of years. The transistors on lead Intel
microprocessors double every two years, the die size grows by 14% every two years, and
the frequency doubles every two years. In terms of power consumption, the past 486
processor is about 2 Ws, the current Pentium processor is about 100 Ws, and the future
processor in the year of 2008 is expected to be 10000 Ws (Gelsinger, 2001). Figure 1
presents an evolution summary of the heat-flux demands for a wide range of applications,
from the hand-held equipments to high performance mainframes and supercomputers

(Tummala et al., 1997). Hence, modern microeletronics thermal management is facing



considerable challenges in the wake of miniaturizing of components leading to higher

demands on net heat flux dissipation.

As the chip power increases, its power distribution which is generated from local
units is non-uniform due to difference in locallfunctionality and switching activity. The
non-uniformity of the power distribution adds additional challenges to thermal
management. Hot spots inside the integrated chip eventually can cause unrecoverable
changes in their electrical characteristics. The clock can be skewed due to performance
variations in the buffer devices as chip temperature varies. The timing inaccuracy
between units can be induced by temperature dependent device characteristics and
parasitic component valﬁe changes. The temperature dependent electromigration issue in
interconnects and contacts and mechanical failure in interconnects and packaging can
also arise from the non-uniform temperature distribution. As another example, the high-
power laser device, vertical-cavity surface-emitting laser (VCSEL) array, has increased
diode laser wavelength with an increase in temperature. To have a high overall optical
conversion efficiency, the temperature must be quite uniform throughout the diode array.
The isothermality and temperature control allow the maintenance of a precise laser
wavelength, high output efﬁciency and lower thermally induced stresses. Therefore, it is
important to accurately consider the temperature gradient issues and eliminate hot spots

on the chip surface.

Thermal overstressing is by far the most common cause of failure in modern
electronic systems. In electronic packaging, the major causes of electronics failures can
be generally divided as follows: 55% due to temperature, 20% due to vibration, 19% due

to humidity and only 6% due to dust (Chiriac et al., 2001). Hence, the probability of

3



failure in electronic components is strongly dependent on the operating temperature.
Efficient removal of heat from today’s highly integrated ICs remains a major bottleneck
(Tummala et al., 1997). There is a strong need to improve the current capabilities in

thermal management and electronic cooling.
1.2 Cooling Techniques

In the past, a variety of cooling techniques have been developed to enhance heat
transfer in the all three modes (i.e. conduction, convection and radiation). Thermal
management of electronic systems can be divided into three primary stages of heat
transfer between the integrated circuits and the environment into which the heat is
ultimately rejected. The first stage is the local conduction path between integrated
circuits and the surface of the package withinbw‘hich they are embedded. The second
stage is the cooperative thermal management of the heat flux from a number of individual
packages within the enclosure of an entire instrument. Finally, the third stage is the
global rejection of heat to the ambient across the system enclosure. While the first stage
is heat conduction limited, the latter two stages are dominated by heat convection (and to
a lesser extent by radiation). Thus, thermal management technologies can be divided into
two categories: (1) technologies for enhancement of heat conduction to overcome the
thermal resistance between integrated circuits and the surface of their packages (e.g.
thermoelectric devices, micro refrigerators and micro heat pipes); (2) technologies for
enhancement of heat transfer between the electronic package and the ambient, either

across the package surface (e.g. heat sinks) or using a form of a heat exchanger (e.g.



micro channels, spray cooling, and heat pipes). The technologies in each category can be

either “passive” such as heat sinks or “active” such as micro channels.
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Fans are the common approach for cooling electronic equipment (Steinberg, 1991).
There are four major types: propeller, tube axial, vane axial, and centrifugal blowers.
These fans can be single phase, three phase, 60 cycles, 400 cycles, 800 cycle ac/dc,
constant speed, variable speed, and flow rates from 1 cfmm to several thousand cfm. The
problems associated with fans include their low efficiency (e.g. about 80% for backward

curved fan), loud noise and large size.

Thermoelectric devices such as InGaAs/InGaAsP superlattice thin film coolers have
been integrated with InP p-i-n diodes to extract thermal energy from a heated stream (Fan
et al., 2000). The advantage of these devices is that they can be fabricated on very small
scales, and the power density is inversely proportional to the length of the thermoelectric

leg. However, the operational efficiency of these devices is still an issue.

Micro-refrigeration involves the implementation of a full refrigeration flow cycle
(Unger et al., 1996). The key component of this device is a micro-compressor that may
be driven by an engine or externally supplied compressed air. One drawback of these

devices is the need for external plumbing.

Micro-heat pipes are pipes which have been evacuated and, after a small amount of a
working fluid has been inserted, are sealed (Steinberg, 1991). If heat is applied at the
evaporator end, the fluid vaporizes and is transpoﬁed almost instahtaneously to the
condenser end where the latent heat of vaporization is released as the vapor condenses
back into liquid form. The liquid is then carried back to the evaporation end by capillary
action. Therefore, no external power is needed for operation. Several important issues

need to be addressed, including the formation of dry spots along the fluid path, the



critical balance between the opposing capillary and viscous forces, and the thermal

resistance across the heat pipe enclosure where heat is absorbed and rejected.

Micro-channels are heat exchangers integrated in direct contact with the die (Sobhan
et al., 2000). This technology increases the surface area for heat transfer and improves
the heat transfer coefficient. However, this approach requires an external pump or
compressor with plumbing and hence has a penalty associated with viscous losses. For a
given channel characteristic cross-stream dimension éﬁd ‘vo:luine flow rate, vthese losses
increase linearly with the channel length. This cooling technology also requires an
efficient scheme for heat rejection to the arhb'iént,EWhi'Ch ‘depends on the design and

fabrication of a sophisticated heat sink.

Spray cooling relies on two-phase heat transfer within a closed-circuit flow system
by spraying liquid droplets directly on a cluster of integrated circuits within a sealed
enclosure (Wu et al.,, 1999). The flow circuit must include a pump, condenser, and
control circuitry. The disadvantages of this technology are the complexity of the sealed
liquid circuit, the device reliability, the cost, and the large power requirement to operate

the cooling system.

Heat pipes operate on a closed two-phase cycle and have a heat transfer capacity that
may be several orders of magnitude greater than the best solid conductors (Steinberg,
1991). Due to the relatively small thermal resistance of the heat pipe, its evaporator and
condenser can be physically separated without causing a high temperature drop. Hence,
heat pipes can operate in a nearly isothermal mode, while adjusting the evaporation rate

to accommodate a wide range of power inputs and maintaining a relatively constant



source temperature. The main drawback of this technology is the possibility of liquid dry
out in the pipe. In addition, some form of an airside heat exchanger on the condenser end

is still needed.

Each cooling technology has its own strengths and weaknesses. When employed
into a thermal management design, different application: constraints and requirements
need to be considered. Some common éﬁteﬁa for a thermal packaging are good
compatibility with current packaging technologies, high efficiency, high reliability, low
noise, low cost, and low power consumption. This research work proposes a micro
electro mechanical system (MEMS) approach to realize pinpoint air spray cooling. This

MEMS cooling device is based on synthetic jet technology.
1.3  Synthetic Jets

Synthetic jets are so called because they synthesize a jet from a train of vortex rings
or pairs, formed from the external fluid, without net mass addition. The device which

produces such a jet consists of a cavity with rigid side walls, an oscillating diaphragm and

a rigid cap with an orifice. Figure 2 shows the basic synthetic jet concept. When the
diaphragm is vibrated rapidly, air is repeatedly drawn into the cavity through the orifice
and then ejected out of the cavity through the same orifice. As the outgoing flow passes
the sharp edges of the orifice, the flow separates forming a vortex ring, which propagates
normally away from the orifice plate. The vibration of the diaphragm results in a train of

vortices, which are formed at the excitation frequency.

One vibration cycle can be divided into an impingement stroke and an intake stroke.

On the impingement stroke, the diaphragm deflects upward to compress the fluid in the



cavity. The increase in pressure drives the fluid out through the orifice. On the intake
stroke, the diaphragm deflects in the opposite direction, and the cavity acts as a sink to

entrain the fluid back into it from all the directions.

— Jet Uriﬁce

JEt ﬁ—*_r .
cavity 4—————Vibrating membrane

Figure 2. Schematic of a synthetic jet

In one vibration cycle, the cavity periodically works as a sink or a source which

refills or discharges by the fluid. There is no net mass change within one cycle. The

vibrating diaphragm produces momentum itself and adds the average ‘effective’
momentum to the downstream flow. If there is a control surface near the jet exit, the
boundary layer of the control surface can be altered by the synthetic jet. During the
intake stroke of the cycle, the jet draws the low momentum fluid in the boundary layer to
the cavity. In the impingement stroke, the jet adds higher momentum to the flow

boundary layer.



" The concept of synthesizing a turbulent shear flow by controlled coalescence of its
rudimentary coherent vortical structures (e.g. turbulent spots in a transitional boundary
layer or vortex rings in a round jet) was proposéd by Coles (1981) and was later tested in .
a flat plate boundary layer experiment (Savas ‘ét al., 1985). .This turbulent flow forms
because the shear flow is typically hydrodynamically unstable to these perturbations.
Such instability leads to rapid amp]iﬁcatibh of _thé pérfurbatidns and a resultant large
effect on the flow. Flow excitation can be effected using' a variety of techniques
including both external and internal acoustic excitation, vibrating flaps, unsteady
bleeding or blowing, vibrating surfaces, and.mdre recently zero mass flux synthetic jets.
A number of investigations (Westerveldt, 1950 and Stuart, 1966) had been carried out
into acoustic streaming using oscillating plates in resonance cavities and oscillating
cylinders/plates in water and air, with jét velocities of up to 20 m/s in air and 3 m/s in
water, reported. More recently, Jacobs et al. (1993) and Smith et al. (1998) had
conducted more detailed studies on synthetic jets formed from an oscillating surface

membrane.

A synthetic jet can be utilized in microelectronic thermal packaging because its two
unique natures-vortex rings and zero-net-mass-flux. The train of the vortex rings has the
ability to entrain more surrounding low momentum fluid into the jet core. More jet flow
can carry away more heat. In addition, vortex rings induce more disturbances into the jet
flow which facilitates the breakup of the boundary layer. Laminar flow exists in the
boundary layer and heat conduction is the dominant heat transfer mode. With a thinner
boundary layer, heat convection is énhanced with respect to heat conduction. Zero-net-

mass-flux jets require no mass addition to the system, and thus provide means of
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efficiently directing airflow across a heated surface. Because these jets are zero net mass
flux in nature andAare comprised entirely of the ambient fluid, they can be conveniently
integrated with the surfaces that require cooling without the need for complex plilmbing.
This simple structure eases the integration of synthetic jet with ~current packaging
components. Compared with other cooling techniques introduced previously, synthetic
jets can provide efficient, on-the-spot, and on-demand cooling both at chip and package

levels.
1.4  Research Objectives

Synthetic jets have seen widespread laboratory use in flow control (Rathnasingham
et al., 1997 and Rediniotis et al., 1999). The jets actively modify the pressure distribution
over an aerodynamic surface which leads to “dynamic virtual shaping”. Flow separation
manipulation could open new horizons in vehicle control and presents an exciting
alterative over conventional control surfaces. ‘The second widely used application is the
mixing of combustion gases (Chen et al., 2000 and Wang et al., 2001). Fuel and oxidizer
mixed with synthetic jets will alternately generate fuel-rich and fuel-lean combustion
zones in the furnace. This is a promising low NOx combustion technology. Ultility of
synthetic jets in microsystem packaging to enhance thermal management is a newly

emerging application.

In this research, the synthetic jet structure is proposed to be embedded into printed
wiring board (PWB). The micromachined fluidic structure adds heat convection
functionality to the PWB and forms an active cooling substrate (ACS). The fabrication

of the ACS device is investigated. Instead of using the traditional piezoelectric materials,
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a corrugated polymeric diaphragm is designed and optimized. Based on this polymeric
diaphragm, an electromagnetic actuator is designed and optimized for high efficiency,

low noise and low power consumption.

The fluid mechanics of a synthetic jet is well understood. However, the impact of a
synthetic jet on heat transfer is still a challenging and unresolved problem. In this
research, the fluid mechanics and ‘cooling performance of the synthetic jet are
characterized. The optimal jet operating co’nditions and the optimal cooling locations are
determined. Dimensionless group analysis is épplied to ascertain empirical correlations
between fluid mechanics and heat transfer. To achieve a better understanding of the
transport phenomena, computational fluid éynamics (CFD) soﬁWare is used to simulate
the synthetic jet behavior. In terms of this numerical in§estigation approach, some CFD
fluid mechanics modeling of _synthétic jefs'has been conducted previously (Rizzetta et al.,
1999, Moran et al., 2000). This research is chused on coupling heat transfer with fluid

mechanics and simulating this more complicated case.

The final goal of this research project is to develop a sophisticated methodology

which facilitates the thermal management design through the synthetic jets cooling
approach. Empirical correlations and CFD simulations are verified using experimental
results. Both types of modeling can be applied in the future design as predictive tools.
Under a particular cooling budget, a suitable synthetic jet structure will be designed and

fabricated to meet the packaging requirements.
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1.5 Outline

Chapter 2 of this thesis briefly reviews instrumentation used to characterize synthetic
jet behavior. Two simulation tools are used to optimize some design work in this project.
They are also introduced in this chapter. Chapter 3 discusses the ACS design concept
and fabrication in great detail. Fluid and thermal analyses are performed, and the optimal
operation conditions for the ACS are determined. Chapter 4 focuses on CFD simulations
which provide a numerical approach to explore the complicated synthetic jet thermal
management problem. Finally, Chapter 5 summarizes the conclusions drawn from t.he

research.
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Chapter 2

INSTRUMENTATION AND SIMULATION TOOLS

Laser Doppler vibrometry, particle image velocimetry, hot wire anemometer and
infrared thermography have been used to characterize the diaphragm vibration, the
microjets fluid behavior and cooling performance. Two simulation tools, ANSYS and
Fluent, have been employed to model mechanical structure properties and transport
phenomena. A brief introduction to the analysis instrumentations and simulation tools is

provided in this chapter.
2.1  Analysis Instrumentations

The actuator is a critical component in generating the microjet. The vibration of the
actuator diaphragm is evaluated by laser Dobple’r vibrometry. The synthetic jets
generated at the downstream is investigated by a particle image velocimetry (PIV) which
visualizes the entire flow pattern and a hot wire anemometer which pinpoint measures the
velocity magnitude at particular pqsitions. Cooling performance is explored by an

infrared (IR) camera scanning techniqi;e.
2.1.1  Laser Doppler Vibrometry

Laser Doppler vibrometer is &apable of measuring the magnitude of displacement for
a moving object from a remote stition using interferometer techniques. A Polytec Co.

OFV-303 laser doppler vibrometefi a standard single point head interferometer, is used in
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this study. The interferometer is built around a Helium Neon (HeNe) laser source and is

almost completely self-contained.

By allowing the motion of the surface of interest to modulate the path lengths
traveled by the laser beams, an interferometer can be used to detect vibrational signals of
sub-nanometer amplitude. Interference is a phenomenon observed when two beams of
light (from a common origin) are made to coincide. The resultant intensity after re-
combination is seen to vary sinusoidally with the relative phése difference between the
beams. In an interferometer, light from a laser source is divided at a beam splitter into
two beams of approximately equal intensity. One beam exits from the “inner”
interferometer cell, strikes the target, is coupled back into the interferometer and mixed
with the reference beam. Each light beam, when impinging on photodetector, undergoes
a phase shift determined by the distance that it has traversed (as shown in Figure 3). The
phase shift can be related to the geometrical paths traveled by the beams. In this way, the
displacement of vibrating surface is converted into a measurable phase difference and is

accurately measured.

In the OFV-303 single point interferometer system shown in Figure 4, a linearly
polarized HeNe laser is used as a light source, with its polarization oriented at 45 degrees
to the horizontal plane of the source. A polarizing beamsplitter 1 splits the input beam
into orthogonally polarized signal and reference beams. The signal beam, having passed
through beamsplitter 1 and 2 and the focusing lens system, hits the measurement object. ‘
The special nature of beamsplitter 2 ensures that the returning beam is directed
downward to beamsplitter 3. It combines here with the reference beam to generate the

radio frequency (RF) modulated interference signals. Both output signals from

15



beamsplitter 3 are converted to electrical signals by photodiodes 1 and 2. The resulting
output voltage constitutes the output signal of the interferometer and is transmitted to the
processor controller where the RF signal processing is used to extract the velocity and
displacement information. The resolution of the displacement in the most sensitive

setting is 8 nm.
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Figure 3. Schematic of an interferometer
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Figure 4. Layout of an OFV-303 laser Doppler vibrometer

2.1.2 Hot-wire Anemometer

A hot wire anemometer is basically a thermal transducer (Perry, 1982). An electric
current is passed through a fine filament which is exposed to a cross flow. As the flow
rate varies, the heat transfer from the filament varies». This in turn causes a variation in
the heat balance of the filament. The filament is made from a material (e.g. tungsten)

which possesses a temperature coefficient of resistance (i.e. if the temperature of the
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filament varies, so does its resistance and hence the Joule heating). The variation of
resistance is monitored and produces signals related to the variations in flow velocity or
flow temperature. Therefore, the hot-wire method can be used for measuring the

instantaneous velocities and temperatures at a point in a flow.

There are two modes of operation of a hot-wire 'system. The first is the constant
current mode, in which case the current in the wire is kept constant and variations in wire
resistance caused by the flow are measured by monitoring the voltage drop variations
across the filament. The second is the constant temperature mode. Here the filament is
placed in a feedback circuit which tends to maintain the wire at constant resistance and
hence constant temperature. Fluctuations in the cooling of the filament are seen as

variations in the wire current.

In this study, the constant temperati]re mode is used. The anemometer measures the
fluid speed using a delicate probe (Dantec Co.) which consists of a 1 mm long, and 5 pm
in diameter tungsten wire. This probe is heated to a temperature higher than the average

temperature of the fluid. Using sophisticated circuitry, the anemometer stabilizes and

maintains the probe temperature at a constant level throughout the measurement. Since
the fluid flowing past the probe has a lower temperature than the probe, the wire is
constantly being cooled by the fluid flow. The higher the velocity, the faster the rate of
cooling. Since the anemometer must maintain the probe temperature at a constant level,
it is therefore sensitive to the rate at which it is being cooled, i.e., the fluid velocity. This
velocity is translated to a continuously changing voltage which has a nonlinear
relationship with the flowing fluid. This voltage then undergoes signal conditioning, to

filter out noise and improve the signal/noise ratio. After proper calibration of the probe
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channels, it is possible to measure fluid velocities with an aécuracy of 0.05% or greater,
depending upon the measurement range and the quality of the calibration. In practice, the
hot wire is calibrated by exposing to a series of flows with known characteristics. The
resulting sensor readings are then recorded in a lookup table. Interpolation is used to
evaluate intermediate readings during actual testing. The response time between the
measurement and the instrument output is very short in comparison with other methods
of fluid flow measurement and can reach a minimum of 1/2 microsecond. The major
advantage of this mode is that the compensation for the thermal inertia of the filament is
continuously adjusted automatically as its operatiﬁg poi.nt varies. Thus, if one is taking a
traverse of a wake, jet or boundary layer, thgre is no need for a special square wave
calibration and compensator setting for each velocity. >In reality, the constﬁnt temperature
anemometer does not hold the wire exactly at constant temperature. The wire resistance

has to vary by a small amount so as to give the amplifier a ‘feedback’ signal.
2.1.3 Particle Image Velocimetry

Particle image velocimetry determines the distance that particles have moved in the
time betweqn laser pulses. This enables the complete mapping of the velocity flow field
external to the jet outlet. The system (TSI Inc.) consists of a pair of 50 mJ NdYag lasers,
a system of lenses designed to create a shect of arbitrary thickness and width, and a
1000x1000 pixel charge-coupléd devici:e (CCD) camera as shown in Figure 5. The
measurement area within the ﬂoiw ﬁeldls defined by the position and physical dimension

of a fan of laser light. With tHe-illﬁllili:ﬁation of two short duration laser flashes in the

measurement area, a double-exipogur“eikbf the flow field is captured (through the CCD

camera to the frame grabber card) on the computer. Once the spatially displaced images

19



are stored in two separate frames, each velocity vector is extracted by performing
mathematical correlation analysis on a cluster. of I;artikcles within each interrogation
region between the two frames (eliminating fhe problem of directional ambiguity). The
seeding particles generated from the burnt incense in a closed chamber éct as a tracking
particle source. INSIGHT software (TSI Ihc.) uses 2—frarhe cross-correlation to measure
the distance which particles have moved bétWeen exposures on two image frames and
then calculates the flow velocity. A square interrogation spot measuring 32 pixels on the
side on a 64x64 grid is a trackiﬁg ﬁrﬁt for. dis‘t'ance. measureﬁlen‘t. The delay time
between the two laser shots is chosen such that the maximum velocity of interest would
result in motion across 25% of the interrogation area. In the system, lasers and camera
can be locked to the driving signal of the actuator, and all data are averaged over at least

50 realizations (100 images).
2.1.4 Infrared Thermography

Infrared thermography has been used extensively in sensing thermal patterns on the

heating surface of interest. Typically the analysis uses an infrared thermal scanning

camera to record television-like thermal images on film or videotape. The information is

then analyzed.

IR energy is emitted by all materials above 0 °K. Infrared radiation is part of the
electromagnetic spectrum and occupies frequencies between visible light and radio
waves. The IR part of the spectrum spans wavelengths from 0.7 micrometers to 1000
micrometers (microns). Within this wav;e band, only frequencies of 0.7 microns to 20

microns are used for practical, everyday temperature measurement. The property of a

20



body to emit radiation is called its emissivity. Different kinds of materials and gases

have different emissivities, and will therefore emit IR at different intensities for a given

temperature.
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Figure 5. PIV flow diagram
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Using specially designed sensors, IR imaging systems detect heat energy invisible to
human eyes and convert this into a visible picture. The newly developed focal plane
array (FPA) technology incorporates rows and columns of individual IR sensors which
eliminates the requirement for scanners. Each IR sensor scans at the target and creates its
own pixel of temperature image. In this reseérch, ThermaCAM PM180 (Inframetrics
Inc.) is used. The systems cooled Pt.Siv detecto'r delivers shortwave (3.4 pm to 5.0 pm)
response required vfor wide range of basic and h‘igh temperature induétrial applications.
Its spatial resolution is 1.2 mrad (instantaneous field of view), and the thermal sensitivity

can reach +0.07 °C.

The advantage of the IR thennogréphy technidue is thét an infrared camera is a non-
contact device that detects infrared energy (heat) and converts it into an electronic signal,
which is then processed to produce a thermal image on a video monitor and perform
temperature calculations. Heat sensed by an infrared camera can be very precisely
quantified, or measured, allowing to not only monitor thermal performance, but also to
identify and evaluate the relative severity of heat-related problems. Here the IR camera

is used to map the temperature contour on a heated surface.
2.2 Simulation Tools

Simulation tools are used in this study to model diaphragm motion and the resulting
microjet flow. Finite element method (FEM) software, ANSYS, is used in diaphragm
design to optimize its vibration behavior; finite volume method (FVM) software, Fluent,
is used in microjet and fluidic structure design to maximize jet flow and enhance heat

transfer.
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2.2.1 ANSYS

ANSYS is a general-purpose finite element modeling package offered by ANSYS
Inc. for numerically solving a wide variety of mechanical problems. These problems
include: static/dynamic structural analysis (both linear and non-linear), heat transfer and

fluid problems, as well as acoustic and electromagnetic problems.

In this study, ANSYS is used to simulate the mechanical behavior of diaphragm i.e.
the displacement of diaphragm under certain force. Thus, it is possible to optimize the
diaphragm structure design by maximizing the displacement and minimizing the applied

force, which will help to reduce the input energy to the system.
2.2.2 FLUENT

Fluent is a computational fluid dynamics (CFD) simulation package produced by
Fluent Inc. It is suited to perform flow and heat transfer modeling. This study uses
Fluent to simulate the fluid mechanics and heat transfer of synthetic jets. GAMBIT is the
preprocessor of Fluent which is also the product of Fluent Inc. By using GAMBIT,
geometry of a physical model is drawn, meshing points are applied, and boundary
surfaces are defined. The Fluent solver then is used to solve the problem with suitable
fluid model. This software enables numerical results to be postprocessed into visual
graphs. Once a simulation model is sufficiently robust to match experimental results, it
can be used to predict the synthetic jet behavior and optimize the active cooling

substrates design.
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Chapter 3

Active Cooling Substrates

As a micro-electro-mechanical system, the active cooling substrate is the
implementation of synthetic jets in the printed wiring board packaging component. This

chapter describes the ACS design, fabrication and characterization.
3.1 Design Concept

Printed wiring boards (PWBs) are a composite of an organic (i.e. epoxy) and an
inorganic (i.e. glass ceramic) material with external and internal wiring, allowing the
electronic components to be mechanically sﬁpported and electrically connected. One of
the goals of this study is to also incorporate fluidic channels into the PWB. This would
result in an increase in the functionality of fhe PWB to iﬁclude thermal management as
well as electrical interconnection and mechanical support. Figure 6 shows the concept of

an active cooling substrate (ACS) with fluidic functionality built in the PWB substrate.

A heat carrier fluid, either in liquid state or in gas state, is driven through the fluidic

passages and removes the heat generated by the thermally-active electronic devices.

To achieve this goal, two requirements must be met. The first requirement is that the
fabricatién technology to build the fluidic structures must be compatible with PWB
manufacture. Figure 7 shows the basic steps of the lamination process for the formation
of integrated fluidic channels in 'a PWB-compatible process. Multiple layers of printed

wiring board are patterned either by mechanical drilling or laser cutting to form the

24



fluidic channels. These layers are then stacked, aligned, and laminated to form the final

PWB structure with embedded fluidic functionality.
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Figure 6. Schematic of the active cooling substrate

The second requirement is that the driver that creates the heat carrier fluid flow must
have a low profile in order to fit within the thickness of the PWB. Typical PWB
thicknesses are approximately 2 mm. Synthetic jets are ah attractive approach to this
problem since they can be fabricated within the thickness of a PWB. Figure 6 shows a
schematic of the synthetic jet driver. A jet cavity is bounded on one side by a rigid plate
bearing an orifice hole» and on the other side by a flexible diaphragm. The vibration of
the membrane results in the alternating entrainment and expulsion of air into and out of

the cavity through the orifice hole as shown in Figure 6.
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Figure 7. Lamination process (a) patterned multilayers; (b) laminated PWB

Zero net mass flux is a main feature of synthetic jets, which means that no
externally-supplied flow is needed to synthesize the jets. In addition, due to the small-
scale vortical structures inherent in the synthetic jet, enhanced heat transfer is possible.

The simple structure of the jet driver also lends itself to the desigrl of low profile drivers.

The ACS can be fabricated by mtegratmg synthetlc jet technology into the PWB
process as shown in Figure 7. Fluldlc passages bu11t 1nto the ACS can vector the jet to
the desired point on the PWB. : The ‘ACS can prov1de on—demand, pinpoint cooling of
individual elements, multi-elem‘enr ‘coo‘ling by jet positfoning and Vectoring, and
cooperative, peristaltic-like pomplng of amblent air over the d1e surface for efficient
coupling to the global heat transfer This methodology could prove advantageous over

|

other thermal management technologles due to its simple structure without external

plumbing, easy integration with circuitry, and high efficiency.
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3.2 Diaphragm Material Selection

The integrated active cooling substrate is composed of two important components:
(1) the actuator to generate the microjet; (2) the 'prinied wiring board substrate with the
fluidic passages which define the jet cav:ity and vector the microjet toward the hot
electronics on board. In this study, two types of actuators are evaluated (i;e; piezoelectric
actuators and electromagnetic actuators) which are distinguished by different diaphragm

materials and excitation methods.

In the piezoelectric actuator, the vibrating diaphragm is either a piezo ceramic (e.g.
Lead Zirconium Titinate-PZT) or a piezo polymer (e.g. polyvinylidene fluoride-PVDF).
Piezoelectric materials can be used to convert electrical energy into mechanical energy.
When a voltage is applied to a sheet of piezo film, it causes the film to change
dimensions due to the attraction or repulsion of internal dipoles to the applied field.
When one voltage polarity is applied, the piezo film becomes thinner, longer and wider.
The opposite polarity causes the film to contract in length and width and becomes
thicker. An alternating current (AC) voltage thus causes the film to vibrate. To obtain a
sufficient air velocity, it is required to operate piezo ceramic disks under high frequencies
(above 300 Hz) and large voltages (larger than 40 V). At higher frequencies, the
small-scale turbulent eddies present at the fluidic channel exit. The scale of the turbulent
eddies is small and predominantly results in the high-frequency gas jet noise. At lower
operation frequencies, the acoustic noise can be dramatically abated. On the other hand,
a large voltage requirement means higher power consumption. Under current low power

supply designs, this high voltage requirement may not be practical on the PWB. As a
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result, the use of piezo ceramic actuators for the generation of the microjet would be
unacceptable for cooling in many electronics applications. Therefore a piezo polymer is

considered in the study.

Polyvinylidene fluoride (PVDF) is a thermoplastic fluorocarbon. PVDF can be
made into a piezoelectric material by polarizing it in a manner similar to that used to
produce electrets (Gallantree et al., 1976). This is achieved by heating up the polymer to
about 100 °C, applying a large electric field (in excess of 60 MV/m), and then cooling
with the field applied. Under the influence of the electric field, the dipoles of the  phase
(the intrinsically piezoelectric crystal phase in PVDF) are able to rotate to give a net
macroscopic polarization. This orientation of the dipoles is then frozen in place upon

cooling, thus achieving a permanently piezoelectric material.

PVDF film with silver ink coating (Measurement Specialties Inc.) is obtained for this
study. As found in a bimetallic strip, two sheets of piezo film are adhered together to
form a bending element, or “bimorph”. An applied voltage causes one film to lengthen,

while the other contracts, causing the unit to bend. An applied voltage of opposite

polarity bends the bimorph in the opposite direction. Under 150 V, the deflection is only
about 0.5 mm in amplitude when one end of the strip is clamped and the other is free.
Once the entire diaphragm is clamped on board with all the edge fixed, the displacement
of the diaphragm center is indiscernible. Thus, the piezoelectric polymer film is not

suitable to generate strong airflow.

The use of an electromagnetic actuator to generate airflow is also considered (Figure

8). There are three important parts in this kind of device: a flexible, elastic diaphragm; a
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magnetic coil which can generate alternative magnetic field; a permanent magnet which
offers a constant magnetic field. The latter two parts form the driving circuit to vibrate

the diaphragm.

Figure 8. Electromagnetic actuator schematic

The diaphragm material must be flexible with a low Young’s modulus, enabling a

large displacement with a small applied force. In addition, to increase the efficiency of
the device, air leakage must be prevented. Thus, the diaphragm is laminated on the
printed wiring board (PWB) to insure tight contact. The polymer selected also must be
able to survive a lamination process consisting of exposure to 4400 N force and 177 °C

for 30 minutes.

The polymer materials used in the diaphragm fabrication are fluoroelastomers

produced by Dyneon. Three formulations of this copolymer (shown in Table 1) are
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specially formulated by Dyneon for this study and will be referred to as “A”, “B”, and
“C”. FE-5621Q (vinylidene fluoride hexaﬂuorépropiylenc polymer, 98% by weight and
bisphenol AF, 2% by weight) and FC-2145 (l-prépene, 1, 1, 2, 3, 3,'3-h¢xaﬂuoro
polymer with 1, 1, -difluoroethene) are the rhéin compounds in the fluoroelastomers. The
mechanical properties for each elastomer investigated are listed in Table 2. From the
tensile modulus data, material B and C are stiffer than material A. This is achieved by

increasing the total level of curing agent and by altering the filler composition.

This class of polymers has the advantage of both being able to survive the lamination
process as well as being able to be molded into a variety of shapes. All the characteristics
of the fluoroelastomers fit the electromagnetic actuator design requirements. Hence, this

polymer is selected and used as the diaphragm material for the actuator.
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Table 1. Formulations of Dyneon Fluoroelastomers

Formulation (i)arts by weight) A | B C
FE-5621Q 70 100 100
FC-2145 30
N-990 Medium Thermal Carbon Black 10
N-774 Semi-Reinforcing Furnace Black ' . 8 8
Calcium Hydroxide | 6 6 6
Elastomag™ 170 Magnesium Oxide ‘ 3 3 3
50% Bisphenol AF MB Cure Agent | 1.32
FX-5166 Cure Accelerator | 0375
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Table 2. Material properties of Dyneon Fluoroelastomers

Fluoroelastemer A B C
Press Tensilemodulus, MPa | - 9.05 | 918 | = 9.60
Cure
Elongation to break, % - 365 - 233 176
at 350 °F
Tensile modulus at 50% | 0.896 . 1.29 1.72
elongation, MPa
Tensile modulus at 100% 1.29 2.44 4.07
elongation, MPa
Post Tensile modulus, MPa 114 10.3 9.47
Cure
Elongation to break, % 311 204 134
16 hours
Tensile modulus at 50% 0.986 1.22 1.99
at450 °F
elongation, MPa
Tensile modulus at 100% 1.46 2.46 - 5.49
elongation, MPa

32




3.3 Polymeric Corrugated Diaphragni Structure DeSigri

The Dyneon fluoroelastomer has a low Young’s modulus of about 10 MPa. To
obtain a larger displacement for a given force, it is proposed that concentric cifcular
corrugations be molded into the polymeric diaphragm. A corrugated structure can
increase the linear deflection range of the diaphragm and reduce the residual stress left
during the diaphragm fabrication. Hence, diaphragms with mechanical sensitivities of
approximately one order of magnitude higher deflections can be achieved compared with
the corresponding flat diaphragm. The corrugated polymeric diaphragm consists of a
rigid center, some circular corrugation structures and a circular mounting rim as shown in
Figure 9. The rigid center where the electromagnetic force is applied on the diaphragm
must not bend appreciably under load and be sufficiently large in diameter to prevent
bulging of the unsupported area of the diaphragm. The mounting rim is designed to
laminate the diaphragm onto the PWB substrate. To optimize the corrugation structure,
an analytical characteristic equation and an FEM simulation tool, ANSYS, have been
used to investigate the deflection of the diaphragm. Parameters related to the dimensions
of the corrugated diaphragm (i.e. diaphragm diameter, corrugation thickness and

corrugation depth) have been considered.
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Corrugations

Figure 9. Schematic of a corrugated diaphragm

Heat carried away by the flow media can be determined by the following equation:

q = mC,AT = pOC,AT “ . o)

where g is the heat flow rate, C, is the specific heat of the flow media, AT is the
temperature difference at the exit and entrance of the heating zone, 7z is the mass flow
rate. If the flow density p is considered constant, the mass flow rate # can be calculated
as the product of density p and volumetric flow rate Q. Based on Equation (1), to
enhance heat convection over a hot electronic component, the volumetric jet flow rate
must be maximized. An increase in the volumetric flow rate has twd effects: first, a

greater jet flow will carry away more heat; second, a more powerful jet flow will entrain
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more induced airflow which also removes more heat. Equation (2) presents the
volumetric flow rate (Q) during impingement strokes for synthetic jets under the
assumption that air compressibility is ignored (an assumption that is valid when the

velocity is significantly less than the velocity of sound):

Q=AV-(2f)=i3’--(b2 +ab+a2)-(—§—)-(2f)=§~(b2 +ab+a?)-D-f @)

AV is the volume change during diaphragm vibration from rest position to full
impingement position which is approximated as a frustum of a cone; b is the rigid center
radius; a is the diaphragm radius; D is the peak-to-peak deflection of the diaphragm; fis
the operation frequency, which is normally selected to be the resonance frequency where

the deflection is largest.

The geometry of a diaphragm plays an important role in modifying the volumetric
flow rate. It will affect every variable in Equation (2). The diaphragm dimensional
impact on vibration frgquency will be discussed later in this section. Obviously, changes
in the size of rigid .<‘:enter or diaphfdg:rr;l will dramatically change the volumetric flow rate.
The size of the diaphragm is lim‘it’e?d because of the device application that requires
integration with small and compéét electric components. Therefore, the diaphragm size
is a set parameter defmed by its ‘appl.ié:ation. In addition, by the limit of our laboratory’s
molding techno'llogy' and material pf&;)%enies, the thickness of the corrugation structure (/)

can not be less than 0.1 mm. The other important adjustable geometry parameters are the
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radius of rigid center b and the depth of corrugation A which can affect deflection D in

Equation (2).

From the energy cost perspective, it is advisable to obtain maximum diaphragm
displacement with a smaller driving force, namely a smaller coil driving current. The.
resistance to a loading force is due to both bending and tensile forces. The bending effect
is linearly proportional to the diaphragm displacement. The tensile forces are negligible
at low displacement but become more significant at lz‘irge. displacement. The tensile
effect is proportional to the third order of thé 'diaphragm displacement. Based on the
method of superposition, Giovanni (1982) relate’dA St.atic‘forc'e ‘with co“rrugated aiaphragIn

deflection by the following characteristic Equation (3):

”'EIIZBKFAF)'(—,L)'*'(”HEI; LFBF)_(D_)3 - . 3)

F =
( 2 2

where F is the sfatic force applied on the diaphragm, E is the material elasticity modulus.
Ar is the flexural force coefficient, and Bf is the tension force coefficient which are
functions of the ratio A/H. Ar decreases as h/H increases, while Br increases as h/H
increases. K is the bending stiffness coefficient, and Lr is the tension stiffness
coefficient which depends on the ratios of both b/a and //H. Kr and L increase as b/a
increases or #/H increases. The stiffness and linear range of the corrugated diaphragms
may be increased by the depth of the corrugations. The shape and number of

corrugations have a small effect on the stiffness of the diaphragm. ANSYS is also used

36



to model the deﬂection under an applied force to check the results from the characteristic
Equation (3). An axisymmetric physical model of the diaphragm is drawn and meshed
into triangular elements. The edge of the diaphragm is fixed, and a force is loaded at the
diaphragm center. The deflection of the entire diaphragm can be simulated. In ANSYS,
a nonlinear large deflection model is used to calculate the load-displacement relationship

as shown in Equation (4):

{1} =[K1{u;} 4

[K]=[K, @ )]+ [Kg ;)] (5)

where {qi+;} i1s a vector of external nodal forces, and {u;} is a vector of nodal
displacements of the structure. [K] is a stiffness matrix which consists of two terms as
shown in Equation (5). [Kp (ui+1)] is the structure stiffness matrix, and [K¢ (u;+/)] is the
structure geometrical stiffness matrix. In small displacement simulation, only [Kp (14;+1)]
is considered and -maintained constant under different loads. In large displacement
simulation, [Ks (u;+/)] is taken into account as Well which represents the geometry
nonlinearity and varies with the compressive axial loads. The nolnlinear‘nature of a large
deflection analysis requires an iterative solution. For any given loading coﬁﬁguration
and a load step, the program must iterate while updating the stiffness matrix, [K] and the

displacement vector, {1;} until the change in displacements is sufficiently small.
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From Equation (3) and ANSYS, an optimized geometry can be obtained from the
energy cost view (i.e. the optimal values for rigid center radius b, depth of corrugation
H). However, since the final goal is to maximize volumetric flow rate,- the effect of
diaphragm geometry on resonance frequency has to be considered as well to maximize

the product of D and f. Resonance frequency can be calculated by the following

‘¢

equation:
1 |k

[y (6)
2 \'m

where m is the mass of the diaphragm, and £; is derived from Equation (7) as:

k. = K A @)

To increase the resonance frequency, b should be enlarged to achieve larger Kr, also it
can enlarge the 4° and ab terms in Equation (2). Howevér, this will reduce deflection
under a certain force. Considering both the energy view and the frequency view, once
the frequency falls into some desired range (i.e. tens of Hz, or hundreds of Hz), the

optimal rigid center radius (b) is obtained. Then the other optimal dimensions can be
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determined as well. Based on the design principles discussed above, two diaphragm

prototypes have been optimized and employed in different ACS microfluidic structures.

The first prototype, diaphragm I, is utilized in a vertical microjet device (shown in
Figure 10(a)). The outer diameter (OD) of diaphragm I is set to be 16 mm, then the rigid
center diameter is optimized to be 5 mm. There are threé 90-degree triangular
corrugation structures on the diaphragm‘\'vith)a corrugation depth of 2.0 mm and a
diaphragm thickness 0.1 mm. This diaphrégm has a resonance frequency of about 40 Hz.

The entire diaphragm is made from fluoroelastomers.

The second prototype, diaphragm II, is a hybrid diaphragm which ig made from two
different materials (fluoroelastomer and epoxy pfepreg) and .is used in a taﬁgential
microjet device (shown in Figure 10(b)). Diaphragm II is a modification of diaphragm I.
It has an OD of 33 mm, which is larger than diaphragm I, to obtain larger periodical
volume change. A low-density material epoxy prepreg is selected to build a rigid center
insfead of the elas-tomer because it is much stiffer. As a result, less material is' needed

which will make a thinner rigid center, dramatically reduce the total mass of the

diaphragm and as well the force to drive it. The epoxy prepreg is cut into circular sheet
with 24 mm in diameter and glued at the opened center of the diaphragm surrounded by
elastomer corrugation structures. Diaphragm II has one and a half 60-degree triaﬁgular
corrugation structures with 2.2 mm in depth and 0.2 mm in thickness. This diaphragm

has resonance frequency of about 100 Hz.
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Figure 10. Structures of diaphragms (a) diaphragm I (b) diaphragm II

To fabricate the diaphragm, a molding technology is used. An aluminum mold is
built into two parts. Dyneon fluoroelastomer pellets are fed into the gap between the two
parts of the mold, and cured under 4448-N force and at 177 °C for 30 minutes. Then the
mold is separated and diaphragm is removed. Diaphragm II involves the formation of a
corrugated ring with an opened center. The rigid center disk for the diaphragm is cut

from an epoxy prepreg sheet and glued to the corrugated ring using a cyanoacrylate glue.

After the diaphragms are fabricated, they are assembled with the coil and magnet
into the PWB substrate. Then their rf;echanical properties can be tested. The results will

be discussed in the following sectio:h‘si." :

S
3.4  Vertical ACS Device -

i
In the vertical ACS conﬁguratibﬁ, the synthetic jet is vertical to the outlet plane. A

schematic of the device is shown in Figure 11. The magnet is mounted on the vibrating
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diaphragm, and the coil is fixed on the substrate. During the course of the diaphragm
molding process, a small flat magnet is buried in the rigid center of the diaphragm I.
Another samarium-cobalt (Sm-Co) magnet is then placed on the diaphragm using the
attractive force between those two magnets. This Sm-Co magnet has a cylinder shape
with 3.2 mm in diameter and 3.2 mm in height. A coil with 4.2 mm in iﬁner diameter and
4.1 mm in height is wound by using 0.125 mm diameter copper wire; the total resistance
is approximately 8 ohms. The coil is glued in the substrz;te cavity.- With an applied AC
current to the coil, the magnetic force between coil and magnet drives the magnet through
the stationary coil and vibrates the diaphrégrf;. Fiéure ';12 sHows ‘an assembled vertical
ACS device. The éctuator vibration, microjet fluid mechanics, and cooling performance

~are investigated.

Cail _ACS fluidic
: - passage

//
Iegnet \\\Diaphragm

Figure 11. Schematic of a vertical ACS device
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Figure 12. Assembly of a vertical ACS device (a) top view of vertical ACS (b) A-A cut

view of vertical ACS (c) bottom view of vertical ACS (d) B-B cut view of vertical ACS

3.4.1 Diaphragm I Excitation

Displacements of the actuator diaphragms are studied under both static force and
dynamic force. These results help to determine the optimal operation conditions and to
verify the use of simulation tool!s (i.e. ANSYS or the theoretical characteristic equation)

to optimize diaphragm design.

As mentioned in Section: 3.2, there are three formulations of the Dyneon
fluoroelastomers which have different tensile moduli. Using these elastomers and the

same mold designed for diaphragm I, three different diaphragms are fabricated. Their
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property comparisons will be discussed later. Diaphragm I-A refers to a diaphragm I
made with copolymer A; diaphragm I-B refers to diaphragm I made with copolymer B;

diaphragm I-C refers to diaphragm I made with copolymer C.

The deflection of diaphragm I-A is studied by first applying static force. The force is
generated by loading a mass on the diaphragm. The deflection is measured using a
microscope. The results are shown in Figure 13. ANSYS modeling (as explained in
section 3.3) and the theoretical characteristic equation results are also compared with the
experimental results. As the applied force increases, the deflection increases as well.
Below 0.013 N, deflection is in a linear regime. It is observed that the experimental
results are in good agreement with the predictions from ANSYS modeling and the
characteristic equation up to 0.013 N. In actual use, the diaphragm is operated in this
linear regime (i.e. F<0.0/3 N). Both tools are satisfactory for design and optimization of

the diaphragm in the linear regime under static mode.

In the characteristic Equation (3), the first order term dominates in small deflection
regime and the third order term dominates in large deflection regime. The ANSYS
simulations more closely represent the data than the characteristic equation in large
deflection regime because ANSYS offers a comprehensive set of nonlinear laws (i.e.
large displacement models) to accurately simulate the nonlinear large deflections under

external forces.
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Figure 13. Deflection vs. static force of diaphragm I-A

When driven by an electromagnetic force, the diaphragm operates in a dynamic
mode. In this case, the frequency response can be studied to find the optimal operation
frequency. Figure 14 shows the experiment performed on diaphragm I-A with microjet
outlet size of 4.09 mm in diameter, the coil driving current is 180 mA. The peak-to-peak
deflection is measured by laser vibrometer. Experimental data are drawn in logarithm
and decibel scales. For this diaphragm, the resonance frequency is 40 Hz. After the
resonance frequency is exceeded, the deflection magnitudes decay with the slope of -40
dB/decade, indicating a second order harmonic system. Physically, the quality factor is
the ratio of the stored energy and the dissipated energy in the system. From the data in
Figure 14, the quality factor can be calculated by the ratio of resonance frequency and 3
dB-decay bandwidth. The quality factor is approximately 2 for this system. This low

value indicates that significant energy is dissipated in the “spring” vibration system.
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Figure 14. Frequency responses of diaphragm I-A in log-dB scale

'The type of material used in the diaphragm will also affect the volumetric flow rate.
The modulus of the material affects the deflection and frequency in Equation (2). If the
material is stiffer, then a smaller deflection under a certain force and larger resonance
frequency will occur. In this study, three different elastomer materials are made into
diaphragm I-A, B, C respectively which have the same geometry and are ope;ated at the
same conditions. From Figure 15, the resonance frequency of the dl;ap‘llrégms;:ir}creasebs
as the modulus of the polymer increases. Diaphragm I-A has resonance abéut 40 Hz, I-B
50 Hz; I-C 90 Hz. At the same time, the maximum deflection also decreasesgwith
increasing modulus. Diaphragm I-A has maximum deflection about 3.3 mm; :I-B 2.2
mm; I-C 0.7 mm. With the samezdevice geometry and the same operation condifiéné, fhe

outlet flow rate should be proportional to the product of frequency and deflection
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(Equation (2)). To obtain the largest flow rate at the outlet, diaphragm I-A is the best

choice.
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Figure 15. Frequency responses of diaphragms made from different materials

The pressure load can also affect deflection and resonance frequency. When the
diaphragm vibrates, the air in the cavity is alternately pushed out and drawn in.
Therefore, the pressure within the cavity varies during operation, resulting in a damping
effect on the diaphragm. To observe the loading effects, the diaphragm I-A is placed in

the cavity with different outlet orifice sizes. Table 3 shows this series of experiments
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which are performed under the same electromagnetic force with the coil driving current
180 mA. From Table 3, the loading.;e.ffec‘tA is éﬁséfved when the outle.t‘oriﬁce size is
smaller than 2.72 mm in diameter, for which the deflections begin to depend on the
orifice diameter. For orifice sizes larger than 2;;72' mm, diaphragrn deflections are similar

at the resonance frequency about 40 Hz; therefore, loading effects can be ignored.

Fatigue tests are also performed on diaphragm I-A. The integrated ACS is
continuously vibrated at its resonance frequency for over two weeks. No obvious
mechanical properties changes (i.e. yielding or breaking) occurred during this time

period.
3.4.2 Vertical ACS Fluid Mechanics Characterization

The fluidic characterization is performed in the vertical ACS with a jet outlet
diameter of 4.09 mm, operating at 50 Hz with a coil driving current of 180 mA. The
diaphragm (with dimensions given in section 3.3)' is made from elastomer material A.
The fluid mechanics of the microjet is investigated by using PIV and hot-wire

anemometry.

A sequence of PIV images of the velocity flow field at the jet outlet is taken phase-
locked to the actuator driving signal at 18 equal time intervals. The measurement setup is
shown in Figure 16. The images begin with the upward motion of the actuator diaphragm
(¢#/T=0; t is operation time, 7 is period) which results in the ejection of fluid from the jet
cavity (Figure 17(a)). The evolution of the synthetic jet can be divided into two distinct

domains. Near the jet exit plane, the flow is dominated by the time-period formation and
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advection of discrete vortex rings which ultimately undergo transition to turbulence, slow

down and lose their coherence.

Table 3. Frequency responses of diaphragm I-A under different loading conditions

Outlet orifice diameter Peak-to-peak deflection at | Resonance frequency
(mm) resonance (mm) (Hz)
4.09 3.328 40
3.78 3.328 40
3.25 | 3.328 40
2.72 3.232 40
2.51 3.264 40
2;20 3.059 | 40
1.52 2602 I 3
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Each image shows the flow field captured by the camera on the 2-D symmetric plane
of the device. X-axis is right above the outlet in horizontal direction. Y-axis is normal to
the outlet. The physical size of each image is 17 mm wide and 17.2 mm high. The outlet
orifice is located at position of (5 mm, 0 mmj point. Tile ﬁont end of the fluid slug that is
ejected out of the orifice and leads to the formation of the vortex ring is apparent at time
t/T=0.055. Some traces of the previous vortex ring are still discernible above y=10 mm.
In subsequent images (0.111<t/T<0.444), the new vortex ring continues its rollup as it is

advected downstream. This represenfs the impingement stroke.

Jets

\

Figure 16. Schematic of vertical ACS PIV measurement setup

At 0.5<t/T<0.944, the jet undergoes the intake stroke where air near the outlet is
pulled into the cavity. At the same time, the cores of the vortex ring still have high axial

‘momentum, continue the upward motion. In addition, the vortex ring begins to exhibit
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small-scale motions and undergoes a transition to turbulence Which is accompanied by a
reduction’in their advection velocity. The transition process begins with the onset and
rapid amplification of a spanwise instability of the primary vortex that leads to the
formation of normally spanwise-periodic, counter-rotating, streamwise vortex rings that
are wrapped around the cores of the primary vortices and ultimately lead to a cellular

breakup of their cores.

Due to the effect of the channel which vectors the jet into horizontal direction, the jet
is not normal to the outlet surface; the flow is tilted at an angle to the jet outlet. This also
causes the unsymmetrical vortex ring where the left-hand side of the vortex is much

larger than the right-hand side.

A hot-wire anemometer is used to measure the velocity magnitude of the synthetic
jet at some position above the outlet. The magnitude of the phase-averaged centerline
velocity in one period at a position of 0.8 mm above the outlet is shown in Figure 18.
Actually, the velocity magnitude right at the outlet is of great interest due to the zero-net -
mass-flux feature of synthetic jets. However, the closest position of 0.8 mm above the
outlet is selected as the measurement position because of the size of the orifice, which is
not large enough to accommodate the hot-wire probe without outlet blockage. Another
reason for keeping the wire out of the orifice is to prevent the hot-wire from heating up

the air in the channel and greatly changing the flow field.
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Figure 17. Phase-locked PIV images of vertica] ACS in X-Y plane taken at 18 equal

intervals during the actuator cycle
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Figure 18. Phase-averaged centerline velocity magnitude in one cycle at the position of
0.8 mm above the outlet, orifice diameter=4.09 mm, frequency=50 Hz, and coil driving

current 180 mA
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Phase #/T=0.25 and #/T=0.75 are the full impingement and full intake points,
respectively. The peak centerline \;elocify at the 0.8 mm away f'rbm the exit is about 5.5
m/s during the impingement stroke; the peak centerline velocity is about 1.6 m/s during
the intake stroke. The time-averaged velocity is 1.46 m/s away from the outlet. For a
synthetic jet, the outlet average velocity over time should be zero due to its zero-net-
mass-flux nature. However, downstream of the exit, the average velocity may not be
zero. At the impingement stroke, as the jet propagates streamwise, the centerline velocity
decreases due to the entrainment of the low momentum air into the jet core (Figure 19).
At the intake stroke, the centerline velocity magnitude also decreases as the hot-wire
measurement point moves further away from the jet exit because the ACS only draws the
air surrounding the exit back to the cavity which has less effect on the flow region farther
away from the exit. Therefore, the time-averaged velocity varies with the distance to the
jet outlet. The average velocity over time decays to zero due to the loss of the jet kinetic
energy. The difference between impingement and intake peak velocity as shown in
Figure 18 indicates that at some distances away from the exit, there exists a net jet flow to

carry away the heat. The larger the effective net flow, the better the cooling performance.

The impingement peak velocity as a function of orifice diameter is measured at the
position 0.8 mm above the outlet by d hof-wire anemométer. The results are shown in
Figure 20. At the smallest orifice diameter of 1 mm, the phase-averaged impingement
peak velocity is 16 m/s. As the orifice diameter increases, the sensitivity of peak velocity
to outlet size decreases. From the above pressure load study (Table 3), at large diameters,
- the deflection is relatively independent of orifice size. Ultilizing this feature, one large

orifice can be divided into several smaller ones, each is connected to the cavity with a
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separated channel and an individual hot component. Therefore, one multi-port active

cooling substrate can fulfill multiple-point-cooling tasks.
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Figure 19. Jet core impingement maximum velocities vs. measurement positions for

different orifice diameters
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3.43 Vertical ACS Cooling Performance Test

Cooling performance is tested with constant temperature mode by using vertical

ACS with the largest orifice diameter of 4.09 mm. A circular kapton heater mounted
with heat sink is placed 0.8 mm away from the jet exit as the heat source (Figure 21).
The heater temperature is measured by a surface attached thermocouple. The cooling
performance test process is shown in Figure 22, in which first the heater is heated to a
steady temperature of 70 °C. At time equals 3100 s, the jet is turned on until the
temperature drops to another steady value 58 °C at time equals 4200 s. The second
portion of the test involves increasing the power to the heater to reach the former steady

temperature of 70 °C while the jet is operating. The increased power 0.08 W/cm? is equal
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to the heat removed by the jet. The heat removal is low and needs to be improved. The
main problem is the volumetric flow rate at the jet exit which is not sufficient to carry
away the heat. A larger diaphragm diameter and higher excitation frequency are required
to maximize the volumetric flow rate which can correspondingly increase the fresh air

entrainment to enhance heat convection.

Figure 21. Vertical ACS cooling performance test setup
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Figure 22. Vertical ACS cooling performance test process

3.5 Tangential ACS device

In the vertical ACS device, the microjet is generated vertically. The heat generating
components have to be placed above the jet outlet which results in larger dimensions in
the vertical direction (see Figure 21). This is not favorable due to a thicker packaging
substrate. Therefore, an even lower profile design, a tangential ACS, is proposed (Figure
23). With this desigﬁ, synthetic jets are generated tangentially over the substrate. Hence,

the hot electronic components can be arranged in the same plane as the substrate.

In the tangential ACS design, diaphragm II with an epoxy rigid center is used. A
self-supporting coil is glued on the rigid center. This coil is wound using 0.08 mm
diameter copper wire with a 21 mm inner diameter and 3 mm in height. The coil has

resistance of approximately 12 ohms. A 20-mm diameter Sm-Co magnet sits in the
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center of a permalloy back iron. The béck iron is g'll'led'at the centéf of substrate cavity,
which has a circular recess to hold the magnet. The circular recess is 22 mm in diameter
and 4 mm in depth. A permalloy lid covers the magnet. Therefore, the back iron and lid
form a closed constant magnetic circuit with the permanent magnet located in the middle
of the back iron. The magnet and the coil are aligned so that the coil can be driven to
move in the gap between magnet and back iron after the application of AC current to the
coil. The tangential ACS has a rectangular orifice of 10 mmx1 mm. Figure 23 shows the
schematic of the tangential ACS design, and Figure 24 presents the fabricated ACS
assembly. The vibration of diaphragm II, fluid mechanics and cooling performance of

the tangential microjets are explored in the similar manner as the vertical ACS device.
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Figure 23. Schematic of a tangential ACS device
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Figure 24. Assembly of a tangential ACS device

3.5.1 Diaphragm II Excitation

The deflection of diaphragm II is investigated in both the static and dynamic modes.
Static mode characterization is carried out using a displacement force test station (Model

921A by TRICOR System Inc.). In this test method, a force is applied on the diaphragm

by a cylindrical tip with the‘ diameter of 2 mm and the height of 5 mm, and the
displacement is measured by the movement of the tip. The results are shown in Figure
25. ANSYS simulations are also performed to provide a comparison with the
experimental results. ANSYS is a finite element method (FEM) simulation tool. Due to
the axis-symmetric structure of the diaphragm, a simplified 2-D model is applied to the
simulations which demonstrate the cross-section cut plane of the diaphragm from the
center to the outer edge as shown in Figure 26. Approximately 500 triangular meshing

elements are used to grid the entire structure. Two boundary conditions are applied: one
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is on the center edge which is free to move und’er certain forcesE the other is on the outer
edge of the diaphragm which is fixed without any freedom to move. The large
displacement model is selected to perform the simulations. Under this scenario, different
forces are added upon the center of the diaphragm, and the deflections of the diaphragm
are calculated by the FEM model. In addition, the deflections calculated by characteristic
Equation (3) are shown in Figure 25. As the applied force increases, the displacement
increases as well. Below 0.1 N, the diaphragm is operating in a linear regime. It is
observed that the experimental results are in good agreement with the predictions from
ANSYS modeling and the characteristic equation up to 0.1 N. In actual use, the
diaphragm is mainly operated in this linear regime (i.e. F<0./ N); hence, both tools are
satisfactory for design and optimization of the diaphragm in the linear regime under static

mode.

—&— Experimental
data
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simulation
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equation[3]

Displacement mm
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Figure 25. Displacement vs. static force of Diaphragm II-A
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Figure 26. ANSYS simulation model

When driven electromagnetically, the diaphragm operates in a dynamic mode. In
this case, the frequency response can be studied to find fhe optimal operation frequency.
A laser doppler vibrometer is used which is capable of measuring a moving displacement
from a remote position using interferometry techniques. Figure 27 shows the frequency
response to the deflection and the phase shift. The coil driving current is maintained
constant at 70 mA RMS which is much smaller than the vertical ACS driving current
(180 mA); thus, the electromagnetic driving force is kept constant and the consumed
driving power is 0.06 W. Deﬂgction magnitudes are plotted on a logarithmic scale.
From the figure, the frequén'cy"iof 100 Hz is selected to be the optimal operation
frequency. At this frequenéy, the déﬂection is approximately 0.5 mm. Above this
frequency, the deflection magnitudes élecay ét a slope of —40 dB/dgcade, indicating a

second order over-damped sysfem.
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Figure 27. Frequency response of diaphragm II (a) deflection vs. frequency (b) phase

difference vs. frequency
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Three different diaphragm II are fabricated as 1I-A, II-B and II-C, molded with
fluoroelastomers A, B and C respectively (see Table 1). These three types of diaphragm
II are vibrated at the same driving current of 70 mA with a fluid channel outlet of 10
mmx*] mm. Figure 28 presents the deflections under different frequencies. The
deflection magnitude is drawn in decibel scale. At the frequencies around 100 Hz,
- diaphragm II-A has much larger deflection than diaphragm II-B and II-C. Therefore,
material A is the best material to generate the strongest jet under the same operation
conditions. This conclusidn is the same as that drawn from diaphragm I vibration test.

Therefore, fluoroelastomer A is used for all the diaphragm fabrication for the tangential

ACS.
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Figure 28. Influence of materials on diaphragm II -
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The loading effects on the diaphragm deflection are explored at the constant driving
current of 70 mA with different fluidic channel 'e)éit dimensions as shown in Figure 29.
All the rectangular channels have the same thickness .of 1 mm, while different channel
widths. As can be seen in Figure 29, there exits a léadi_ng effect. As the channel width
decreases, the deflection magnitude decreases which means the loading effect becomes

significant. However, this loading effect decayé as the driving current frequency

increases.
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Figure 29. Frequency responses of diaphragm II-A under different loading conditions
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3.5.2 Tangential ACS Fluid Mechanics Characterization

A schematic of the orientation for the PIV results is shown in Figure 30. The PIV
images of airflow field for the tangential ACS in one period are shown in Figure 31. The
microjet is operated under 100 Hz and coil driving current 70 mA. One vibration cycle is
divided into 18 time steps; therefore, 18 images are captured in one period. Each image
is on the symmetric plane of the device with Y-axis vertical to the outlet plane, X-axis
parallel to the outlet. The center of the outlet is located at (3.5 mm, 19 mm). On the left
side of x=3.5 mm is the board boundary on which heater is located; therefore, atx <35

mm, the velocity is zero.

Jets

P
»

0 X

Figure 30. Schematic of tangential ACS PIV measurement
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Unlike the vertical ACS jet, there is only one vortex formed instead of a vortex ring.
From 0<t#/T<0.5 is the impingement stroke. The vortex is formed, rolls downward, and
later breaks up at the end of the impingeménf stroke. From 0.55<t/T<0.94 is the intake
stroke. Another vortex tries to form at the outlet due to the intake air, while the primary
vortex transits into turbulence and advects downstream. The velocity magnitude

decreases as the distance from outlet increases.

The jet output velocity magnitude is measured by hot-wire anemometry at a position
of 0.8 mm 'from the jet outlet.  The microjet is operated at 100 Hz and at a coil driving
current of 70 mA. Figure 32 illustrates the phase-averaged centerline velocity in one
cycle. At the full impingement position, the positive peak velocity is about 14 m/s. At
the full intake position, the negative peak velocity is about 5 m/s. The time-averaged
velocity is approximately 2.7 m/s. The magnitude differences between these two maxima
indicate.thc amount of air that is carried away from the channel exit. Therefore, it is
desirable to have a larger difference between the two maxima which will result in greater

net heat dissipation by the air jet.
3.5.3 Tangential ACS Cooling Perfofmance Test

The cooling performance is tested in a constant temperature mode. The heat-
emitting source is a platinum film heating element array fabricated on a silicon chip
(Yoon et al., 2001). This 8 mmx1.2 mm array has 100 elements (Figure 33). The heater
chip itself is calibrated to be a temperature sensor because of the linear relationship
between its resistance and temperature. The characterization curve is shown in Figure

34. When the characterization is conducted, the heater array is placed in an oven. A very
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small current is supplied through the heater array. The voltage across the elements in the
middle portion of the heater is measured. Then, the resistance is calculated under
different temperatures. When the heater is applied to monitor a certain chip temperature,
the same middle portion which has been calibrated should be used to calculate the

resistance and then determine the corresponding temperature.
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Figure 32. Phase-averaged centerline velocity during one cycle of the tangential ACS
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The cooling performance measurement is shown in Figure 35, in which first the
heater is heated to a steady temperature of 100 °C. Then the jet is turned on until the
temperature drops to its new steady-state value of approximately 70 °C. The third step of
the test involves increasing the power to the heater to reach the fonﬁer éteédy temperature
of 100 °C while the jet is operating. All the heater temperatures are identified by the
measurement of the heater resistance. Based on the increased power input to the heater
array, a heat flux removal of 3.6 W/cm? is achieved at a coil power consumption of
approximately 60 mW. Without surface enhancement (e.g. heat sinks), at temperature
differences of up to 80 °C, traditional air forced convection achieves surface heat flux of
1 W/em? (Kim et al., 1996) with a power consumption of 480 mW. The tangential ACS
offers cooling performance within the same order of magnitude as conventional fans. In
addition, there are advantages of the ACS device which include real estate issues, power

requirements and the zero-net-mass flux feature.
3.54 A Comparison of the Vertical ACS and the Tangential ACS

Two ACS prototypes are presented in this chapter. They have different orientations
which cause different synthetic jets generation phenomena. This section compares their

structures and functions.
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Figure 35. Tangential ACS cooling performance test process

In diaphragm II, the outer diameter is enlarged from 16 mm to 33 mm and the rigid
center is enlarged from 5 mm to 24 mm compared with Diaphragm 1. In addition, the
rigid center material is replaced by the low density epoxy prepreg, and the self-supporting
coil instead of the magnet is mounted on the diaphragm which helps to maintain a low
mass diaphragm system. The corrugation structure is changed as well. All these
variations on the diaphragm design result in a larger diaphragm surface area and a higher
resonance frequency. Diaphragm II has a resonance frequency of 100 Hz which is 100%
greater than the resonance frequency for Diaphragm 1. Based on the diaphragm
dimensions, the resonance frequency and the deﬂectibn at resonance, thé volumetric flow
rate during the impingement stroke of the synthetic jets can be calculated by equation (2).
The vertical ACS has a volumetric ﬂ.ow- rate of 1 49x10”° m’/s, and the tangential ACS

has a volumetric flow rate of 6.43x10” m®/s. Another advantage of the diaphragm II is
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the dramatic reduction on the required driving current. The vertical ACS requires a
driving current of 180 mA, and the tangéntial ACS only needs about 70 mA. Hence, the

power consumption is greatly reduced with the tangential ACS device.

As discussed before, maximizing the jet volumetrié ﬂov;} rate is critical to the heat
removal. The volumetric flow rate includes the initial ;jet flow-rate generated from the
ACS actuator and the entrained jet flow rate from the device surrounding environment.
The jet in the vertical ACS develops vortex rings at the exit and entrains the surrounding
air from all the directions. The jet in the tangential ACS only generates one vortex at the
exit due to the compact space. However, this weakness is compensated by the larger
initial jet flow rate in the tangential ACS. A comparison between vertical ACS and
tangential ACS is summarized in Table 4. In conclusion, the tangential ACS has a more

compact design and has better cooling performance.
3.6 Tangential ACS Optimization

There are two important structures of an ACS device: the actuator and the fluid
channels in the printed wiring board. The actuator design has been discussed in detail in
the previous sections. The fluidic channels embedded in the PWB can also affect the
linear velocity at the exit and determine the synthetic jet flow pattern at downstream. In
this section, the impact of different fluidic channel sizes on the cooling performance of

the tangential ACS is explored.

76



Table 4. Comparisons between vertical ACS and tangential ACS

Device properties Vertical ACS Tangential ACS
Diaphragm OD (mm) 16 33
Rigid center size (mm) 5 24
Rigid center material Fluoroelastomer Epoxy prepreg
Actuator arrangement Stationary coil, Stationary magnet,

Moving magnet Moving coil
Resonance frequency (Hz) 50 100
Deflection at resonance (mm) 3.16 1
Volumetric flow rate (m>/s) 1.49x10° 6.43x107
Cooling performance (W/cm?) 0.08 3.6
Power consumption (mW) 259 60
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3.6.1 Tangential ACS Testbed

An active cooling substrate testbed has been designed to investigate the outlet
dimensional effects. The testbed has one tangential ACS device with six different
rectangular fluidic channels connected to the center cavity (Figure 36). The channel
dimensions are listed in Table 5. The distance from cavity center to the exit is 31 mm.
The thickness the channel is 1 mm. Variations of the channel width will change the

hydraulic diameter D, which is defined by Equation (8):

2t,w

t, +w

(®)

where #, is the channel thickness and w is the channel Width. "Dy, can influence the exit
linear velocity, and the Reynolds number based on this length scale. The advantage of
the testbed design is to ensure the same ¢1ectromagnetic drive and the same cavity
structure are applied in each case study. The only changing factor is the channel
dimension. When one channel is under test, the other channels are blocked by room
temperature vulcanizing (RTV) silicone. When another channel is expected to be tested,
the rigid cavity top cover can be removed and the channel to be tested can be opened by
simply removing the RTV. The top cover plate can be resealed by glue or RTV. Based
on the prior tangential ACS research (section 3.5), a coil driving current consisting of a

sine wave AC current with the root mean square magnitude of 70 mA and frequency of
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100 Hz is applied. The total power consumption is about 60 mW. To characterize the
microjet cooling performance, a standard silicon based plaﬁnum heat array is used. The
rectangular heater array is 8 mmx1.2 mm which is the same héater ﬁsed ih the tangential
ACS cooling performance test. The heater chip functions as a heat generating component
to mimic the thermal output of an integrate circuit and as a temperature sensor since the

heater resistance is a direct function of temperature.

Center cavity

Figure 36. Tangential ACS testbed substrate
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Table 5. Different fluidic channel dimensions

Channel Exit Number Channel Width (mm) Hydraulic Diameter (mm)
1 8.46 1.79
2 5.08 1.67
3 6.35 1.73
4 3.175 1.52
5 10 1.82
6 4.19 1.62
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3.6.2 Testbed Fluid Mechanics Characterization

The velocity downstream of each testbed channel exit is measured by a hot-wire
anemometer. For each exit, five different measurement positions are selected. They are
located at 0.80 mm, 4.23 mm, 6.35 mm, 10.16 mm and 15.24 mm away from the channel
exit. Figure 37-42 present the centerline velocity magnitude in one cycle at different
channel exits downstream. Some basic trends can be observed from the plots. The
centerline velocity magnitude decreases as the distance from the exit is increased. For
different channel dimensions, the linear velocity decreases with an increase in the
channel width because the same ACS operation conditions are applied in each case study.
In one vibration cycle, the peak impingement velocity is normally larger than the peak
intake velocity which indicates net jet flow propagation downstream. At some locations,
the intake velocity is too low and is flattened because it is smaller than the sensitivity of

the hot-wire measurement. In that case, the velocity is approximated as 1 m/s.

The local average velocities can be calculated by Equation (9):

_ J;T u, (t)dt . o
W= )

where T is the vibration period, uy(f) is the centerline velocity at each time step. The

calculated average velocities are listed in Table 6. Based on the hydraulic diameter Dy,

81



(Table 5) and the local average velocity u (Table 6), the local Reynolds number Re can be

calculated by Equation (10):

Re = 2P (10)

where p is air density and g is air viscosity at room temperature (22 °C). The calculated .

local Reynolds numbers are listed in Table 7.
3.6.3 Testbed Cooling Performance Test

The cooling performance is tested in a constant temperature mode. First, the heatér
is ramped to a steady temperature of 100 °C (I). Then the ACS jet is turned on until the
temperature drops to its new steady-state value of approximately 70 °C (II). The third
step of the test involves increasing the power to the heater to reach the former steady

temperature of 100 °C while the jet is operating (III).

The chip temperature is determined by the resistance measurement. The temperature
distribution on the ACS is simultaneously mapped by an infrared camera as shown in
Figure 43 and 44. Figure 43 is the top view (the side with the heater attached) df the
temperature contour; Figure 44 is the bottom view (the side only has PWB without the
heater) of the temperature contour. For the measurements shown in Figure 43 and 44, the
heater is located at 0.8 mm away from the channel 1 exit. Similar cooling performance

tests are conducted at the other exit locations as designed in Table 6.
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Figure 37. Phase-averaged centerline velocity during one cycle at the exit of fluidic

channel lvb(w'=8.46 mm)

83




10

Distance from measurement
AN point to channel exit

° / \ —e—d=0.80mm
6 /‘\ —m—d=4.23mm

-\\\\ ——d=6.35mm

—m—d=10.16mm

—*—d=15.24mm

Outlet velocity magnitude m/s

Phase t/T

Figure 38. Phase-averaged centerline velocity during one cycle at the exit of fluidic

channel 2 (w=5.08 mm)
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Figure 39. Phase-averaged centerline velocity during one cycle at the exit of fluidic
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Figure 40. Phase-averaged centerline velocity during one cycle at the exit of fluidic

channel 4 (w=3.175 mm)
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Figure 41. Phase-averaged centerline velocity during one cycle at the exit of fluidic

channel 5 (w=10 mm)

87




15

Distance from measurement
point to channel exit

10 —e—d=0.80mm
»
b= —=—d=4.23mm
[«})
'g ——d=6.35mm
§, 51 —m—d=10.16mm
£ —%—d=15.24mm
=
(& ]
2 0 . .
o
:, 0 0.2 0.4
K
5
®)

-5

-10

Phase t/T

Figure 42. Phase-averaged centerline velocity during one cycle at the exit of fluidic

channel 6 (w=4.19 mm)
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Table 6. Average centerline velocities at different exit locations

Fluidic | Channel | 0.80 mm 4.23 mm 6.35mm | 10.16 mm | 15.24 mm
Channel Width | to Channel | to Channel | to Channel | to Channel | to Channel
Number (mm) Exit (m/s) | Exit(m/s) | Exit (m/s) | Exit (m/s) | Exit (m/s)

1 8.46 1.53 1.10 0.80 0.68 0.67

2 5.08 1.47 1.69 1.24 0.92 0.61

3 6.35 1.77 1.13 0.80 0.58 0.39

4 3.175 3.02 3.22 2.94 2.29 1.72

5 10 1.19 1.09 0.98 0.46 0.38

6 4.19 2.71 2.59 22 1.71 1.15
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Table 7. Local average Reynolds number

Fluidic | Channel 0.80 mm 4.23 mm 6.35mm | 10.16 mm | 15.24 mm

Channel |  Width to Channel | to Channel | to Channel | to Channel | to Channel

Number (mm) Exit Exit Exit Exit Exit
1 8.46 171.0295 | 122.9624 | 89.42716 | 76.01309 | 74.89525
2 5.08 153.528 176.5049 | 129.5066 | 96.08553 | 63.70888
3 6.35 191.148 122.0323 | 86.39456 | 62.63605 | 42.11735
4 3.175 287.0808 | 306.0928 279.476 217.6871 163.503
5 10 135.2366 | 123.8722 | 111.3713 | 52.27634 43.1848
6 4.19 273.4928 | 261.3824 | 222.0237 172.573 116.0578
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The temperature can also be measured by a thermocouple. However, to map the
temperature distribution, a large number of the thermocouples are needed. A
thermocouple has a pair of metal wires which have high thermal conductivity. If a large
number of thermocouples are placed on board, they will dissipate a significant amount of
heat and result in measurement errors. Another drawback of thermocouples is the impact
on the jet flow development due to the intrusions of the thermocouples into the flow field.
Compared with thermocouples, the infrared thermography is a non-invasive measurement

technique.

A ThermaCAM PM180 (Inframetrics Inc.) infrared camera is used. It has the
sensitivity of +0.07 °C. When infrared camera is used; the measurement material
emissivity must be determined. Since the PWB board surface is partially covéred by
copper traces, the emissivity is not uniform on the entire surface. In the experiment, a
thin electrical insulation tape is used to cover the board surface. The dark tape has the
known emissivity value of 0.95. Th-e infrared camera measurement technique is verified

by using a thermocouple.
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Figure 43. Temperature distribution on PWB substrate top surface in one cooling test
cycle (a) state I: without jet, heater at 100 °C (b) state II: with jet, heater at 70 °C

(c) state III: with jet, heater at 100 °C
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Figure 44. Temperature distribution on PWB substrate bottom surface in one éooling test
cycle (a) state I: without jet, heater at 100 °C (b) state II: with jet, heater at 70 °C

(c) state III: with jet, heater at 100 °C
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Based on the temperature distribution at the steady state 11 and 11 during a cooling
performance test, the local heat transfer coefficient at the heater location can be

calculated by Equation (11):

P, = A (T, = T,) +h, 4, (T, - T,) an
S [1,d4 I
= (12)

where Pj is the heat dissipated from the heater array which can be calculated by the
current through the heater and the voltage across the heater. At steady state II and III,

because of the energy conservation, the power input to the heater is finally dissipated
from all the surfaces of the ACS device through convection. %, is the local average heat
transfer coefficient at the heater location, 4; is the surface area of the heater, 7—’, is the

heater average temperature based on the measurement of the heater resistance, 7 is the

bulk flow temperature which is selected as the room tér’nperature, A 2 is the ACS surface
area excluding the heater area, E is the local average heat transfer coefficient on the
area of 4, 772 is the average temperature on the area of 4,. Y_Z is calculated by Equation

(12) which requires gridding the surface area into small elements and reading the

individual element temperature from the thermal contour maps. The heater dimensions
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are selected as the reference length scales which are accurately known as 8 mmx1.2 mm.
Having two steady states (II and I1I) and two unknowns E and 712 , Equation (1 1) can be

solved to obtain the local average heat transfer coefficient at the heater location. This
method depénds on the assumption that the fluid mechanics of a specific synthetic jet
defines certain jet heat transfer capability (i.e. the flow pattern dominates the heat transfer
phenomena and the jet heat convection is independent of the heater temperature). This
assumption is valid because the heater temperature difference between the two steady
states is not large enough to dramatically change the airflow physical properties (i.e.
density and viscosity) and the bulk airflow reference temperature is selected as the room

temperature, independent of the heater temperature. Major errors of this heat transfer

coefficient calculation are from the average temperature Fz because the accurate pixel by

pixel temperature reading can not be obtained from the IR camera images. 7, is

estimated based on larger temperature contour areas (compared with the IR camera pixel

size) which may cause some errors. The relative errors are less than 10%.

The calculated local heat transfer coefficients are plotted in Figure 45. Observation
of Figure 45 indicates the local heat transfer coefficients have two local maxims. The
first maximum is the position near the exit which is the primary optimal cooling location.
The high heat transfer coefficient is caused by the high linear velocity at the exit. The
second maximum is the position where 6-10 mm away from the exit which is the
secondary optimal cooling location. It is believed that the secondary optimal position is
where the vortex ring is fully developed and transits to turbulent flow. The higher

turbulence contributes to the local heat transfer. The secondary optimal location can be
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related to a characteristic length scale Ly which is referred to stroke length and defined by

Equation (13):

T/2
L, =_[) u, (£)dt (13)

where uy(¢) is instantaneous velocity at the exit on the impingement stroke which is
approximated by the velocity measured at the location of 0.8 mm away from exit by hot-
wire. The calculated L, values for different channels are listed in Table 8. In addition,
from Figure 45, the optimal channel width can be obtained at about 4.191 mm which has
the best cooling performance. When the orifice dimension is small, the flow viscous
effects become important (Rathnasingham et al.,, 1997). The effective flow area is
smaller than the actual channel exit area. Therefore, the volumetric flow rate is reduced.
When the orifice dimension is large, the viscous effects diminish. Mass conservation
requires the flow velocity should decrease proportionally to the orifice area. Therefore,

there is an optimal fluidic channel dimension for a given actuator design.
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Figure 45. Local heat transfer coefficient

Table 8. Stroke lengths for different fluidic channels

Channel exit 1 2 3 4 5 6

Stroke Length (mm) 139 14.7 17.4 24 13.4 22.2
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3.6.4 Empirical Correlation Equation

Since the local heat transfer coefficient is known, the local average Nusselt number

can be calculated by Equation (14):

Nu ="nkﬂ (14)

where £ is heat conductivity. The calculated Nu is listed in Table 9.

For engineering applications, an empirical correlation of heat transfer (Vi) and fluid
mechanics (Re) can be derived by dimensionless group analysis. Normally for forced
convection, the Nusselt number (Nu) is the function of the Reynolds number (Re), the

Prandlt number (Pr) and some dimension groups (i.e. D;/Ly, L,/Ly) as Equation (15):

Nu= f(Re,Pr,D, /L,,L./L,) | | (15)

c |
Pr=—l‘3£ » | (16)

where C, is heat capacity and L, is the distance from the heater to the jet exit. Since the

airflow reference temperature is selected to be the constant room temperature, Pr is
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constant (0.70) in all the cases and is dropped off from Equation (15). Hence, Nu is

simplified as the function of Re, D;/Lyand L,/Ly.

Table 9. Local average Nusselt number calculated from Equation (14)

Fluidic 0.8mmto | 423 mmto | 6.35mmto | 10.16 mmto | 15.24 mm to
Channel Channel Exit | Channel Exit | Channel Exit | Channel Exit | Channel Exit
1 7.014 4.877 2.847 3.446 3.207
2 5.115 3.849 3.689 3.579 2.792
3 5.268 4.033 2.757 3.223 3.289
4 4.798 3.247 - 3257 3.992 2.923
5 soas | 5.94i 562l 5.154 | 3.252
6 8.884 - 7.000 6.887 6.175 5.480
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In this research, the simplest power law function is applied to curve fit the
correlation of Mu and Re, D,/Ly, L,/Ly. The data from channel 2-6 are employed to fit the

function. The analytical equation is derived as Equation (17):

— D L
Nu =3.1533Re°"9°°6(f”— 033214 (L_.\—)—O.ISOI (17)
0 0

The overall error of the curve fitting equation is less than 24% when compared with all
the data obtained at different channel dimensions. Therefore, the correlation equation
(17) is acceptable to demonstrate the relationship between the synthetic jets fluid
mechanics and the heat transfer and is applicable to approximate the cooling performance

of certain synthetic jets.

For example, this empirical equation is applied to predict the cooling performance of

the ACS with fluidic channel 1. Figure 46 compares the model predicted results with the

calculated results based‘ on the definition. The deviation is about 16%. This empirical
mbdel shows a monotonically decreas‘ing‘ ;trend: of the heat transfer capability as the jets
move further away from the exit. It can not reflect the detailed fluctuations at the
downstream which is caused by the complicated vortex ring development. The simple
power law functions for Reynolds number and the dimension groups (D)/Lo and L./Lo)
are the reason for missing some local disturbance information. A more complicated
correlation between Reynolds number and the dimension groups as the work by Petukhov

(1970) and Whitaker (1972) may improve the accuracy of the empirical equation.
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Figure 46. Comparison between the empirical correlation prediction and the calculated

results from the definition

A magnitude analysis can be performed on Eqﬁation a7 té éxtract the dimensional
impacts on the heat removal. In the following text, the variables in [ ] denote the
magnitudes of the variables. Based on the deﬁnifiohs of Nu (Equation (14)) and Re
(Equation (10)), [M] is proportional to the local heat transfer coefficient at the heater
[h_l ] and Dy, [Re] is proportional to u (average velocity over one vibration cycle) and Dy.
u can have the same magnitude és u;, which is the average velocity over the impingement
stroke if u;, the average velocity over the intake stroke is small and therefore can be
neglected. This assumption is not valid near the jet exit. [Lg] is proportional to u,/f

according to its definition (Equation (13)) where f is the AC driving circuit frequency.
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Combining the expressions for [N_”], [Re] and [Ly] into Equation (17), [E] can be

determined by the following equation:

0.00802 fO. 18204

-t

D,,OAWBL 0.1501 (1 8)

X

Based on mass conservation, u;, can be simplified as OA#w). Volumetric flow rate
Q can be calculated by Equation (2). Dy, is defined in Equation (8). Therefore, Equation

(18) can be expressed as

3 1 a +;Vj’_)o.477s
[h1]= {(aZ + ab +b2)0.00802 D0.00802f0.l9006} .{ o } .{ h } (19)
L 7 049384 (E)OASSSZ

x
h
t h

Equation (19) is split into three groups (as inciicated by the brackets). The first group
includes the parameters related with the diaphragm design (i.e. the diaphragm radius (a),
the diaphragm rigid center radius (b), the diaphragm deflection (D) and the excitation
frequency (f)). The excitation frequency has a stronger influence on improving the
cooling performance than the diaphragm dimensions and deflection. The diaphragm

dimensions, frequency and deflection are all related through the Equation (3) which is the
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criterion for minimizing the driving force. Therefore, it is necessary to design the
diaphragm such that the terms within the first bracket of Equation (19) are maximized
and the driving force (Equation (3)) is minimized. At the same time, the diaphragm can
not be so large that it occupies too much space in PWB, and hence limits the device

density on the board.

The second group shows h_, is inversely proportional to the distance between the
heater and the jet outlet. Thus, the model indicates that it is better to place the heat
generating components close to the jet exit. However, a local minimum of the heat
transfer coefficient may exist between the primary optimal cooling location and the
secondary optimal cooling location (as shown in Figure 45). This local minimum must

be taken into account when placing the heater close to the jet exit.

The third group is related with the fluidic channel dimensions (i.e. the channel
thickness (¢;) and width (w)). The channel thickness #; is normally small due to the low

profile design requirement. #, is assumed to be a constant and factored out in Equation

(19). Figure 47 is the plot of function (1 +K)°‘4778 /(E)O'48582 versus the ratio of w/z,.
h h

This figure indicates heat transfer becomes weaker as the ﬂuidivc channel width increases.
However, if the channel width is too small, the jet flow rate would be reduced due to the
strong viscous effects. Figure 48 shows the local heat transfer coefficient measurements
for different channel widths at 15.24 mm and 0.8 mm away from the jet exit. In these
measurements, the channel thickness, the diaphragm dimensions, the driving current

magnitude and frequency are the same. Figure 48 indicates a regime for the optimal

channel width is between 3¢, and 5¢, where E can obtain a high value and the viscous
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effects are not dominant. From Figure 48 (a), when the heater is located at 15.24 mm
away from the exit, before reaching the optimal channel width, E increases with the
increasing channel width due to the viscous effects. When the channel width exceeds the
optimal value, E decreases as the channel width increases which has the same trend as

indicated in Figure 47. However, Figure 48 (b) which is the measurement conducted at
the 0.8 mm away from the jet exit reveals a different trend after the optimal channel
width 47, is exceeded. The local heat transfer coefficient increases as the channel width
increases. This phenomenon is caused by the intake stroke. In the magnitude analysis,
the time average velocity, u is replaced by the impingement average velocity, u;,, and the
intake average velocity is neglected. The existence of the intake stroke offsets the heat
removal caused by the impingement stroke due to a portion of hot air entrainment back
into the jet cavity. The offset becomes less important as the channel width increases
because of the lower intake stroke velocity. Therefore, as a net cooling result of both
impingement stroke and intake stroke, h—l increases as the channel width increases after
the optimal channel width is exceeded in Figure‘48 (b). Thié intake stroke impacts
become weaker as the heater location is further away from the jet exit as indicéted in
Figure 48 (a). Thus, fhe data taken at the ﬁJr‘thef.downstream have bettér consistence
with the magnitude analysis. Although the magnitude analysis only takes into account
the impingement stroke, the resolved optimal chaﬁnel width shoWs a global maximum
cooling performance in a wide jet coverage range (as shown‘i.n Figure 45). Therefore, the

conclusions drawn from the magnitude analysis are valid.
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Figure 47. The fluidic channel width impacts on heat transfer
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Figure 48. Heat transfer coefficient vs. normalized channel width (a) measurement at

15.24 mm away from the jet exit (b) measurement at 0.8 mm away from the jet exit

3.7 System Integration

In the prior sections, the detailed design and characterfzation of the ACS device have
been discussed. This section will be a review of the fabrication and assembly of the

entire system.

As mentioned before, the main fabrication steps are cofnpatible with the current
PWB lamination process. The microfluidic structure is assembled by using multilayer
epoxy-glass printed wiring board material. The fabrication sequence is shown in Figure

49(a). The starting material consists of individual epoxy prepreg element layers. These
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layers are appropriately patterned using laser cutting. The layers are stacked together and
are placed in a hot press for lamination. A temperature of 177 °C is maintained to ensure
interlayer bonding. A fabrication sample with multiport distribution is demonstrated in

Figure 49(b). The minimum fluidic channel sizes can reach 1000 pm in width and 300

pm in thickness.

In order to realize the goal of ACS development, this fluidic technology must be
combined with the synthetic jet driver as described above. Figure 50 presents an ACS
device with silicon chip heater at its exit port. The_ACS has a cavity with a diameter of
33 mm, a depth of 5 mm, a fluid passage with length of 10 mm, Widtﬁ of 10 mm,
thickness of 1 mm, and a rectangular exit port of 10 mm by 1 mm. A coil is mounted on
the epoxy prepreg rigid center of the diaphragm. The coil leads are routed out through

copper vias drilled in the PWB internal layers.

Individual element layers |
| Layer 1 —inlet port I . o \./ lamination
| Layer 2 — fluidic chanmilfﬂ : '
a— ,

| Layer 3 — outlet port | L'{:\f S ‘

A s e mm s A P e PRSPPI

stacking

(@
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Multi-port distribution
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Figure 49. Lamination process (a) fabrication sequence (b) fabrication samples
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Figure 50. ACS device with silicon heater
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An on board AC generation circuitry is designed and integrated with the ACS
device. The AC current is generated by an astable multivibrator circuit as shown in
Figure 51 (Sedra et al., 1998). This circuit consists of two active components-two op
amps (Ul, U2), six passive components-three resistors (R/, R3, R4), two potentiometers
(R, R2) and one capacitor (C). L is the coil loaded at the output. The first op amp U/ and
RI, R2 form a bistable multivibrator. When Vlo is positively saturated at Vsat+, Vi+
will keep constant at (Vsar+)RI/(R1+R2), the capacitor will be charged through R, so VI-
increases exponentially; when Vo is negatively saturated, the capacitor will be
discharged so VI- decreased exponentially. The second op amp U2 is the output stage
which works as a buffer amplifier to drive the load. Two resistors R3, R4 help to reduceA
signal disfortion when op amps are not so ideal. This circuit has no stable states and thus

is named an astable multivibrator. Period T of this circuit is defined by Equation (20):

1+ R1/(R1+ R2)
1— R1/(R1+ R2)

T =2RCln[ ] (20)

This driving circuit is selected because Qf its simplicity, even though it cannot
generate perfect sine wave. By changing R2 and R, a pseudo-sine wave can be generated
as shown in Figure 52 and also frequency and magnitude of the output voltage are

controllable,.
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Figure 51. Astable multivibrator driving circuit schematic

Figure 52. Waveform generated from the astable multivibrator circuit
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The astable multivibrator driving circuit consists of active and passive components.
Capacitors, resistors and potentiometers are individual packaged chips. The two op amps
are in a commercialized National Semiconductor chipset-CLC5623. This is a triple, high
output chip fabricated by an advanced complementary bipolar process. Its connection
diagram is shown in Figure 53. Only two of them are connected in the coil driving

circuit. The highest output current can reach 130 mA.
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Figure 53. Connection diagram of National Semiconductor CLC5623 chip

All the components are surface mounted on the top surface of PWB with a copper

interconnect pattern. Here the surface mounting is a simpliﬁed reflow process which is
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performed in a Paragon 98 oven (BTU International). First, a solder mask is made from a
.mylar sheet by laser cutting. Only the wi.ndows for the solder bumps are opened on the
sheet. Second, the solder mask is aligned with the copper trace pattern on the PWB
substrate and the solder paste is screen printed on the board. Solder paste NC-SMQ 92
(Indium Corporation of America) is used which consists of 63% tin and 37% lead. Third,
all of the components are placed on the board and all the pins are in good contact with the
solder paste. Then, the board is laid on the conveyor of the reflow oven. As the board
passes through the oven, the solder pasté is heated td melting and then cooled to
solidification. There are seven heated zones with the total length of 249 cm and only one
cooling zone with the length of 71 cm in the oveh. Temperatures above and beneath the
board are controlled by KIC thermal profiling system. The temperature profile along the
oven is listed in Table 10. The conveyor speed is controlled at 0.0055 m/s (13 inches per
minute). At the end of the cooling zone, the integrated ACS is completed from the last
fabrication step and ready for test. Hence, if a £5 V DC supply is fabricated on the
board, the diaphragm could be driven to generate synthetic jets. This fully integrated
ACS is also tested by cooling performance. Having the same coil driving current,
frequenéy and the same fluidic channel design, this ACS system demonstrates a similar
heat removal of 3.3 W/cm?® even though the AC driving current waveform is slightly
different from the perfect sine wave. Therefore, the ACS fluidic device is functional and

is fully integrated with the printed wiring board.
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Table 10. Temperature profile along the reflow oven

Temperature Heated Zone Cooling
Zone
Q)
1 2 3 4 5 6 7 1
Top 100 150 150 170 200 250 250 25
Bottom 100 150 150 170 200 250 250 25

3.8 Summary

In this chapter, the ACS design, fabrication and test are discussed in detail. Two
prototypes of ACS devices are demonstrated. The vertical ACS has the advantage of the
air entrainment. The tangential ACS has a more compact structure. In practice, the

tangential orientation is preferred.

The corrugated polymeric diaphragm ensures a quiet, low power and efficient
actuator. The diaphragm is fabricated using a ﬂlioroeiasfomer. The elastomer pellets are
molded into the optimal designed shapes.  The diaphragms are excited by
electromagnetic drivers. A simplified pseudo-sine wave AC generation circuit is
integrated on the ACS substrate as well. The circuit components are surface mounted on

board by a reflow process.

113




Fluid channel optimization is investigated by a testbed. The optimal dimension and
optimal cooling locations are identified. A correlation equation is derived to represent
the relationship between the fluid mechanics and heat transfer. It can guide the future

synthetic jet design and predict the fluid or cooling behaviors.
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Chapter 4

CFD SIMULATIONS

In this chapter, a computational fluid dynamics (CFD) software package, Fluent, is
employed to solve the synthetic jet fluid mechanics and heat transfer problems. A
fundamental understanding of the ACS fluid mechanics and cooling mechanism is

achieved, and a predictive model is accomplished by the numerical approach.

CFD is the study of fluids in flow by numerical simulation. The basic idea is to use
appropriate algorithms to find solutions to the equations describing the fluid motions.
More complicated cases which may combine heat transfer or mass transfers with certain

fluid motions can also be treated.

In this research, CFD simulations focus on engineering analysis, where flow
characteristics need to be predicted in equipment design phase. The goal is not to provide
data for analyzing the flow dynamics itself, but rather to predict certain of the flow
characteristics or, more precisely, the values of physical parameters that depend on the
flow. The modeling can reduce the cost and time needed to develop a prototype. The

- quality of the prediction improves with the richness of thé physical model.
4.1 Synthetic Jet Simulations

Synthetic jets are zero net mass flux jets. Fluid ejected by the pulsing jets rolls

upward into vortices that propagate due to their mutually induced velocity and the initial
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momentum given by the pulse. To capture the unique flow features of the synthetic jets,

the pulsating boundary condition must be set.

The flexible diaphragm is a pulsating boundary. Rizzetta et al. (1999) simulated the
membrane motion by varying the position of appropriate boundary points. Lee et al.
(2000) used a virtual surface to define the moving wall. This approach imposes a
localized body force along desired points in the computational mesh to bring the fluid
there to a specified velocity so that the force has the same effect as a solid boundary. The
desired velocity is incorporated in an iterative feedback loop to determine the appropriate
force. This technique allows for fairly complex geometries and/or moving boundaries to
be incorporated- in a regular domain without the usual complexities of mapping. Another
simplified alternative is to apply an analytical velocity profile on the boundary region.
Kral et al. (1997) directly applied a suction/blowing type velocity boundary on the region
corresponding to the jet orifice. The perturbation on the flow field ié introduced through

the wall normal component of velocity as shown in Equatidn (21 )

u, (€ =0,1,) = U, f(n)sin(er) | 1)

where Uy is the magnitude of the velocity, £ denotes the streamwise direction, 77 denotes

the cross-stream direction, and Z is the streamwise component of velocity. f(77)

represents different spatial variations over the orifice. The validity of this approach has

been confirmed by the moving wall technique. Therefore, this simplified boundary

116



condition can dramatically reduce the computational time compared to the conventional

boundary condition of a solid moving surface.

The second challenge of the synthetic jet simulations is to combine fluid mechanics
with heat transfer. In this research, synthetic jets are employed in thermal management.
Thus it is necessary to make clear the impact of fluid physics on heat transfer. Chiriac et
al. (2001) simulated the heat removal of the unsteady impinging jets. A uniform heat
flux boundary is added to the simulation model. Compared to the éteady impinging jets,
the unsteady jet becomes distorted and buckles beyond a critical Reynolds number of
600, which leads to a sweeping motion of its tip. As a result of the combined
buckling/sweeping jet motion, the cooled area is significantly enhanced. .The impinging
jet is similar to the vertical ACS device. Here the tangential ACS jet is also a researcﬁ

topic of great interest.

In some prior simulation work (Kral et al.,, 1997, and Lee et al., 2000), a two-
dimensional (2-D) simulation model was used. 2-D model simplifies the physical model

and reduces the computational time. Other work (Rizzetta et al., 1999) employed three-

dimensional (3-D) model, and the results indicated that the external flow breakdown into
a turbulent jet observed in experiments is a result of 3-D instabilities, which also explain
why no such phenomena are observed in any strictly 2-D simulations. In this study, a 3-
D model is preferred because the fluidic channels added to the cavity lead to a non axis

symmetric structure. Therefore, a 3-D model is more suitable than a 2-D model.
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The near flow field of the synthetic jets is dominated by the formation of vortex
rings. Further away from the jet outlet, the vortex cores vanish due to turbulent diffusion.

Hence, selection of an appropriate turbulence model is critical.

Kral et al. (1997) solved the incompressible, unsteady 2-D Reynolds Averaged
Navier-Stokes (RANS) equations with the Spalart-Allmaras (SA) turbulence model. The
Reynolds-averaged Navier-Stokes (RANS) equations represent transport equations for
the mean flow quantities only, with all the scales of the turbulence being modeled. The
approach of permitting a solution for the mean flow variables greatly reducés the
computational effort. If the mean flow is steady, the governing equations will not contain
time derivatives, and a steady-state solution can be obtained economically. A
computational advantage is seen even in transient situations, since the time step will be
determined by the global unsteadiness in the mean flow rather than by the turbulence.
The Spalart-Allmaras model is one of the models implementing the RANS approach. It
is a relatively simple one-equation model that solves a modeled transport equation for the

kinematic eddy (turbulent) viscosity. This embodies a relatively new class of one-

equation model in which it is not necessary to calculate a length scale related to the local
shear layer thickness. The Spalart-Allmaras model is designed specifically for aerospace
applications involving wall-bounded ﬂoWs and has been shown to give good results for
boundary layers subjected to adverse pressure gradients. It is also gaining popularity for
turbomachinery applications. In its original form, the Spalart-Allmaras model is
effectively a low-Reynolds-number model, requiring the viscous-affected region of the
boundary layer to be properly resolved. It may be the best choice for relatively crude

simulations on coarse meshes where accurate turbulent flow computations are not critical.
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In addition, this model is less sensitive to numerical error when non-layered meshes are
used near walls. On a cautionary note, however, the Spalart-Allmaras model is still
relatively new, and no claim is made regarding its suitability to all types of complex
engineering flows. For instance, it cannot be relied -on to predict the decay of
homogeneous, isotropic turbulence. Furthermore, one-equation models are often
criticized for their inability to rapidly accommodate changes in length scale, such as
might be necessary when the flow changes abruptly from a wall-bounded to a free shear

flow.

Rizzetta et al. (1999) and Lee et al. (2000) used a direct numerical simulation (DNS)
approach to solve the unsteady, compressible Navier-Stokes equations. Direct numerical
simulations seek the solution to the Navier-Stokes equations by directly resolving the
whole spectrum of turbulent scales without any m_odeling. DNS is not, however, feasible
for practical engineering problems. It is restricted to simple and lowr Reynolds number
simulations. To understand the large compufational éoét Qf DNS, consider that the ratio

of the large (energy-containing) scales to the small (energy-dissipating) scales is
proportional to Re’”?, where Re, is the turbulent Reynolds number.. Therefore, to resolve

9/4

all the scales, the mesh size in three dimensions will be proportional to Re; Simple

arithmetic shows that, for high Reynolds numbers, the mesh sizes required for DNS are
prohibitive. The ratio of characteristic times also varies as the magnitude of Re’””.
Therefore, in order to calculate the evolution of the solution in a volume for a duration

equal to the characteristic time of the most energetic scale, the Navier-Stokes equations

have to be solved for Re times. This type of computation for large Reynolds numbers
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requires computer resources very much greater than currently available supercomputer

capabilities, and is therefore not practicable.

In this study, the large eddy simulation (LES) approach is proposed to simulate the
synthetic jet flow. Large eddy simulation is situated somewhere between DNS and the
RANS approach (e.g. SA model). Basically, in LES, large eddies are resolved directly,
while small eddies are modeled. Solving only for the large eddies and modeling the
smaller scales results in mesh resolution requirements that are much less restrictive than
with DNS. Furthermore, the time step sizes will be proportional to the eddy-turnover
time, which is much less restrictive than with DNS. In contrast to RANS approach, LES
does not have a large number of parameters to parameterize the turbulent effects.
Moreover, in the LES approach, approximation errors inherent in the smaller scale
models are of less importance than errors in the RANS models. In practical terms,
however, extremely fine meshes are still required for the LES approach. It is only due to
the explosive increases in computer hardware performance coupled with the availability

of parallel processing that LES can even be considered as a possibility for engineering

calculations. In the next section, the LES approach will be introduced in detail.
4.2 Large Eddy Simulation

Large eddy simulation is a promising approach forisimulation of qomplex, high
Reynolds number turbulent flows. In the LES approach, the turbulent scales are
decomposed into large resolved scales (which are likely to be anisotropic) and subgrid
unresolved scales (Which may or may not be isotropic) by applying a spatial filter to the

Navier-Stokes equations. The filtered Navier-Stokes equations represent the transport of
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the low frequency modes in the resolved scale velocity field and include the contribution
of the unresolved high frequency small scales through subgrid scale stress (SGS). This is
illﬁst_rated in Figure 54. The impact of the subgrid scales on the resolved scales is
~ parameterized by the so-called subgrid scale model. Since only the large energy
containing scales have to be resolved in LES, in principle, turbulent flows can be
simulated at a higher Reynolds number and/or on a coarser grid resolution when

compared to the DNS approach. This is a main virtue of the LES approach.
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Figure 54. Decomposition of the energy spectrum in the solution associated with LES

Over thirty years have passed since the first large eddy simulation results by
Deardorff (1970) were published. Deardé)rff (1970) simulated the turbulent flow in a
channel at infinite Reynolds number and pe;l;rallrirleterized the effect of the subgrid scales on
the large scales by using the algebraic eddéy 1ﬂv‘/iscosity model introduced by Smagorinsky

(1963) and further developed by Lilly (1966). In Deardorff’s simulations, approximated
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boundary conditions were used to ensure that the logarithmic law-of —the-wall is obeyed.
The dynamics of the wall layer in which most of the turbulence is produced were not
computed. The mean velocity and Reynolds stress profiles were within 30-50% of the
experimental values. In the wake of tﬁe interest raised by Deardorff’s work, considerable
effort has been spent in developing theoretical foundations for large eddy simulations.
Moin and Kim (1982) performed simulations of turbulent channel flows in which the
wall layer is resolved. To force the SGS stresses to vanish at the.soliid boundary and to
account fof the decreased size of the small scale structures due to the presence of the
wall, the length scalé in the Smagorinsky model has to be modified. Moin and Kim
(1982) also divided the SGS stresses into a locally isotropic part and an anisotropic part.
The mean velocity, Reynolds stresses, turbulent intensities and higher order statistics
predicted by Moin and Kim (1982) agreed well with experimental results. Horiuti (1987)
suggested using the conservative skew symmetric scheme by Arakawa (1966). His
results compared better with experiments than did those of Moin and Kim (1982).
Yoshizawa (1986) used the direct interaction approximation by Kraichnan (1964) to

derive a Smagorinsky-type SGS model valid in mildly compressible flows.

In LES approach, there are two key characteristics. One is the filter function; the
other is the SGS model. To apply the LES approach, first the flow variables are
decomposed into large scale components (denoted by an overbar) and small subgrid scale

components by employing a filtering operation:

$x) = [$(x')G(x,x")dx 22)

Dom
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where Dom is the fluid domain, and G is the filter function which determines the scale of
the resolved eddies. Commonly used filter functions are the Gaussian, the Fourier cut-
off, and the top hat in physical space (Leonard, 1974). Applying the filtering operation,
the incompressible Navier-Stokes equations for the evolution of the large scale motions

are obtained. The resulting governing equations are:

P, % _y 23)

ot Ox,

1

0 oy dp 0%

o - o  --
9 oun) -2 (o) =-2- _or %% 24
P e e 24)

J J J i J

where i (=1,2,3) indicates the spatial dimension, and i (x;,?) is the resolved velocity

field. 7; is the subgrid scale stress defined by:

T; = pup; — puil; (25)

As suggested by Leonard (1974), using Equation (26), the SGS stresses can be

decomposed into three parts as shown in Equation (27-29).
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u, =u; +u';

ij”" = p(uin; —uiuj)

C,; =pun'; +u' u;)

R = pu',u',;

(26)

27)

(28)

(29)

where L& is the grid scale stresses, Cj is the cross stresses, R;® is the SGS Reynolds

stresses. However, as noted by many researchers (e.g. Germano, 1992), if the terms are

modeled separately, the Galilean invariance property may be lost. Therefore, it is better

to model T; asa whole.

The subgrid scale stresses resulting from the filtering operation are unknown and

require modeling. The majority of the subgrid scale models in use today are eddy

viscosity models. The models assume proportionality between the anisotropic part of the

1 a - .
SGS stress tensor 7, —55,./.1'“, and the resolved scale strain rate tensor S; as Equation

(30):
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-1 . =—2u, (30)

y 3 ij

where y, is the subgrid scale turbulent viscosity, and E,, is defined by:

gij :l(%+611,~
2 axj ox;

) . @31

1

The most basic of subgrid scale models is proposed by Smagorinsky (1963) and further

developed by Lilly (1966). In the Smagorinsky-Lilly model, the eddy viscosity is

simulated by:
u, = pL? §| | (32)
S =+28;8; (33)

where L; is the mixing length of subgrid scales. Most of the other SGS models are the

Smagorinsky type variations.
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In this study, a commercial CFD software package, Fluent, is used to perform the
simulations. In Fluent, a finite volume method is applied to solve the differential

equations. The finite volume discretization implicitly provides the filtering operation:

- 1

)= [p)ax',  xeV (34)
Vv

where V is the volume of a computational cell. The filter function, G(x, x’) implied here

is then:

1/V, x'eV

35
0, otherwise (33)

G(x,x") ={

As to the Smagorinsky-Lilly model, in Fluent, the mixing length for subgrid scales L, is

computed using Equation (36):

L, =min(xd,C,V'"?) (36)
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where x =0.42, d is the distance to the closest wall, C; is the Smagorinsky constant, and
V is the volume of the computational cell. Lilly derives a value of 0.23 for C; from the
homogeneous isotropic turbulence in the inertial subrange. However, this value is found
to cause excessive damping of large-scale fluctuations in the presence of mean shear or in
transitional flows. C;=0.1 has been found to yield the best results for a wide range of
flows and is the default value in Fluent.. Based on the ﬁl;ter funéﬁon and the
Smagorinsky-Lilly SGS model, LES approach in Fluent can be applied to simulate

complex fluid flows.
4.3  Synthetic Jet Fluid Mechanics Simulations

The Fluent simulations are divided into two steps. The first step is focused on the
fluid mechanics only. The boundary conditions are investigated, and the modeling results
are compared with experimental data. The second step further explores the application of
synthetic jets in thermal management which is a simulation case of fluid mechanics

-combined with heat transfer. The thermal boundary condition is applied and the energy
governing equations are added. This section will only discuss the fluid mechanics

simulations.
4.3.1 Vertical ACS Jet Simulations

There are two governing equations for fluid mechanics simulations which have been
shown above as Equation (23) and (24). Equation (23) is the law of conservation of
mass. Equation (24) is the Navier-Stokes equations which 'represent the momentum

conservation.
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“There are two basic steps involved in a CFD simulation: (1) drawing and gridding
the physical model; (2) applying boundary conditions and solving the problem. Fluent
Inc. offers another software package, GAMBIT, to accomplish the model drawing and
meshing. Figure 55 shows the symmetric cross section view of the 3-D meshed model
for the vertical ACS device with the outlet size of 4.09 mm in diameter. The dimensions
are exactly the same as the real device. Above the jet outlet, there is an added virtual
hemisphere dome. This dome does not exist in a real case. However, it is added to
investigate the flow field at the downstream of the jet outlet. The flow pattern developed
in the dome is the focus of the CFD simulations. To eliminate the edge effect of the
dome on the jet behavior, the dome radius is selected as 20 times larger than the diameter
of the jet outlet. The entire physical model is meshed into tri.angular finite volume
elements. The total number of element nodes is approximately 90,000. The model is not
uniformly meshed. The center region close to the jet outlet is gﬁdded much finer than the
edge of the dome which facilitates the higher accuracy at the near jet exit region which is
of great interest. Two boundary surfaces are marked by GAMBIT. One is the inlet

boundary surface where the flexible vibration diaphragm is located. The other one is the

outlet boundary surface which is the outside surface of the hemisphere dome.

After the GAMBIT preprocess, the meshed model is imported into Fluent which is
the CFD solver. At this step, the boundary conditions are defined, the suitable simulation
models are selected, and finally the problem is solved. With the limitation of Fluent
version 5.5, there is no moving wall boundary condition which can be applied at the
vibration diaphragm. Kral’s method (Kral et al., 1997), a velocity boundary condition, is

used here instead. As shown in Equation (21), f(;7)=1 is set. The magnitude of the
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velocity Up is determined from the laser vibrometer experimental result. With the
measurement of the diaphragm deflection, the volumetric flow rate in a half vibration
cycle (i.e. the impingement cycle) can be calculated by Equation (2). Then linear
velocity magnitude U at the diaphragm can be determined by the volumetric flow rate
with respect to the diaphragm surface area. From Equation (21), the velocity boundary
condition varies not only with space, but also with time. Therefore, an unsteady
simulation is applied in the study. In one cycle, the averaged velocity is zero to ensure
zero net mass flux at that surface which meets the inherent nature of a synthetic jet. The
second boundary condition is the outlet boundary condition which is set as the

atmospheric pressure at the dome of the hemisphere.

Atmosphenc
pressure dome

Qutlet
ornifice

Cawt

Channel

Figure 55. Cross section view of the mashed model for vertical ACS
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Large eddy simulation is selected as the turbulence model to perform thg
simulations. First, grid and time step independence investigation are conducted. This
investigation ensures to capture most accurately the flow physics within a reasonable
computational time. Three different grid nodes: 50,000, 90,000 and 150,000 are tested.
With 90,000 grid nodes, the simulation demonstrates a satisfactory result (i.e. the velocity
magnitude are independent of the grid density). Thus 90,000 nodes is refined enough to
capture the fluid physics, yet not too detailed to increase unnecessarily the computational
volume and CPU time as the 150,000 nodes. Since this an unsteady simulation, the time
step independence study is necessary to determine how many time steps should be
applied in one cycle. Three different time steps: 12, 16, 24 are tested. 16-time-step
shows a satisfactory result which is independent of the time steps selection. Therefore,
90,000 grid nodes and 16 time steps in a cycle are adequate for the unsteady simulation.
With a personal computer (PC) of CPU frequency 1.5 GHz and a memory of 512 MB, it
takes about 10 minutes to complete one time step simulation. After one cycle, namely,

16 time steps, the simulation starts to reach convergent cycling results.

The simulations (i.e. velocity profile and- magnitude) are compared with the
experimental results. First, the downstream synthetic jeté development is compared with
the PIV image as shown in Figure 56. The images presented here are on the symmetrical
cross section cut plane. The velocity vector direction is indicated by the arrow direction.
The velocity magnitude is represented by the ar»row‘length in PIV result, while it is
indicated by different colors in Fluent simulations. Figufe 56(a) illﬁstrates the full
impingement stroke. The vortex rings are formed around the jet core. Figure 56(b)

demonstrates the full intake stroke. The prior jet vortices lose coherence and propagate
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to the far jet outlet region. Air surrounded the exit outlet is entrained into the cavity. The

Fluent simulations are able to represent the main flow features of the synthetic jet.
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To further validate the fluid mechanics simulations, it is also compared with the hot-
wire result. The pinpoint comparison position is picked at the 0.8 mm away from the jet
outlet. As shown in Figure 57, the centerline velocity magnitudes closely reflect the real
experimental data. Based on the flow field and pinpoint velocity magnitude comparisons,
the large eddy simulation model is sufficiently accurate to reflect the fluid mechanics

features of the synthetic jets.

58
4.8 - -
—&— Hot-wire data
3.8 —— Fluent Simulation
28
18

0.8

o2y \

32 , |
0 025 05 0.75 1
Phase (tT)

[
s

Outlet velocity magnitude (m/s)

Figure 57. Vertical ACS phase—aver%lged émai;(imum velocity magnitude in one cycle at
the position of 0.8 mm above the 'ou‘tlet,‘ {o‘ri'ﬁ'ce diameter=4.09 mm, frequency=50 Hz,

and coil d"rivirilg’ k;ﬁrrent 180 mA
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4.3.2 Tangential ACS Jet Simulations

Fluent CFD simulations are performed on the tangential ACS devices as well.
Figure 58 is the meshed model for the tangential ACS. The physical model has the same
dimensions as the real device with a rectangular exit of 10 mm by 1 mm. A major
difference between the models for the tangential device and the vertical device is the
virtually added vole. Instead of a hemisphere dome, a quarter of a sphere is attached at
the jet outlet to explore the jet development at the downstream. Figure 58 shows the

model with 90,000 meshed nodes.

Atmospheric
Chanel pressure dome
Outlet
orifice
Cavity

Figure 58. Cross section view of the meshed model for tangential ACS device
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The tangential ACS model is meshed non-uniformly. The region near the jet outlet
has much denser meshing than the region far from the jet outlet. The grid and time step
independence study are conducted on the model. Grid and time step independent
simulation results are obtained with 90,000 meshed nodes and 16 times steps in one
cycle. The simulations are compared with PIV and hot-wire date. Figure 59 presents the
simulated jet flow field pattern. Figure 59(a) is the full impingement stroke with a vortex
' generated at the exit. Figure 59(b) is the full intake stroke with the surrounding air drawn
back into the cavity. Figure 60 compares the centerline velocity magnitude at the 0.8 mm
away from the exit. The simulations show consistent results with the hot-wire
measurement. Therefore, the tangential ACS simulations are also verified. Hence, the
two simulation cases validates that the velocity boundary condition, and the LES

turbulence model are suited for synthetic jet fluid mechanics simulations.
44  Fluid Mechanics Coupled With Heat Transfer

The energy boundary condition is added to the CFD model to solve the fluid

mechanics coupled with heat transfer problem. With the energy consideration,

temperature varies with space and time. Temperature variations also affect the fluid
properties. Modifications on the model setup, boundary conditions and problem solving
method are necessary. This section discusses the solution of this complicated simulation

case.
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Figure 59. Tangential ACS flow field comparison between PIV images and Fluent
simulation at the downstream of the jet outlet (a) PIV at full impingement stroke (b) CFD
simulation at the full impingement stroke (c) PIV at full intake stroke (d) CFD simulation

at full intake stroke
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Figure 60. Tangential ACS phase-averaged maximum velocity magnitude in one cycle at
the position of 0.8 mm away from the outlet, rectangular orifice of 10 mmx1 mm,

frequency=100 Hz, and coil driving current 70 mA

44.1 Simulation Model Setup

In Fluent, the governing equation for energy conservation is Equation (37):

0 0 0 oT
E;(pE) +5C—i-(u,.(pE +P)) = 5;(kq[,. Fo ;h o (7)) + S, (37
2
E=h -2 42 (38)
p 2
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h, = ij.hj. +£ 39)
7 P

) |
h, = jr,f, C, dT (40)

where k. is the effective thermal conductivity, J; is the diffusion flux of the species ', 7;;
is the subgrid scale stress defined-by Equation (25). The first three terms on the right
hand of Equation (37) represent energy transfer due to conduction, species diffusion, and
viscous dissipation, respectively. Sj includes heat of chemical reaction and any other
volumetric heat sources, /4, is enthalpy of ideal gases, mj is the méss fraction of species j’,

Ty is 298.15 °K.

In this study, a silicon based heater array is used for cooling performance test. The
heéter is adhered to the printed wiring board substrate. Then the I/Os on chip are wire
bonded on the copper patterns coated on a substrate board to connect off board power
supplies and testing equipments. This board is 1.6 mm in thickness, 76 mm in width, and
48 mm in length. The board is attached on the ACS substrate to perform the cooling test.
When the cooling test is conducted at different locations of the jet downstream, the board
is simply moved to the desired location and the gap between the jet outlet and heater
substrate is filled with another piece of printed wiring board of the same thickness (i.e.
1.6 mm). With this experiment setup, when the DC current is supplied to the heater, the

heat generated from the chip is dissipated from the top surface by heat convection and the
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bottom surface by heat conduction. Thus, both conduction and convection should be

considered in the simulations.

To account for heat conduction, the physical model should include the substrate. In
the prior section, when the fluid mechanics model is investigated, the model is applied
only in the region where jet flow occurs (i.e. the cavity, the fluidic channel and the virtual
dome). However, to explore the heat transfer phenomena, three solid regions should be
added. The first region is the heater which is the heat source; the second one is the heater
board where the heater is sitting; the third part is the ACS substrate where the heater
board is attached. Hence, the physical model has two material states: fluid and solid.
The rﬁodel illustrated in Figure 61 is the tangential ACS testbed structure with fluidic
channel 2 (channel width of 5.08 mm). All the volumes in the model should be meshed.

In the simulations, approximately 150,000 meshed nodes are used.

Since different materials are involved in the simulations, the deteﬁnination of the
material physical properties is important. In the fluid mechanics modeling, only air is
applied in the flow field. Its room temperature properties are employed in the
simulations. In heat transfer modeling, for simplicity, the room 'temperéture properties
are used as well. It should be noted that air properties i.e. density, specific heat, thermal
conductivity and viscosity vary with temperatures. However, accurate expressions of the
variations at different temperatures are not available, and the introduction of such
temperature dependent variables into the simulations may cause the calculation to
become more complicated. Table 11 demonstrates the thermophysical properties of air at

20 °C and 100 °C (Chapman, 1987). In the worst scenario, this property is off by 22%.
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Figure 61. CFD model for heat transfer simulation

There are three other solid materials. The heater is silicon based, thus silicon

material properties are used. The ACS PWB substrate is a FR4 (flame retardant) epoxy

glass fiber composite material. From literature (Tummala, 2001), its thermal

conductivity is about 0.23 W/m'K, specific heat is 1000 J/kg:K, and density is 1500
kg/m® at room temperature. Physical properties of FR4 epoxy glass fiber may vary with
temperature. However, the data at temperatures other than room temperature are not
available. Thus, the room temperature properties are applied in the simulatioﬁs. The
heater board is different from the PWB substrate due to the copper trace pattern on the

board which can change the value of the thermal conductivity. The thermal conductivity

is corrected by Equation (41) (Sergent, et al., 1998):
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_0.251, +13.65C.¢,

kS UBS —
tB

(41)

Where ksyps is the thermal conductivity of the substrate, 75 is the substrate thickness in
mm, C, is the decimal percent conductor coverage, ¢, is the trace thickness in oz (I oz
=35.6 microns) of copper. On the heater board, the copper trace has the thickness of 22
microns and covers about 50% of the board area. The board thickness is about 1.6 mm.

Thus, the thermal conductivity of the board is calculated to be about 3 W/m-K.

Table 11. Properties of dry air at atmospheric pressure

Temperature Specific heat Density Viscosity Thermal conductivity
°C kJ/kg-°C kg/m’ x10° kg/m's x10° W/m-°C
20 1.0061 1.2042 18.17 25.64
100 1.0113 0.9460 21.78 31.27
Difference 0.52% 21% 20% 22%
based on 20 °C
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Boundary conditions on this model are similar to those for the fluid mechanics
simulations. The input velocity boundary condition is applied on the vibrating
diaphragm, and the atmospheric pressure condition is applied on the outside wall of the
added dome. One more thermal boundary is added at the heat source. During the cooling
performance test, the current through the heater and the voltage drop are monitored.
Thus the power consumption on the heater (i.e. the heat generated by the heater) is
known. In Fluent, this boundary condition is defined as the heat generation rate which is
calculated by the power consumption density. All the interfaces between the solid (e.g.
PWB) and fluid (e.g. air) are defined as the coupled walls. The substrate outside walls
exposed to the stationary air are defined as the walls with natural convection. The samé

turbulence model, large eddy simulation, is selected to carry out the simulations.
4.4.2 Simulation Results

Initially the fluid mechanics and heat transfer calculations were performed at the
same time. However, it was determined that the simulations take a long time to achieve a

convergent result. With the meshed nodes of 150,000, and simultaneous performance of

fluids transport and heat transfer simulations, it takes more than 30 minutes to finish one
time step. If one cycle is divided into 16 time steps, it will take at least 8 hours to
complete one cycle. If the power input to the heater array is changed, it takes at least 15
minutes for the system to reach a steady state. Based on the 15-minute response time and
the one vibration period of 0.01 seconds, it will take 90,000 cycles, or 720,000-hour
computational time to reach a steady state. This is not practical. It is believed that the

long thermal conduction time causes the convergence problem.
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In this research, a convergence acceleration approach, addition of complexity, is
applied. This improves the solver performance by sequentially imposing the required
complexities in the problem. For the fluid mechanics and heat transfer problems, the heat
conduction is a time limiting step if the two calculations are performed simultaneously.
As a resﬁlt, heat transfer can be carried out first without fluid mechanics. After certain
time (i.e. 625 seconds was used in these simulations), fluid mechanics is added to the
calculation and both of them are conducted simultaneously. This approach can
dramatically reduce the heater temperature ramping up time, and speed up the
convergence process without losing the accuracy. Note that this addition of complexity
approach exactly matches the experimental sequences. First, the heater is heated up
without the jet; second, the jet is turned on vand the system reaches a steady state. By
applying the addition of complexity apprpach, the simulations can be completed mﬁch

more rapidly.

As with the fluid mechanics simulations, the grid and time step independence tests
are performed. 150,000 meshed nodes and 16 time steps per cycle can show satisfactory
results which ensure the grid and time step independent. Due to the use of the addition of
complexity approach, the first time step has a long time interval (i.e. 625 seconds). Then
starting from the second time step, the time interval is reduced down to 0.000625 seconds
to capture the detailed periodic fluid physics of the synthetic jets. To increase the
accuracy, a 3-D double precision solver is applied to perform the fluid mechanics and

heat transfer combined simulations.

During the course of the simulations, two variables are monitored. One is the local

average heat transfer coefficient on the top surface of the heater array. The other one is
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the centerline velocity magnitude at 0.8 mm away from the jet exit. The results are
shown in Figure 62 and Figure 63, respectively. From both figures, it is observed that the
simulation results become convergent almost after the first cycle. The local heat transfer
coefficient has a small fluctuation within one cycle. The average is about 97 W/m*K.
The experimental value from infrared thermography is about 80 W/m*K. The
discrepancy is about 21% which is acceptable. The discrepancy may be a result of the
assumed temperature independence ‘of the materials properties. The room temperature
assumption “exaggerates” the cooling capacity of the air jets (i.e. in reality the air is
heated as it passes above the heater). That may be why the simulated heat transfer
coefficient is higher than the experimental result. In addition, the incompressible gas
assumption may not be accurate for the gases existing in the cavity. The érror induced
from the fluid mechanics simulations and the‘ inherent errors from the model and the

solver scheme can also lead to the discrepancy.

Figure 63 illustrates that the centerline velocity magnitude is cycling periodically.
The simulati'on results are also compared with the experimental data as shown in Figure
64. There are a good match at the impingement stroke, and a larger discrepancy at the
intake stroke. This is acceptable because the major contribution of the heat dissipation is

from the impingement stroke.

The heat transfer simulations can be compared with the experimental data by the
temperature distribution. Figure 65 shows good agreement between the simulations and
the experiments on the temperature distribution along the centerline of the board top

surface. The origin point is located at the center of the cavity. ~ This temperature
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comparison plus the local heat transfer coefficient data verify that heat transfer

simulations also have the ability to reflect the experimental data.

Local average heat transfer
coefficient WimA2/K
o
o
—

0 50 100 150

Time steps

Figure 62. Local average heat transfer coefficient on the heater during the simulation for

‘testbed with fluidic channel 2
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Figure 63. Centerline velocity magnitude at the location of 0.8 mm away from the exit

during the simulation process for testbed with fluidic channel 2
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Figure 65. Comparison of temperature distribution on the device top surface for testbed

with fluidic channel 2 (w=5.08 mm)

CFD simulations can facilitate the understanding of the fluid mechanics. For
instance, the vorticity Q is easy to be calculated in the simulation tool. The vorticity is a
point function, equal to twice the average angular velocity of a fluid particle. It is related

to the spatial derivatives of the velocity by Eqﬁt{tion (42):

Q = curl(u) , ' (42)

148



The flux of vorticity, circulation I, is an important derived quantity for vortex dynamics.

It can be calculated by Equation (43):

r=/2)f vl (43)

Figure 66 shows the time development of the vorticity over one simglation cycle.
Different colors denote the magnitudes of the vorticity. #7T=0 is the starting point of a
vibration cycle. #7=0.25 is the full impingement stroke. It séems there is a pair of
vortices starting to form at the exit. Highest vorticity is at the near exit region. #/7=0.5 is
the midpoint of a cycle. The upper vortex still propagates to entrain more air into it.
However, the lower vortex is strongly stretched due to the biockage of the heater board.
It can be observed that the lower vortex helps break up the boundary layer and form a
high vorticity région at the downstream of the exit (about 6 mm away from the exit).
t/T=0.75 is the full intake stroke. There is still a high vorticity region at the downstream
close to the heater board. The high vorticity regions facilitate heat removal. From this
perspective; it is easy to explain why there are a primary optimal cooling zone close to
the exit and a secondary optimal cooling zone at the downstream of the exit. The

conclusions exactly match the experimental results (Figure 45).
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Figure 66. Time evolution of the vorticity in a simulation cycle
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4.4.3 CFD Predictive Model

One major application of CFD simulations is to use the developed model in the
engineering predictions. The model developed in the prior work is applied to predict the

behavior of another testbed structure, fluidic channel 5, in this section.

The testbed ACS with fluidic channel 5 is drawn as the real dimensions, meshed with
about 150,000 nodes. The velocity boundary condition is defined in the same way as
discussed in section 4.3. The material properties, LES turbulence model, aﬁd the addition
of complexity solving approach are the same as the previous section. Figure 67-70
present the simulation results. Figure 67 and Figure 68 demonstrate that after the first
cycle, the simulation is stabilizing to a convergent result. Figure 69 shows the centerline
velocity magnitude comparison at 0.8 mm away from the exit. Figure 70 is the
temperature distribution comparison on the top surface of the ACS substrate. All the
comparisons show consistent results with the experiments. The final local average heat
transfer coefficient on the heater is about 123 W/m>K. The experimental result is 127
W/m?>K which is a good match. Therefore, this simulation case verifies that the CFD

approach can be employed to predict the synthetic jet behavior.

To obtain more confidence on the CFD predictive model, it is applied to simulate the
cases further downstream of channel 5. In the experiments, the heater is positioned at
variety of distances away from the jet outlet (see Table 12). In each case, the region
between the jet outlet and the heater is uncladded (i.e. copper) PWB. This will change
the thermal conductivity of the heater board because the copper pattern surface coverage

is changed. The thermal conductivity can be calculated again according to Equation (41).
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The calculated results are listed in Table 12. All the other material properties and the

boundary conditions are same as before.
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Figure 67. Local average heat transfer coefficient on the heater dliring the simulation for

testbed with fluidic channel 5
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Figure 68. Centerline velocity magnitude at the location of 0.8 mm away from the exit

during the simulation process for testbed with fluid channel 5
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away from exit for testbed with fluidic channel 5 (w=70 mm)
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Table 12. Thermal conductivity of the heater boérd

Heat distance to jet

exit (mm)

0.8

4.23

6.35

10.16

15.24

Copper pattern

coverage (%)

50

47

44

40

38

Thermal
conductivity

(W/mK)

2.8

2.6

23

2.2
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Figure 71-74 show the temperature distribution comparisonsA when the heater is
located at 4.23 mm, 6.35 mm, 10.16 mm and 15.24 mm away from the exit, respectively.
All the four simulation cases have good consistency with experimental results. The local
heat transfer coefficients are compared in Figure 75 for all the five cases of channel 5.
The overall discrepancy is approximately 25%. Once again the CFD predictive model is

proved to be valid.
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Figure 71. Comparison of temperature distribution on the device top surface for testbed

with fluidic channel 5 (w=10 mm) when heater is 4.23 mm away from the exit
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with fluidic channel 5 (w=/0 mm) when heater is 6.35 mm away from the exit
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Figure 73. Comparison of temperature distribution on the device top surface for testbed

with fluidic channel 5 (w=/0 mm) when heater is 10.16 mm away from the exit
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4.5 Summary

CFD can provide a better understanding of the fluid physics. Some information
which can not be directly observed from experiments (i.e. the vorticity contour) can be
easily obtained from the simulation results. It can also provide satisfactory predictions to

some complex fluid phenomena which seem impossible to the analytical approaches.

In this study, CFD software, Fluent, is émp]oyed to solv‘ejthe complicated synthetic
jet fluid mechanics coupled with heat transfer problem. To accomplish thé numerical
simulations, some necessary simplification aséumptions are applied. The vibration
diaphragm boundary condition is simulated as a sine wave velocity boundary. The
physical properties of air and PWB are assumed to be temperature independent. The LES
turbulence model is used instead of a direct numerical simulation. All the simplifications
may result in some errors in the simulation results. However, the simulations still exhibit
satisfactory accuracy. The convergence acceleration scheme, addition of complexity, has
the advantages of both shorter computation time and higher accuracy. Addition of

complexity allows the simulations to be accomplished in a reasonable computation time.

Therefore, this chapter provides a valid and practical CFD numerical approach to solve

the synthetic jet fluid mechanics and heat transfer problem.
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Chapter 5

CONCLUSIONS AND FUTURE WORK

In this research, the synthetic jet technology is implemented in a printed wiring
board substrate (a multilayer epoxy prepreg board) to enhance thermal management of
the microsystem packaging. A microfluidic device embedded into the PWB is fully
compatible with the lamination process to realize mass production. Due to its active heat

convection feature, the microfluidic structure is called an active cooling substrate.

The vibrating diaphragm is the “heart” of the device to pump air in and out of the
cavity. A polymeric diaphragm is developed and driven by electromagnetic force. A
corrugated structure is molded into the diaphragm. In contrast to‘the traiditibnal flat
diaphragm, the corrugated polymeric diaphragm is more sensitive to the external force.
Less force is required to generate a larger deflection. Thé optimal ‘fréquency is obtained
for the diaphragm design. Lower frequencies are possible for the vibration system to
minimize the noise level. Therefore, low power consumption, low noise, and larger

deflection are the main features of the polymeric diaphragm.

The application of the MEMS device is for thermal management in electronic system
packaging. Saving the “real estate” on the PWB board is one of the targets. Therefore
the device is fabricated in the thickness of the board. Jet outlets are facing the heat
generating components. Other electrical components can be surface mounted on the area

embedded the ACS device to make full use of the board footprint.
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Two different synthetic jet orientations have been prototyped. The first design is the
vertical ACS with the jet impinging vertically. This orientation facilitates the fresh air
entrainment due to the vortex rings generated at the jet outlet. However, the hot chips
have to be flipped and mounted above the jet exit which may suppress the low-profile
design. The second design is the tangential ACS with the jet blowing horizontally. With
the tangential orientation, the hot chips can be mounted on the same substrate as the ACS
device. A low profile design is ensured. The jet can only enfrain the f'resh air from the
upper space, since the lower half space is blocked by the substraté. At the beginning of
the impingement cycle, there are vortex pairs at the jet exit. The lower vortex tapers off
downstream of the jet exit which disturbs the boundary layer close to the substrate
surface. The upper vortex develops and entrains more air into the jet core. Therefore, the
tangential ACS has a good combination of boundary layer disturbances and air
entrainments which dramatically reduce the temperature gradient and enhance the heat

convection.

The fluidic channel optimization is also performed. The optimal channel width is
obtained. Two optimal cooling locations are identified.. The primary optimal cooling
zone is near the exit region. The secondary optimal cooling zone is located downstream
of the exit. The hot components can be placed at the two locations depending on the
dimensions of the heat generating components. With the optimal design and optimal
location, the local heat transfer coefficient can reach 140 W/m>K. If the temperature
difference between the designated heater array (with surface area of 9.6 mm?) and the
bulk air is 77 °C, the heat removed from the top surface by convection is approximately

103 mW. This is due to the contribution of the synthetic jet forced heat convection. The
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amount of heat removed by the jets is about one fourth of the total heat dissipated by the

heater array. Therefore, the synthetic jets significantly enhance the local heat convection.

CFD simulations are conducted on the ACS device to achieve theoretical
understanding of the fluid behavior. The velocity boundary condition, the large eddy
simulation turbulence model and the addition of complexity technique are the three key
components of this complex simulation problem. They help to simplify the vibrating
diaphragm boundary condition, provide accurate simulation results and make the
simulations computationally practicable, respectively. Based onl the simulations, a better
understanding of the fluid physics and additional information which are not accessible
from the experiments are obtained. The impacts of the fluid mechanics on the heat
transfer are investigated. The CFD numerical model is available to predict the heat

transfer performance with certain fluid mechanics conditions.

The ﬁnél goal of this research work is to develop a methodology to fulfill other
thermal engineering application by using the synthetic jet technology. Figure 76
illustrates the idea. The research work is conducted in the forward direction of the block
diagram. First, the MEMS device is designed and fabricated. Then the fluid mechanics
are characterized. Finally the heat transfer perfonnax;ce is evaluated. There are two
bridges to connect these three “islands” to form an integrated system. Each bridge has
two routes. One is an empirical method; the other is a numerical solution. For instance,
the characteristic Equation (3) and ANSYS simulation tool are applied to design the
diaphragm structure to realize certain volumetric flow rate or velocity requirement for the
ACS device. The dimensionless group analysis Equation (17) and Fluent simulation tool

are employed to find the relationship between the fluid mechanics and heat transfer. In
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the future application, the block diagram is used in a backward direction. First, certain
heat removal goals are defined. Then the required synthetic jet fluid characteristics are
derived. Finally the device is designed to meet the fluid targets. Empirical methods
provide a coarse consideration of the design problem because they can reflect the trend of
the design parameters while without great accuracy. The numerical tools are used to
refine the design parameters and finalize the design. Then a sophisticated methodology

can be developed for future thermal management application.

Characteristic Dimensionless
equation . group analysis
ACS 1 Fluid Heat
device <::1'> mechanics <:> transfer
ANSYS Fluent

Figure 76. Block diagram of synthetic jet technology application methodology

An attractive feature of synthetic jet is that a small power input can induce a large
influence on the fluid field. Thus, synthetic jets are good at providing on-demand local
cooling. As microsystems become more compact, it is possible to shrink down the device
size in order to remove heat from even more constraint volume. Microjet array design

and one cavity multiple exit port design are some options to enhance the cooling
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performance for multi modules. In addition, the synthetic jet technology can be
implemented into other packaging components, i.e. heat sinks, to enhance their cooling
functionality. Synthetic jets are a promising technology to enlarge the heat removal

capability of the air-cooling thermal management approach.
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