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## SUMMARY

It was the objective of this thesis to review and evaluate existing quantitative models for personnel selection and placement, and to propose an alternative model formulation utilizing certain basic informationtheory metrics. Initially, a careful review was given of the research that centers around the psychological as well as the decision-theoretic aspects of selection and evaluation, defining the parameters that need to be taken into account in model formulations.

Basic model alternatives considered were the Bayesian approach and the regression approach. The latter contains the ANOVA paradigm and the correlational paradigm. The use of correlational statistics as employed by Brunswik's lens model was described as the most compatible basis for this research. Information theoretic model formulations were presented as alternatives to the linear regression model. Underlying assumptions were that in-formation-theory measures are applicable to human decisionmaking, and that these measures can be employed analogously to cue values in a multiple regression model. In order to test the model alternatives, empirical data collected in large industrial organizations were employed. Also, hypothetical case information provided to
and evaluated by personnel officers in these organizations was utilized. The evaluation of the data was based on a large number of regression runs for eight different models. The multiple $R^{2}$ of the empirical cases ranged from . 30 to . 58 , of the fictitious cases from . 17 to . 87. The general conclusion reached was that information-theoretic model alternatives appeared to be competitive with linear cue models but need more evaluation.

## CHAPTER I

## INTRODUCTION

Definition of the Problem
People differ greatly. Besides the easily discerned physical differences, there are those qualities which are of prime importance in a working environment, such as intelligence, abilities, skills, motivation, and temperament. In the world of work, men's efforts have been organized and directed toward production of the great variety of goods and services demanded and consumed by society. Thousands of jobs are encompassed by the world of work; the variety of requirements is vast, and the human qualities necessary to get the work done differ greatly from job to job. With such variability in demand, in jobs, and in workers, programs of personnel selection and placement in industry are essential.

The problem is to find ways and to devise methods which allow for an optimal match between men and jobs. This is desirable because of the high cost involved physically and morally for both employer and employee.

## Purpose of the Research

Ideally, it would be desirable to develop a method that would allow placement of all persons in jobs perfectly
suited to them and to society. This problem has two main aspects: Psychology attempts to measure and describe human variability, whereas methods of decision theory help to utilize these findings to select and place personnel systematically and rationally.

This work centers around the decision-theoretic aspects which have received extensive attention by a number of researchers. The objective of this study was to review and evaluate existing methods and models for personnel selection and placement, and to propose an alternative model formulation utilizing certain basic informationtheory metrics. Initially, alternative models were tested using hypothetical pilot data. The most promising models thus developed subsequently employed empirical data for the estimation of the various model parameters. The statistical methodology employed was that of linear regression theory.

CHAPTER II

## LITERATURE REVIEW

The field of personnel selection and placement may pose special requirements on methods and models in order for them to be applicable. Therefore, a careful review shall be given of the research that centers around the psychological as well as the decisiontheoretic aspects of selection and evaluation, defining the parameters that need to be taken into account in model formulations.

The cost significance and the omnipresence of personnel selection problems have resulted in a vast body of research since the early part of this century. It is intended to review those publications in the field which characterize the present standard of knowledge and methodology. Though one should be concerned with the quantitative aspects of making selection decisions, it is also necessary to examine in considerable depth the origin of quantitative description of human work behavior: This is the contribution of industrial psychology.

Dunnette (1966, p. 2) pointed at the complexity of questions inherent in personnel selection.

What aspects of the job need to be taken into account for determining the human qualities necessary to do the job? How should the job

> be analyzed and studied? What sorts of behavior constitute successful job performance and how may job behaviors best be described and measured? What methods should be used to 'size up' or measure the human qualities chosen as necessary for the job? What evidence shows adequately the relationships between certain measured human qualities and different job behaviors?

The interrelated topics touched on by these questions are centered around a major objective of personnel administration, the manpower development program of the firm (Dunnette, 1966).

## Considerations in Selection and Placement

Several important considerations dictate the range over which an employment manager may exercise his judgment and the relative emphasis he may give to any placement problem (Dunnette, 1966). The number of applicants relative to the number of jobs characterizes different types of placement problems. It may be necessary to assign a certain number of persons to an equal number of different jobs. This is a pure classification situation which has been successfully dealt with through methods of Operations Research. In contrast, when the number of applicants is large relative to the number of jobs, much greater care in the matching of men and jobs may be exercised. However, the number of applicants varies greatly for different kinds of jobs and at different times.

For the institution, pure selection maximizes the over-all quality or effectiveness of job performance of
employees. For the individual, however, the guidance approach is best, because he desires to choose a vocation or job best suited for him. It is also desirable from society's standpoint to avoid as much as possible the underutilization of the capabilities of individuals. The most usual approach involves a careful weighing of institutional and individual considerations (ibid.).

Wrong decisions have associated with them two
kinds of relative costs that greatly affect personnel decision strategies. These related cost factors are due to the following kinds of errors (Dunnette, 1966, p. 7):

First, an individual may be placed on a job on which he later fails; because a positive outcome (success) was predicted and failed to materialize, this kind of error is called a false positive error. Second, an individual may not be placed on a job in which he could have been successful; because this involves an inaccurate prediction of a negative outcome (failure), it is called a false negative error.

The purpose of training programs is to modify employees' knowledge, skills, and attitudes in order to equip them to do their jobs better. Personnel selection and job placement are inextricably intertwined with personnel training. This is due to the fact that trainability of persons has a direct influence on the need for selectiveness, i.e., these two factors are somewhat inversely related.

In a real setting, complete information about the relative odds of success for different people and for
different jobs would rarely be available. But selection decisions and job placement strategies must still be made, even when information is sketchy and incomplete. At least the employment manager should be able to make a statement about the accuracy of prediction, the assessment of which this research is in part devoted to.

In the following sections attention is turned to the basic instruments involved in predicting performance and assessing accuracy of prediction which are requirements for making selection or placement decisions. The first group of tools comprises those used to assess the applicant. These are tests, interview, and application blank. Then the performance evaluation process shall be examined since it supplies the dependent variables against which the prediction would have to be compared. Finally, it can be shown how information thus obtained can alternatively be utilized in methodical selection systems, employing optimization approaches and statistical techniques, some of which allow for rational utilization of computer methods.

## Applicant Assessment

As previously pointed out, tests, interview, and application blank are the tools employed in assessing applicants. These instruments shall now be reviewed in the above sequence.

## Tests

In a variety of situations individuals have to make personnel decisions for which they have inadequate information. It is for that reason that psychological and educational tests exist.

Therefore, it is desirable that a theory of test construction and use consider how tests can best serve in making decisions (Cronbach, Gleser, 1965). Little of present test theory, however, takes this view. Instead, the test is conceived as a measuring instrument, and test theory is directed primarily toward the study of accuracy of measurement on a continuous scale (Cronbach, Gleser, 1965). Hull (1928, p. 268) voiced a principle that has been the root of nearly all work on test theory: "The ultimate purpose of using aptitude tests is to estimate or forecast aptitudes from test scores." It is this view that Cronbach and Gleser (1965) proposed to abandon. They acknowledged the usefulness of accurate estimation, but maintained that the ultimate purpose of any personnel testing was to arrive at qualitative decisions.

When they first came on the industrial scene in the 1920's, psychological tests were hailed as a basis for finally placing personnel selection on a scientific basis (Lipsett, 1972). Indeed, some evidence was accumulated to support this promise. Intelligence tests and clerical aptitude tests began to show significant validity for
selecting clerical workers in a variety of situations (Lipsett, 1972). Some studies showed positive correlations between success in apprenticeship training and mechanical aptitude tests, as well as tests of intelligence, mathematics, and space relations.

Often, however, the scientific contribution of testing needs to be questioned. What can happen, if one neglects validation studies, was described by Lipsett (1972, p. 649) :

In many instances, the application of tests was actually counter-productive. Assuming that high intelligence was desirable in any job, many organizations used a test like the Wonderlic to screen out low scorers who would actually have performed with greater stability and satisfaction in routine jobs. . . .

In the 1960's, widespread concern over civil rights and disproportionate rejection of applicants from minority groups led to the discovery that paper-and-pencil tests tended to eliminate an inordinate percentage of minority applicants. When social pressures began to force more employment of minority group members despite low test scores, it was discovered that many individuals with low test scores could perform fully as well in many jobs, especially those in manual factory work, as those with higher test scores.

A highlight in this development was the wellpublicized Motorola Case raising the question of inadvertent racial discrimination by using psychological tests (cf. French, 1965). Berđie (1965, p. 146) explained: "We have assumed homogeneous populations when we may not have them. . . ."

Presently, employers are being asked to demonstrate the job-relatedness of their tests (O'Leary, 1972). The Civil Rights Act of 1964 sought among other things to ensure maximum employment of members of minority groups to overcome the social problems arising out of unemployment of these groups. To this end, the Equal Employment Opportunity Commission, which was established by this Act, issued guidelines providing that employment testing should not be done unless there was evidence for the validity of the test in the particular job situation (Lipsett, 1972).

At this point, it is important to understand what is considered a test in the eyes of the EEOC (O'Leary, 1972, p. 171):

The term 'test' includes all formal, scored, quantified, or standardized techniques of assessing job suitability including, in addition to the above, specific qualifying or disqualifying personal history or background requirements, specified educational or work history requirements, scored interviews, biographical information blanks, interviewers' rating scales, scored application forms, etc.

This stand of the EEOC resulted in an enhancement of the proper use of testing. To quote U.S. Supreme Court Chief Justice Burger (Personnel Journal, 1972, p. 283): "What Congress has commanded is that any tests used, must measure the person for the job, and not the person in the abstract." Proper use means first of all proper validation. This must be done with respect to the job as well as taking into account the individuals filling the job.
"Test validation can't be imported. . . . (Personnel, Nov.-Dec., 1970, p. 6)." Each test has to be validated for the specific situation to which it applies. An exception would be if the number of employees in a workforce is fewer than the number usually required for validation. "Thirty employees is considered the minimum number necessary for validating; 100 is plenty (ibid.)." In case of an insufficient number, Ghiselli's (1966) work "The validity of occupational aptitude tests" may be a useful reference.

EEOC guidelines state ". . . that properly validated and standardized employee selection procedures can significantly contribute to the implementation of nondiscriminatory personnel policies (Personnel Journal, April, 1972, p. 283)." Significant effort has been spent in investigating the cultural bias of tests and in proposing alternatives (Bartlett, O'Leary, 1969; Berdie, 1965; Guion, 1965; Krug, 1966; Anastasi, 1966).

Guion (1965) did not fail to point out that the very factors that depress test scores may also depress performance on the job, so that validity and racial discrimination need not be mutually exclusive. Bartlett and O'Leary (1969) discussed the possibilities that may be found in "culture-free" tests on the one hand and "culture-equivalent" ones on the other. Those of the latter group have been successfully developed by Schwarz
(1961). They were intended to be administered separately to groups of low socio-economic background.

Other efforts were directed toward more general improvement of test utilization in a total personnel assessment system (O'Leary, 1972), as well as toward the development of non-test methods. Non-test methods, however, would be a way out only if quantification of results is no longer desired since, otherwise, the EEOC's definition of a test would apply and these methods would consequently be open to scrutiny.

O'Leary (1972) suggested that discontinuing the use of valid employment tests could increase the probability of unfair practice through reliance on human judgment and raise costs through higher turnover and poorer performance.

Hasler's (1972) discussion suggested an alternative to generate assessment of individual work behavior for employee selection, placement, and promotion by means of descriptive validities: "Descriptive validity is the most appropriate kind of validity for global, over-all statements of probable work behavior of individuals. Such statements typically come from the interpretation by a psychologist of score profiles or assessment results (Hasler, 1972, p. 13)."

## Interview

The interview is generally assigned prime significance in the selection process, although it is probably
the one item with the least validity. Its effectiveness and utility has been seriously questioned as a result of several comprehensive reviews of the research literature (Wagner, 1949; England and Paterson, 1960; Mayfield, 1964; Ulrich and Trumbo, 1965; Wright, 1969). Mayfield (1964) cited findings of lack of validity for the process and concluded that ". . . knowledge of the selection interview is only a little more advanced . . . (cf. Wright, 1969, p. 39)" than it was at the time of Wagner's review in 1949. However, he felt that two principal new approaches held promise. They were (Wright, 1969, p. 391):
(1) Research dividing the interview into units, providing, in effect, a microanalysis of the procedure in contrast to the usual macroanalysis, and,
(2) Renewed concern with 'studying the process of decision-making as it occurs in the selection interview' instead of viewing interview results only.

Mayfield (1964) made 15 prescriptive statements pertaining to (cf. op. cit.) (a) interview structure and process, and (b) validated outcomes of the interview. In regard to (a) he found that structured interviews generally provided higher inter-rater reliabilities than did unstructured interviews. With respect to category (b) he stated that interviewers were inconsistent in their interpretations of data obtained in the interview; they tended to make their decisions early in the unstructured
interview; intelligence could be best estimated from an interview, but interviewer predictions based on interviews and test scores were no more accurate than those based on the score alone; negative rather than positive information appeared to be most influential on the interviewer.

This last point led Webster (1964) to the conclusion that "interviewers are more influenced by unfavorable than by favorable information (p. 87)." He suggested that, per unit of importance, interviewers gave less weight to positive information. This contradicts Bolster and Springbett (1961), who stated that interviewers gave more weight to negative information.

Wright (1969) considered as highly significant the report which summarizes nine years of work by Webster (1964) and his colleagues. Seven principal findings with respect to the problem of decision-making in the employment interview were as follows (Wright, 1969, p. 393) :
(1) Interviewers develop a stereotype of a good candidate and seek to match interviewees with stereotypes;
(2) Biases are established by interviewers early in the interview and tend to be followed by favorable or unfavorable decisions;
(3) Unfavorable information is most influential on interviewers;
(4) Interviewers seek data to support or deny hypotheses and, when satisfied, turn their attention elsewhere;
(5) Empathy relationships are specific to individual interviewers;
(6) A judge's decision (and, by implication, an interviewer's) is different when fed information piece by piece rather than simultaneously; and
(7) Experienced interviewers rank applicants in the same order although they differ in the number they will accept.

A microanalytic study was conducted by Carlson and Mayfield (1967). They found that managers responded more readily to negative than to favorable information. Also, inter-rater reliability turned out to be significantly greater for unfavorable than for favorable applicants.

Conversely, a macroanalytic research approach is taken to study the validity of the interview, all of the research on the "structured" or "patterned" interview fitting this category (op. cit.).

Banta (1967) conducted an innovative study, comparing leaderless group discussions and individual interviews as selection devices. She found the two to be equally valid and reliable.

Downs (1968) reported an attempt to quantify the impressions interviewers and interviewees had of the interviewing process. One of his more interesting findings relate to the response of interviewers to the question of the confidence they had in their decision. Eighty-one percent of the interviewers indicated their confidence level was $75 \%$ or higher ( $3 \%$ of them indicated $100 \%$ confidence!).

This result contrasts interestingly with a 17-year experience of interviewing applicants for jobs as stock brokers, reported by Ghiselli (1966). He found a corrected validity coefficient of .51 . However, the biserial coefficient of correlation between the criterion of success on the job (survival with the company for a three-yearperiod) and the interview rating was only .35. The usual selection interview has produced such low reliability and validity in study after study that many researchers recommended its discontinuance (Dunnette, 1962; England and Paterson, 1960).

Structured or patterned interviews received a good deal of attention. A recent study by Carlson, Thayer and Mayfield (1971) suggested that only the structured interview generated information that enabled interviewers to agree with each other. They reported a median interinterviewer correlation of .62 . This result was similar to that of Maas (1965). There was some evidence that structured interviews were being used increasingly as a selection and promotional tool (LIAMA, 1968).

Wright, Carter, and Fowler (1967) attempted to determine if the interview added anything of a substantive nature to an assembled civil service selection procedure. They found that apparently the written test and the oral interview were sampling different candidate behavior; there was no consistent relationship between candidate scores on
the written exam and the oral interview. What might have added to the discrepancies could have been an error caused by coding of the interview responses as found by Crittenden and Hill (1971).

A question of obvious importance is the effect of experience on the performance of interviewers. It was investigated by Rowe (1960). He found that when evaluating the same recruits, interviewers with similar experiences did not agree with each other to any greater degree than did interviewers with differing experiences. It was concluded that interviewers benefit very little from day-today interviewing experience (Carlson, 1967). It was implied by Carlson et al. (1971) that systematic training would be needed, with some feedback mechanism built into the selection procedure, to enable interviewers to learn from their experience. The job performance predictions made by the interviewer ought to be compared with how the recruit actually performs on the job.

In the conclusions of his comprehensive review, Wright (1969) recommended more macroanalytic research on the structured interview, being the only technique that has demonstrated consistent reliability. Furthermore, he recommended work be expanded in the model-building area, involving a multi-disciplinary approach. Personal History Information
the Biographical Information Blank, the Individual Background Survey, and the Life History Blank provide the socalled biographical items. There exist several categories of these types of items and it is quite controversial what items should be called biographical (Henry, 1965; cf. Asher, 1972, p. 251):

For example, a biographical item may vary on any of these dimensions: verifiable - unverifiable; historical - futuristic; actual behavior - hypothetical behavior; memory conjecture; factual - interpretative; specific - general; response - response tendency; and external event - internal event.

Some have advocated that only an individual's historical experiences, events or situations that are verifiable should be classified as biographical items (cf. Asher, 1972).

Asher (1972) listed a number of studies using historical and verifiable biographical items, which were conducted between 1960 and 1970. In the reviewed research, the scorable application blank was used to predict work behavior that ranged from unskilled to skilled. Where the biographical items were used in a combination as a predictor rather than as single items, the following crossvalidated correlations were obtained from ll studies: $35 \%$ were .60 or higher; $55 \%$ were . 50 or higher; $74 \%$ were .40 or higher and $97 \%$ were .30 or higher.

A comprehensive comparison between the predictive power of biographical items and other predictors was conducted by Asher (1972), utilizing validity coefficients derived by Ghiselli (1966) and by Ghiselli and Barthol
(1953). On the whole, it was stated that biographical items were about $50 \%$ more reliable than other predictors, such as intelligence, aptitude, interest, and personality. It appeared that biographical items were more often related to criteria like job tenure, than to job performance measures as such (Tiffin and McCormick, 1965).

Asher (1972) presented a theoretical explanation for the superior performance of biographical items. "The data seem to suggest that accurate prediction is a function of a point-to-point correspondence between predictor space and the criterion space (p. 261)." An example would be the fact that the best single predictor of college grade point average is high school grade point average (Fishman and Pasanella, 1960; Freeberg, 1967).

Not all findings were quite as overwhelming as Asher's report. Roach (1971) described a substantial loss in predictive power of a weighted application blank for identification of probable early terminators. In a three to five year follow-up the biserial correlation coefficient reportedly dropped from . 49 to . 33 (Buel, 1964). Roach held changes in labor market conditions, manpower needs, and personnel policies responsible.

Considerable work has been done in an attempt to improve the biographical items. Owens, Glennon and Albright (1966) established a set of rules as heuristic aids in developing biographical items: l. Brevity of
the question; 2. Options should be expressed in numbers;
3. Options should contain all alternatives; 4. Items should convey a neutral or pleasant connotation. Owens suggested the following further guidelines (cf. Asher, 1972, pp. 26lf): ". . . An item should not try to retrieve information beyond the memory of the respondent; extremes on the continuum of choices may be more consistent than those in the middle position; statements should be positively worded; and a response continuum should not be defined in qualitative terms as for instance, 'seldom, occasionally, and frequently.'"

The question of item accuracy was investigated by Mosel and Cozan (1952). The result was generally satisfying, although some applicants had a tendency to upgrade information, mainly with respect to job duties. It was proposed that accountability should be tested as it may be a powerful determinant of an item's accuracy. The following is a brief summary of further research on different types of biographical items, all of which are intended to provide further and deeper insights into personality characteristics in order to project work behavior. Spiegel (1970) developed items beyond the verifiable factual level in an attempt to measure past work behavior. Harrel (1970) found certain contraindicated items which signaled unsuccessful performance. These were for instance too frequent change of address, excessive
personal indebtedness, unexplained gaps in the employment record, and frequent change in jobs. Walther (1961) suggested self-descriptive multiple choice items in order to predict turnover and performance. He later showed (1962) that self-description items had biserial correlations of .64 and .60 with rate of promotion.

The methodology of analysis of biographical items was looked into by Buel (1972). He made specific recommendations as to the use of a validated biographical form. Novack (1970) developed a fairly sophisticated weighted application blank, defining a cutting score and "maximum differentiation." His method allowed for elimination of $90 \%$ of short term employees. Lunneborg (1968) and Webb (1960) attempted innovative statistical strategies to increase the predictive power of biographic items. Lunneborg used techniques developed by Horst (1954, 1955) to attain multiple absolute and multiple differential prediction.

As areas for further research, Asher (1972) suggested among others the inspection of data for curvilinear relationships. "For instance, Schuh (1967) has pointed out that there is ample evidence at least when the critexion is turnover, that non-linear relationships exist for intelligence, aptitude, personality tests, and biographical items (p. 266)."

## Performance Evaluation

## Criteria

Any investigation of human behavior involves the use of some appropriate dependent variable, usually referred to as a criterion. If the purpose is one of analysis of individual variables, such as in personnel selection, the criterion measures for individuals would be related to individual characteristics. For example, the criterion would be a measure of job performance, and the individual characteristics would be test scores and biographical or interview information.

Job performance criteria are intended to reflect, in quantifiable or otherwise meaningful terms, the extent to which individuals are fulfilling the stated or unstated performance requirements of their jobs. Some of the specific types of job performance criteria are (Tiffin and McCormick, 1965): Quantity of work, quality of work, learning time, or its equivalent, training cost, tenure on the job, absenteism, promotions, job sample, and ratings of employees by their supervisors. Ratings used as a criterion may be of over-all job performance, or of some particular aspect of performance.

Care is required to select or develop the criterion to be used. There are three basic considerations (ibid.). The first is relevance. It refers to the extent to which criterion measures of different individuals are meaningful
in terms of the objectives for which such measures are derived. Freedom from contamination is the second and refers to the lack of influence of differences in situational variables that might serve to "contaminate" criterion measures for individuals. Third, reliability reflects upon the stability of the criterion. It describes to what extent the relatively permanent, or continuing, level of performance of several individuals on the job in question is accounted for by the criterion. The multi-faceted nature of the purposes and objectives of jobs gives rise to what is called the various criterion dimensions (Ghiselli, 1956). As an example, if quantity and quality are pertinent aspects of a job, they might serve as the basis for two corresponding criteria. Seashore et al. (1960) presented an example of five such criteria which turned out to be all relatively independent from each other. These and other results were interpreted as contradicting the validity of "over-all job performance" as a unidimensional construct, and as a basis for combining job performance variables into a single measure having general validity. Dunnette (1963a) also argued for the use of criterion dimensions and suggested that we ". . . cease searching for single or composite measures of job success and proceed to undertake research which accepts the world of success dimensionality as it really exists (p. 252)." Ronan (1963) discussed the possibility of
using factor analysis in singling out relatively independent underlying factors based on a larger number of variables describing the subjects.

On the other hand, in a research setting where one is interested in identifying personal factors that are associated with job success, the practical problem at hand is that of predicting some over-all level of performance for such purposes as making employment decisions. For this purpose, Brodgen and Taylor (1950) proposed the use of a "dollar criterion," where this common denominator could be used to establish the relative value of employees on a particular job. Several other bases for combining criteria were mentioned by Nagle (1953). These methods included:

1. Weighting subcriteria on the basis of judgments by 'experts' in terms of judged relevance to the ultimate criterion.
2. Weighting subcriteria on the basis of data from factor analyses.
3. Weighting subcriteria on the basis of their reliabilities (this gives more weight to those that are more reliable).
4. Other statistical methods.

With respect to the last point, Tiffin and McCormick (1965) suggested the use of multiple regression analysis. But they also expressed the view that the most rational basis for weighting of subcriteria be in terms of relevance.

In this context, another important factor deserves mention: There is evidence that criteria may be "dynamic"
in nature (Ghiselli, 1956). Ghiselli and Haire (1960) reported, for example, that with a group of investment salesmen, performance was continuing to change (generally to improve) during a 10 year period after initial employment. They proposed that rate of change in performance could serve as a possible criterion.

## Performance Appraisal

"Performance appraisal is a systematic evaluation of personnel by their supervisors or others who are familiar with their work performance (Tiffin and McCormick, 1965, p. 223)." It was estimated that over three-fourths of all U.S. companies now have performance appraisal programs (Spriegel and Mumma, 196l; Miller, 1959).

These are the common goals of performance appraisal programs (Oberg, 1972, p. 61):

1. Help or prod supervisors to observe their subordinates more closely and to do a better coaching job.
2. Motivate employees by providing feedback on how they are doing.
3. Provide back-up data for management decisions concerning merit increases, transfers, dismissals, and so on.
4. Improve organization development by identifying people with promotion potential and pinpointing development needs.
5. Establish a research and reference base for personnel decisions.

There exists a wide range of performance appraisal
techniques, the more common ones being the following
(ibid; Tiffin and McCormick, 1965):

1. Essay appraisal
2. Graphic rating scale
3. Field review
4. Forced-choice rating
5. Critical incident appraisal
6. Management-by-objectives approach
7. Work standards approach
8. Ranking methods
9. Assessment centers
10. Employee comparison systems

A brief look shall be taken at the most widely used among these methods. The essay appraisal asks the rater to write a paragraph or so, covering an individual's strengths, weaknesses, potential, and so on. The most common type of performance appraisal system employs graphic rating scales (Tiffin and McCormick, 1965). They may not yield the descriptive depth of an essay appraisal but are more consistent and reliable. Typically, a graphic scale assesses a person on the quality and quantity of his work (is he outstanding, above average, average, below average, or poor?) and on a variety of other factors that usually include personal traits like reliability and cooperation. The other methods are less frequently used in industry. They were described e.g. by Tiffin and McCormick (1965) and by Oberg (1972).

There are several limitations and sources of error associated with conventional rating scales. Ronan classified these as:

1. Defect in the instrument itself;
2. Errors inherent with the rater;
3. Error in compilation and use of data derived. He discussed the following to avoid a defect in the instrument: One ought to consider the relevance of the criterion to job requirements. Furthermore, the proper number of steps of the rating scale would need to be assessed. Conklin (1923) suggested for untrained raters a maximum of five steps on a unipolar or nine steps on a bipolar scale. Symonds (1924) said that seven steps were optimal. The subjectivity in the interpretation of terms like "average," "excellent," "very poor" prompted Helmstadter (1965) to advise against their use. He also suggested to avoid extreme words like "never" or "always," since raters presumably did not use them.

Common errors inherent with the rater are: (l) personal bias, (2) central tendency, (3) halo effect, and (4) logical error (Cangemi, 1970). Personal bias, or constant errors (Tiffin and McCormick, 1965) result when the evaluator rates consistently most individuals too high or too low. The error of central tendency signifies that the evaluator seldom ever gives ratings at the extremes of the scale. The halo effect usually is found in those operating under the presence of strong personal biases toward the individual. That is, the rater rates an individual the same or nearly the same on all characteristics, as first pointed out by Thorndike (1920). To minimize the halo effect, Tiffin and McCormick (1965)
recommended that each supervisor rate all his men on one trait before going on to the second trait, and so on. They also suggested arranging the chart itself so that the desirable end of some traits is on the right-hand side, whereas the desirable end of others is on the lefthand side of the scale. The fourth error, the logical error, was said to result from a misunderstanding of the characteristic to be rated (Cangemi, 1970). The rater rates an individual on his narrow conception of the trait he is measuring. "The logical error can be expected with high frequency when no definitions are found regarding the characteristics being rated (Cangemi, 1970)." Two creative approaches to minimizing common rater errors deserve mention. Cangemi (1970) presented a professionalsupervisory rating scale, offering the opportunity of letting an individual rate himself, using the identical scale as is used by his supervisor. Cohen (1972) suggested a new version of the critical incident checklist, the format of which supposedly minimized common appraiser errors. The specimen checklist, as it was called, required the appraiser to diagnostically report behavioral incidents observed, based upon prompted recall.

Errors in compilation and use of data derived can be manifold. First of all, there may be several factors unduly and unknowingly influencing the rater, so that care should be taken when evaluating the data by
statistical means. Among such factors are department, job, age, and length of experience (Tiffin and McCormick, 1965). For the purpose of statistical evaluation, it may be useful to pool the ratings of several raters. A study by Bayroff, Haggerty, and Rundquist (1954) suggested that pooled ratings by competent raters were better than single ratings. In case of inter-rater differences, another major undesirable influence in compilation of data derived, the ratings should not be compared or pooled across different raters, unless they are adjusted for the differences. There are two basic methods to accomplish this (op.cit.). If there is only a contaminating difference in the means, one would have to compute the average of the ratings given by each rater as well as the average over all raters. Then the difference between the two averages has to be added to or subtracted from the individual rater's mean, in order to bring his ratings into alignment with those of other raters. A systematic method of adjusting for differences in both mean and variances, is to convert all ratings to a common set of numerical values. Such a standard score as e.g. a z-score, indicates the relative position of an individual case in a distribution (Tiffin and McCormick, 1965).

Once the ratings have been obtained and adjusted as necessary, one has to ascertain their reliability and validity. The concept of reliability refers to their
consistency with respect to different raters and with respect to different rating times. The reliability of rating scales is typically between . 35 and . 50 for individual trait ratings and somewhat higher for "total" ratings (ibid.). With a ranking procedure, ratings with reliabilities as high as .85 to .95 were obtained (Taylor, 1955). The validity of ratings is the degree to which they are truly indicative of the intrinsic "merit" of employees. It is usually difficult to obtain quantitative evidence of the validity of ratings.

## Strategies for Personnel Decisions

From among the major steps undergirding any program of personnel selection and placement, individual differences measurement and job behavior observation have been discussed. Only job analysis has been omitted since it is of minor importance in the framework of this research. In selection, one seeks to predict later job behavior from the results of measures administered when candidates apply for the job. To do this, one needs a blueprint summarizing all the things to take into account as one attempts to establish predictive and stable relations between the attributes of people, their jobs, and the behavior they show on their jobs (Dunnette, 1966). In the last decade, formal decision models have proven to be a valuable tool as a basis for effective decision making. Clarke (1969) suggested a five step
procedure for the formal decision-making approach to problems:

1. Define the problem and state the objective(s);
2. Quantify the variables;
3. Develop a model of the system under study;
4. Test the model;
5. Implement the quantitative tool.

Clarke (1969) examined the literature dealing with those types of decision models for personnel selection and assignment which are concerned with optimization in terms of dollar values or utilities. It was proposed to define a mathematical model as an abstraction or an explicit representation of reality.

The advantages and limitations of mathematical
models for personnel selection were summarized succinctly
by Cronbach and Gleser (1965, p. 5) follows:
The advantages lie in the precision with which conclusions can be stated, the finality with which they can be established, and the wide range of circumstances to which a derivation can apply. . . . The disadvantage of the mathematical attack is that it involves assumptions about postulated variables that have never been observed.

Cronbach and Gleser (1965) developed a selection
and placement model in which the expected utility of decisions was obtained by summing the expected payoff per man accepted and subtracting the cost of the testing. The object was to determine the strategy that maximized utility.

Kao and Rowan (1959) examined the problem of filling a personnel quota where the quota was stated in terms of
people productivity on the job rather than in terms of people hired. The model developed minimized cost, subject to a given probability that a specific number of successful employees were hired.

Mahoney and England (1965) discussed the drawbacks
of traditional methods of statistical decision rules for employee selection:

These traditional approaches . . . are inadequate since they fail to consider the cost consequences of their application. The maximum differential approach, for example, implicitly assumes that errors of accepting a failure candidate or rejecting a successful candidate are of equal consequence. . . . Realistically, there should be a balancing of recruitment costs and misclassification costs in the determination of the selection decision rule without a focus solely on one cost or the other. Further, the relative costs . . . or misclassification error should be explicitly taken into account and permitted to vary with the situation (pp. 366 f).

An optimal solution was developed for the relatively
clearcut assignment problem, as defined by Flood (1956,
p. 61):
. . . The assignment problem is to assign $N$ men optimally to $N$ different jobs. In this application it is supposed that a numerical performance rating is given for each of the N: man-job combinations and an optimal assignment is one that minimizes the sum of the N applicable ratings. For example, the ratings might be estimated times, or costs, for the various man-job combinations.

Kuhn (1955) described the Hungarian method, which is an algorithm for solving the assignment problem based on the work of D. Konig and J. Egervary. Further problems of
related nature were discussed by Belinski and Gomory (1964) - the dual to the Hungarian method; by Votaw (1958) - the quota problem, who also considered priority sequenced allocation.

The last one in the series of allocation problems which are based on linear programming techniques, is the unique model developed by King (1965). He considered personnel assignment as a two-stage process: (l) prediction on the basis of test results; (2) optimal allocation of personnel to job vacancies. King attempted to integrate the two phases into one model, assigning subjective valuejudgments to the variables of the model.

Holt and Huber (1969) finally developed a fairly comprehensive personnel selection model. A formal optimization approach using functional estimates of satisfactions and productivities and of probabilities of job offers and acceptances was presented. Socioeconomic payoffs appeared to justify the cost of making the concepts operational. The employment service operations proposed in this article included a man-machine system in which the computer served as aide to the placement counselor.

Teach (1971) criticized the "hard match" often required by optimizing models that try to match men and jobs. The resulting dissatisfaction with the achieved results was assigned to a limitation in the flexibility of the search request as well as to the possibility that
an inordinately high number of people may possibly simultaneously meet the search criteria. Teach suggested the use of an Index of Relevance and a computerized search logic to overcome these drawbacks. The theoretical foundation of the Index of Relevance is that no individual is a perfect match to a specific job but that some individuals, because of their profile, skills and performance, are more relevant to a job than others.

Besides the techniques based on operations research methods, there are those taking an empirical data base to develop a man-job matching model by use of statistical techniques. In the simplest case this could be achieved by using the relationship between test and criterion scores, the validity coefficient, in order to predict job performance. A systematic treatment of this topic was given by Ghiselli (1966), in his book "The Validity of Occupational Aptitude Tests."

Inskeep (1970) proposed a statistically guided employee selection procedure by means of which biographical data were compared with tenure in a particular job as performance criterion. The independent variables included:

[^0]Then, as a method to demonstrate relationships between independent variables and criteria of performance, the author suggested a contingency table analysis with a Chi-square test (Richmond, 1964, pp. 290-299) which could be done manually or with an appropriate computer program. The contingency table hypothesis to be tested was that the means of classification were independent. Weighting factors could then be assigned to the appropriate independent variables in order to evaluate job applicants. The application of more sophisticated prediction systems including regression analysis was discussed by Raubenheimer and Tiffin (1971). This attempt to link predictors directly with criteria, was sharply criticized by Dunnette (1966, pp. 104 f):

> Such a simplified approach tends to ignore the careful methods designed to pinpoint jobs and job circumstances and the methods of job behavior observation. . . . Moreover, such a simple linkage of predictors and 'criteria' is seriously oversimplified when viewed against the many complexities in predicting human behavior. . . Nor does the classic model take proper note of job differences, possible changes due to training in the man-job interaction, or the differing situational and social circumstances of the job. . has been that attempts to predict job result and job 'failure' have yielded disappointing outcomes, rarely exceeding correlation coefficients of .50 .

In an attempt to take the actual complexities of real prediction situations into account, Dunnette (1963) presented a new and more complicated model. This model essentially discriminates for different combinations of
predictors, applicants, job behaviors, and situations, thus yielding an array of prediction equations.

Presently, much research effort is directed toward computerized systems for the job matching process. Such systems were discussed by Dear (1970), Patterson (1971), and Hinrichs (1968). Some statistics were presented in Nations Business (Nov. 1970, pp. 74-76). In 1970, there were 8,600 private employment agencies in the United States using computer "skills banks" to match individuals with jobs requiring particular talents.

## Summary of Literature Review

The foregoing discussion on applicant assessment, performance evaluation and strategies for personnel decisions can be summed up as follows:

Tests can be used when only inadequate information for decision-making is available. In this case test scores are employed to forecast aptitudes. A major problem poses the validation required by the EEOC. In accordance to the EEOC, a test is a formal, scored, quantified technique for assessing job suitability.

Prime significance is generally assigned to the interview. However, it was found to have consistently low validity. New approaches are represented by the structured interview and by validation in order to improve inter-rater reliability.

On the other hand, items pertaining to personal
history information, as obtained from the application blank, have $50 \%$ higher reliability than most other predictors.

The criteria of performance evaluation reflect the extent to which the performance requirements are fulfilled. Independent as well as overall criteria of job success can be employed in the performance appraisal. The various appraisal techniques aid the evaluation of personnel in order to assist supervisors in coaching, motivate employees, and function as a management tool. The validity of performance appraisals is uncertain, as there is a lack of quantitative evidence.

Strategies for personnel decisions have been developed with the purpose of predicting job behavior. The following are the formal decision models described in literature: Optimization techniques, using a dollar criterion, maximizing utility, or presenting solutions to an allocation problem; statistical techniques, employing correlation tests or regression statistics; search logics and sequential methods.

## CHAPTER III

## MODEL ALTERNATIVES

## Objective and Approach

If the purpose of this research is to propose a model formulation for personnel selection and placement, it first has to be decided what type of approach ought to be taken. As seen in the review of relevant literature, models can be established with varying subgoals and degrees of comprehensiveness pertaining to the realm of manjob matching problems. There are mainly three categories: The first tries to explain and establish methods to determine the relationships between predictors of job success and certain criteria thereof; the second is concerned about an analytical approach to minimizing cost (or maximizing utility) of the man-job match using optimization techniques; and the third group comprises all those procedures which are centered around establishing formal processes, such as search logics and sequential methods which are intended to standardize the selection decision. Complex combinations of several of these categories allow for comprehensive selections systems, as presented by Dunnette (1963), and by Holt and Huber (1969). The application of electronic data processing systems is frequently implied, allowing for rational and accurate utilization of these
quantitative tools.
This thesis research is concerned with the first category of the foregoing classification. It is the objective to investigate how the predictors of job success are related to measures of performance such that a normative model for the personnel selection process can be suggested. This approach should also allow for a descriptive model for evaluating how personnel managers utilize available information. Thus it should be possible to determine the precision, consistency, and overall effectiveness of classical selection and placement decisions, based on the clinical inference process.

There exist several statistical approaches which can be applied to the study of information processing in judgment. These shall be compared for the purpose of deciding on the most appropriate one for the present study. Subsequently, hypotheses concerning the usefulness of certain information-theory metrics can be stated and incorporated into the model.

## Discussion of Variables

Following Clarke's (1969) procedure, the variables involved have to be examined in order to obtain a clearer picture of the problem's detailed structure. Two broad categories are distinguished: the independent and the dependent variables. Independent variables are those which are established in the process of applicant assessment
and as such serve as predictors. They have been described as test scores, interview results, and data from the personal history of the applicant. The dependent variables represent the range of criteria that are the measures of success derived in the performance appraisal. The nature of these variables shall be described in terms of their quantitative properties, as these are of prime significance in developing an adequate quantitative model. These descriptions will be based on systems generally used by industry today.

Although the use of tests has experienced a sharp decline over the past few years, there are areas where they continue to be used consistently. This comprises mainly all types of pre-employment tests for professional jobs, and still a limited number of tests for hourly rated employees, such as clerical and mechanical aptitude tests (Ghiselli, 1955). Obviously, these quantified techniques supply score ratings as immediate result. These scores can be anchored along an arbitrary scale, as for instance in the case of mental ability tests. On the other hand, they may reflect directly a certain job success factor, such as the very common typing test for clerical employment. Occasionally a score may be the aggregate result of a test battery. An example would be the determination of the spatial perception score from a spatial relations test and a locations test (ibid.).

Difficulties become imminent as soon as one attempts to quantify interview results. Unstructured interviews furnish at best a set of notes describing the subjective impressions interviewers have received from candidates. Occasionally, interviewers are asked to sum up their opinions with a rating along a quantitative scale. This becomes somewhat more realistic if an interview appraisal sheet is provided, the formal structure of which aids the appraiser in making more consistent and reliable use of gathered information. Such forms may for instance contain categories pertaining to personal appearance, speech, and general behavior. But here again, the ratings are highly subjective and difficult to quantify. Only the structured or patterned interview can be assumed to possess significant reliability (Maas, 1965). Its results are accessible to quantification and thus may be utilized as predictor variables.

Personal history items can be obtained from application blanks, supplementary background forms, and from letters of recommendation of previous employers. Generally, the information on application blanks is of qualitative nature. However, there have been several successful approaches to creating weighted application blanks which supply the pertinent data quantitatively (Buel, 1972; Novack, 1970). Some items will obviously present difficulties in quantification, such as the quality of previous
work experience and certain types of special training. This type of information may possibly be rated by the evaluator along an arbitrary discrete scale. Questions concerning formal education generally ask for quantitative ratings like class standing or grade point average. A few items typically are of dichotomous nature and as such present no problem to quantification. In this last category fall yes-no questions pertaining to military service, security clearance, citizenship, and criminal conviction. The relatively high degree of reliability of biographical items (Asher, 1972) makes it appear well worthwhile to attempt quantification as much as possible such that these variables can be used effectively for the process of statistical prediction.

As mentioned earlier, the degree of job success is established by means of the performance appraisal procedure. The criteria therein constitute the dependent variables of the problem. The most common method of conducting a performance review is to use a graphic rating scale, frequently supplemented by a question for subjective overall evaluation (Tiffin and McCormick, 1965). This type of performance rating is generally conducted by the immediate superior of the employee under consideration, with the overall evaluation occasionally being carried out as well by higher levels of supervision, especially in professional employment. Thus, pooled ratings may be
obtained for improved reliability. The individual ratings are conducted along a continuous or discrete scale. A comment is usually added to clarify the meaning of the value on the rating scale. These are the most commonly considered criteria (Tiffin and McCormick, 1965): quality, quantity, cooperation, initiative, dependability, personality, health, safety, industry, versatility, leadership, judgment. The number of traits rated was found to range between four and 21 (ibid.).

Having discussed the variables individually, it is also important to see how they interrelate. As shall be shown, this has some bearing on the selection of an appropriate statistical method. Obviously, the criteria will not be mutually independent. This does not matter, however, as they can be considered one at a time. The situation is different with the predictors of job success. These measures shall be used jointly with the intention to obtain an estimate about a certain criterion. It seems reasonable to assume that some of the independent variables may be significantly correlated with others. As an example, one would expect job tenure to be non-independent of stability of residence.

## Basic Models

Much of the recent work on processes and strategies that humans employ in order to integrate discrete items of information into a decision has been accomplished within
two basic schools of research. These are called the "Bayesian" and the "regression" approaches (Slovic and Lichtenstein, 1971). Within each, the types of models that have been developed for describing and prescribing the use of information in decision making will be examined. Also, some major experimental paradigms, including the types of judgment, prediction, and decision tasks and the kinds of information available to the decision maker in these tasks shall be discussed. These approaches will then be compared in terms of applicability to the problem at hand.

## Bayesian Approach

The basic tenets of the Bayesian approach are that ". . . opinions should be expressed in terms of subjective or personal probabilities, and that the optimal revision of such opinions, in the light of relevant new information, should be accomplished via Bayes' theorem (ibid., p. 665)." The output of a Bayesian analysis is not a single prediction, but rather a distribution of probabilities over a set of hypothesized states of the world. These probabilities can be used to implement any type of decision rule, including the maximization of expected value or expected utility.

Bayes' theorem is thus a normative model: It serves to describe how men should think or decide. In its common form (cf. Cochran and Cox, 1957), it is appropriate for discrete hypotheses; however, using integrals instead of
summations, it can be rewritten to handle a continuous set of hypotheses and continuous data. For convenience, Bayes' theorem can be taken with respect to two hypotheses, the ratio of which represents the posterior odds. Sequential use makes it possible to measure the impact of several data, affecting the final posterior odds multiplicatively. The use of Bayes' theorem assumes that the data are conditionally independent (op.cit.). Where this assumption is not met, an expanded combination rule has to be applied. As more data are received, the equation requires further expansion and becomes difficult to implement (ibid.). The requirement of conditional independence may be difficult to meet if the hypothesis is to predict whether a person will be either a success or a failure on the job. To clarify by an example, grade point average and a mental ability score may be two data used for making the decision. These two variables are typically positively correlated, and are thus unconditionally nonindependent (cf. ibid.). However, grade point average and mental ability are also correlated within subgroups of success and failure, and are thus also conditionally nonindependent, which means that the postulated requirement of conditional independence is not met.

## Regression Approach

The regression approach to studying the use of information in a decision-making process offers analysis of
variance and multiple regression analysis as two alternatives.

The ANOVA Paradigm. If the judge's weighting of an item of information varies according to the nature of other available information, he is said to combine cues in a configural manner. In order to account for such nonlinearity, one can incorporate interaction terms into the (descriptive) policy equation. Analysis of variance (ANOVA) was found to be an appropriate method to describe complex judgmental processes, as it permits one to take cross-product terms of independent variables into account.

The factors that describe the cases can be either continuous or categorical, but each must be partitioned into a relatively few discrete levels. If, in addition, the factors are made orthogonal to one another, the ANOVA technique provides a statistically efficient mechanism for detecting curvilinear and configural use of information. Within the framework of the ANOVA model, it is possible to calculate an index of the importance of individual or patterned use of a cue, relative to the importance of other cues (cf. Slovic, 1969).

In laboratory studies, the usual way to produce orthogonal stimulus dimensions is to construct all possible combinations of the cue levels in a completely crossed factorial design. Such an arrangement becomes unmanageable when the number of cues is large, or when it is desirable
to include many levels of each cue (cg. Cochran and Cox, 1957).

An extension of the ANOVA approach is integration theory stemming from the work of Norman Anderson (cf. Anderson, 1970). Technically, integration theory relies upon factorial designs. It ". . . attempts to discover . . . subjective scale values and to determine rules of composition based on these values, whereas the regression and ANOVA approaches . . . attempt to discover the combination rule based on the objective dimensions (Slovic and Lichtenstein, 1971, p. 663)."

The Correlational Paradigm. In the correlational paradigm, a judge's integration of information is described by means of correlational statistics. Egon Brunswik's "probabilistic functionalism" led to an emphasis on the adaptive interrelationship between the organism and its environment. "Thus, in addition to studying the degree to which a judge used cues, he analyzed the manner in which the judge learned the characteristics of his environment" (ibid.). Brunswik developed the "lens model" to represent the probabilistic interrelations between organismic and environmental components of the judgment situation (cf. Brunswik, 1952, 1956).

The lens model has proved to be an extremely valuable framework for conceptualizing the judgment process. In this model the world is divided into two parts. The
distal variable is the part of the environment about which the subject is concerned, e.g., job potential of an individual. It is the source of a number of cues, here the predictors of job success, such as grade point average, interview rating, etc. These cues are thus related to the distal variable and reflect its various states. The other side of the lens represents the subject's judgmental system. In the middle is the interface between subject and his environment, and it is here that he receives the cues about the state of the distal variable (Beach, 1967).

The cue dimensions must be quantifiable, if only to the extent of a $0-1$ coding. Several different types of correlations can be established and computed. Both the criterion and the judgment can be predicted from linear combinations of the cues by means of regression equations. The coefficients of the regression equation represent the relative importance given each cue. Hoffman (1960) proposed an alternative index, "relative weight," which is different insofar as these weights sum up to l.0. However, Darlington (1968) has emphasized that all indices of relative weight become suspect when the factors are intercorrelated.

Besides the linear model, other types of methods have been developed to relate cues to the decision, yet most tasks involving human judgment can be described reasonably well by the linear model (cf. Goldberg, 1971; Slovic and Lichtenstein, 1971). Curvilinear functions would for
instance include squared terms of the variables, while configural models might incorporate interaction terms. "When models become this complex, however, the proliferation of highly-intercorrelated terms in the equations becomes so great that estimation of the weighting coefficients is unreliable unless vast numbers of cases are available (Hoffman, 1968, from Slovic and Lichtenstein, 1971, p. 661)."

If the decision rules employed in personnel issues do not involve configural cue utilization, the correlational paradigm can be employed in a straightforward manner. Besides, one is not limited to relatively few discrete levels of the variables, as required for the ANOVA paradigm. This would limit the utilization of cues like age or grade point average, for instance. Since Bayes' theorem expects data to be conditionally independent it remains to be concluded that the correlational model promises the greatest applicability to selection decisions. The purpose of this chapter was to suggest a statistical approach toward normative and descriptive modeling of personnel decisions. The predictors that are obtained by means of applicant assessment were described as independent variables, whereas the criteria were called the dependent variables. The basic model alternatives considered were the Bayesian approach and the regression approach. The latter comprises the ANOVA paradigm and the correlational paradigm. The use of
correlational statistics as employed by Brunswik's lens model was described as the most compatible basis for this research.

## CHAPTER IV

## BASIC MODEL FORMULATION

## Regression Model in Cues

In the personnel selection and placement process the personnel manager is interested in assessing a candidate's expected performance on a particular job. No immediately apparent information is perfectly correlated with over-all job performance or, for that matter, with a more specific criterion. So, the decision maker's judgment relies on the diverse types of information from personal history, tests, and interview, each of which has a different degree of correlation with job performance and none of which is a perfectly correlated cue.

As previously mentioned, the lens model is potentially valuable for describing how the variables involved are tied together and ought to be related. The details are illustrated in Fig. 1 . The variables $X_{1}, X_{2}$, . . $X_{I}$ are cues or information sources that characterize the stimulus object. Thus, if job performance is to be predicted, the $X_{i}$ might represent interview evaluation, previous work experience, college activities, grade point average, etc. While the distal or ecological variable on the far left in Fig. l represents the true criterion value in terms of job performance to be expected, the


Figure 1. Diagram of the lens model showing the relationship between cues, criterion values, and responses. (Based on Beach, 1967).
right side of the lens provides a model of the decision maker's strategy. The line between the ith cue and the criterion value indicates the relevance of the ith predictor, the ecological validity $r_{\text {ei }}$, to the true state of the criterion $Y_{e}$. The intercorrelations among cues, $r_{i j}$, are measures of the cues' redundancy, On the decision maker's side, the correlation of his judgment with the ith cue is $r_{\text {si }}$. It is called the utilization coefficient for the ith cue.

Both the criterion and the judgment can be predicted from linear combinations of the cues. The left side of Fig. 1 can be summarized by the multiple-regression equation

$$
\begin{equation*}
\hat{\mathrm{y}}_{\mathrm{e}}=\mathrm{b}_{\mathrm{e} 1} \mathrm{x}_{1}+\mathrm{b}_{\mathrm{e} 2} \mathrm{x}_{2}+\cdots \cdot+\mathrm{b}_{\mathrm{eI}} \mathrm{x}_{\mathrm{I}} \tag{1}
\end{equation*}
$$

where each $b_{e i}$ is an optimal weight determined by the validity of each cue source. A similar equation for the right side of Fig . 1 results from the multiple-regression analysis of the decision makers judgment and the presented cues. Thus,

$$
\begin{equation*}
\hat{\mathrm{y}}_{\mathrm{s}}=\mathrm{b}_{\mathrm{s} 1} \mathrm{x}_{1}+\mathrm{b}_{\mathrm{s} 2} \mathrm{x}_{2}+\cdots \cdot+\mathrm{b}_{\mathrm{s} I} \mathrm{x}_{\mathrm{I}} \tag{2}
\end{equation*}
$$

The descriptive adequacy of Egs. (1) and (2) is
given by the multiple correlation coefficients between $Y$ and $\hat{Y}$ on both sides of the lens, $R_{e}$ and $R_{S}$ respectively (see Fig. l). The major summary measure of the judge's performance is the achievement index $r_{a}$, which is the
correlation between prediction $Y_{S}$ and the actual state of the environment $Y_{e}$. If $R_{e}$ and $R_{S}$ are high, then $\hat{Y}_{e} \cong$ $\mathbf{Y}_{\mathrm{e}}$ and $\hat{Y}_{\mathbf{S}} \cong Y_{\mathbf{S}}$. Thus, the more closely $\hat{Y}_{S}$ approximates $\hat{\mathrm{Y}}_{e}$, the more accurate the decision maker's prediction of $Y_{e}$ are. The correlation between $\hat{Y}_{s}$ and $\hat{Y}_{e}$ is called the matching index G. Finally, there is the optimality coefficient $r_{0}$, which is the correlation between the subjective responses $Y_{S}$ and the optimal prediction of the distal variable from the cues $Y_{e}$ (Beach, 1967). The model may be further expanded to express nonlinear cue utilization by the introduction of the $c$ coefficient. "C is the correlation between the residual which cannot be linearly predicted in the criterion and the residual which cannot be linearly predicted in the judgment (Slovic and Lichtenstein, 1971, p. 657)." The indices of the lens model are related in a general equation for achievement via the so-called lens model equation (ibid.).

$$
\begin{equation*}
r_{a}=R_{e} R_{s} G+C\left[\left(1-R_{e}^{2}\right)\left(1-R_{s}^{2}\right)\right]^{\frac{3}{2}} \tag{3}
\end{equation*}
$$

As has been stated earlier, it may be useful to group data obtained by several judges across identical cases. This would require obtaining mean values for $\mathrm{Y}_{S}$ and then computing a group regression equation and resulting group values for optimality, achievement, and $R_{s}$.

## Information-Theoretic Model

Since the basic theory of information and communi-
cation was first formulated in the late 1940's (Shannon and Weaver, 1949) it has been increasingly realized that this theory lends itself quite nicely to the measurement of various aspects of human performance (cf. Attneave, 1959). One of the basic postulates underlying the present study was that some of the information-theory' measures may be applicable to the modeling of human decisionmaking involving multiple cues. It was assumed that such metrics might be employed analogously to the values of cues in a multiple regression model.

Decision problems in the area of selection and assessment typically involve inferences regarding some unknown stochastic variable - the ecological variable on the basis of knowledge of certain other variables the cues that relate to the distal variable. Since a number of the information theory metrics carry the usual connotation of information gain and uncertainty as used in everyday language, and since furthermore the type of multiple cue decision model concerned seems to fall within such a category, it seemed intuitively appealing to employ some quantitative information theory measures within the framework of such a decision model. In particular, it would seem reasonable to suggest that the ecological variable be somehow related to the gain in information about this variable, resulting from the knowledge about each of the different cues $X_{i}$.

Similarly, the uncertainty measures basic to information theory were proposed as measures of the prior uncertainty regarding the different cues $X_{i}$ prior to the decision maker being provided with any knowledge about them. Furthermore, it was assumed that a measure of the a posteriori uncertainty could be defined, remaining after such knowledge has been made available to the decision maker.

It was the objective of this research to develop such a model and then test its descriptive and predictive power in a real-life situation. Then these models could be compared with those involving only the cues themselves.

In order to describe the models used, the basic theoretical measures considered and their empirical estimates are defined below. Thus, there exists a set of cues $\left\{X_{i} ; i=1, \ldots, I\right\}$, where $X_{i}$ may be a random variable or a set of random events ( $X_{i}$ may be either discrete or continuous if it is a random variable). Furthermore, consider $x_{i j}$ to be a subevent of $X_{i}$ (or a value of the random variable $X_{i}$ ). Then we have that $X_{i}=\left\{x_{i j} ; j=1\right.$, ..., J\} . Note also that when $x_{i j}$ is an event, it may be associated with a random variable $X_{i}$, e.g. $\mathbf{x}_{i j} \equiv\left\{\mathrm{a}_{\mathrm{j}} \leq\right.$ $\left.x_{i} \leq b_{j}\right\}$.

Let $X_{i}$ be related to a complete finite probability scheme, i.e. $\bigcup_{j=1}^{J} x_{i j}=U_{i}$, where $U_{i}$ is the universal set


Then, let $y_{e k}$ denote the $k$-th value of $Y_{e}$ if $Y_{e}$ is discrete or the $k$-th interval defined for $Y_{e}$, if $Y_{e}$ is continuous.

As stated previously, the underlying idea is as follows: Whenever an individual is informed about some event $x_{i j}$ having occurred, he thereby obtains information about $Y_{e}$, assuming, of course, that $x_{i j}$ and $Y_{e}$ are not uncorrelated. The basic statistics used to quantify such information gain are the following measures of information transmission:

$$
\begin{align*}
& \text { By definition, } \\
& \begin{aligned}
I\left(y_{e} / x_{i j}\right) & =\sum_{k=1}^{K} p\left(y_{e k} / x_{i j}\right) \log _{2}\left[p\left(y_{e k} / x_{i j}\right) / p\left(y_{e k}\right)\right] \\
& =\sum_{k=1}^{K} p\left(y_{e k} / x_{i j}\right) \log _{2} p\left(y_{e k} / x_{i j}\right) \\
& -\sum_{k=1}^{K} p\left(y_{e k} / x_{i j}\right) \log _{2} p\left(y_{e k}\right)
\end{aligned} \tag{4a}
\end{align*}
$$

Since the a posteriori uncertainty is given by

$$
\begin{equation*}
H\left(Y_{e} / x_{i j}\right)=-\sum_{k=1}^{K} p\left(y_{e k} / x_{i j}\right) \log _{2} p\left(y_{e k} / x_{i j}\right) \tag{5}
\end{equation*}
$$

it follows that the information gain may be expressed as

$$
\begin{align*}
I\left(Y_{e} / x_{i j}\right) & =-H\left(Y_{e} / x_{i j}\right) \\
& -\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(y_{e k}\right) \tag{6}
\end{align*}
$$

Alternatively, the following relationships may be obtained from Eq. (4):

$$
\begin{align*}
I\left(Y_{e} / x_{i j}\right) & =\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(y_{e k}, x_{i j}\right) \\
& -\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(x_{i j}\right) \\
& -\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(y_{e k}\right) \tag{7}
\end{align*}
$$

Thus,

$$
\begin{align*}
I\left(Y_{e} / x_{i j}\right) & =\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(y_{e k}, x_{i j}\right) \\
& -\log _{2} p\left(x_{i j}\right) \\
& -\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2}\left(y_{e k}\right) \tag{8}
\end{align*}
$$

Eq. (8) may also be expressed as

$$
\begin{align*}
I\left(Y_{e} / x_{i j}\right) & =h\left(x_{i j}\right)+\frac{1}{p\left(x_{i j}\right)} H\left(Y_{e} ; x_{i j}\right) \\
& -\frac{1}{p\left(x_{i j}\right)} H\left(Y_{e}, x_{i j}\right) \tag{9}
\end{align*}
$$

Here, the joint a priori uncertainty

$$
\begin{equation*}
H\left(Y_{e} ; x_{i j}\right)=-\sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log _{2} p\left(y_{e k}\right), \tag{10}
\end{equation*}
$$

where $H\left(Y_{e} ; X_{i j}\right)$ is not "standard" information theory measure. Eq. (8) may also be expressed as

$$
\begin{align*}
I\left(Y_{e} / x_{i j}\right) & =\frac{1}{p\left(x_{i j}\right)} \sum_{k=1}^{K} p\left(y_{e k}, x_{i j}\right) \log \frac{p\left(y_{e k}, x_{i j}\right)}{p\left(y_{e k}\right)} \\
& -\log _{2} p\left(x_{i j}\right) \tag{11}
\end{align*}
$$

In terms of the new symbols used in Eq. (9), Eq. (6) may be written as

$$
\begin{equation*}
I\left(Y_{e} / x_{i j}\right)=\frac{1}{p\left(x_{i j}\right)} H\left(Y_{e} ; x_{i j}\right)-H\left(Y_{e} / x_{i j}\right) . \tag{12}
\end{equation*}
$$

When the probabilities in Eqs. (4a) and (8) are replaced by their frequency estimates, the following relationships result:

$$
\begin{align*}
\hat{I}\left(Y_{e} / x_{i j}\right) & =\sum_{k=1}^{K} \frac{n_{i j k} / N}{n_{i j \cdot} / N} \log _{2} \frac{n_{i j k} / N}{\left(n_{i j \cdot} / N\right)\left(n_{i . k} / N\right)} \\
& =\log _{2} N-\log _{2} n_{i j} . \\
& +\frac{1}{n_{i j}} \sum_{k=1}^{K} n_{i j k} \log _{2} \frac{n_{i j k}}{n_{i . k}} \tag{13}
\end{align*}
$$

where $n_{i j k}$ denotes the number of joint occurrences in the $j-t h$ interval of the independent variable $i$ and the $k$-th interval of the dependent variable. Then,

$$
\begin{aligned}
n_{i . k} & =\sum_{j=1}^{J} n_{i j k}, \\
n_{i j} & =\sum_{k=1}^{K} n_{i j k}, \text { and } \\
N & =n_{i .}=\sum_{j=1}^{J} \sum_{k=1}^{K} n_{i j k} .
\end{aligned}
$$

Thus, Eq. (8) becomes

$$
\begin{align*}
\hat{I}\left(Y_{e} / x_{i j}\right) & =\frac{1}{n_{i j \cdot} / \bar{N}} \sum_{k=1}^{K} \frac{n_{i j k}}{N} \log _{2} \frac{n_{i j k}}{N} \\
& -\log _{2} \frac{n_{i j} \cdot}{N} \\
& -\frac{1}{n_{i j \cdot} / N} \sum_{k=1}^{K} \frac{n_{i j k}}{N} \log _{2} \frac{n_{i \cdot k}}{N} \tag{14a}
\end{align*}
$$

or,

$$
\begin{align*}
\hat{I}\left(Y_{e} / x_{i j}\right. & =\log _{2} N-\log _{2} n_{i j} . \\
& +\frac{1}{n_{i j}} \sum_{k=1}^{K} n_{i j k} \log _{2} \frac{n_{i j k}}{n_{i \cdot k}} \tag{14b}
\end{align*}
$$

which agrees with Eq. (13).
Alternatively, the model could employ the following information theory terms. From Eq. (5), it follows that

$$
\begin{align*}
\hat{H}\left(Y_{e} / x_{i j}\right) & =-\sum_{k=1}^{K} \frac{n_{i j k}}{n_{i j}} \log _{2} \frac{n_{i j k}}{n_{i j}} \\
& =\log _{2} n_{i j .}-\frac{1}{n_{i j}} \sum_{k=1}^{K} n_{i j k} \log _{2} n_{i j k} \tag{15}
\end{align*}
$$

From the definition of $H\left(Y_{e}, x_{i j}\right)$ in Eqs. (8) and (9), we also obtain:

$$
\begin{equation*}
\hat{H}\left(Y_{e^{\prime}}, x_{i j}\right)=\frac{n_{i j}}{N} \log _{2} N-\frac{1}{N} \sum_{k=1}^{K} n_{i j k} \log _{2} n_{i j k} . \tag{16}
\end{equation*}
$$

Then the basic models to be tested were the follow-
ing:

$$
\begin{equation*}
\hat{y}_{\mathrm{sn}}=b_{0}+\sum_{i=1}^{I} b_{i} \hat{I}\left(Y / x_{i[n]}\right) ; n=1,2, \ldots, N ; \tag{17a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{y}_{s n}=b_{o}+\sum_{i=1}^{I} b_{i} \hat{H}\left(Y_{e} / x_{i[n]}\right) ; n=1,2, \ldots, N ; \tag{17b}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{y}_{S n}=b_{o}+\sum_{i=1}^{I} b_{i} \hat{H}\left(Y_{e}, x_{i[n]}\right) ; n=1,2, \ldots, N \tag{17c}
\end{equation*}
$$

where $x_{i[n]}$ denotes that level of, or that event associated with the i-th cue that corresponded to the $n$-th case or observation. Analogous equations were used for the normative models. Here, the $\hat{y}_{S}[n]$ of the descriptive models were replaced by $\hat{Y}_{e[n]}$.

## Summary

In this chapter the lens model was described as a tool relating the independent variables to both, the true state of the criterion, and the decision maker's strategy. There are a number of parameters which characterize the various relationships.

An information-theoretic model formulation was presented as an alternative to the linear regression model. The following assumption had to be made:

1. Information-theory measures are applicable to human decision-making.
2. These measures can be employed analogously to cue values in a multiple regression model.
3. The ecological variable is related to gain in information resulting from knowledge about each of the cues $X_{i}$.

DATA BASE

The evaluation of the proposed models generated certain requirements for the nature of the data that had to be collected. It was intended to gather two different sets of information. First, the one for the normative part of the study, referring to the mechanism relating cues and criterion value. Second, data had to be obtained for the descriptive part, to model the judgmental process of the personnel manager.

The former category required data from the personnel records of a number of employees. The cues were obtained from application blank, interview evaluation, and from test records, while the criterion values were found in performance appraisals. These data were intended to represent characteristic employment groups, both nonprofessional and professional job categories. The need for a relatively large sample size limited the kinds of industries as well as the types of professions that could be investigated.

For the descriptive portion of the study, the decision-makers were asked to rate fictitious cases presented to them. These cases included cue ratings such as those that were available in preemployment records for
the professions under consideration. The fictitious cases were similar to the empirical ones. This means the construction rule for the fictitious cases was based on the assumption that, e.g. a young employee would not generally be expected to have many children, or a person with an excellent record of scholastic activities would not be likely to have a very low college grade point average.

## Preliminary Work

The companies selected for the study represent large-scale employers in the manufacturing and service industries. After initial interviews there turned out to be two main contributors and two supplementary contributors to the data collection process. Main contributors were those companies that were willing and able to provide access to the requested records, supplementary contributors were companies for which the data of interest were only partially available, or where requirements of confidentiality limited the usefulness of the data. The subsequent discussion will center around the data obtained from the main contributors, although the results will include some information pertaining to the other two firms.

The following were the job classifications selected for this research: Firm A provided data pertaining to clerical jobs; later, this relatively broad category was limited to two specific jobs, General Clerk-Typist and Technical Typist. Firm B supplied data for the job
classification Associate Design Engineer with a general requirement for a Bachelor of Mechanical Engineering degree. The jobs chosen were typical positions at the entry level in both companies.

Job descriptions are included in Appendix E. An Occupational Sumary for General Clerk-Typist was given
(Appendix E) as follows:
Must operate a typewriter at a net speed of 50 words per minute and perform the general clerical duties of a simple routine nature. Occasionally operate and use office machines incidental to the performance of assignments.

For Technical Typist the Occupational Summary was given as:
layout and type for reproduction purposes, technical manuals, reports and publications requiring typing of various formulae, and preparation of charts, graphs and schedules and forms.

The purpose of position of the Associate Design Engineer was described as follows (Appendix E):

To design, redesign, layout, and detail component parts and assemblies under close supervision.

Standard type application forms and performance review forms were used in both companies. The performance review form for hourly employees of Firm A contained five items to be evaluated along a graphic rating scale. For reviewing engineers in Firm B there were nine such categories, plus an "overall evaluation" item, provided for ratings by three levels of supervision (Appendix E).

Firm B also made use of an interview appraisal
sheet which included a few specific questions, but other than that, it was intended to accompany a completely unstructured interview. Besides plenty of space for interviewer comments there were a number of multiple choice items pertaining to personal appearance, speech, and general behavior (Appendix E).

Firm A used the following method for hiring hourly employees: There were two main steps in the decision logic. The first one described the "musts" for the job. These comprised, e.g. a specific amount of formal education, experience requirements, and the absence of certain physical limitations. If all these prerequisites were met, the existence of certain "wants" was investigated and assessed. To these belonged e.g. additional education, quantity of related work experience, team work experience or individual work experience as needed on the job, and stability of work history. These predictors of job success were used for the purpose of "clinical" overall evaluation of the applicant.

Other employers tended to use less systematic approaches to their hiring problem. One method, reported to the writer in an interview with a personnel manager, involved mainly the following steps for hiring blue collar workers (Firm D, Appendix E):

If the candidate had previous related experience he was assessed by the interviewer on the following factors in the order in which those factors appear here.

Quality and applicability of previous experience, The candidate's expressed attitude toward those jobs,
Attendance and punctuality record, Reason for leaving previous jobs.

If the candidate had no experience but had participated in a vocational training activity he was assessed against the following, again in the order presented here.

Quality and applicability of training, Reasons expressed by the candidate for acquiring skills necessary to perform the functions of the position.

A small company, with little and sporadic demand for new hires, reported an approach similar to the following: After initial screening by a secretary, prospective employees are interviewed by a personnel officer, who also takes a look at their application forms. Then the personnel officer in turn refers a final selection of applicants to the immediate supervisor of the prospective employee. The supervisor makes his final choice from among the candidates left, deciding on the man whom he would like to have on the job. His evaluation is then relayed back to the personnel office in a statement like: "Good impression, make offer."

Several companies were found to no longer search for the man who was best qualified to do the job. It was stated that when a member of a minority group applied, and it was found that he could do the job, he was given preference. Employers felt that they were put under pressure by the Equal Employment Opportunity Commission. This was
pertaining to quotas for minorities as well as to test validation regulations as established by the EEOC. As a result, many employers have abandoned testing and other objective means of personnel evaluation altogether. An exception was a typing test for clerical personnel, but it was found to be used more as a device to facilitate placement, rather than to screen out applicants.

Generally, a resistance against introducing scientific methods was found to exist. A preliminary observation was that the degree of sophistication applied to the hiring methods depended on the magnitude of demand for new personnel, it was somewhat directly related to competitiveness within the industry and appeared to decrease with increasing profitability of a certain business sector.

## Data Collection

## Empirical Cases

Before a final decision on the types of data to be collected could be made, certain problems and questions had to be dealt with in view of the validity and usefulness of conclusions this research was intended to generate. It was felt that a subgroup of cases within the selected professions had to be chosen such that a maximum degree of homogenity would be achieved. For this reason samples were intended to be uniform in terms of age, class, sex, educational background, and job experience, thus considering

Tiffin and McCormick's (1965, p. 36) warning against error in data compilation. These restrictions, however, had to be relaxed to a certain extent, in order to ensure sufficiently large sample sizes. No limit was set to age in the clerical classifications. Educational background and related work experience also varied.

In order for the data to be representative of the employees, it was intended to include cases of termination for voluntary as well as involuntary reasons. Also, it would have been desirable to include cases of candidates who have been declined employment. The latter category might have been useful in disclosing cue values which were related to "unsuccessful" ratings by personnel managers. However, actual performance ratings obviously could not be obtained. On the other hand, terminated employees who remained with the company beyond the first performance appraisal, were included in the data collection if their records were available. It was found that most terminations did not necessarily signify unsuccessful performance. Rather, the actual number of people being fired was very small. For this reason, unavailable records of cases of termination were assumed to be distributed over all performance groups, thus their elimination would contribute little to contaminate the actual distribution of successful and unsuccessful employees. The decision on cues to be selected for this research
was based on suggestions of personnel managers in accordance with what they considered to be of significance with respect to job success. General conformance with Inskeep's (1970) suggestions was verified (cf. p. 45). A second criterion was the facility of quantification. Performance measures were chosen in accordance to the companies' performance review forms (Appendix E). The performance ratings were taken from the first appraisal which took place within five to 10 months after hiring. The following were the $I=10$ cues chosen for the secretarial jobs in Firm A:
(1) Age
(2) Marital status
(3) Typing speed
(4) Years of additional education
(5) Years of related job experience
(6) Average number of years each job held during the past ten-year period
(7) Verbal comprehension score
(8) Numerical reasoning score
(9) Visual speed and accuracy score
(10) Estimated mental ability score

Cue (2), marital status, was arbitrarily quantified in the following way: $1=$ married, $2=$ single or widowed, $3=$ divorced. In cue (4), years of additional education, "additional" referred to schooling beyond a l2-year standard for these jobs. Cues (7) through (9) were available in
some of the older records only. The company had since eliminated them from the employment procedure. As a result, these cues were not utilized for a major portion of the statistical evaluations.

The five performance criteria with ratings along
a scale from one to five were these:
(1) Industriousness
(2) Quantity
(3) Adaptability
(4) Job knowledge
(5) Quality

The total number of cases compiled was 88 , of which
31 were General Clerk Typists and 12 were Technical Typists.
The remaining 45 employees represented diverse other office occupations. All employees were female. Elimination of cases with insufficient data and of those which did not meet the set standards for homogenity, yielded a useful sample size of $n=32$, which were close to the minimum required for test validation (cf. Chapter I).

For the data on Associate Design Engineers (Firm
B) the following cues were chosen:
(1) Age
(2) Marital status
(3) Number of dependents including children
(4) College overall gradepoint average
(5) Scholastic activities
(6) Professional organizations
(7) Interview rating.

Cue (2), marital status, was quantified as in the secretarial job group. The ratings for cue (5), scholastic activities, were: $1=$ none, $2=$ membership in campus organizations, 3 = office held in campus organizations. Similarly, for cue (6), professional organizations: $1=$ none, $2=$ membership, $3=$ office held. For cue (7), interview rating, the evaluation on the Interview Appraisal Sheet (Appendix E) was utilized: $1=$ not suitable, 2 = average, 3 = good, 4 = excellent, 5 = outstanding.

The ten performance measures, with a continuous rating scale from zero to 100 , were the following:
(1) Accuracy
(2) Volume
(3) Technical knowledge
(4) Ability to generate ideas
(5) Ability to make sound decisions
(6) Ability to act on own responsibility
(7) Reliability in completing assignments as expected
(8) Attitude to work harmoniously
(9) Ability to plan, lead, and delegate
(10) Overall evaluation

The total number of cases compiled from Firm B was 51. Elimination of cases with insufficient data or defective conformity yielded a useful sample size of 43. All
employees were male and had little or no previous job experience.

Further data were made available by Firm C. Age, level of education, and 14 different test scores served as performance predictors on a specific manual job. The performance score was assessed by means of specifically designed tasks of increasing difficulty. The total number of cases was 95. The company wished not to disclose specifics pertaining to the nature of the data.

Firm D supplied a sample of 15 cases of the basic entry level job of assembler. Information on each individual included: months of previous experience, predicted job success at time of hiring, performance review rating, service in months at time of appraisal, sex and age. Detailed preemployment records with the specific cues utilized were not available. For this reason it was not possible to make use of these data.

## Fictitious Cases

In order to model the personnel manager's decision process, 30 cases of fictitious employment candidates were rated by two personnel officers in both Firms $A$ and $B$ (Appendix F). For Firm A, the following six cue ratings were provided, representing the two jobs General ClerkTypist and Technical Typist:
(1) Age
(2) Marital status
(3) Years of additional education
(4) Years of related job experience
(5) Average number of years each job held during the past ten-year period
(6) Typing speed

The personnel officers were asked to rate the fictitious cases along the following six criteria:
(1) Industriousness
(2) Quantity
(3) Adaptability
(4) Job knowledge
(5) Quality
(6) Overall predicted job success

A five point continuous rating scale was used, where: $k=$ $1=$ poor, 2 below average, 3 = average, 4 = above average, 5 = excellent.

The cases presented to the two personnel officers of Firm B contained seven cue variables:
(1) Age
(2) Marital status
(3) Number of dependents including children
(4) College overall grade point average
(5) Scholastic activities
(6) Professional organizations
(7) Interview rating

The rating scales for these independent variables corresponded to those of the empirical cases discussed in the
preceding section. The raters were asked to evaluate the fictitious cases using an assumed measure of expected overall job performance along a scale from zero to 100. They were to appraise the cases under two sets of conditions. First it was assumed that interview ratings were not available, as this situation was found in most of the empirical cases. The second assessment was to include all seven cues.

## CHAPTER VI

## PROCEDURE AND RESULTS

## Procedure

The data obtained were analyzed as follows:

1. Multiple linear regression analysis using the values of the predictor variables against the criteria as dependent variables. This was done for both the data from the empirical cases and those from the fictitious cases.
2. Where "total" ratings were available, multiple linear regression analysis was used to relate the subcriteria to the overall criterion with the latter being the dependent variable.
3. For those sets of independent and dependent variables that consistently yielded a relatively high coefficient of multiple determination in both the empirical and fictitious cases, the information measures as defined in Chapter IV were computed, based on the empirical cases. The empirical as well as the fictitious cases employed the three information-metric terms $\hat{I}\left(Y_{e} / x_{i j}\right), \hat{H}\left(Y_{e} / x_{i j}\right)$, and $\hat{H}\left(Y_{e}, x_{i j}\right)$, thus yielding three regression models.
4. Further model hypotheses were examined for the
fictitious cases. These were linear combinations of the models under (1) and (3) above and also nonlinear models in the information measures, employing logarithmic functions of the independent and/or dependent variables.
5. Histograms and plots were obtained to describe the distribution of the variables and relationships between independent and dependent variables. Further plots were prepared to illustrate the functional characteristics between the independent variables and corresponding information measures $\hat{I}\left(Y_{e} / x_{i j}\right)$.
6. The results of selected regression runs were presented in tabular form, including the variables entered, and the cumulative coefficient of multiple determination. For the final step this tabulation included coefficients, t-statistics and normalized coefficients of partial multiple determination $\mathrm{R}_{\mathrm{i}}{ }^{2}$ defined below.
7. Values $\hat{I}\left(Y_{e} / X_{i}\right)=\sum_{j=1}^{J} p\left(X_{i j}\right) \hat{I}\left(Y_{e} / x_{i j}\right)$ were computed and plotted against corresponding $R_{i}{ }^{2}$ values. Correlations between the two were computed.
8. Lens model coefficients were computed for selected results from Firm A.

## Results from Firm A

## Summary of Computer Runs

For all regression runs the computer program BMD02R Stepwise Regression, Health Sciences Computing Facility,

UCLA, Version $4 / 13 / 65$ was used. The 32 empirical cases did initially employ regression runs with the following independent variables: 1. Age, 2. Marital Status, 3. Typing Speed, 4. Additional Education, 5. Related Job Experience, 6. Time Job Held, 7. Verbal Comprehension, 8. Numerical Reasoning, 9. Visual Speed and Accuracy, and 10. Mental Ability. These, as well as the following dependent variables, were defined in Chapter $V$ : 1 . Industriousness, 2. Quantity, 3. Adaptability, 4. Job Knowledge, and 5. Quality. The highest multiple $R^{2}$ was obtained for Quantity and Adaptability with $R^{2}=.5298$ and . 6442 , respectively (see Table l). Since the independent variables 7,8 , and 9 were no longer in use at the time of the study, they were eliminated in subsequent computations. Repeated calculation of $R^{2}$ under exclusion of these variables resulted in decreased values with . 2731 for Quantity and . 3900 for Adaptability. In the regression run with Adaptability as the dependent variable, only five of the six predictor variables did enter the regression. Cue number four, Additional Education, was not significant at the $.5 \%$ level, thus was excluded by the computer program. The above results are summarized in Table 1.

Then the data based on the fictitious cases were examined. Regression runs in the six cues were prepared for the results of each of the two Raters. In addition
to the previously mentioned dependent variables, "Total" ratings were available from the data collection phase. The coefficients of multiple determination for Quantity and Adaptability were . 4544 and . 4863 for Rater 1, . 8807 and . 3586 for Rater 2 respectively. Rater 2 was generally more linearly consistent than Rater 1 as indicated by the results in Table 2 . The overall ratings could be explained as linear combinations of the subcriteria with a fair degree of accuracy, as indicated by the multiple $R^{2}$ of .9164 and .8467 for Rater 1 and 2, respectively. Next, it was decided that the criteria Quantity and Adaptability could be employed in the three model alternatives with the information measures $\hat{I}\left(Y_{e} / x_{i j}\right), \hat{H}\left(Y_{e} / x_{i j}\right)$, and $\hat{H}\left(Y_{e}, x_{i j}\right)$. These measures had to be obtained from the empirical data. The computation involved the following. For the estimation of the various probabilities (cf. Chapter IV), certain frequencies had to be determined that were four-dimensionally defined. This was accomplished with the aid of the computer program BMD09D - Cross Tabulation, Incomplete Data - Version of July 22, 1965, Health Sciences Computing Facility, UCLA. Next a small Focal program was used on a PDP-8 computer to calculate the various information measures. Then the cue values were replaced by corresponding information-metric terms, yielding the converted data matrices. These finally could be employed in regression runs against the chosen dependent variables.

Some more detailed explanation is necessary at this point. As mentioned, the frequencies that needed to be calculated were defined by four dimensions. The first was the dependent variable under consideration, the second was an interval of the dependent variable, the third was a particular cue variable and the fourth was an interval of the cue variable.

The interval width of all dependent variables was clearly given by their definition along a five point scale. Thus $\mathrm{K}=$ five intervals with width 1 were used. For the independent variables these were the decisions made:

1. Age: lower limit $=17$, width $=5$;
2. Marital Status: lower limit $=1$, width $=1$;
3. Typing Speed: lower limit $=45$, width $=10$;
4. Additional Education: lower limit $=0$, width $=1$;
5. Related Job Experience:

|  | Interval | $l$ | $=0$ |
| :--- | :--- | :--- | :--- |
| $1 \leq$ | Interval | 2 | $\leq 3$ |
| $4 \leq$ | Interval | 3 | $\leq 8$ |
| $9 \leq$ | Interval | 4 | $\leq 15$ |

6. Time Each Job Held: lower limit $=1$, width $=1$.

Then the following frequencies could be determined for each pair of the $i=1, \ldots$, I predictors and the criterion (cf. Chapter IV):

1. The number of joint occurrences for the j-th interval of the independent and the $k$-th interval of the dependent variable: $\mathrm{n}_{\mathrm{ijk}}$.
2. The sum of occurrences over all values of the
i-th independent variable with respect to the $k$-th interval of the dependent variable: $n_{i . k}$.
3. The sum of occurrences over all values of the dependent variable with respect to the j-th interval of the i-th independent variable: $\mathrm{n}_{\mathrm{ij}}$. $\cdot$

After the three information measures were computed with the program depicted in Figure 2, the converted data matrices shown in Appendix $C$ were generated manually. As the intervals of the independent variables, for which the information terms were computed, included all possibilities, values could be assigned to each of the empirical as well as the fictitious cases. Thus every column triplet of the converted data matrices represents one column of the original data matrices.

The model involving the terms $\hat{I}\left(Y_{e} / x_{i j}\right)$ yielded some improvement over the linear model for the criterion Quantity with $R^{2}=.4756$. However, the multiple $R^{2}$ for Adaptability dropped to .2958. In the fictitious cases, the model with the $\hat{H}\left(Y_{e} / x_{i j}\right)$ terms was fairly adequate for Quantity as compared to regression analysis in the cue values, while the one with the term $\hat{H}\left(X_{e}, x_{i j}\right)$ resulted in a slight improvement for Adaptability and Rater 2.

Further alternatives tested were models that consisted of linear combinations employing all three information measures and models that in addition employed the cue values. The number of variables in the regression
was limited to six in each case. The fit was found to improve markedly (cf. Table 2, dependent variable = Quantity).

A model alternative using logarithmic functions of the criterion variable gave a slightly better fit than the linear model when the $\hat{H}\left(Y_{e}, x_{i j}\right)$ terms were employed. These results are summarized in Table 2.
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Figure 2．FOCAL Program for Computation of Information Measures

Table l. Firm A, Summary of Regression Runs, Empirical Cases


Table 2. Firm A, Summary of Regression Runs, Fictitious Cases

| Run <br> No. Model | Dep. <br> Variable | $\begin{gathered} \text { Sample } \\ \text { Size } \end{gathered}$ | No. 01 Var. Ent. | $\operatorname{MuI}_{\mathrm{R}^{2}} \mathrm{t}$ |
| :---: | :---: | :---: | :---: | :---: |
| $26 \hat{\mathrm{Y}}_{\mathrm{S}[\mathrm{n}]}=\mathrm{b}_{0}+\sum \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\mathrm{in}}$ | Indust $\mathrm{R}_{1}$ * | 30 | 5 | . 3584 |
| 27 | Quant $\mathrm{R}_{1}$ | 30 | 6 | . 4544 |
| 28 | Adapt $\mathrm{R}_{1}$ | 30 | 6 | . 4863 |
| 29 " | J Know $\mathrm{R}_{1}$ | 30 | 6 | . 5757 |
| 30 | Qual $\mathrm{R}_{1}$ | 30 | 6 | . 4781 |
| 31 " | Indust $\mathrm{R}_{2}$ | 30 | 6 | . 7737 |
| 32 ." | Quant $\mathrm{R}_{2}$ | 30 | 6 | . 8807 |
| 33 | Adapt $\mathrm{R}_{2}$ | 30 | 6 | . 3586 |
| 34 " | J Know $\mathrm{R}_{2}$ | 30 | 6 | . 7988 |
| 35 " | Qual $\mathrm{R}_{2}$ | 30 | 6 | .4136 |
| 36 | Total $\mathrm{R}_{1}$ | 30 | 6 | . 3472 |
| 37 | Total $\mathrm{R}_{2}$ | 30 | 6 | . 6823 |
| $\begin{array}{r} 38 \quad \hat{\mathrm{x}}_{12, \mathrm{n}}=\mathrm{b}_{\mathrm{o}}+\sum \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\mathrm{in}} \\ \quad(\mathrm{i}=7, \ldots, 11) \star * \end{array}$ | Total $\mathrm{R}_{1}$ | 20 | 5 | . 9164 |
| $\begin{aligned} & 39 \quad \hat{\mathrm{x}}_{18, \mathrm{n}}=\mathrm{b}_{0}+\sum \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\text {in }} \\ & \quad(\mathrm{i}=13, \ldots, 17) * * \end{aligned}$ | Total $\mathrm{R}_{2}$ | 30 | 5 | . 8467 |
| $40 \hat{\mathrm{Y}}_{\mathrm{S}[\mathrm{n}]}=\mathrm{b}_{0}+\sum \mathrm{b}_{\mathrm{i}} \hat{I}\left(\mathrm{Y}_{\mathrm{e}} / \mathrm{x}_{\mathrm{i}}[\mathrm{n}]\right)$ | Quant $\mathrm{R}_{1}$ | 30 | 5 | . 3188 |
| $41 \hat{Y}_{S}[n]=b_{o}+\Sigma b_{i} \hat{H}\left(Y_{e} / x_{i}[n]\right)$ | Quant $\mathrm{R}_{1}$ | 30 | 6 | . 4195 |
| $42 \hat{Y}_{s[n]}=b_{0}+\Sigma b_{i} \hat{H}\left(Y_{e}, x_{i[n]}\right)$ | Quant $\mathrm{R}_{1}$ | 30 | 6 | . 2487 |
| $43 \hat{Y}_{s[n]}=b_{o}+\Sigma b_{i} \hat{I}\left(Y_{e} / x_{i}[n]\right)$ | Quant $\mathrm{R}_{2}$ | 30 | 5 | . 1733 |
| $44 \hat{Y}_{S[n]}=b_{o}+\sum b_{i} \hat{H}\left(Y_{e} / X_{i}[n]\right)$ | Quant $\mathrm{R}_{2}$ | 30 | 4 | . 7050 |
| $45 \hat{\mathrm{Y}}_{\mathrm{S}[\mathrm{n}]}=\mathrm{b}_{0}+\sum \mathrm{b}_{\mathrm{i}} \hat{H}\left(\mathrm{Y}_{\mathrm{e}}, \mathrm{x}_{\mathrm{i}[\mathrm{n}]}\right)$ | Quant $\mathrm{R}_{2}$ | 30 | 6 | . 1588 |

Table 2 (Cont'd)


Table 2 (Cont'd)

| Run <br> No. | Model | Dep. <br> Variable | Sample <br> Size | Nof <br> Var. <br> Ent. | Mult. <br> $R^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 64 | $\log _{\mathrm{S}[\mathrm{n}]}=\mathrm{b}_{\mathrm{O}}$ |  |  |  |  |

${ }^{*} R_{1}$ and $R_{2}$ refers to Rater 1 and 2 respectively.
$* * \hat{X}_{12, n}$ and $\hat{X}_{18, n}$ are the Total ratings of Rater 1 and 2 respectively, while the $x_{i n}(i=7, \ldots, l l$ for Rater $l$, and $i=13, . . ., 17$ for Rater 2) refer to the individual performance criteria as defined in Chapter $V$.

The computer program BMD05D General Plot - Including Histogram - Version of August 18, 1964, Health Sciences Computing Facility, UCLA, was utilized to prepare a number of graphic illustrations pertaining to the research findings. Appendix B contains frequency histograms of the independent variables and plots of dependent against independent variables.

Tables 3 through 17 depict in detail the results of selected regression runs. Cumulative $\mathrm{R}^{2}$ and the coefficient at the final step were obtained directly from the computer printouts. The t-statistic was taken as the square root of the $F$ value on the printout. To obtain a normalized partial coefficient of multiple determination, the partial coefficient of multiple determination $R_{i}{ }^{2}$ was first computed:

$$
R_{i}^{2}=\frac{\left(b_{i} / s_{b_{i}}\right)^{2}}{\left(b_{i} / s_{b_{i}}\right)^{2}+N-I-1}
$$

$S_{b_{i}}$ is the standard error of the coefficient $b_{i}, N$ is the number of cases, and $I$ is the number of variables entered. Normalizing thus obtained values was done with the formula:

$$
R_{i}^{* 2}=R_{i}^{2} R^{2}(100 \%) / \sum_{j=1}^{I} R_{j}^{2} .
$$

Thus $R_{i}{ }^{2}$ value gives a direct indication of the importance of the independent variable under consideration in explaining the dependent variable $Y_{e}$ or $Y_{S}$. As shown by the $R_{i} * 2$,
values of tables 3 through 17, the different models did not agree in terms of importance assigned to the cues with respect to particular criterion variables. As an example, typing was found to be most important in explaining Quantity in Firm A when a linear regression model was employed. However, age was assigned far more importance when a model using the terms $\hat{I}\left(Y_{e} / x_{i j}\right)$ was tested. Similar observations could be made throughout.

Table 3. Results from Firm A; Run 12, Empirical Cases $\mathrm{N}=32$, Dep. Variable=Quantity

| Step Number | Variable Entered | $\text { Cumul }_{R^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | -2.295) |  |  |
| 1 | Add Educ | . 1819 | . 144 | . 584 | . 923 |
| 2 | Mental | . 2925 | . 044 | 3.057 | 17.804 |
| 3 | Numeric | . 3469 | -. 109 | -2.268 | 11.376 |
| 4 | Yrs/Job | . 3958 | -. .125 | -1.373 | 4.764 |
| 5 | Typing | . 4319 | . 030 | 1.446 | 5.236 |
| 6 | Verbal | . 4860 | . 010 | 1.596 | 6.245 |
| 7 | Visual | . 5012 | . 005 | . 768 | 1.575 |
| 8 | Marit St | . 5121 | -. 127 | -. 811 | 1.758 |
| 9 | Job Exp | . 5190 | . 041 | . 866 | 1.995 |
| 10 | Age | . 5298 | -. . 013 | -. 696 | 1.302 |

Table 4. Results from Firm A; Run 18, Empirical Cases N=32, Dep. Variable=Quantity

| Step Number | Variable Entered | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |
|  | (Constant |  | 2.090) |  |  |
| 1 | Add Educ | . 1819 | . 169 | . 605 | . 024 |
| 2 | Typing | . 2251 | . 029 | 1.335 | 11.331 |
| 3 | Marit St | . 2421 | -. 155 | - . 906 | 5.403 |
| 4 | Yrs/Job | . 2564 | -. . 074 | - . 746 | 3.702 |
| 5 | Job Exp | . 2724 | . 036 | . 687 | 3.148 |
| 6 | Age | . 2731 | -. . 003 | -. 160 | 3.702 |

e 5. Reswits from Firm A; Run 20,
Empirical Cases N=32, Dep. Variable=Quantity

| Step Number | $\begin{aligned} & \text { Var. Ent. } \\ = & \hat{I}\left(Y_{e} / x_{i j}\right) \text { of : } \end{aligned}$ | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | 3.928) |  |  |
| 1 | Yrs/Job | . 1700 | 1.177 | 1.948 | 9.906 |
| 2 | Age | . 3383 | -1. 219 | -3.307 | 22.873 |
| 3 | Marit St | . 4461 | -2.631 | -2.047 | 10.788 |
| 4 | Typing | . 4589 | . 241 | . 643 | 1.222 |
| 5 | Job Exp | . 4691 | . 272 | . 794 | 1.847 |
| 6 | Add Educ | . 4756 | . 750 | . 557 | . 922 |

Table 6. Results from Firm A; Run 27,
Fictitious Cases N=31, Dep. Variable=Quantity,
Rater 1

| Step Number | Variable Entered | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |
|  | (Constant |  | 1.817) |  |  |
| 1 | Yrs/Job | . 2617 | . 065 | 1.080 | 5.340 |
| 2 | Add Educ | . 3944 | . 235 | 2.371 | 24.557 |
| 3 | Marit St | . 4346 | . 216 | 1.436 | 10.294 |
| 4 | Job Exp | . 4472 | . 052 | . 797 | 3.364 |
| 5 | Age | . 4524 | . 005 | . 373 | . 749 |
| 6 | Typing | . 4544 | -. 003 | - . 285 | . 440 |

Table 7. Results from Firm A; Run 4l, Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Quantity,

Rater 1

| Step Number | $\begin{aligned} & \text { Var. Ent. } \\ & =\hat{H}\left(Y_{e} / x_{i j}\right) \circ f: \end{aligned}$ | $\underset{R^{2}}{\text { Cumul }}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | $2.004)$ |  |  |
| 1 | Job Exp | . 1650 | -. 210 | -1.461 | 7.057 |
| 2 | Marit St | . 2934 | . 221 | 2.433 | 17.007 |
| 3 | Age | . 3560 | . 082 | 1.809 | 10.344 |
| 4 | Add Educ | . 4137 | . 093 | 1.421 | 6.708 |
| 5 | Yrs/Job | . 4190 | . 013 | . 459 | . 754 |
| 6 | Typing | . 4195 | . 006 | . 141 | . 071 |

Table 8. Results from Firm A; Run 32, Fictitious Cases N=30, Dep. Variable=Quantity,

Rater 2

| Step Number | Variable <br> Entered | $\underset{R^{2}}{C_{u m u l}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | -3.331) |  |  |
| 1 | Typing | . 8726 | . 110 | 12.073 | 79.969 |
| 2 | Add Educ | . 8768 | . 081 | . 935 | 3.388 |
| 3 | Job Exp | . 8789 | . 040 | . 715 | 2.014 |
| 4 | Yrs/Job | . 8792 | -. .033 | - . 629 | 1.564 |
| 5 | Age | . 8805 | . 006 | . 477 | . 908 |
| 6 | Marit St | . 8807 | . 022 | . 168 | . 113 |

Table 9. Results from Firm A; Run 44, Fictitious Cases $N=30$, Dep. Variable=Quantity,

Rater 2

| Step <br> Number | Var. Ent. <br> $=\hat{H}\left(Y_{e} / x_{i j}\right)$ of $:$ | Cumul <br> $R^{2}$ | Final Step |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Coefficient | $t$ | $R_{i}{ }^{* 2}$ |  |  |  |
|  | (Constant |  | $2.447)$ |  |  |  |
| 2 | Typing | .6863 | .385 | 7.672 | 64.224 |  |
| 3 | Add Educ | .6943 | -.076 | -.948 | 3.176 |  |
| 4 | Yrs/Job | .7012 | .027 | .738 | 1.950 |  |
|  | Marit St | .7050 | .064 | .564 | 1.149 |  |

Table 10. Results from Firm A; Run 46, Fictitious Cases $N=30$, Dep. Variable=Quantity

Rater 1

| Step Number | Variable Entered | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | 24.056) |  |  |
| 1 | Yrs/Jor | . 2617 | . 212 | . 386 | . 466 |
| 2 | Add Educ | . 3944 | 2.539 | 2.771 | 18.063 |
| 3 | $\hat{H}\left(Y_{e} / \mathrm{x}_{\mathrm{ij}}\right)$, |  |  |  |  |
|  | $\mathrm{x}_{\mathrm{i}} \equiv$ Age | . 4412 | . 906 | 2.264 | 13.154 |
| 4 | $\hat{I}\left(Y_{e} / x_{i j}\right)$ |  |  |  |  |
|  | $\mathrm{x}_{\mathrm{i}} \equiv \text { AddEduc }$ | . 5036 | . 886 | 1.876 | 9.578 |
| 5 | $\hat{H}\left(Y_{e}, x_{i j}\right)$, |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}} \equiv$ JobExp | . 5391 | - . 956 | -1.714 | 8.171 |
| 6 | $\hat{H}\left(Y_{e}, X_{i j}\right)$, |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}} \equiv$ Age | . 5601 | - . 322 | -1.048 | 3.289 |

Table ll. Results from Firm A; Run 47,
Fictitious Cases N=30, Dep. Variable=Quantity,
Rater 2

| Step Number | Variable Entered | $\underset{R^{2}}{\text { Cumul }}$ | Final Step* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
| 1 | (Constant Typing | . 8725 | $\begin{gathered} -2.569) \\ .096 \end{gathered}$ | 8.276 | 57.531 |
| 2 | $\hat{I}\left(Y_{e} / x_{i j}\right)$ |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}} \equiv$ Age | . 8915 | -. 140 | -1.840 | 9.603 |
| 3 | $\hat{H}\left(Y_{e} / \mathrm{x}_{\mathrm{ij}}\right)$ |  |  |  |  |
|  | $\mathrm{x}_{\mathrm{i}} \equiv$ Typing | . 9063 | . 082 | 1.847 | 9.672 |
| 4 | $\hat{H}\left(Y_{e} / x_{i j}\right)$ |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}}$ 三MaritSt | . 9118 | . 100 | 1.624 | 7.690 |
| 5 | $\hat{H}\left(Y_{e} / \mathrm{x}_{\mathrm{ij}}\right)$ |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}} \equiv$ Age | . 9204 | . 048 | 1.607 | 7.545 |
| 6 | $\hat{H}\left(Y_{e} / x_{i j}\right)$ |  |  |  |  |
|  | $\mathrm{X}_{\mathrm{i}} \equiv \mathrm{MaritSt}$ | . 9350 | - | - | - |

*Due to flaw in machine procedure no complete printout for step (6).

Table 12. Results from Firm A; Run 19, Empirical Cases N=32, Dep. Variable=Adaptability

| Step <br> Number | Variable <br> Entered | Cumul <br> $R^{2}$ | Final Step |  |  |  |
| :--- | :--- | ---: | :--- | ---: | ---: | ---: |
|  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |  |  |  |
|  | (Constant |  | 5.010 ) |  |  |  |
| 1 | Yrs/Job | .1760 | -.160 | -1.892 | 8.914 |  |
| 2 | Age | .2452 | -.045 | -2.764 | 16.734 |  |
| 3 | Job Exp | .3845 | .089 | 2.333 | 12.752 |  |
| 4 | Marit St | .3883 | .052 | .374 | .394 |  |
| 5 | Typing | .3900 | -.004 | -.027 | .206 |  |

Table 13. Results from Firm A; Run 23,
Empirical Cases $\mathrm{N}=32$, Dep. Variable=Adaptability

| Step Number | Variable Entered | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{\text {2 }}$ |
|  | (Constant |  | 3.484) |  |  |
| 1 | Yrs/Job | . 2068 | - . 626 | -2.233 | 18.209 |
| 2 | Age | . 2594 | - . 246 | -1.151 | 5.486 |
| 3 | Add Educ | . 2824 | 3.083 | 1.031 | 4.449 |
| 4 | Marit St | . 2947 | 3.122 | . 541 | 1.259 |
| 5 | Job Exp | . 2958 | . 138 | . 202 | . 177 |

Table 14. Results from Firm A; Run 28, Fictitious Cases N=30, Dep. Variable=Adaptability

Rater 1

| Step Number | Variable Entered | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{\text {2 }}$ |
|  | (Constant |  | $2.054)$ |  |  |
| 1 | Yrs/Job | . 3138 | . 095 | 1.361 | 8.644 |
| 2 | Add Educ | . 4154 | . 259 | 2.240 | 20.768 |
| 3 | Marit St | . 4519 | . 275 | 1.564 | 11.149 |
| 4 | Job Exp | . 4813 | . 089 | 1.188 | 6.700 |
| 5 | Typing | . 4847 | -. 005 | -. 451 | 1.017 |
| 6 | Age | . 4863 | -. . 004 | -. 265 | . 352 |

Table 15. Results from Firm A; Run 52, Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Adaptability

Rater 1

| Step Number | $\begin{aligned} & \text { Var. Ent. } \\ & =\hat{H}\left(Y_{e}, x_{i j}\right) \text { of : } \end{aligned}$ | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |
|  | (Constant |  | .662) |  |  |
| 1 | Marit St | . 1721 | . 268 | 2.645 | 20.258 |
| 2 | Add Educ | . 2910 | . 083 | 1.436 | 7.145 |
| 3 | Job Exp | . 3719 | . 101 | . 905 | 2.984 |
| 4 | Typing | . 4185 | . 043 | 1.110 | 4.413 |
| 5 | Yrs/Job | . 4427 | -. 053 | -1.483 | 7.579 |
| 6 | Age | . 4766 | -. 043 | -1.220 | 5.281 |

Table 16. Results from Firm $A$; Run 33, Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Adaptability

Rater 2

| Step <br> Number | Variable <br> Entered | Cumul <br> $\mathrm{R}^{2}$ | Final Step |  |  |  |
| :--- | :--- | :---: | :--- | :---: | ---: | :---: |
|  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |  |  |  |
|  | (Constant |  |  |  |  |  |
| 1 | Add Educ | .1089 |  | 1.936 ) |  |  |
| 2 | Marit St | .1838 | .258 | 2.459 | 14.255 |  |
| 3 | Yrs/Job | .2993 | -.317 | 1.993 | 10.085 |  |
| 4 | Typing | .3403 | .106 | -1.667 | 7.383 |  |
| 5 | Age | .3550 | -.010 | .886 | 2.259 |  |
| 6 | Job Exp | .3586 | .011 | .716 | 1.493 |  |
|  |  |  | .025 | .361 | .385 |  |

Table 17. Results from Firm A; Run 55
Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Adaptability
Rater 2

| Step Number | $\begin{aligned} & \operatorname{Var} . \text { Ent. } \\ &=\hat{H}\left(y_{e}, x_{i j}\right) \text { of } \end{aligned}$ | $\mathrm{Cumul}_{\mathrm{R}^{2}}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{*}{ }^{2}$ |
|  | (Constant |  | 3.449) |  |  |
| 1 | Typing | . 2016 | . 086 | 2.662 | 20.709 |
| 2 | Age | . 3506 | -. 061 | -2.042 | 13.498 |
| 3 | Job Exp | . 4351 | -. 153 | -1.630 | 9.101 |
| 4 | Add Educ | . 4403 | . 019 | . 395 | . 593 |
| 5 | Marit St | . 4419 | . 020 | . 237 | . 214 |
| 6 | Yrs/Job | . 4431 | . 007 | . 227 | . 195 |

Correlation of $R_{i}{ }^{* 2}$ and $\hat{I}\left(Y_{e} / X_{i}\right)$
It would seem reasonable to postulate that the decision-maker in multiple cue decision tasks ought to attach more significance to or place more weight on those cues that convey the most information about the ecological variable. Some logical measure of performance would thus be the degree of association between the partial coefficient of multiple determination $\left(R_{i} *^{2}\right)$ and the corresponding information gains $\hat{I}\left(Y_{e} / X_{i}\right)$.

By definition (cf. Chapter IV):

$$
\hat{I}\left(Y_{e} / \dot{X}_{i}\right)=\sum_{j=1}^{J} p\left(x_{i j}\right) \hat{I}\left(Y_{e} / x_{i j}\right)
$$

The probabilities of ( $\mathrm{x}_{\mathrm{ij}}$ ) were estimated by their corresponding relative frequencies

$$
\hat{p}\left(x_{i j}\right)=\frac{n_{i j}}{n_{i} .}
$$

where $n_{i j}$. was the sum of occurrences over all values of the dependent variable with respect to the j-th interval of the $i-t h$ independent variable, and $n_{i}$.. was equivalent to the total sample size N .

The pairs of $R_{i} *^{2}$ and $\hat{I}\left(Y_{e} / X_{i}\right)$ were ranked in order of decreasing $R_{i} * 2$ values. This was done in the following table displaying the $R_{i} * 2$ that resulted from the regression runs of the subjective ratings using the cue values.

Table 18. Firm $A$, Pairs of $R_{i} * 2$ and $\hat{I}\left(Y_{e} / X_{i}\right)$

| Rater | Dependent Variable | Independent Variable | $\mathrm{R}_{\mathrm{i}}{ }^{\text {*2 }}$ | $\hat{I}\left(Y_{e} / X_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Quantity <br> (Run 27) | Add Educ | 24.55 | 1.578 |
|  |  | Marit St | 10.29 | 1.932 |
|  |  | Yrs/Job | 5.34 | 1.981 |
|  |  | Job Exp | 3.36 | 1.101 |
|  |  | Age | . 75 | 1.749 |
|  |  | Typing | . 44 | 1.018 |
| 2 | Quantity <br> (Run 32) | Typing | 79.97 | 1.018 |
|  |  | Add Educ | 3.39 | 1.578 |
|  |  | Job Exp | 2.01 | 1.101 |
|  |  | Yrs/Job | 1.56 | 1.981 |
|  |  | Age | . 91 | 1.749 |
|  |  | Marit St | . 11 | 1.932 |
| 1 | Adaptability <br> (Run 28) | Add Educ | 20.77 | . 913 |
|  |  | Marit St | 11.15 | 1.147 |
|  |  | Yrs/Job | 8.64 | 4.160 |
|  |  | Job Exp | 6.70 | 2.261 |
|  |  | Typing | 1.02 | 1.018 |
|  |  | Age | . 35 | 2.758 |
| 2 | Adaptability <br> (Run 33) | Add Educ | 14.25 | . 913 |
|  |  | Marit St | 10.08 | 1.147 |
|  |  | Yrs/Job | 7.38 | 4.160 |
|  |  | Typing | 2.26 | 1.018 |
|  |  | Age | 1.49 | 2.758 |
|  |  | Job Exp | . 38 | 2.261 |

For the purpose of statistical comparison, correlation coefficients between $R_{i} *^{2}$ and $\hat{I}\left(Y_{e} / X_{i}\right)$ were computed. This was done separately for the two Raters, with the values for Quantity and Adaptability pooled in each case. The results were -.1051 for Rater 1 and -. 2878 for Rater 2. The points on which these computations were based are plotted in Figure 3 for Rater 1 and in Figure 4 for Rater 2.



## Lens Model Coefficients

The lens model coefficients were first computed by means of utilizing the results of regression runs 18 empirical cases and 32 - fictitious cases, the summaries of which are given in Tables 4 and 8 . The criterion variable was Quantity and the ratings of the fictitious cases were those obtained from Rater 2. This choice was made because the responses of Rater 2 provided for a better fit than Rater 1 in the linear model. The discussion of the various indices computed refers to Figure 1.

The ecological validities $r_{e i}$ were described as the correlations between the i-th predictor and the criterion. Table 19, an excerpt of Table 42 (Appendix D) summarizes these values:

Table 19. Firm A, Ecological Validities,

$$
\text { Criterion }=\text { Quantity }
$$

Predictor
Correlation

1. Age
.026
2. Marital Status -. 199
3. Typing Speed
.410
4. Additional Education
.427
5. Job Experience . 277
6. Years per Job -. 107

Thus, Typing Speed and Additional Education were most highly correlated with Quantity.

The utilization coefficients $r_{s i}$ were used to describe the correlations between the cues and the judgment of Rater 2. These values are reflected in Table 20 (cf. Table 43):

Table 20. Firm A, Utilization Coefficients, Criterion $=$ Quantity, Rater 2

## Predictor

Correlation

| 1. Age | -.186 |
| :--- | :--- | ---: |
| 2. Marital Status | .187 |
| 3. Typing Speed | .934 |
| 4. Additional Education | .016 |
| 5. Job Experience | .175 |
| 6. Years per Job | .070 |

A comparison between utilization coefficients and ecological validities shows that Rater 2 did recognize fairly well the importance of typing skills, however, the weight that he assigned to Additional Education was significantly less than indicated by the corresponding ecological validity.

The values for the cues' redundancies are interdependent with the ecological validities. They were presented in Table 42. For comparison, the values assumed by the subject can be found in Table 43 (Appendix D).

The environmental side of the lens model can be expressed by a multiple regression equation that utilizes optimal weights determined by the validity of each predictor. For the 32 cases under consideration it amounted
to (cf. Table 4):

$$
\begin{aligned}
\hat{\mathrm{Y}}_{\mathrm{eq}}= & 2.09-.01 \mathrm{x}_{1}-.15 \mathrm{x}_{2}+.03 \mathrm{x}_{3}+.17 \mathrm{x}_{4} \\
& +.04 \mathrm{x}_{5}-.07 \mathrm{x}_{6}
\end{aligned}
$$

The decision-makers judgment could be expressed in a similar equation (cf. Table 8):

$$
\begin{aligned}
\hat{\mathrm{y}}_{\mathrm{sq} 2}= & 3.33+.01 \mathrm{x}_{1}+.02 \mathrm{x}_{2}+.11 \mathrm{x}_{3}+.08 \mathrm{x}_{4} \\
& +.04 \mathrm{x}_{5}-.03 \mathrm{x}_{6}
\end{aligned}
$$

The environmental predictability $R_{e}$, which is $r_{Y_{e}} \hat{Y}_{e}$, was low with . 27. On the other hand, the rater's response linearity reached a value of $\mathrm{R}_{\mathrm{S}}=.88$.

Further lens model coefficients are presented as follows: Regression run 18 again provided for the values on the environmental side of the lens. This time they were paired with run 27 - fictitious cases, the summary of which is given in Table 6. The criterion variable was again Quantity and the ratings of the fictitious cases refers to those obtained from Rater 1.

The utilization coefficients $r_{s i}$, describing the correlations between the cues and the judgment of Rater 1 can be obtained directly from Table 43 in Appendix D.

The judgment of Rater $R_{1}$ could be expressed in a nultiple regression equation (cf. Table 6):

$$
\begin{aligned}
\hat{\mathrm{y}}_{\mathrm{sql}}= & 1.817+.005 \mathrm{x}_{1}+.216 \mathrm{x}_{2}+.235 \mathrm{x}_{3} \\
& +.052 \mathrm{x}_{4}+.062 \mathrm{x}_{5}-.003 \mathrm{x}_{6}
\end{aligned}
$$

The response linearity of Rater 1 was $R_{S}=.6711$.
A further set of lens model coefficients was determined for the criterion variable Adaptability. It was based on run 19 (Table 12) - empirical cases, run 28 (Table 14) and run 33 (Table l6) - fictitious cases for Raters 1 and 2 respectively.

The ecological validities are again presented in Table 42 (Appendix D). The utilization coefficients for both Rater 1 and 2 are depicted in Table 43.

The multiple regression equation modeling the environmental side of the lens was (cf. Table 12):

$$
\begin{aligned}
\hat{\mathrm{x}}_{\mathrm{ea}}= & 5.01-.045 \mathrm{x}_{1}+.052 \mathrm{x}_{2}-.004 \mathrm{x}_{3} \\
& +.089 \mathrm{x}_{5}-.16 \mathrm{x}_{6}
\end{aligned}
$$

The judgment of Rater 1 could be expressed as (cf. Table 14):

$$
\begin{aligned}
\hat{\mathrm{Y}}_{\text {sal }}= & 2.054-.004 \mathrm{x}_{1}+.275 \mathrm{x}_{2}+.259 \mathrm{x}_{3} \\
& +.089 \mathrm{x}_{4}+.095 \mathrm{x}_{5}-.005 \mathrm{x}_{6}
\end{aligned}
$$

The decision process of Rater 2 was modeled in the following equation (cf. Table 16):

$$
\begin{aligned}
\hat{\mathrm{Y}}_{\mathrm{sa} 2}= & 1.936-.011 \mathrm{X}_{1}+.317 \mathrm{x}_{2}+.258 \mathrm{x}_{3} \\
& +.025 \mathrm{x}_{4}-.106 \mathrm{x}_{5}+.010 \mathrm{x}_{6}
\end{aligned}
$$

The environmental predictability reached a value of . 36 ,
which was higher than for the criterion Quantity. The response linearity of Rater 1 was .70 , and for Rater 2 it amounted to .58.

A comparison of the various results indicates the following: In contrast to the ecological validity, Rater 1 underestimated significantly the weight to be attached to typing in explaining the criterion Quantity. He assigned high importance to additional education, which was in agreement with the corresponding ecological validity, but he overestimated the effect of job tenure. The latter was found to have a negative effect on the value of the criterion Quantity. A similar observation was made for the criterion Adaptability, which was also negatively related to age and somewhat positively to additional education. Rater 2 recognized these relationships fairly well, while the utilization coefficients of Rater 1 appeared more randomly related to the ecological validities.

## Results from Firm B

Based on the previous discussion, the results obtained with the data of Firm B become largely selfexplanatory. They are given in Tables 21 through 27 and in the appendices. For the computation of the information measures, the interval widths selected for the variables needed to be defined. Since the dependent variables attained values along a scale from 0 to 100 , 10 intervals with width 10 were chosen. The cue values were broken down as follows:

1. Age: lower limit $=21$, width $=1$
2. Marital Status: lower limit $=1$, width $=1$
3. Dependents: lower limit $=0$, width $=1$
4. GPA: lower limit $=2.0$, width $=.5$
5. Scholastic Activities: lower limit $=1$, width $=1$
6. Professional Organizations: lower limit $=1$, width $=1$
7. Interview Rating:


Table 21. Firm B, Summary of Regression Runs, Empirical Cases

| Run <br> No. | Model |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Dep. <br> Variable | $\begin{gathered} \text { Sample } \\ \text { Size } \end{gathered}$ | No. Of Var. Ent. | $\operatorname{Mul}_{\mathrm{R}^{2}} t .$ |
| 66 | $\hat{y}_{e[n]}=b_{0}+\Sigma \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\mathrm{in}}$ | Total | 51 | 6 | . 3139 |
| 67 | " | Total | 43 | 6 | . 5848 |
| 68 | $\hat{x}_{17, n}=b_{o}+\sum b_{i} x_{i n}$ |  |  |  |  |
|  | $(i=8, \ldots, 16) *$ | Total | 29 | 4 | . 9204 |
| 69 | $\hat{\mathrm{Y}}_{\mathrm{e}[\mathrm{n}]}=\mathrm{b}_{\mathrm{o}}+\sum \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\text {in }}$ | Accur | 29 | 6 | . 3297 |
| 70 | " | Volume | 29 | 6 | . 2895 |
| 71 | " | Tch Kn | 29 | 7 | . 3555 |
| 72 | " | Creativ | 29 | 7 | . 3399 |
| 73 | " | Decisn | 29 | 6 | . 3759 |
| 74 | " | Respon | 29 | 7 | . 3278 |
| 75 | " | Reliab | 29 | 7 | . 3818 |
| 76 | " | Harmon | 29 | 7 | . 3530 |
| 77 | " | Plan | 29 | 5 | . 1392 |
| 78 | " | Total | 29 | 7 | . 3740 |
| 79 | $\hat{x}_{17, n}=b_{0}+\Sigma b_{i} x_{i n}$ |  |  |  |  |
|  | $(i=8, \ldots, 16) *$ | Total | 29 | 9 | . 9266 |
| 80 | $\hat{\mathrm{Y}}_{\mathrm{e}[\mathrm{n}]}=\Sigma \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\mathrm{in}}$ | Total | 51 | 6 | . 9791 |
| 81 | $\hat{x}_{17, n}=b_{0}+\Sigma b_{i} x_{i n}$ |  |  |  |  |
|  | (i=8, .., 16)* | Total | 29 | 8 | . 9980 |
| 82 | $\hat{X}_{17, n}=b_{1} \mathrm{X}_{15, n}{ }^{*}$ | Total | 29 | 1 | . 9909 |
| 83 | $\hat{\mathrm{Y}}_{\mathrm{e}[\mathrm{n}]}=\mathrm{b}_{0}+\Sigma \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\text {in }}$ | Total | 30 | 6 | . 5840 |
| 84 | $\hat{\mathrm{Y}}_{\mathrm{e}[\mathrm{n}]}=\mathrm{b}_{\mathrm{o}}+\sum_{\mathrm{b}_{\mathrm{i}}} \hat{\mathrm{I}}\left(\mathrm{Y}_{\mathrm{e}} / \mathrm{x}_{\mathrm{i}}\right.$ | Total | 30 | 5 | . 2014 |

## Table 21 (Cont'd)



Table 22. Firm B, Summary of Regression Runs,

## Fictitious Cases



Table 22 (Cont'd)

| $\begin{aligned} & \text { Run } \\ & \text { No. } \end{aligned}$ | Model | Dep. <br> Variable | No.of |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \text { Sample } \\ \text { Size } \end{gathered}$ | Var. Ent. | $\text { Mult }_{R^{2}}$ |
| 118 | $\log \hat{Y}_{s[n]}=b_{o}$ | Total $\mathrm{R}_{1}$ | 30 | 3 | . 3937 |
|  | $+\Sigma b_{i}\left[\hat{I}\left(Y_{e} / x_{i[n]}\right)\right]^{-1}$ |  |  |  |  |
| 119 | " | Total $\mathrm{R}_{2}$ | 30 | 4 | . 3268 |
| 120 | " | Total $\mathrm{R}_{2}$ | 30 |  |  |
| 121 | $\hat{\mathrm{Y}}_{s[n]}=\mathrm{b}_{0}+\Sigma \mathrm{b}_{\mathrm{i}} \mathrm{x}_{\mathrm{in}}$ | Total $\mathrm{R}_{1}$, |  |  |  |
|  |  | $\mathrm{R}_{2}$ | 30 | 6 | . 8105 |

Table 23. Results from Firm B; Run 67,
Empirical Cases $\mathrm{N}=43$, Dep. Variable=Total

| Step Number | Variable Entered | $\underset{R^{2}}{\text { Cumul }}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | 66.318) |  |  |
| 1 | GPA | . 2532 | 11.427 | 3.213 | 13.475 |
| 2 | Age | . 3347 | -1. 579 | -3.070 | 12.550 |
| 3 | Dependts | . 4717 | 9.563 | 4.191 | 19.834 |
| 4 | Marit St | . 5407 | 5.711 | 2.190 | 7.111 |
| 5 | Schol Act | . 5847 | 3.553 | 1.899 | 5.504 |
| 6 | Prof Org | . 5848 | . 272 | . 112 | . 021 |

Table 24. Results from Firm B; Run 87,
Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Total,
Rater 1

| Step Number | Variable Entered | $\mathrm{Cumpl}_{\mathrm{R}^{2}} 1 \text {. }$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | 50.481) |  |  |
| 1 | Prof Org | . 4726 | 4.493 | 6.594 | 30.730 |
| 2 | GPA | . 7986 | 7.184 | 6.025 | 28.761 |
| 3 | Schol Act | . 8434 | 2.071 | 2.871 | 12.395 |
| 4 | Age | . 8507 | - . 413 | -1.777 | 5.672 |
| 5 | Marit St | . 8575 | 1.406 | 1.696 | 5.223 |
| 6 | Dependts | . 8705 | 1.065 | 1.516 | 4.268 |

Table 25. Results from Firm B; Run 89, Fictitious Cases $N=30$, Dep. Variable $=$ Total,

Rater 2

| Step <br> Number | Variable <br> Entered | Cumul <br> $\mathrm{R}^{2}$ | Final Step |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Coefficient | t | $\mathrm{R}_{\mathrm{i}}{ }^{* 2}$ |  |  |  |
|  | (Constant |  |  |  |  |  |
| 1 | Schol Act | .3732 | $56.439)$ |  |  |  |
| 2 | GPA | 3.272 | 2.589 | 14.642 |  |  |
| 3 | Prof Org | .5352 | 8.083 | 3.870 | 25.587 |  |
| 4 | Age | .6340 | 2.228 | 1.867 | 8.537 |  |
| 5 | Dependts | .6638 | .737 | -1.812 | 8.107 |  |
| 6 | Marit St | .6798 | 2.215 | 1.800 | 8.013 |  |
|  |  |  | 1.559 | 1.073 | 3.094 |  |

Table 26. Results from Firm B, Run 121,
Fictitious Cases $\mathrm{N}=30$, Dep. Variable=Total,
Average of Rater 1 and Rater 2

| Step Number | Variable <br> Entered | $\underset{R^{2}}{\text { Cumul }}$ | Final Step |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Coefficient | $t$ | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ |
|  | (Constant |  | $53.460)$ |  |  |
| 1 | Schol Act | . 4081 | 2.672 | 3.015 | 14.284 |
| 2 | GPA | . 5735 | 7.633 | 5.212 | 27.310 |
| 3 | Prof Org | . 7668 | 3.361 | 4.015 | 20.783 |
| 4 | Age | . 7776 | - . 575 | -2.016 | 7.571 |
| 5 | Dependts | . 7930 | 1.640 | 1.901 | 6.846 |
| 6 | Marit St | . 8105 | 1.482 | 1.456 | 4.255 |

Table 27. Firm $B, R_{i} \star^{2}$ and $\hat{I}\left(Y_{e} / X_{i}\right)$

| Rater | Dependent Variable | Independent Variable | $\mathrm{R}_{\mathrm{i}}{ }^{2}$ | $\hat{I}\left(Y_{e} / x_{i j}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Total <br> (Run 87) | Prof Org | 30.73 | 2.013 |
|  |  | GPA | 28.76 | 4.598 |
|  |  | Schol Act | 12.39 | 2.537 |
|  |  | Age | 5.67 | 3.611 |
|  |  | Marit St | 5.67 | 2.287 |
|  |  | Dependts | 5.22 | 1.220 |
| 2 | Total <br> (Run 89) | GPA | 25.59 | 4.598 |
|  |  | Schol Act | 14.64 | 2.537 |
|  |  | Prof Org | 8.54 | 2.013 |
|  |  | Age | 8.11 | 3.611 |
|  |  | Dependts | 8.01 | 1.220 |
|  |  | Marit St | 3.09 | 2.287 |

## Results from Firm C

The usefulness of the data from Firm $C$ was limited since subjective ratings could not be obtained. However, they offered some opportunity to compare the behavior of the various models tested for large variations in the sample size. Results of a summary nature are depicted in Table 28.

Table 28. Firm C, Summary of Regression Runs, Empirical Cases

| No. | Mode1 | No.Of |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Dep. <br> Variable | $\begin{gathered} \text { Sample } \\ \text { Size } \end{gathered}$ | Var. <br> Ent. | $\underset{R^{2}}{\operatorname{Mul}}$ |
| 97 | $\hat{Y}_{e[n]}=b_{o}+\Sigma b_{i} x_{i n}$ | 14 | 95 | 11 | . 4580 |
| 98 | " | 15 | 95 | 12 | . 4820 |
| 99 | " | 16 | 95 | 11 | . 0610 |
| 100 | " | 14 | 88 | 13 | . 5711 |
| 101 | " | 15 | 88 | 12 | . 6117 |
| 102 | " | 15 | 80 | 12 | . 5760 |
| 103 | " | 8 | 30 | 7 | . 5298 |
| 104 | $\hat{Y}_{e[n]}=b_{o}+\Sigma b_{i} \hat{I}\left(Y_{e} / x_{i[n]}\right)$ | ) 8 | 30 | 6 | . 2796 |
| 105 | $\hat{Y}_{e[n]}=b_{o}+\sum b_{i} \hat{H}\left(Y_{e} / x_{i[n]}\right)$ | ) 8 | 30 | 7 | . 3973 |
| 106 | $\hat{Y}_{e[n]}=b_{o}+\sum b_{i} \hat{H}\left(Y_{e}, x_{i[n]}\right)$ | ) 8 | 30 | 6 | . 3851 |

## CHAPTER VII

## DISCUSSION AND RECOMMENDATIONS

The need to assign meaning to the various results of this research poses a requirement to reduce the unmanageable conglomerate of outputs into an orderly array of causes. The main aspects that need to be taken into account when analyzing the results regard the adequacy of the data base. In conjunction with the problem thus defined, the applicability of the model hypotheses will have to be discussed, which in turn is largely dependent upon the types and quality of results presented in the previous chapter. This sort of analysis will then lend itself to the presentation of specific conclusions and recommendations.

Analysis of the Results
The data collected can be examined in accordance to quantitative and qualitative factors. Each individual factor can be assumed to have some bearing on the overall usefulness of the data.

One major quantitative aspect of the data base was the number of cases versus the number of predictor variables. From the viewpoint of reliability, the sample size should be as large as possible. It was suggested
(Kerlinger and Pedhazur, 1973) that any multiple regression analysis, and especially those with many independent variables, should have at least 100 subjects. Relatively small sample sizes yield high bias in the two most important regression statistics, $\mathrm{R}^{2}$ and b . To realize the effect of decreased sample size, the $R^{2}$ can be adjusted (cf. Johnston, 1972):

$$
\bar{R}^{2}=R^{2}-\frac{I}{N-I-I} \quad\left(1-R^{2}\right)
$$

As a representative example, $\overline{\mathrm{R}}^{2}$ was computed for run 89, where $R^{2}$ turned out to be . $68(n=30, I=6)$. Then,

$$
\overline{\mathrm{R}}^{2}=.68-\frac{6}{30-6-1}(1-.68) \simeq .60,
$$

a noticeable difference, but $R^{2}$ was concluded to be sufficiently close to an adjusted value $\bar{R}^{2}$, even for a sample size of 30 and six independent variables.

The leastsquares estimates of the model parameters may well be over- or underestimated which essentially does not interfere with the objectives of this research, as they were not limited to validate a regression model, but to test the relative performance of model alternatives.

When assessing the reliability of multiple regression, significant emphasis is generally placed on replication (op.cit.). This research employed three replications (the collection of empirical data in Firms A, B, and C) with varying statistical properties in terms of sample size, numbers and types of independent variables,
dependent variables, and types of jobs under consideration. Thus, a comparison across the replications can allow certain conclusions as to possible general superiority of specific model alternatives.

Problems and deficiencies in the data base due to qualitative aspects are probably difficult to assess. A main question concerns certainly the types of cues that were selected to predict job performance. The choice had to be based on the availability and quantifiability of the total possible number of variables. The compromises that had to be made did not leave representativeness and reliability of the results unaffected. As an example, some personality traits, such as alertness, drive, and likeability might be significant cues to success of design engineers, but of course they were not available from the information on the application blanks.

A potentially severe source of error regarding the assumption of a linear regression model could have resulted from arbitrary coding of variables that do not lend themselves to unique quantification. Intuitively, it could be assumed, e.g. that the extent of involvement in extra-curricular activities would be somewhat directly related to performance measures such as adaptability. Thus, a larger numerical score for a greater number of activities and responsibilities seemed to be warranted. But in the case of the variable Marital Status, the
quantification was at best related to some kind of subjective value scheme. As indicated by Figure 22 in Appendix B, this choice resulted in a clearly nonlinear relationship with the subjective Total of Rater 2 in Firm B. This could have been avoided, had the numerical values been arranged in different order.

Finally, in the case of some variables, arbitrary interval limits and unequal widths had to be decided on in order to facilitate the computation of the informationmetric terms. These groupings were based on assumed increments of equal effect on the dependent variable. Therefore, if any contamination did result from this type of imperfection, it is assumed to be fairly insignificant.

On the whole, the choice of predictors is probably fairly adequate, if one considers the findings by Ghiselli and Berthol (1953; cf. Chapter II) who emphasized the relatively high reliability in terms of $R^{2}$ of biographical items compared to predictors such as intelligence, aptitude, interest, and personality.

Multiple regression analysis under some circumstances has a serious weakness in terms of unreliability of the regression weights (Kerlinger and Pedhazur, 1973). This becomes severe in particular when the sample size is small and the independent variables are highly correlated. In case of Firm A, e.g., Job Experience was significantly correlated with Age and Additional Education (.55 and .47),
and Additional Education was correlated with Typing Speed (.56). If there had been more predictors involved, factor analysis might have been used to create orthogonal independent variables.

Besides these weaknesses, that are of major concern only when the regression weights are of prime importance, multiple regression analysis has obvious advantages over the other model alternatives discussed in Chapter III. It is suited to almost any nonexperimental research in which there are several independent variables and one dependent variable at a time (ibid.).

In this research the $R^{2}$ values were used to measure the accuracy of the estimates of performance that could be generated by means of the model alternatives. $\mathrm{R}^{2}$ is an estimate of the proportion of variance accounted for by all the variables in the regression. As pointed out, this value was traditionally low for models predicting job performance. Raubenheimer and Tiffin (1971; cf. Chapter II) reported a multiple R of .50 for a regression model using test scores and biographical items to predict job success. With only one fourth of the variance accounted for by the predictors, a model can certainly not be considered useful for personnel selection and job assignment.

It can be shown that in personnel research the relationships between the predictors and job performance
are more complex than assumed by the simple configuration of the lens model. For the purpose of illustration one might look at a clearcut case where the lens model is directly applicable. Diagnosis of a medical condition, e.g., is based on the symptoms that the patient shows. These symptoms are the immediate consequence of the condition, thus each of the cues is directly related to the ecological variable and serves the physician to arrive at his subjective estimate thereof. In terms of job performance, the analog would be a situation where the personnel administrator assesses job performance of, say, a typist, based on his knowledge of her typing speed, motivation, idle time, emotional condition, job knowledge, etc. With the exception of typing speed, none of the predictors of performance available from the data of Firm A appears to be a direct indicator of Quantity or Adaptability as criterion. Rather, the independent variables are linked in lens model fashion to the proximal variables which in turn form a lens model construct together with the distal variable. Then, one could imagine a set of regression models with the cues (number of dependents, additional education, related job experience, etc.) as independent variables and the proximal traits, e.g. motivation or job knowledge being the dependent variables. Subsequently, the resulting values of the proximal traits, being the
characteristics of actual performance, could be related in a multiple regression equation to the criterion.

An additional factor potentially contaminating the validity of estimates results from the time lag between occurrence of certain cue values, such as additional education (up to 17 years in Firm A), college activities, or grade point average (up to eight years in Firm B), and utilization of such information. Perhaps the cue values ought to be weighted with a factor inverse to the time lag, in order to account for the "wear off" effect that presumably decreases its relevance.

Dunnette (1963) suggested to discriminate between different combinations of predictors, applicants, job behaviors and situations. In his new model for selection research he indicated the need for many different groupings of tests for different groups of persons, depending upon the patterns of job behavior to be predicted. Thus, his prediction model called attention to the likelihood of complex interactions between predictor groupings, groups or types of individuals, job behavior patterns, and broadly defined organizational consequences. As an example, he found that a test of perceptual speed and accuracy for the selection of bottle inspectors may predict accurately only for non-high school graduates. For male high school graduates he found no useful
prediction from the test at all, whereas all female high school graduates were found to perform well, so that a test was unnecessary.

From the preceding discussion it has become clear that relatively high multiple $\mathrm{R}^{2}$ values could hardly be expected. Thus, values between .27 and .58 as found for the empirical cases of Firms A and B (for the major dependent variables) have to be considered satisfactory, as far as the comparison with related studies in the literature is concerned.

The expected meager result mentioned above appeared to warrant an attempt to propose a conceptually different model, which might ultimately aid reducing the significant cost involved in matching men and jobs less than optimally.

For a model to be representative, it should generate a criterion value in a fashion analogous to the functioning of the real system. As it has become apparent, the simple lens model cannot serve this purpose. The information-theoretic model hypotheses, however, are based on the notion of the decision-maker reducing his uncertainty about the criterion value when he obtains information about a cue. Thus, these models do represent some of the aspects of the decision maker's strategy, which is illustrated by the right side of the lens model.

This intuitive reasoning leads to the assumption
that the model alternatives, using the information measures might yield appreciable improvements over the linear model for the subjective ratings. However, with the exception of run 55 , this was not the case. But a comparison of the $R_{i}{ }^{2}$ values sheds light on this result. Two main reasons were assumed to be responsible for this outcome. The raters used in some instances completely different weights for the cues compared to the results from the empirical cases. Rater 2 of Firm A notably based his judgment almost exclusively on one cue - typing speed - when assessing the criterion value for Quantity. Although models using any combination of the information measures yielded a significant increase in $\mathrm{R}^{2}$ (Runs 4649), these alternatives probably ought to be considered a result of chance that would not hold under crossvalidation.

On the other hand, some encouraging results were found for the empirical cases. For the data of Firm A, $R^{2}$ increased for Quantity from . 27 for a linear regression model to .47 for a multiple regression model using $\hat{I}\left(Y_{e}, x_{i j}\right)$ terms. In other cases, models based on information measures performed approximately as well as the model in the cue values.

Not much interpretation could be provided for the logarithmic model alternatives that were tested, although some gave a slightly better fit than the linear model. A
conceptual framework was not developed for these results.

## Conclusions

The results of this research can be summarized in the following statements:

1. Tests, interviews and personal history information, as pertaining to assessing job Adaptability, found extensive treatment in the research literature. It was generally agreed that:
(a) tests are useful but often difficult to validate;
(b) interviews, with the exception of structured versions, are given more than due weight;
(c) personal history items are most consistently related to certain performance measures.
2. Since performance criteria are generally independent of each other, most researchers argue against a unidimensional measure of overall job performance. Exceptions considered are those measures that are based on a dollar criterion, or that are derived from individual criteria by means of statistical methods.
3. Performance appraisal systems are described in literature to be used by over three-fourths of U. S. companies for reasons such as to provide feedback to employees and as a management tool.
4. Strategies and formal models for personnel decisions, that are described in numerous studies, attempted
to
(a) provide optimal man-job match or to minimize the overall cost by means of optimization techniques,
(b) propose statistical prediction models that were based on empirical data.
5. In the present study, multiple linear regression statistics employed in Brunswik's lens model were found applicable in representing the probabilistic interrelations between predictors and criteria of job performance.
6. Three model alternatives were proposed that expressed the relevance of the predictors to the criterion in forms of certain information theory measures.
7. For the purpose of comparing the informationmetric model with the simple linear cue model, empirical data were collected from three large employers representing the service and the manufacturing industries.
8. In order to compare the predictive power of the model alternatives, subjective ratings on 30 fictitious cases were obtained from each of two firms.
9. A total of 121 regression runs were prepared for both the empirical and the fictitious cases of Firms A, B, and C. These employed besides the linear model eight different information-theoretic ones, and combinations of the above.
10. The proposed information-theoretic model formulations were found to be competitive alternatives that, in six instances, yielded higher $R^{2}$ values than the linear cue models.
11. The multiple $R^{2}$ ranged for selected runs employing empirical cases from . 30 to .58 , for the fictitious cases from . 17 to .87.
12. No significant relationships were found to exist between the information gains given cue values and the weight attached to the cues by the Raters.
13. A major limitation of this research was the relatively small sample size that could be obtained for specific combinations of jobs and persons.

## Recommendations

This research did not establish either the multiple linear regression model or the proposed informationtheoretic model as clearly more relevant to assessment for the purpose of making selection and placement decisions. However, there are many areas where refinement or revision of the approach taken might allow for more precise and far-reaching conclusions.

For the data used in this research, one might review the method used for coding of the variable marital status. Furthermore, one might try to account for the time lag between occurrence of a cue such as grade point average or college activities and its being considered
for assessment purposes. This could be achieved by means of weighting the cue value by a factor which is reciprocal to the time lag.

Using linear relationships or a model in the information measures, one ought to consider a multiplelens model construct, relating cues and distal variable via a set of proximal traits (Beach, 1967). It should also be considered how the dynamic nature of job performance could be taken into account since the contribution of the individual over the total time of his employment is what counts for the firm.

For increased reliability of the results, a significantly larger data base should be generated. This appears to be important especially for the accuracy of the information measures derived, as the various probabilities involved are derived from frequencies.

In contrast to the approach taken here, data might be collected in a completely different area of multiple cue decision tasks. Until further hypotheses about in-formation-theoretic decision models have been established, research in this field should center around simple lens model concepts.

APPENDICES

## NOTE TO THE FOLLOWING ILLUSTRATIONS

In the histograms the frequencies are indicated by numbers on the vertical axis level with the horizontal bars in the graphs. The horizontal axis indicates the values of the variables.

In the plots, the letters $J, K, L, M, N, O, P$ are employed to refer to individual observations. Several observations per point are indicated by a corresponding number. Ten or more observations are identified by the following letters: $10=A, 11=B, 12=C$, $13=\mathrm{D}, \quad 14=\mathrm{E}, \quad 15=\mathrm{F}$.

APPENDIX A

RAW DATA

Table 29. Firm A, Empirical Cases
$\qquad$ DAIA tIALEIX
VARIMELE MJMFER
TTEM
!TE $\because$ MB =R


Table 30. Firm A, Fictitious Cases

## 



| 1 | 35. | 1. | 10. | 1. | 1. | 55. | 30. | 30. | 20. | 20. | 20. | 30. | 3. | 4. | 3. | $\therefore$ | 3. | 3. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 70. | 2. | 0. | 5. | 2. | 60. | 30. | 10. | 30. | 30. | 30. | 35. | 3. | 4. | 3. | 3. | 4. | ** |
| 3 | 32. | 1. | 1. | 2. | 4. | 45: | 40. | 30. | 40. | 30. | 35. | 40. | 4. | 2. | 3. | 4. | 4 | 3. |
| 4 | 75. | 1. | 3. | 4. | 3. | 70. | 40. | 30. | 30. | 40. | 30. | 40. | 5. | 5. | 3. | 4. | 4. | 5. |
| 5 | 19. | 2. | 0. | 0. | 2. | 65. | 30. | 20. | 20. | 20. | 20. | 25. | 2. | 4. | 3. | 3. | 3. | 3. |
| 5 | 30. | 2. | ?. | 1. | 4. | 45. | 30. | 30. | 30. | 20. | 30. | 30. | 4. | 2. | 2. | 4. | 4. | $\square$ |
| 7 | 47. | 3. | 1. | 2. | 5. | 60. | 30. | 35. | 30. | 30. | 30. | 30. | 4. | 3. | 3. | 5. | 4 | 4. |
| 3 | 16. | 2. | 2. | 0. | 1. | 70. | 30. | 30. | 35. | 35. | 35. | 35. | 3. | 5. | 3. | 7. | 3. | 3. |
| 9 | 3 s | 1. | 2. | 3. | 3. | 65. | 20. | 20. | 25. | 25. | 25. | 25. | 4. | 4. | 3. | 4. | 3. | 4. |
| 10 | 21. | 2. | 1. | 3. | 7. | 55. | 30. | 30. | 35. | 30. | 35. | 35. | 3. | 3. | 2. | 5. | 3. | 3. |
| 11 | 23. | 1. | 0. | s. | 5. | 50. | 20. | 20. | 20. | 20. | 20. | 20. | 2. | 2. | 2. | 5. | $\cdots$. | 2. |
| 12 | 27. | 2. | 2. | 2. | 7. | 80. | 30. | 35. | 35. | 35. | 30. | 30. | 4. | 4. | 2. | 5. | 4. | 4. |
| 13 | 41. | 2. | D. | 7. | 8. | 70. | 35. | 30. | 35. | 35. | 30. | 35. | 2. | 5. | 2. | 5. | 4. | 4. |
| 14 | 25. | 3. | 1. | 1. | 4. | 80. | 20. | 20. | 20. | 25. | 20. | 20. | 3. | 5. | 3. | 5. | 4. | 4. |
| 15 | 30. | 1. | 0. | 0. | 2. | 75. | 30. | 20. | 20. | 20. | 20. | 25. | 2. | 5. | 2. | 3. | 3. | 4. |
| 15 | 17. | 3 | 0. | 0. | 1. | 60. | 15. | 15. | 20. | 15. | 15. | 15. | 2. | 3. | ? | $?$ | 3. | \%. |
| 17 | 29. | 2. | 3. | 2. | 5. | 45. | 35. | 35. | 35. | 40. | 35. | 35. | 4. | 2. | 3. | 5. | 4. | 4. |
| 13 | 24. | 1. | 2. | 1. | 4. | 65. | 30. | 30. | 30. | 35. | 30. | 30. | 4. | 4. | 3. | 5. | 4. | 4. |
| 15 | 17. | 1. | 0. | 1. | 2. | 60. | 20. | 20. | 20. | 25. | 20. | 20. | 2. | 3. | 3. | 4. | 3. | $\underline{2}$ |
| 29 | 23. | 1. | 1. | 0. | 1. | 50. | 25. | 25. | 20. | 20. | 20. | 20. | 3. | 2. | 3. | 2. | 2. | 2. |
| 21 | 74. | 2. | 1. | 3. | 3. | 55. | 30. | 30. | 35. | 35. | 35. | 35. | 3. | 3. | 3. | 4. | 3. | 3. |
| 22 | 34. | 3. | 1. | 1. | 5. | 65. | 35. | 30. | 30. | 30. | 35. | 35. | 3. | 4. | 3. | 5. | 3. | 4. |
| 23 | 24. | 2. | 2. | 2. | 4. | 70. | 30. | 30. | 30. | 30. | 30. | 30. | 4. | 5. | 4. | 4. | 4. | 5. |
| 24 | 32. | 2. | 3. | 0. | 2. | 55. | 35. | 30. | 35. | 30. | 30. | 30. | 4. | 3. | 3. | 3. | 3. | 3. |
| 25 | 43. | 1. | 0. | 0. | 1. | 50. | 20. | 15. | 15. | 10. | 15. | 15. | 2. | 2. | 2. | 2. | 3. | 2 |
| 26 | 21. | 2. | 0. | 2. | 1. | 45. | 20. | 20. | 20. | 20. | 20. | 20. | 2. | 2. | 2. | 2. | 3. | 2. |
| $2{ }^{*}$ | 24. | 1. | 0. | 4. | 2. | 60. | 20. | 25. | 25. | 30. | 25. | 25. | 2. | 3. | 2. | 3. | 3. | 1. |
| 28 | つ? | 1. | 1. | 4. | 4. | 75. | 30. | 3.3. | 30. | 30. | 30. | 30. | 3. | 5. | 2. | 4. | 3. | 4. |
| 29 | 23. | 3. | 1. | 5. | 3. | 70. | 30. | 35. | 40. | 40. | 35. | 40. | 3. | 5. | 4. | 4. | 4. | $\cdots$ |
| 35 | 27. | 2. | 1. | 3. | 7. | 60. | 30. | 35. | 40. | 40. | 35. | 40. | 3. | 3. | 3. | 5. | 3. | 3. |

Table 3l．Firm B，Empirical Cases

## Vi－sante ivjuget



Wixs：：

| 1 | 2s． | ＜． | 0. | 23． | 1. | 3. | 40. | 70. | 80. | 70. | 70. | 70. | 70. | 75． | 75. | に． | 73． |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 21. | ＜ | 3. | 20. | 3. | 2. | 40. | 80. | 74. | 49. | 90. | do． | 80. | 4.7 | ＊3． | ＊． | 93. |
| 1 | 24. | 1. | 6 | 26. | 2. | 1． | － 35. | 70． | 25． | 90. | 90. | 95. | き， | $2 \%$ | $3 \cdot$ | 4. | $\because 3$ |
| ， | 27. | 1. | 1. | 27. | 1. | 1. | 40. | 85. | 10. | 70. | 60. | 10. | 70. | 10. | 7 J | 70. | 7 J |
| 3 | 21. | 2. | 0. | 29. | 2. | 2. | 25. | to． | 53. | 80. | 80. | ¢0． | Bu． | bu． | とu． | －3． | is． |
| 6 | ＜2． | 2. | 0. | 22. | 2. | 1. | 45. | 40. | 70. | 75. | 80. | 10. | 75. | 75. | 13． | T0． | $\cdots$ |
| 7 | 26. | 1. | 1. | 31. | 1. | 1. | 32. | 72. | 72. | 72. | 70. | 70. | ¢ 5. | i3． | 88. | －－ | ： |
| ： | 3. | 1. | 1. | 22. | 2. | 2. | 45. | \％0． | 60. | 80. | 80. | 60. | 80. | $0 \cdot$ ， | co． | －－ | $7{ }^{3}$ |
| ； | L． | 1. | ）． | 22. | 2. | 3. | 40. | 80. | 60. | $\bigcirc{ }^{\circ} \mathrm{C}$ ． | 60. | 53. | 80. | Sil． | L0． | －0． | $\cdots$ |
| is | － | 3. | 6. | 28. | 3. | 2. | 40. | 80. | 80. | 60. | to． | co． | ¢0． | su． | 30. | －6． | 15. |
| 11 | く， | 1. | 0. | 25. | 1. | 2. | －0． | do． | 70. | 10. | 70. | 50. | 63. | ou． | ？ | $\cdots$ | $\because$ |
| 12 | 23． | 1. | 1. | ＜1． | 1. | 1. | －0． | 50. | 70. | 50. | 50. | 70. | 70. | 30． | 3， | $\cdots$－ | $\because$ |
| 11 | 22. | 2. | 0. | 31. | 2. | 2. | －0． | 92. | 90. | 90. | 90. | 8 S ． | 80. | －2． | ソう． | $\times 5$. | い |
| 14 | 23. | 2. | 0. | 30. | 3. | 3. | －0． | 95. | 90. | 90. | 95. | 95. | 95. | 90． | 85. | 70. | is． |
| 13 | 27. | 1. | 2. | 35. | 2. | 1. | －0． | 45. | 05. | 85. | 95. | 95. | 45. | 4. | $2 \%$ | 誛 | 95．－ |
| 12 | 24. | 1. | 1. | 34. | 2. | 2. | －0． | 90. | 93. | 40. | 8 B ． | 90. | 25． | $\cdots$ | 75. | $\stackrel{\square}{\therefore}$ | 42. |
| 17 | 23． | 2. | 0. | 27. | 2. | 1. | －0． | 80. | 95. | 70. | 70. | 70. | 90. | 95. | 35. | $\therefore$ ． | $\mathfrak{n}$ ， |
| 12 | く。 | 2. | 3. | 25. | 2. | 2. | －6． | 90. | 85. | 55. | 90. | 93. | 90. | iv． | 15. | $\cdots$ | 80. |
| 1） | く： | 2. | 0. | 34. | 1. | 2. | －0． | 90. | 90. | 90. | 90. | 90. | 90. | な。 | 93. | ci | vi |
| －＇ | 4. | 1. | 0. | 22. | 1. | 2. | －0． | 90. | 92. | 95. | 95. | 80. | 95. | \％ | Y2． | งЈ． | 32. |
| $\cdots$ | ＜4． | 2. | 0. | 32. | 3. | 2. | －0． | 90. | 85. | 92. | S5． | 40. | 90. | 43. | \％ 5 ． | － | 8．． |
| 2 | 27. | 2. | 0. | 32. | 2. | 2. | －0． | 90. | 70. | 95. | 65. | 70. | 40. | － |  |  |  |
| 23 | 23. | 2. | 0. | 27. | 2. | 2. | －0． | 80. | 50. | 80. | 30. | bu． | 80. | du． | ＊J． | 30 | fio |
| 24 | ce． | 3. | 1. | 22. | 1. | 2. | －0． | 70. | 90. | 90. | 70. | 75. | 93. | 70. | 03. | $7 \%$ ． | Br． |
| \％ | 22. | 1. | 0. | 30. | 1. | 2. | －0． | 70. | 70. | 70. | 70. | 70. | 73. | 10. | is． | 心。 | 小． |
| $<$ | 31. | 2. | 0. | 24. | 1. | 2. | －0． | 30. | 30. | 30. | 30. | 30. | 30. | 碞． | 70. | งu． | $\cdots$ い。 |
| $\ldots 7$ | 方． | 1. | 1. | 27. | 2. | 3. | －0． | 90. | ¢0． | 80． | 90. | 80． | 90． |  | 75. | 7 7， | －3． |
| 1 | 4. | $!$ | 2. | 23. | 1. | 2. | －0． | 70. | 80. | 80. | du． | 80. | 50. | $2 \times 1$. | $\therefore$ A． | 30. | $\because$ |
| 29 | － | 1. | 2. | 30. | 1. | 2. | －0． | 50. | 70. | 50. | 50. | 70. | 90. | た。 | （心． | いい。 | －3． |
| 30 | 碞。 | 1. | 1. | 24. | 3. | 2. | －0． | 70. | 80． | 80. | 70. | 80. | Bu． | 回。 | 30. | Nu． | ir． |
| 11 | $22^{\circ}$ | 2. | 0. | 26. | 3. | 2. | －0． | 90. | 90. | 90. | 90. | 93. | 98. | 93． | 4 d ． | －3． | ＇55． |
| 32 | 4. | 1. | 2. | 25. | 1. | 2. | －0． | 99. | 49. | 97. | 90. | 94. | 94. |  | 4. |  | $\cdots$ |
| 33 | 27. | 1. | 1. | 72. | 1. | 2. | －0． | 60. | 60. | 60. | 60. | 60. | 80． | so． | （ $\because$ ） | －2． | 4. |
| 37 | 23. | 1. | 0. | 29. | 2. | 3. | －0． | 60. | 60. | 80. | 90. | 80. | 60. | du． | Bu． | －0． | is． |
| 35 | 21. | 2. | 0. | 25. | 1. | 1. | －0． | 70. | 50. | S0． | 10. | 76. | 70. | 7 C | い。 | －3． | $\because$ |
| 32, | 4．0． | $\therefore$ ． | 0. | 24. | 1. | 2. | －0． | 60. | 30. | 80. | 60. | du． | 60. | du． | 33． | －－ | 15. |
| 37 | こ。 | 1. | 0. | 21. | 1. | 2. | －0． | 35. | 35. | 25. | 20. | 25. | 40. | 40. | 0 O | － | 57. |
| 3 | 22. | 2. | 0. | 25. | 1. | 2. | －0． | 60. | 80． | 60. | 80. | 80. | 80. | Ou． | 83． | －ヘ． | 75. |
| ． 32 | i6． | 1. | $u$. | 20. | 3. | 2. | －0． | 45. | 35. | 50. | 40. | 53. | 33. | 5. | 45. | － | 53. |
| 40 | 24. | 2. | U． | 30. | 1. | 1. | －0． | 60. | 80. | 80. | 60. | 80. | 60. | 30. | 70. | －i． | 65. |
| 41 | 22. | 2. | 0. | 32. | 2. | 2. | －0． | 80. | 60. | 60. | 60. | 60. | a0． | －U． | 91． | －0． | 75. |
| 42 | 39. | 1. | 0. | 26. | 1. | 1. | －0． | 80. | 80. | 70. | 80. | 50. | 70. | bu． | 10. | －u． | 70. |
| 43 | 25. | 1. | 1. | 23. | 2. | 1. | －0． | 60. | 60. | 80. | 50. | 60. | 60. | tc． | $33^{\text {a }}$ | －J． | 75. |

Table 32．Firm B，Fictitious Cases

|  |  | $V A<I A B L E$ | Limbek |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| リージ <br> さすいるを事 | $\frac{1}{A G E}$ | $\begin{gathered} 2 \\ M A R I T \\ \hline \end{gathered}$ | $\text { DE }{ }^{3} \text { PEND }$ | GPA | $\mathrm{SCHO}^{3} \mathrm{ACT}$ | $\stackrel{6}{\text { PROF } 0}$ | $\stackrel{7}{\text { INTERV }}$ | $\begin{array}{r} 8 \quad 81 \\ \mathrm{~V}_{1-6} \end{array}$ | $v^{9} 1-7$ | $\begin{gathered} R 2 \\ v_{10}^{10} \quad \mathrm{~V} \end{gathered}$ | $\begin{aligned} & 11 \\ & 1-7 \end{aligned}$ |
| SCALE | 0 | 0 | 0 | －1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 亿4． | 1. | 1. | 32. | 1. | 1. | 3. | 70. | 70. | 70. | 75. |
| 2 | ご． | I． | 2. | 31. | 1. | 2. | 4. | 75. | 75. | 75. | 80. |
| 3 | 22. | 2. | 0. | 35. | 2. | 1. | 3. | 80. | 75. | 60. | 30. |
| 4 | cio． | 1. | 3. | 25. | 1. | 1. | 2．－ | 65. | 65. | 65. | 65. |
| 5 | 26． | 3. | 1. | 22. | 2. | 3. | 3. | 80. | 75. | 20. | 75. |
| 6 | 22. | 2. | 0. | 28. | 3. | 2. | 2. | 80. | 70. | 80. | 81. |
| 7 | 29. | 1. | 3． | 27. | 2. | 1. | 2. | 75. | 75. | 75. | 76. |
| 3 | 25． | 1. | 2. | 20. | 1. | 2. | 4. | 75. | 30. | 80. | 75. |
| 9 | 33. | 2. | 0. | 25. | 1. | 1. | 3. | もう． | 70. | 60. | 61. |
| 10 | $\overline{4}$ 。 | 2. | $\bigcirc$. | 30. | 2. | 1. | 5. | 70. | 80. | 75. | 75. |
| 11 | －4． | 1. | 2. | 20. | 1. | 2. | 2. | 70. | 65. | 65. | 65. |
| 12 | 27. | 3. | 1. | 24. | 1. | 2. | 1. | 70. | 50. | 65. | 60. |
| 13 | 23. | 2. | 2. | 29. | 3. | 3. | 3. | 85. | 80. | 90. | 35. |
| 14 | 30. | 1. | 1. | 32. | 2. | 1. | 4. | 75. | 80. | 75. | 85. |
| 15 | 2.2. | 2. | 0. | 34. | 1. | 2. | 3. | 85. | 30. | 80. | 20. |
| $1 t$ | $\angle 1$. | 1. | $u$ ． | 20. | 3. | 2. | 4. | 80. | 85. | 50. | 42. |
| 17 | く3． | 1. | 0. | 37. | 2. | 1. | 3. | 75. | 80. | 80. | 20． |
| 18 | 28. | 3. | 0. | 31. | 2. | 1. | 2. | 75. | 75. | 20． | 75. |
| 19 | 23. | 1. | 1. | 27. | 2. | 3. | 3. | 30. | 80. | 80. | 80. |
| 20 | $2^{4}$ 。 | 1. | 1. | 29. | 1. | 2. | 2. | 75. | 70. | 75. | 75. |
| 21 | 23. | 2. | 2. | 30. | 2. | 3. | 4. | 85. | 85. | 90. | 80. |
| 22 | 2 2． | 2. | 1. | 25. | 1. | 1. | 2. | 70. | 70. | 19. | 70. |
| 23 | 24. | 1. | 0. | 24． | 1. | 2. | 3. | 70. | 75. | 70. | 70. |
| 24 | 20. | 2. | 0. | 23. | 2. | 3. | 3. | 80. | 30. | 75. | 75. |
| 25 | 27. | 1. | 1. | 21. | 2. | 1. | 1. | 65. | 55. | 65. | 65. |
| 26 | 25. | 1. | 2. | 32. | 3. | 2. | 3. | 80. | 8心． | 85. | $8 \%$ 。 |
| 27 | 24. | 2. | 0. | 33. | 3. | 3. | 3. | 25. | 30. | 75. | 75. |
| 23 | 21. | 2. | 0. | 28. | 1. | 1. | 2. | 75. | 70. | 80. | 10． |
| 29 | 22. | 2. | 0. | 35． | 2. | 3. | 3. | dS． | 35. | \％5． | 65. |
| 30 | 23. | 1. | 1. | 37. | 3. | 2. | 5. | 85. | 70 。 | 25. | 35. |

Table 33. Firm C, Empirical Cases


Table 34．Firm C，Empirical Cases （Nos．1－30）

## VARIABLE NUMBEK

| $\begin{aligned} & \text { ITSM * } \\ & \text { NUPAEK } \end{aligned}$ | INDEPENDENT |  | VARIABLES | 4 | 5 | 6 | 7 | $8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SCALE | $\checkmark$ | $\checkmark$ | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 249. | 293. | 300. | 23. | 8. | 21. | 35. | 1. |
| 2 | 23． | 255. | 2s！ | 27. | 9. | 5. | 8. | 1. |
| 3 | 337. | 237. | 25：5． | 27. | 10. | 5. | 31. | 2. |
| 4 | 232. | 235． | 279. | 44. | je． | 23. | 35. | 3. |
| 5 | ＜r．．． | く？．5． | くらし． | ＜ 6 。 | 39. | 50. | 31. | 3. |
| 5 | 25i． | 205． | 277. | 3.3 | 23. | 64. | 33. | 3. |
| 7 | 2AJ． | 276． | 231. | 3＊． | 25. | 0. | 29. | 4. |
| 8 | 237 。 | 278. | 292. | 24. | 15. | 1. | 29. | 2. |
| 0 | 225． | 235 | 293. | 24. | 14. | 23. | 29. | 4. |
| 10 | 2230 | 275. | 243． | 36． | 30. | 18． | 29. | 3. |
| 11 | 283. | 237． | 201． | 51. | 47. | 35. | 31. | 5. |
| 12 | 305. | $2+1$. | 33？． | 37. | 26. | 52. | 38. | 5. |
| 13 | $28 \%$ | 238. | ？ $5^{\circ}$ 。 | 36. | 33. | 39. | 34. | 6. |
| 14 | 237 。 | 20.3 ． | 277． | 36． | 24． | 84. | 23. | 4. |
| 15 | 327 | 312 | 302. | 35. | 23． | 31. | 42. | 4.2 |
| 15 | 273. | 285. | 271. | $3 \%$ ． | 27. | 51. | 31． | 3. |
| 17 | 252. | 275． | 284. | 35． | 20. | 10. | 23. | 1. |
| 18 | 295． | 217. | 2ど， | 23. | 12. | 27. | 35. | 2. |
| 19 | 28 | 205． | 272． | 33. | 20. | 2. | 34. | 2. |
| 71 | ？$\chi^{\therefore}$ | く 3 | 23） | 45. | 38. | 47. | 42. | 3. |
| 21 | $\cdots \cdots$ ， | 247. | C11． | $3 ?$ | 19. | 24. | 29. | 1. |
| 13 | 23n． | 232． | $\therefore 37$. | 35． | 13. | 6．4． | 32. | 3. |
| 23 | 3.36 | 309． | 3？2． | 4. | 23. | 47. | 35. | 3. |
| 24 | 27 。 | 275． | 274． | 25. | 8. | 2. | 0. | 1. |
| 25 | 273. | 232． | 2，3． | ．32． | 19. | 18. | 24. | 1. |
| 24 | $37 \%$ | $2 \%$ 。 | 27\％。 | $\because ?$ | 20. | 23. | 33. | 1. |
| 21 | 2\％ | ？ 5 | 23奖。 | 23. | 12. | ？ | 34. | 4. |
| 23 | 2 711 | 23． | 27\％。 | $\because 7$. | 11． | 4. | 41. | 1. |
| 2. | 20．3． | －15． | c．37． | 10. | 24. | 70. | 39. | 3. |
| 31 | 23＇。 | 237 。 | 294. | 35. | 23. | 31. | 27. | 2. |

## APPENDIX B

## HISTOGRAMS OF CASE DISTRIBUTION

AND PLOTS OF DEPENDENT VS.
INDEPENDENT VARIABLES
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Figure 5. Firm A, Age Distribution

## MIM = 1.004000 FIKM A. MAKITAL STATUS (1=MARRIED, 2=SINGLE, 3=DIVORCED

## 
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Figure 6. Firm A, Marital Status Distribution
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Figure 7. Firm A, Typing Speed Distribution
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Figure 8. Firm A, Additional Education Distribution
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Figure 9. Firm A, Related Job Experience Distribution

Figure 10. Firm A, Time Each Job Held Distribution
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Figure ll. Firm B, Age Distribution
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Figure 12. Firm B, Marital Status Distribution
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Figure 13. Firm B, Number of Dependents Distribution
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Figure 14. Firm B, College GPA Distribution
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Figure 15. Firm B, Scholastic Activities Distribution

Figure 16. Firm B, Professional Organizations Distribution


Figure 17. Firm $A, Y_{e}$ vs. $X=$ Age


Figure 18. Firm A, $\mathrm{Y}_{\mathrm{e}}$ vs. $\mathrm{X}=$ Marital Status


Figure 19. Firm A, $\mathrm{Y}_{\mathrm{e}}$ vs. $\mathrm{X}=$ Typing Speed

QUARTITY VS. YEARS OF GODITICNAL EDUCATION


Figure 20. Firm A, $\mathrm{Y}_{\mathrm{e}}$ vs. $\mathrm{X}=$ Additional Education


Figure 21. Firm A, $Y_{e}$ vs. $X=$ Related Job Experience


Figure 22. Firm A, $\mathrm{Y}_{\mathrm{e}}$ vs. $\mathrm{X}=$ Time Each Job Held
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Figure 23. Firm B, $Y_{S}$ vs. $X=$ Age


Figure 24. Firm $B, Y_{S}$ vs. $X=$ Marital Status


Figure 25. Firm B, $Y_{s}$ vs. $X=$ Number of Dependents
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Figure 26. Firm $B, Y_{S}$ Vs. $X$ - GPA
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Figure 27. Firm B, $Y_{s}$ vs. $X=$ Scholastic Activities
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Figure 28. Firm B, $Y_{S}$ vs. $X=$ Professional Organizations
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## APPENDIX C

CONVERTED DATA MATRICES

## EMPLOYING INFORMATION MEASURES

INCLUDING PLOTS

Table 35．Firm A，Empirical Cases
Converted Data Matrix，$Y_{e}=$ Quantity
variable number


| 1 | 23. | 152. | 06. | 8. | 175. | 133. | 8. | 145. | 126． | 9. | 130. | 93. | 9. | 167． | 11. | カ． | 132. | 103． |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 97. | 92. | 41. | 8. | 175. | 133. | 8. | 145. | 126. | 8. | 167. | 121. | 0. | 169. | い11． | 9. | 167. | 121. |
| 3 | 12. | 122． | 86. | 31. | 72. | 75. | 10. | 12A． | 101. | 25. | 72. | 62. | 16. | 135. | ＋9． | 9. | $1+7$. | 121． |
| 4 | 23. | 152. | 66. | 31. | 72. | 75. | 10. | 128. | 101. | 44. | 158． | 47. | 15. | 135. | 93. | 9. | 167. | 121. |
| 5 | $1 ?$. | 122. | A8． | 31. | 72. | 75. | 日． | 145. | 126. | 25. | 92. | 62. | 16. | 135. | 34. | 6. | 132. | 103. |
| 6 | 23. | 152. | 66. | 25. | 145. | 80. | 8. | 145. | 120. | 9. | 130. | 93. | 83. | 1. | 32. | 6. | 132. | 103. |
| 7 | 97. | 92. | 41. | B． | 175. | 133. | 8. | 145. | 12A． | 8. | 187. | 121． | 60. | 31. | 41. | A． | 132. | 103． |
| 8 | 116. | 158． | ． 47. | 26． | 145. | 80. | 8. | 145. | 126. | 0. | 167. | 131. | 15. | 135． | 49. | 6. | 132. | 103. |
| 9 | 25. | 95． | 74. | O． | 175. | 133. | 10. | 128． | 101. | 8. | 107. | 121. | 91. | 72. | 53. | 20. | ci． | 4． |
| 10 | 33. | 100 | 50. | 26. | 145. | 80. | 8. | 145. | 126. | 9. | 830. | 93. | 8. | $10^{2}$. | 111. | 9. | 187. | 121． |
| 11 | 23. | 132. | 6t． | 26. | 143. | 90. | A． | 145. | 126. | 9. | 130. | 93. | 91. | 12. | \＄3． | 20. | 92. | 62. |
| 12 | 25. | 95. | 74. | 31. | 12. | 75. | 10. | 128. | 101. | $\theta$ ． | 167． | 121. | 8. | 189． | 111. | 0. | 157. | 121. |
| 13 | 116. | 158． | 47. | 8. | 175. | 133. | 8. | 145. | 126. | 8. | 167. | 121. | 83. | 1. | 32. | 9. | 167. | 121. |
| 14 | 25. | 85. | 74. | 8. | 175. | 133. | 10. | 128. | 101. | 9. | 130. | 93. | 41. | 12. | 53. | 6. | 132. | 102. |
| 15 | 33. | 100． | 50. | B． | 175. | 133. | 10. | 129． | 101. | 9. | 130. | 93. | 8. | 167． | 111. | 9. | 107． | 121. |
|  | 12. | 122． | ab． | 8. | 175. | 133. | 9. | 145． | 126. | A． | 167. | 121. | 8. | lis9． | 111. | 9. | 107. | 121． |
| 17 | 25. | 95. | 74. | 31. | 72. | 75. | 10. | 128． | 101. | 9. | 130. | 93. | 83. | 1. | 32. | $\geq 0$. | 92. | 62. |
| 18 | 33. | 100. | Su． | ${ }^{8}$ | 175. | 133. | 10. | 12月． | 101. | 9. | 130. | 93. | 9. | 109. | 111. | 20． | 97. | 62. |
| 19 | 25. | 95. | 14. | E． | 175. | 133. | 10. | 128. | 101. | 9. | 130. | 93. | 66. | 31. | $40^{\circ}$ | $\bigcirc$ | 132. | 133. |
| 20 | 12. | 122. | 86. | 31. | 72. | 75. | B． | 145. | 126. | 25. | $\bigcirc 2$. | 62. | 16. | 135. | 99. | 9. | 107. | 121． |
| 21 | 37. | 92. | 41. | 3. | 175. | 133. | 8. | 145. | 126. | R． | 167. | 121. | 66. | ＋1． | $4{ }^{4}$ ． | $\stackrel{0}{0}$ | 13. | 1J3． |
| 22 | 17. | 122. | 36. | 31. | 12. | 75. | Tu． | 128. | 101． | 8 ． | 167. | 121. | 6. | 16. | 111. | $\stackrel{\square}{0}$ | 13. | 133. |
| 23 | 33. | 100. | 50. | 31. | 12. | 15. | 10. | 128. | 101. | 8. | 167. | 121. | 91. | 72. | 53. | 9. | 167． | 121． |
| 24 | 25. | 95. | 74. | B． | 175. | 133. | 8. | 145. | 126． | 6. | 167. | 121. | 91. | 72. | 5？． | $\cdots$ | 132. | 103. |
| 25 | 12. | 122． | Hs． | 31. | 72. | 75. | 8. | 145. | 128. | 25. | 92. | 62. | 3. | 169. | 111. | 3. | 132. | 123． |
| 26 | 25. | $5{ }^{5}$. | 74. | 28. | 145. | 80. | 8． | 145. | 126. | 25. | 92. | 62. | 16. | 135. | 时。 | 6. | 132. | 13. |
| 21 | 12. | 122. | 86. | 31. | 72. | 75. | R． | 145. | 126. | 25. | 92. | 62. | 16. | 135. | 94. | 9. | 167. | 121. |
| 28 | 25. | 93. | 74. | 26. | 145. | 80. | 8. | 145. | 128. | 9. | 130. | 93. | 16. | 135． | 89. | 20. | 92. | 62. |
| 29 | 116. | 153. | 47. | 8. | 175. | 133. | 144. | 92. | 41. | 44. | 158. | 41. | 66. | 81. | 49. | 154. | 1. | 16. |
| 30 | 23. | 152. | 66. | 26. | 72. | 75. | 144. | 92. | 41. | 44. | 158. | 47. | 16. | 135. | 89. | $\square$. | 167. | 121. |
| 31 | 12. | 122. | 96. | 8. | 175. | 133. | 10. | 128． | 101. | 8. | 167. | 121. | 8. | 160. | 111. | 9. | 167. | 121. |
| 32 | 12. | 122． | 86. | 8. | 175. | 133． | 144． | 92. | 41. | 8. | 167. | 121. | d． | lsi． | 111. | 20. | 92. | 62. |

Table 36. Firm A, Empirical Cases

```
Converted Data Matrix, Ye = Adaptability
```



Table 37. Firm A, Fictitious Cases

## Converted Data Matrix, $Y_{S}=$ Quantity

## DAIA TAIRIX

VARIABLE RIJAPEK




Table 38. Firm A, Fictitious Cases

## Converted Data Matrix, $\mathrm{Y}_{\mathrm{S}}=$ Adaptability

## DATA MATRIX

VARIGBLE N'JMEER


Table 39．Firm B，Empirical Cases
Converted Data Matrix，$Y_{e}=$ Total
vaziable number


| 1 | 52. | 99. | 68. | 12. | 198. | 139. | 2. | 202. | 172. | 22. | 138. | 107. | 13. | 178. | 134. | 31. | 150. | 46. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $2 t$. | 149. | 89. | 12. | 148. | 139. | 2. | 202. | 172. | 22. | 138. | 107. | 35. | 138. | 05. | 5. | lat． | 158. |
| 3 | 30. | 147. | 9 P | 11. | 168. | 134. | 41. | 137. | 52. | 22. | 138. | 101. | 16. | 130． | ling． | 35. | luy． | S． |
| 4 | 41. | 158. | t2． | 11. | let． | ．134． | 25. | 130. | 79. | 22. | 138. | 107. | 13. | 170. | 134. | 35. | lut． | 73. |
| 5 | 26. | 144. | 39. | 12. | 198. | 139. | 2. | 202. | 172. | 22. | 138. | 107. | 16. | 130. | 120． | 3 ． | 141. | 155. |
| 6 | 26. | 147. | 89. | 12. | 198. | 139. | 2. | 202. | 172. | 52. | 1.76. | 105. | 10. | 180. | 120. | 35. | 169. | 93. |
| 7 | 52. | 59. | 68. | 11. | 166. | 134. | 25. | 130. | 79. | 31. | 163. | 97. | 13. | 178. | 154. | 35. | 169. | 43. |
| 8 | 118. | 103. | 54. | 11. | 186. | 134. | 25. | 130. | 19. | 52. | 176. | 105. | 16. | 130. | 120. | 5. | 181. | 150. |
| 9 | 30. | 1 147． | 98. | 11. | 1 E6． | 134. | 2. | 202. | 17？． | 52. | 17 t ． | 105. | 16. | 131. | 120． | 15． | 15 co | 46. |
| 10 | 52. | 49. | $6{ }^{3}$ | 44． | 100. | 25. | 2. | 202. | 172. | 22. | 138. | 107. | 35. | 138. | 65. | 5. | 161． | 15d． |
| 11 | 52. | 99. | 68. | 11. | 166. | 134. | 2. | 202. | 172. | 22. | 138. | 107. | 13. | 178. | 134. | 5. | 191. | 153. |
| 12 | 30. | 187. | ？3． | 11. | 166. | 134. | 25. | 130. | － 79. | 52. | 176. | 105. | 13. | 17 A ． | 134. | ；5． | 1＊9． | 93. |
| 13 | 20. | 1\％\％ | 8\％ | 12. | 198. | 139. | 2. | 202. | 112. | 31. | 163. | 47. | 16. | lizu． | 123． | 5. | 131． | 15 s ． |
| 14 | 30. | 167. | 9 A ． | 12. | 198. | 139. | 2. | 202. | 172. | 31. | 163. | 97. | 35. | 136. | 65. | 31. | しが。 | 46. |
| 15 | 41. | 159. | 62. | 11. | 166． | 134. | 47. | 137. | 52. | 162. | 1. | 13. | 16. | $1 \mathrm{HO}^{\text {c }}$ | 123． | 25. | 109． | 93． |
|  |  | 157. | 48. | 11. | 166. | 134. | 25. | 130. | 79. | 31. | 163. | 97. | 16. | $1{ }^{\text {rab }}$ | 123. | 3. | 1＋1． | 153. |
| 17 | 30. | $1+7$. | צ8． | 12. | 198. | 139. | 2. | 202. | 172. | 22. | 138. | 107. | 16. | 1u． | 123. | 35. | 18. | 93. |
| 19 | 41. | 159． | 62. | 12. | 194. | 139. | 2. | 202. | 172. | 22. | 138. | 107. | 16. | 1 HO | 12 J | 5. | 181. | 150． |
| 19 | 30. | 181. | 98. | 12. | 198. | 139. | 2. | 202. | 172. | 31. | 163. | 97. | 13. | 178. | 134. | 5. | 131. | 150. |
| 20 | 2b． | 149. | B9． | 11. | 166. | 134. | 2. | 202. | 172. | 31. | 163. | 97. | 13. | 176. | 134. | 5. | 1al． | 159. |
| 21 | 30. | 107. | 98. | 12. | 198. | 139. | 2. | 202. | 172. | 31. | 163. | 97. | 35. | 188. | －59． | 5. | 151. | 158. |
| 22 | 41. | 15月． | 62. | 12. | 198． | 139. | 2. | 202. | 172． | 31. | 163. | 47. | 16. | 100. | 123． | 5. | 181. | 15E． |
| 23 | 52. | 99. | 88. | 12. | 198. | 139. | 2. | 202. | 172. | 22. | 13 H. | 107. | 16. | 180. | 120. | 5. | 1：11． | 150. |
| 24 | 52. | $9 \%$. | 68. | 44. | 100. | 25. | 25. | 130. | 79. | 52. | 176. | 105. | 13. | 118. | 13．0． | 5. | 131． | 158. |
| 25 | 26. | 149. | 89. | 11. | 166. | 134. | 2. | 202. | 172. | 31. | 16.3. | 47. | 13. | 110. | 13\％＊ | 5. | 161. | 150. |
| 26 | 118. | 100. | 54. | 12. | 198. | 139. | 2. | 202． | 172. | 52. | 176. | 105. | 13. | 178. | 134. | 5. | 181. | 158. |
| 27 | 26. | 167. | 82. | 11. | 166． | 134. | 25. | 130. | 79. | 22. | 138. | 107. | 16. | 180. | 12． | 5. | 181. | 15 E． |
| 28 | 41. | 158. | 62. | 11. | 166. | 134. | 47. | 137. | 52. | 52. | 176. | 105. | 13. | 176. | 134． | 5. | 181． | 158. |
| 29 | 41. | 158. | 62. | 11. | 166. | 134. | 47. | 137. | 52. | 31. | 163. | 97. | 13. | 176． | 134. | 5. | 181. | 158． |
| 30 | 118. | 100. | 54. | 11. | 166. | 134. | 25. | 130. | 79. | 52. | 176. | 10.5. | 35. | 138. | 65. | 5. | 161. | 158. |

Table 40. Firm B, Fictitious Cases
Converted Data Matrix, $Y_{e}=$ Total


Table 41. Firm C, Empirical Cases
Converted Data Matrix, $Y_{e}=$ Total


AGE VS. IGYE/XIJI, AGE


Figure 30. Firm B, $X_{\text {Age }}$ vs. $I\left(\mathrm{Y}_{\mathrm{e}} / \mathrm{x}_{\text {Age }}\right)$


Figure 31. Firm B, $X_{\text {MarSt }}$ vs. $I\left(Y_{e} / X_{\text {MarSt }}\right)$



Figure 32. Firm $B, X_{\text {Dep }}$ vs. $I\left(Y_{e} / x_{\text {Dep }}\right)$


Figure 33. Firm B, $X_{G P A}$ vs. $I\left(Y_{e} / x_{G P A}\right)$

SChOLASIIC ACPIVITIIG VS. IGY\&天IJI, SCHCL. ACT.


Figure 34. Firm $B, X_{\text {SchAct }}$ vs. $I\left(Y_{e} / x_{\text {SchAct }}\right)$

PROFESSIONAL DFGANILAYIJNS VS. I(YE/XIJ), PRDF. ORG.


Figure 35. Firm B, $X_{\text {Proforg }}$ vs. $I\left(Y_{e} / X_{\text {Proforg }}\right)$

INTERYIEM VS. lGY/KIJ, ! PTERVIEN


Page missing from thesis

Table 42. Ecological Validities and Intercue Redundancies


Table 43. Utilization Coefficients and Intercue Redundancies


## APPENDIX E

EMPLOYMENT FORMS OF FIRMS A AND B




## LOCKHEED MISSILES \& SPACE COMPANY TECHNICAL AND OFFICE JOB DESCRIPTION

## GENERAL CLERX - TYPIST

## OCCUPATTOHAL SUMMARY:

Must operate a typewriter at a net speed of 50 words per minute and perform the general clerical duties of a simple routine nature. Occasionally operate and use office machines incidental to the performance of assignments.

WORK PERFORYED:
Must operate a typewriter at a not speed of 50 words per minute.
Copy data on kardexes, inventory cards, ledgere or similar records.
Copy certain information from one document to another, matich parts or code numbers, quantities, nomenclature, etc.; compare documents by copying or checking numbers or codes from standardized lists.

Type simple tabular data to predetermined forms as required.
Prepare simple reports where information and forms are provided and wherein the calculations are limited to adidition, subtraction, multiplication and division.

Maintain routine office records following definite written and/or verbal instructions.

Furnish or relay information, upon request, which can be obtained by consulting folders, kardex, index files, ledgers or similar records.

Operate such office machines as adding machine and transfer posting machine. May maintain index files of addressing plates, mailing plates, mailing lists, and other materials and documents.

May requisition and maintain adequate stocks of office supplies such as forms, pencils, paper, folders, envelopes, etc.

Perform simple calculations, such as addition, subtraction, multiplication and division.

## KNOWLEDGE AND ABILITY RERUTRED:

Have a working knowledge of routine office methods. Use arithmetic to make simple calculations. Working knowledge of cetails of assigned clerical documents and/or records. Ability to use the ebove assigned office machines, and to operate a typewriter at a net speed of 50 words per minuto.



## TECHOLCAL TYPIST

OCCUPRTIONAL SORYAR:
Layout and type for reprobuction pupposes, techincal manuals, reports and publications requireng typing of various foraulic, and preparation of charts, graphs and schedu.c: and forns.

## WOKK PLRFONUET:

Iayont material. to provide for proper urea, marefn, colunn nrangeinents, and line space, location of ilustrintions, footnotet, hecidings and foradue; prepare and type clorts, eraphe, beheoules end foras. Type final drafts on rultillth plates, stencils, velium, bond paper fand similar materials for reproduction purposes.

Nay use templistes, light tabjes, and einple draftine instruments to insert mathenatical symbols, equations aud similar charecteri and for arawag lines.

Ferfom clerical functions incidentul to above dutiec.

KYOULEDGR AND ABIUTYY RFRUTPED:
Ability to operate a typuriter at a net speed of 50 words jer minute. Knowledge of Jnyout and typing reguirements for iechnical material. May use templates and simple drafting inctiuments and to make ceiculations necessury to layout manwal pages, craphs, charts, schedules and foms.


## Hourly Employee Performance Review




## 





|  | List hancestics in 4.5 tox hat 5 years | Cily | Stats | 3 n |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\rightarrow \frac{1}{0}$ |  |  |  |  |



| C | Are yoli awate ot any reason whiy you might notite ation to obtain a fifistulaty loont or <br>  <br> OYes UNo <br>  <br>  <br>  <br>  <br>  <br>  <br>  requited by tre comblativ. | Stgrature of alxticatt |
| :---: | :---: | :---: |

## FMC CORPORATEON




## FMC CORPORATION <br> ORDNANCE DIVISION-SAN JOSE SALARIED POSITION DESCRIPTION



## OCCASIONAL DUTIES:

1. Nay direct the work of draftsmen assigned for layout and detail work.
2. May consult with customers, vendors, production employees, and others concerning the advisability of any contemplated design changes.

POSITION EVALUATION


## ENGINEER PERFORMANCE RATING

Judge each choracteristic sepaotely or independently; that is, you should not lat your evaluation of one lrait unduly influence you on onuther. Rote the sevievee in relotion to alher engineers with oppoximolely the some number of yeors' experience.
(NAME) $\qquad$ (yEARS EXPERIENCE) $\qquad$ (CLASSIFICATIOIN)
scmivuled


CONSIDER ABILITY IO GENERAIE NEW IPEAS ANO DEVELOP SOUND SOLUIIONS TO PROBLEMS.


CONSIDER INCLINATION AND ABILITY ID ACT ON ONN RESPONSIBILITY.

| INITIATIVE | BELOW 10 | $10-30$ | AND PROGRESSING <br> SATISFACIORIL, Y | $30-70$ | $70-90$ | ABOVE 90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

CONSIDER RELIAGILITY IN COMPLETING ASSIGNMENTS ASEXPECTED.

| DEPENDABILITY | BELOW 10 | $10-30$ | AND PROGGRESSING <br> SATISFACTORIIY | $30-70$ | $70-90$ | ABOVE 90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |



CONSHDER ABILITY IO PLAN, LEAD, ANO UELEGATE TOWARD SUCCESSFUL COMPLETION OF ASSIGNMENT.


Does revienee fit present clossification? $\qquad$ If nal, yout recommendalion $\qquad$
Fomment on attendance and punctuolity
When necessary doss reviewe eput in extro effort $\qquad$ ; oulside lours. $\qquad$ ?

Is eviewte toking ony courses to improve his volue to FMC? $\qquad$
Hould yea 'pafer faccept) (iather nat havel reviewee in your grap?? (circle one)
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[^0]:    . . . Age, marital status, commuting distance, years of schooling, years of prior work experience, average length of previous employment, home ownership, months of military service and test scores. For women applicants such additional information as husband's occupation, and number and ages of children would be relevant.

