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7 ABSTRACT

An aerial acoustic acquisition system including: an
unmanned aerial vehicle (UAV); an acoustic sensing pay-
load attached to the UAV including: at least one SOI
microphone configured to detect a first audio signal includ-
ing a signal of interest; and at least one noise detection
microphone configured to detect a second audio signal
including sound generated by the UAV, and a processing
suite including a processor configured to receive first audio
data corresponding to the first audio signal and second audio
data corresponding to the second audio signal from the
acoustic sensing suite, and process the first audio data using
the second audio data to extract the signal of interest from
the first audio data.

19 Claims, 9 Drawing Sheets
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AERIAL ACOUSTIC SENSING, ACOUSTIC
SENSING PAYLOAD AND AERIAL VEHICLE
INCLUDING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 62/338,084, filed 18 May 2016, the entire
contents and substance of which is hereby incorporated by
reference.

TECHNICAL FIELD

The present disclosure is related generally to unmanned
aerial-based acoustic sensing, and more particularly to
acoustic sensing payloads and unmanned aerial vehicles
including the same.

BACKGROUND

Capturing of acoustic information is known to be per-
formed from a static location. In addition, the use of cameras
on aerial vehicles to collect information is known. But,
significant technical challenges exist in sensing acoustic
information from aerial vehicles. In particular, due to rig-
orous size, weight, and power requirements and correspond-
ing technical challenges necessary to integrate acoustic
sensing payload hardware, no related art system can reliably
capture voice communication from an unmanned aerial
vehicle (UAV). Therefore, a need exists for an acoustic
sensing payload that is capable of collecting acoustic data
from a UAV.

SUMMARY

Briefly described, and according to one embodiment,
aspects of the present disclosure generally relate to systems
and methods for sensing acoustic data using an unmanned
aerial vehicle (UAV). Certain embodiments may include an
aerial acoustic acquisition system including a UAV, an
acoustic sensing suite attached to the UAV, and a processor.
The acoustic sensing suite may include one or more signal
microphones oriented to detect at least a first audio signal
and one or more reference microphones oriented to detect a
second audio signal including noise generated by operation
of the UAV. The processor may be configured to receive the
first audio signal (e.g., a raw signal of interest) and the
second audio signal (e.g., a reference acoustic signal), and to
adaptively filter the first audio signal using the second audio
signal to extract embedded signal of interest from the first
audio signal.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings illustrate one or more
embodiments and/or aspects of the disclosure and, together
with the written description, serve to explain the principles
of the disclosure. Wherever possible, the same reference
numbers are used throughout the drawings to refer to the
same or like elements of an embodiment, and wherein:

FIG. 1 illustrates an aerial acoustic acquisition system
according to an exemplary embodiment.

FIG. 2 illustrates an acoustic sensing suite according to an
exemplary embodiment.
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FIGS. 3A-3D illustrate various phased arrays of micro-
phones for use in the acoustic sensing suite and acoustic
beamforming according to one or more exemplary embodi-
ments.

FIG. 4 illustrates a processing suite according to an
exemplary embodiment.

FIG. 5 illustrates a method of operation of the aerial
acoustic acquisition system according to an exemplary
embodiment.

FIG. 6 illustrates a method of operation of the aerial
acoustic acquisition system according to an exemplary
embodiment.

FIG. 7 illustrates an acoustic acquisition payload accord-
ing to an exemplary embodiment.

FIGS. 8A and 8B illustrate various configurations of an
unmanned aerial vehicle for use in an aerial acoustic acqui-
sition system according to an exemplary embodiment.

DESCRIPTION

Certain embodiments of the disclosed technology provide
systems and methods for reliably detecting acoustic audio
signals from aerial vehicles. Embodiments of the disclosed
technology may provide systems and methods for reliably
detecting acoustic signals of interest, such as voice signals
from unmanned aerial vehicles (UAV).

In the following description, numerous specific details are
set forth. It is to be understood, however, that embodiments
of the disclosed technology may be practiced without these
specific details. In other instances, well-known methods,
structures and techniques have not been shown in detail in
order not to obscure an understanding of this description.
References to “one embodiment,” “an embodiment,”
“example embodiment,” “various embodiment,” etc., indi-
cate that the embodiment (s) of the disclosed technology so
described may include a particular feature, structure, or
characteristic, but not every embodiment necessarily
includes the particular feature, structure, or characteristic.
Further, repeated use of the phrase “in one embodiment”
does not necessarily refer to the same embodiment, although
it may.

Throughout the specification and the claims, the follow-
ing terms take at least the meanings explicitly associated
herein, unless the context clearly dictates otherwise. The
term “connected” means that one function, feature, struc-
ture, or characteristic is directly joined to or in communi-
cation with another function, feature, structure, or charac-
teristic. The term “coupled” means that one function,
feature, structure, or characteristic is directly or indirectly
joined to or in communication with another function, fea-
ture, structure, or characteristic. The term “or” is intended to
mean an inclusive “or.” Further, the terms “a,” “an,” and
“the” are intended to mean one or more unless specified
otherwise or clear from the context to be directed to a
singular form.

As used herein, unless otherwise specified the use of the
ordinal adjectives “first,” “second,” “third,” etc., to describe
a common object, merely indicate that different instances of
like objects are being referred to, and are not intended to
imply that the objects so described must be in a given
sequence, either temporally, spatially, in ranking, or in any
other manner.

Example embodiments of the disclosed technology will
now be described with reference to the accompanying
figures.

As desired, implementations of the disclosed technology
may include an aerial acoustic acquisition system with more
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or less of the components illustrated in FIG. 1. It will be
understood that the aerial acoustic acquisition system 100 is
provided for example purposes only and does not limit the
scope of the various implementations of the present dis-
closed systems and methods.

According to some embodiments, and as shown in FIG. 1,
an aerial acoustic acquisition system 100 includes a UAV
110, an acoustic sensing suite 120, e.g., an acoustic sensing
payload, and a processing suite 130. The UAV 110 as
depicted in FIG. 1 is a four-rotor helicopter, i.e., a quad-
copter. However, as desired, the UAV 110 may be imple-
mented as a single or multi-rotor helicopter or as a fixed-
wing vehicle. The acoustic sensing suite 120 can include
various hardware for detected acoustic signals. The acoustic
sensing suite 120 may be attached to the UAV 110 and will
be described in greater detail below. The processing suite
130 may include various hardware and software for pro-
cessing the acoustic signals detected by the acoustic sensing
suite 120. The processing suite 130 will be described in
greater detail below.

FIG. 2 illustrates the acoustic sensing suite 120 of FIG. 1
in greater detail. In some examples, the acoustic sensing
suite 120 may include one or more signal of interest (SOI)
microphone 122 configured to detect a SOI, and one or more
noise detection microphones (e.g., one or more reference
microphones 124 or one or more body microphones 126). As
illustrated in FIG. 2, the acoustic sensing suite 120 can
include multiple SOI microphones 122-a and 122-b, mul-
tiple reference microphones 124-a and 124-b, and multiple
body microphones 126-a and 126-5. The microphones may
be configured and oriented to detect specific acoustic signal
characteristics.

The SOI microphones 122-a and 122-b and the reference
microphones 124-a and 124-b may be attached to a custom-
ized support structure such as a rod 140 or fixture extending
from the body of the UAV 110. However, this is merely an
example and it will be understood that the SOI microphones
122-a and 122-b and the reference microphones 124-a and
124-b may be attached in alternative various ways, such as,
as a non-limiting example, modifications to or integration
within the UAV 110. The SOI microphones 122-a and 122-5
and two reference microphones 124-a and 124-b may be
positioned in a reduced noise environment or zone, such as
outside of a downwash region of the UAV 110. The body
microphones 126-a and 126-b may be adjacent to the UAV
110 or attached directly to a body of the UAV 110. The SOI
microphones 122-a and 122-b may be oriented in the
direction of the expected SOI relative to the UAV’s flight
position, for example, downwards. The two reference micro-
phones 124-a and 124-b may oriented according to a par-
ticular application, for example, a direction most necessary
for capturing noise produced by the UAV 110. For example,
in some implementations, the two reference microphones
124-g and 124-b may oriented in a same direction as the SOI
microphones 122-a and 122-b. In some implementation, the
two reference microphones 124-a and 124-b may oriented in
an opposite direction as the SOI microphones 122-a and
122-b. In some implementation, an orientation of the two
reference microphones 124-a and 124-5 may be unrelated to
an orientation of the SOI microphones 122-a and 122-5.

It will be understood that the proper placement of all
microphones, such as the configuration, attachment, and
orientation, may be dependent upon a variety of factors such
as, as non-limiting examples, the specific UAV, flight opera-
tions of the UAV (such as altitude, flight path, or forward
flight speed), and the expected position and acoustic char-
acteristics of the SOI. Configuration considerations for the
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SOI microphones may include positioning the SOI micro-
phones to maximize the microphone’s field of view relative
to the expected source while minimizing confounding physi-
cal effects such as hydrodynamic noise (downwash from the
rotors), wind noise (due to forward flight), or pre-existing
hardware geometries. Configuration consideration for the
reference microphones may include positioning the refer-
ence microphones to maximize exposure to known external
noise sources contaminating raw SOI data, such as placing
the reference microphones near external noise sources
(nearby operating ground or flight vehicles), specific
onboard noise sources (rotors, propellers, mufflers, engines),
or subsystems which emit dominant acoustic phenomena
(such as tonal emission or low frequency noise). Body
microphones may be installed to supplement primary refer-
ence microphones and capture additional contaminating
noise emitted throughout the body of the UAV. One of
ordinary skill would understand that a final configuration for
any given UAV acoustic sensing payload may require a
trade-off and optimization of microphone placement and
configuration based upon these, as well as other, principals.

Although the acoustic sensing suite 120 illustrated in FIG.
2 includes two SOI microphones 122-g and 122-b, two
reference microphones 124-a and 124-b, and two body
microphones 126-a and 126-b, this is merely an example. As
desired, the acoustic sensing suite 120 may include one or
more SOI microphones, one or more reference microphones,
and zero or more body microphones. As desired, the acoustic
sensing suite may include a phased array of microphones. As
desired, the array of microphones may be used in lieu of the
SOI microphones.

FIGS. 3A-3D illustrate various arrays of microphones for
use in the acoustic sensing suite 120. FIG. 3 A illustrates an
array of nine microphones in a 3x3 box pattern. FIG. 3B
illustrates an array of 64 microphones in an 8x8 box pattern.
FIG. 3C illustrates an array of nine microphones in a spoke
pattern. FIG. 3D illustrates an array of 17 microphones in a
multi-spiral pattern. An array of microphones may be con-
figured for acoustic beamforming. The acoustic beamform-
ing may be targeted to speech. It will be understood that the
selection of a phased array configuration may be dependent
upon a specific application, hardware requirements of the
system, and desired flight operation. As a non-limiting
example, to incorporate acoustic beamforming, source local-
ization, and speech detection, an acoustic phased array
would be required for the acoustic sensing payload. To be
integrated onto a small UAV with very limited payload
capacity, the phased array pattern would require a minimized
number of microphones capable of generating a coarse yet
sufficient beam pattern necessary to discern the SOI. For a
large UAV with a high payload capacity (e.g., fifty or more
pounds) and having a high fidelity source localized require-
ment from the payload, a phased array with a significantly
higher number of microphones is required. A specific array
pattern may be selected and through modeling and simula-
tion to determine a microphone configuration that generates
the most appropriate beam pattern characteristics to steer,
locate, and focus on the SOI. Different microphone patterns
generate different technical operating capabilities (such as,
as non-limiting examples, range to target, width of beam
pattern, ability to steer the acoustic beam, size of field of
view) and it may be desirable to down-select to match the
desired application requirements. Advantages and disadvan-
tages may be determined during a trade-off comparative
analysis. For example, a high fidelity phased array with high
range typically requires more power, processing capability,
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number of microphones, and size/weight allowances than a
smaller and more easily integrated payload that may deliver
lower signal resolution.

It will be understood that the arrangement of microphones
illustrated in FIGS. 3A-3D is exemplary, and additional or
alternative arrangements and numbers of microphones may
be used in the acoustic sensing suite.

FIG. 4 illustrates a processing suite 130, according to
some embodiments, in greater detail. As shown in FIG. 4,
the processing suite 130 includes an onboard data acquisi-
tion system 131, a processor 132, a storage 134, and a
transmitter 136, e.g., a communicator or a transceiver. The
onboard data acquisition system 131 may acquire signal data
from one or more microphones and transfer the data to the
processor 132, the storage 134, or the transmitter 136.

The processor 132 may be a special purpose processor or
a general purpose processor. The processor 132 may receive
acoustic signals detected by the acoustic sensing suite 120
and perform processing on the detected acoustic signals to
extract a signal of interest.

For example, the processor 132 may process the acoustic
signals detected by the one or more SOI microphones 122
using acoustic signals detected by the one or more reference
microphones 124 and the one or more body microphones to
extract a signal of interest. As a non-limiting example, the
processor 132 may use signals from the SOI microphones
122, reference microphones 124, and body microphones 126
as inputs into an advanced digital signal processing algo-
rithm suite. The algorithm suite may identify dominant time
domain and frequency domain acoustic characteristics pres-
ent in acoustic data provided by the reference and body
microphones, and may have been simultaneously captured
by the SOI microphones. These dominant characteristics,
being of higher amplitude, energy, and spectral content than
that acquired by the SOI microphones, may be used as
baseline waveforms to filter from acoustic data provided by
the SOI microphones. That is, the acoustic data provided by
the SOI microphones may be processed by filtering algo-
rithms, using the baseline waveforms, which reduce the
energy content of the baseline waveforms in the raw signal
of interest, leaving a filtered signal which is predominantly
comprised of SOI energy presented as a useable, discernible,
filtered signal.

The processor 132 may be configured to adaptively filter
the acoustic signals detected by the one or more SOI
microphones 122 using the acoustic signals detected by the
noise detection microphones to extract a voice signal. The
processor 132 may utilize adaptive filtering algorithms
based upon one or more of a synchronized least-mean-
squares filter, a cascaded least-mean-squares filter, and an
adaptive notch filter to adaptively filter the acoustic signals
detected by SOI microphones 122. It will be understood that
selection of one or more filtering algorithms or other filter-
ing approaches may be determined by a desired algorithm
performance and resulting SOI data fidelity. Modeling and
simulation of potential algorithms may be conducted to
determine characteristics of the potential algorithms, such as
processing latency, overall time required to process
signal(s), algorithm accuracy (e.g., does it filter too much,
too little, or the right amount of energy in the specified
frequency bands), fidelity of the final signal, and processor
requirements to implement the algorithm in a useable sys-
tem. Selection of the filtering approaches may be made in
conjunction with microphone selection and configuration,
flight operation requirements, operating conditions, and
overall expected performance. The processor 132 may store
the extracted signal of interest in the storage 134. The
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processor 132 may control the transmitter 136 to transmit
the signal of interest extracted by the processor 132. Accord-
ing to some embodiments, the data acquisition system 131
may be embedded with the processor 132.

The storage 134 may store various programs executable
by the processor 132. For example, the storage 134 may
store a program executable by the processor 132 that
instructs the processor 132 to filter the acoustic signals
detected by the one or more SOI microphones 122 to extract
the signal of interest. The storage 134 may also store a
program executable by the processor that instructs the
processor to transmit raw data to the receiver and human-
in-the-loop, so that ground based processing of the data may
be conducted.

The transmitter 136 may be configured to wirelessly
transmit signals, for example, to a base station or through a
satellite uplink. The signals may be, as non-limiting
examples, radio signals, WiFi signals, Bluetooth signals,
cellular signals, LTE signals, infrared signals, 2G, 3G, and
4G signals, and ZigBee signals. The signals may be encoded
before transmission by the transmitter 136.

Although the processing suite 130 is depicted as separate
from the UAV 110, as desired, the processing suite 130 may
be partially or fully integrated with the UAV 110. For
example, the UAV 110 may include an on-board processor
112, an on-board storage 114, and an on-board transmitter
116 that may be used instead of a separate processor 132,
storage 134, or transmitter 136.

FIG. 5 is a flow-chart illustrating a method of operation of
the aerial acoustic acquisition system 100 according to an
exemplary embodiment. As shown in FIG. 5, at least one
SOI microphone and at least one noise detection microphone
detect 500 respective first and second acoustic signals. The
onboard data acquisition system 131 acquires and transfers
505 resulting data detected by the microphones to the
processor 132. According to some exemplary embodiments,
the onboard data acquisition system 131 may additionally or
alternatively transfer the resulting data to the onboard stor-
age 134 or the transmitter 136 for the transmission of raw
data.

The processor 132 receives 510 the first and second
acoustic signals. The processor 132 processes 515 the first
acoustic signal using the second acoustic signal to extract a
signal of interest. The processor 132 outputs 520 the signal
of interest to the storage 134 of the transmitter 136.

The processing 515 may include the processor 132 per-
forming adaptive filtering, acoustic beamforming, or
advanced digital signal processing on the first acoustic
signal. For example, the processor 132 may use one or more
of a synchronized least-mean-squares filter, a cascaded
least-mean-squares filter, and an adaptive notch filter to
extract the signal of interest from the first acoustic signal.
The signal of interest may be speech.

Although in some examples the signal-of-interest has
been described as a voice signal, this is merely an example.
According to some embodiments the signal of interest may
be one or more of vehicle noise signatures, environmental
noise, and a user-defined acoustic signal. As a non-limiting
example, a captured environmental noise to an expected
environmental noise with deviations between the captured
and expected environmental noise corresponding to a signal
of interest. As a non-limiting example, characteristics of an
environment may be discerned based on environmental
noise components, e.g., using acoustic fingerprinting. Indi-
vidual or additional environmental noise components may
represent a signal of interest to be isolated, identified, and
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qualified. According to some embodiments, the detection of
a signal of interest may be used to locate a source of the
signal of interest.

FIG. 6 is a flow-chart illustrating a method of operation of
the aerial acoustic acquisition system 100 according to an
exemplary embodiment. As shown in FIG. 6, a plurality of
SOI microphones and a plurality of noise detection micro-
phones detect 600 a plurality of first acoustic signals and
plurality of second acoustic signals, respectively. The inte-
grated data acquisition system 131 acquires and transfers
605 resulting data detected by the microphones to the
processor 132. According to some exemplary embodiments,
the onboard data acquisition system 131 may additionally or
alternatively transfer the resulting data to the onboard stor-
age 134 or the transmitter 136 for the transmission of raw
data.

The processor 132 receives 610 the plurality of first
acoustic signals and the plurality of second acoustic signals.
The processor 132 processes 615 the plurality of first
acoustic signal using the plurality of second acoustic signals
to extract a signal of interest. The processor 132 outputs 620
the signal of interest to the storage 134, the transmitter 136,
or integrated onboard autonomous control systems (such as,
as non-limiting examples, flight controller, motorized gim-
bal, or other onboard sensors).

The processor 132 may perform adaptive filtering on the
plurality of first acoustic signals in 615. As non-limiting
examples, the processor 132 may use one or more of a
synchronized least-mean-squares filter, a cascaded least-
mean-squares filter, and an adaptive notch filter to extract the
signal of interest from the plurality of first acoustic signals.
In addition, in some embodiments, the processor 132 may
use acoustic beamforming algorithms to cross-correlate,
filter, and process the first acoustic signals. In some embodi-
ments, the signal of interest may be speech.

FIG. 7 illustrates an acoustic acquisition payload 200
according to an exemplary embodiment. The acoustic acqui-
sition payload 200 may be attached to a UAV 110 in order
to provide acoustic acquisition capabilities to the UAV 110.
For example, the acoustic acquisition payload 200, when
incorporated with the UAV 110, may enable the UAV 110 to
reliably detect a signal of interest, e.g., a voice acoustic
signal. The acoustic acquisition payload 200 may enable the
UAV 110 to perform acoustic beamforming targeted to
speech.

As seen in FIG. 7, the acoustic acquisition payload 200
can include an acoustic sensing suite 220 and a processing
suite 230. The acoustic sensing suite 220 and the processing
suite 230 may be significantly similar to the acoustic sensing
suite 120 and the processing suite 130 described above.
Accordingly, a detailed description thereof will not be
repeated. As discussed above, one or more elements embed-
ded within the UAV 110 may be used instead of one or more
elements of the processing suite 230. The acoustic acquisi-
tion payload 200 may be modular and adjustable to various
UAV configurations.

As desired, FIGS. 8A and 8B illustrate various configu-
rations of a UAV 110 for use in the aerial acoustic acquisi-
tion system 100. According to FIG. 8A, the UAV 110 may
be a quadcopter 110-a, a single rotor helicopter 110-b, a
dual-rotor helicopter 110-c, a tri-rotor helicopter 110-d, or a
rear mounted propeller-fixed wing UAV 110-e. According to
FIG. 8B, the UAV 110 may be an aerostat 110-f, a vertical
take-off and landing (VTOL) UAV 110-g, or a forward
mounted propeller-fixed wing UAV 110-%. It will be under-
stood that the UAVs illustrated in FIGS. 8A and 8B are for
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illustrative purposes only, and the UAV 110 as used in an
aerial acoustic acquisition system 100 should not be limited
thereto.

It will be understood that selection of a UAV configura-
tion for a given application may depend on constraints
associated with the desired performance and operating
parameters. For example, in some configurations, fixed wing
based UAVs may be better equipped to handle long distance
flights, ground focused scanning and localization, acoustic
fingerprinting of a large environment, or surveillance. Mean-
while, in some configurations, rotor based UAVs may be
better for stationary acoustic acquisition, acquiring time
lapse data, detection and signal isolation in urban environ-
ments, speech acquisition for extended conversations, or
directed search and rescue missions. In addition, in some
examples, distributed acoustic sensing payloads can be
developed to transmit to additional payloads over multiple
UAVs to create a distributed airborne sensing network.
Distributed acoustic sensing may be accomplished using
various combinations of UAV configurations.

While certain embodiments of the disclosed technology
have been described in connection with what is presently
considered to be the most practical and various embodi-
ments, it is to be understood that the disclosed technology is
not to be limited to the disclosed embodiments, but on the
contrary, is intended to cover various modifications and
equivalent arrangements included within the scope of the
appended claims. Although specific terms are employed
herein, they are used in a generic and descriptive sense only
and not for purposes of limitation.

This written description uses examples to disclose certain
embodiments of the disclosed technology, including the best
mode, and also to enable any person of ordinary skill to
practice certain embodiments of the disclosed technology,
including making and using any devices or systems and
performing any incorporated methods. The patentable scope
of certain embodiments of the disclosed technology is
defined in the claims, and may include other examples that
occur to those of ordinary skill. Such other examples are
intended to be within the scope of the claims if they have
structural elements that do not differ from the literal lan-
guage of the claims, or if they include equivalent structural
elements with insubstantial differences from the literal lan-
guage of the claims.

What is claimed is:

1. An aerial acoustic acquisition system comprising:

an unmanned aerial vehicle (UAV);

an acoustic sensing payload attached to the UAV com-

prising:

at least one SOI microphone configured to detect a first
audio signal including a signal of interest; and

a plurality of noise detection microphones configured
to detect a second audio signal, the plurality of noise
detection microphones comprising (i) at least one
reference microphone directed toward one or more
dynamic noise sources and (ii) at least one body
microphone directed toward a previously identified
noise source relative to the body of the UAV; and

a processing suite comprising a processor configured to (i)

receive first audio data corresponding to the first audio
signal and second audio data corresponding to the
second audio signal from the acoustic sensing payload
and (ii) process the first audio data by adaptively
filtering the first audio data using a synchronized least-
mean-squares filter using the second audio data
detected by the at least one reference microphone and
a cascaded least-mean-squares filter using the second
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audio data detected by the at least one body micro-
phone to extract the signal of interest from the first
audio data.

2. The aerial acoustic acquisition system according to
claim 1, wherein the UAV comprises a multi-rotor
unmanned aerial system comprising a plurality of rotors, an
aerostat, or a fixed wing unmanned aerial system capable of
forward flight with an internal combustion engine or electric
propulsion system.

3. The aerial acoustic acquisition system according to
claim 1, wherein the signal of interest comprises at least one
from among an acoustic voice signal, vehicle noise signa-
tures, environmental noise, and a user-defined acoustic
signal.

4. The aerial acoustic acquisition system according to
claim 1, wherein the at least one SOI microphone comprises
a plurality of microphones configured to perform acoustic
beamforming toward a source of the signal of interest.

5. The aerial acoustic acquisition system according to
claim 1, wherein the at least one SOI microphone comprises
a microphone array arranged in a multi-spoke pattern con-
figured to perform acoustic beamforming toward a source of
the signal of interest.

6. The aerial acoustic acquisition system according to
claim 1, wherein the acoustic sensing payload is modular.

7. The aerial acoustic acquisition system according to
claim 1, wherein the at least one SOI microphone is located
in a reduced noise zone of the UAV.

8. The aerial acoustic acquisition system according to
claim 1, wherein

the processing suite further comprises a storage, and

the processor is further configured to store the extracted

signal of interest in the storage.

9. The aerial acoustic acquisition system according to
claim 1, wherein

the processing suite further comprises a transmitter, and

the processor is further configured control the transmitter

to transmit the extracted signal of interest.
10. The aerial acoustic acquisition system according to
claim 1, wherein
the at least one SOI microphone comprises two micro-
phones that are (i) oriented in a direction of a source of
the signal of interest with respect to a body of the UAV
and (ii) located in a reduced noise zone of the UAV,

the at least one reference microphone comprises two
reference microphones located in the reduced noise
zone of the UAV disposed adjacent to or directly on the
body of the UAV, and

the signal of interest comprises at least one from among

an acoustic voice signal, vehicle noise signatures, envi-
ronmental noise, and a user-defined acoustic signal.

11. The aerial acoustic acquisition system according to
claim 10, wherein

the UAV comprises one or more rotors, and

the at least one body microphone comprises two body

microphones that are disposed laterally from the body
of the UAV outside of a downwash region of the one or
more rotors, and the two body microphones are
directed toward the one or more rotors.

12. An acoustic sensing payload for an unmanned aerial
vehicle (UAV), the acoustic sensing payload comprising:

an acoustic sensing suite comprising
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at least one SOI microphone configured to detect a first
audio signal including a signal of interest; and

a plurality of noise detection microphones configured
to detect a second audio signal, the plurality of noise
detection microphones comprising (i) at least one
body microphone configured to be directed toward a
previously identified body noise source relative to a
body of the UAV and (ii) at least one reference
microphone configured to be directed toward one or
more dynamic noise sources; and

a processing suite comprising a processor configured to (i)

receive first audio data corresponding to the first audio
signal and second audio data corresponding to the
second audio signal from the acoustic sensing suite and
(ii) process the first audio data by adaptively filtering
the first audio data using a cascaded least-mean-squares
filter using the second audio data detected by the at
least one body microphone and a synchronized least-
mean-squares filter using audio data detected by the at
least one reference microphone to enhance the signal of
interest contained in the first audio data.

13. The acoustic sensing payload according to claim 12,
wherein the signal of interest comprises at least one from
among an acoustic voice signal, vehicle noise signatures,
environmental noise, and a user-defined acoustic signal.

14. The acoustic sensing payload according to claim 12,
wherein the at least one SOI microphone comprises a
plurality of microphones configured to perform acoustic
beamforming toward a source of the signal of interest.

15. The acoustic sensing payload according to claim 12,
wherein the at least one SOI microphone comprises a
microphone array configured to perform acoustic beam-
forming toward a source of the signal of interest.

16. The acoustic sensing payload according to claim 12,
wherein the acoustic sensing suite is modular.

17. The acoustic sensing payload according to claim 12,
wherein

the processing suite further comprises a storage, and

the processor is further configured to store the extracted

signal of interest in the storage.

18. The acoustic sensing payload according to claim 12,
wherein

the processing suite further comprises a transmitter, and

the processor is further configured control the transmitter

to transmit the extracted signal of interest.

19. The acoustic sensing payload according to claim 12,
wherein

the at least one SOI microphone comprises two micro-

phones that are configured to be (i) oriented in a
direction of a source of the signal of interest with
respect to a body of the UAV and (ii) located in a
reduced noise zone of the UAV,

the at least one reference microphone comprises two

reference microphones configured to be located in the
reduced noise zone of the UAV, each of the two
reference microphones being body microphones con-
figured to be disposed adjacent to or directly on a body
of the UAV, and

the signal of interest comprises at least one from among

an acoustic voice signal, vehicle noise signatures, envi-
ronmental noise, and a user-defined acoustic signal.
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