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Abstract—This article explores the possibility of developig
robot control software capable of discerning when rd if a
robot should deceive. Exploration of this problems critical for
developing robots with deception capabilities and ay lend
valuable insight into the phenomena of deceptionself. In this
paper we explore deception from an interdependenagdme
theoretic perspective. Further, we develop and expenentally
investigate an algorithm capable of indicating whéter or not a
particular social situation warrants deception on he part of the
robot. Our qualitative and quantitative results provide evidence
that, indeed, our algorithm recognizes situations Wich justify
deception and that a robot capable of discerning #se situations
is better suited to act than one that does not.

Dstudy of intelligent systems. Biologists

psychologists argue that deception is ubiquitoubii
the animal kingdom and represents an evolutiona
advantage for the deceiver [1]. Primatologists ribtg the
use of deception serves as an important potentiadator of
theory of mind [2] and social intelligence [3]. Raschers in
these fields point to numerous examples of deceptip
non-human primates. From a roboticist's perspecthe use
of deception and the development of strategiegdsisting
being deceived are important topics of study egtlgaivith
respect to the military domain [4].

But what is deception? McCleskey notes that decrp$
a deliberate action or series of actions brouglouglior a
specific purpose [5]. Whaley recognizes that deéoapiften
includes information provided with the intent
manipulating some other individual. Ettinger antidkeoffer
a related definition tied to a game theory framdwf#].
They define deception as, “the process by whicloastare
chosen to manipulate beliefs so as to take advargghe
erroneous inferences.” This definition has cleas to game
theory but does not relate to many of the passiv
unintentional examples of deception found in biglo@e
adopt a definition for deception offered by Bonddan

l.
eception has a long and deep history with respettie

INTRODUCTION

of

This paper investigates the use of deception by
autonomous robots. We focus on the actions, behef$
communication of the deceiver, not the deceivedso(al
known as the mark). Specifically, the purpose ois th
research is to develop and investigate an algorithat
recognizes social situations justifying the usedeteption.
Recognizing when a robot or artificial agent shodégteive
is a critical question. Robots that deceive to@mftnay be
judged as unreliable or maleficent. Robots incagpati
deception, on the other hand, may lack survivallsskn
situations involving conflict.

Consider the following running example: a valuable
robotic asset operates at a military base. The basges
under attack and is in danger of being overruthdfrobot is
found by the attackers then they will gain valuable

andinformation and hardware. The robot must recogtiieg a

situation warranting the use of deception exidignthide,

d select a deceptive strategy that will reduee dilance
?at it will be found. Throughout this article wellwse this
running example to explain portions of the theasdti
underpinnings of our approach as well as develop
experiments based on the example.

The remainder of this paper begins by first sumniragi
relevant research. Next, we use game theory and
interdependence theory to reason about the thealeti
underpinnings of deception and to develop an dahyarfor
the recognition of situations justifying the usedwsception
by a robot. Finally, we present experiments whiclestigate
our algorithm both qualitatively and quantitativeljhe
article concludes with a discussion of these redattluding
directions for future research.

Game theory has been extensively used to explae th
phenomena of deception. As a branch of applied
fhathematics, game theory focuses on the formal
consideration of strategic interactions, such asetkistence
of equilibriums and economic applications [7]. Sitjng

RELATED WORK

Robinson that encompasses conscious and unconscigygmes, for example, explore deception by allowiaghe

intentional and unintentional acts of deception. [These
authors describe deception simply as a false coriwation
that tends to benefit the communicator.
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individual to send signals relating to their ungie type.
Costly versus cost free signaling has been useldtermine
the conditions that foster honesty. Floreano efaaind that
deceptive communication signals can evolve when
conditions conducive to these signals are preginiThese
researchers used both simulation experiments aldakeots

to explore the conditions necessary for the ewvmfutof
communication signals. They found that cooperative
communication readily evolves when robot colonieasist

of genetically similar individuals. Yet when the bai
colonies were genetically dissimilar and evolutigna



selection of individuals rather then colonies wasfgrmed,
the robots evolved deceptive communication signaltsch,
for example, compelled them to signal that theyemeear
food when they were not. Floreano et al.’s workiisresting
because it demonstrates the ties between biolagytéon,
and signal communication and does so on a robtattopm.
Ettinger and Jehiel have recently developed a théar
deception based on game theory [6]. Their theotydes on
belief manipulation as a means for deception. Imea

theory, an individual's type, t' OT', reflects specific
characteristics of the individual and is privatéyown by
that individual. Game theory then defines balief as,

p' (t'i‘ti), reflecting individual i's uncertainty about

the outcomes afforded to each interacting individuih
respect to each pair of potential behaviors chdserihe
individuals.

The outcome matrix is a standard computational
representation for interaction [9]. It is composed
information about the individuals interacting, imding their
identity, the interactive actions they are delilieg over,
and scalar outcome values representing the rewemasrthe
cost, or the outcomes, for each individual. Thuspatcome
matrix explicitly represents information that isitical to
interaction. Typically, the identity of the intetan
individuals is listed along the dimensions of thatrix. Fig.

REPRESENTING NTERACTIONS

individual 4's type [7]. Ettinger and Jehiel demonstrate the depicts an interaction involving two individuals this

game theoretical importance of modeling the marl, S
their definition of deception as “the process byahtactions
are chosen to manipulate beliefs so as to takentaya of
the erroneous inferences” is strongly directed towayame
theory and their own framework. The question tremains,

what role does modeling of the mark play for moemeyal

definitions of deception such as those offered bydand

Robinson [1].

Independent versus Dependent
matrices

Independent Social Dependent Social

Situation Situation
Individual 1 Individual 1
1 1 1 1
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Fig. 1 An example of a dependent situation is depictetherright and an
example of an independent situation is depicted thom left. In the

dependent example the actions of the second indiVidave a large impact
on the outcomes received by the first individual.the example of an
independent situation, on the other hand, the mstiof the second
individual have no impact on the first individual.

Deception can also be explored
psychological perspective. Interdependence theotype of
social exchange theory, is a psychological the@yetbped
as a means for understanding and analyzing intsopat
situations and interaction [9]. The term interdejence
specifies the extent to which one individual of gad
influences the other. Interdependence theory isdas the
claim that people adjust their interactive behaviar
response to their perception of a social situasigrdttern of
rewards and costs. Thus, each choice of interabémvior
by an individual offers the possibility of specifiewards and
costs—also known as outcomes—after the

from a social

paper the term individual is used to indicate a &aoma
social robot, or an agent. We will focus on intéiat
involving two individuals—dyadic interaction. An tmome
matrix can, however, represent interaction invajvimore
than two individuals. The rows and columns of thatnx
consist of a list of actions available to eachvidlial during
the interaction. Finally, a scalar outcome is aisged with
each action pair for each individual. Outcomes @spnt
unitless changes in the robot, agent, or humailis/ufhus,
for example, an outcome of zero reflects the faett ho
change in the individual's utility will result frorthe mutual
selection of that action pair.

Because outcome matrices are computational
representations, it is possible to describe themmddly.
Doing so allows for powerful and general descripsicof
interaction. The notation presented here drawsilyeiom
game theory [7]. A representation of interactiomsists of
1) a finite setN of interacting individuals; 2) for each

individual i 0 N a nonempty sef\' of actions; 3) the utility
obtained by each individual for each combinatioractions

that could have been selected [10]. Lef OA be an

arbitrary actionj from individual i's set of actions. Let

1
a.

N . . .
(e By ) denote a combination of actions, one for each

individual, and letu' denote individual’s utility function:

u' (a},...,akN) ~ O is the utility received by individualif

). The termO
is used to denote an outcome matrix. The supetsdrig
used to express individugs partner. Thus, for example@,i

denotes the action set of individuiaknd A™ denotes the
action set of individuai's interactive partner. As mentioned

above, an individual'sype, t' OT', is determined prior to
interaction, reflects specific characteristics tod individual
and is privately known by that individual. Aelief,

the individuals choose the actiolss, ..., a,

interactiorPi (t'i ‘ti ) reflects individual's uncertainty about individual

Interdependence theory and game theory represeml so-j's type.

situations computationally as an outcome matrig.(E). An
outcome matrix represents a social situation byresging



A. Representing Social Stuations

The term interaction describes a discrete eventhith
two or more individuals select interactive behavias part
of a social situation or social environment. Intti@n has
been defined as influence—verbal, physical, or @nat—
by one individual on another [11]. The term sitaatihas
several definitions. The most apropos for this wak'a
particular set of circumstances existing in a palér place
or at a particular time [12].” A social situatiothen,
characterizes the environmental factors, outside thaf
individuals themselves, which influence interactbehavior.
A social situation is abstract, describing the gehpattern
of outcome values in an interaction. An interaction the
other hand, is concrete with respect to the twommre

then individuals tend to select interactive behes/i@sulting
in mutually costly outcomes, such as opponents game.
Our results showed that by analyzing the interactiine
robot could better select interactive actions.

B. Partner Modeling

Several researchers have explored how humans gevelo
mental models of robots (e.g. [17]). A mental modela
term used to describe a person’s concept of howeing
in the world works [18]. We use the term partnerdeio

(denoted m'i) to describe a robot's mental model of its
interactive human partner. We use the term self ahod

(denotedmi) to describe the robot's mental model of itself.
Again, the superscripti is used to express individudb

individuals and the social actions available to heacpartner [7].

individual. For example, the prisoner’s dilemmadatd®s a

In prior work, Wagner presented an interact-andatgd

particular type of social situation. As such, incand has ajgorithm for populating outcome matrices and fozating

been, instantiated in numerous different particidacial
environments ranging from bank robberies to thednes of

increasingly accurate models of the robot's intévac
partner [19]. The interact-and-update algorithmstaucted a

World War | [13]. Interdependence theorists stat@tt model of the robot's partner consisting of threpety of

interaction is a function of the individuals intetiag and of
the social situation [14]. A dependent situatiar, éxample,

information: 1) a set of partner featur(et{i v f7);2) an

is a social situation in which each partner’s ootealepends action model, A : and 3) a utility functioru™ . We use the

on the other partner's action (Fig. 1 left). An épeéndent
situation, on the other hand, is a social situafiorwhich

each partner’s outcome does not depend on theepartn

action (Fig. 1 right). Although a social situatiomy not
afford interaction, all interactions occur withinomse social
situation. Interdependence theory represents ssitigdtions
involving interpersonal interaction as outcome mat (see
Fig. 1 for a graphical depiction of the difference)

In previous work, we presented a situation analys

algorithm that calculated characteristics of thecialo
situation or interaction (such as interdependenebgn
presented with an outcome matrix by mapping theasin

to a location in the interdependence space [15]e T
interdependence space is a four dimensional spdehw

maps the location of all interpersonal social gitares [16].

A matrix's location in interdependence space presid

important information relating to the interactiom.he

interdependence and correspondence dimensions fare o

particular importance for recognizing if a situatiovarrants

notation m~.A™ and m"'.u" to denote the action model
and utility function within a partner model. Wagnesed
partner features for partner recognition. Partnemtures
allow the robot to recognize the partner in subsetu
interactions. The partner's action model contaiaelist of
actions available to that individual. The partneuslity
function included information about the outcomesaoted
gy the partner when the robot and the partner saleair of
actions. Wagner showed that the algorithm coulddpce
increasingly accurate partner models which, in,toesulted
in accurate outcome matrices. The results were,etery

Aimited to static, not dynamic, models of the partn

The self model also contains an action model antility
function. The action model contains a list of agtio
available to the robot. Similarly the robot’s utilifunction

includes information about the robot’s outcomes.

IV. DECEPTIVEINTERACTION

deception. The interdependence dimension measin@s t This paper specificially explores deceptive intéac

extentto which each individual's outcomes are influenbgd
the other individual's actions in a situation. In lew
interdependence situation, for example, each iddalis
outcomes are relatively independent of the othdividual's
choice of interactive behavior (left side of Fig. ftr
example). A high interdependence situation, on dtteer
hand, is a situation in which each individual's aares
largely depend on the action of the other individiraght
side of Fig. 1 for example). Correspondence dessrithe
extentto which the outcomes of one individual in a dita
are consistent with the outcomes of the other idda. If
outcomes correspond then
interactive behaviors resulting in mutually rewangli
outcomes, such as teammates in a game. If outcoomdi&ct

We investigate deceptive interaction with respexttwo
individuals—the mark and the deceiver. It is impattto
recognize that the deceiver and the mark face rdifte
problems and have different information. The markpdy
selects the action that it believes will maximize own
outcome, based on all of the information that its ha
accumulated. The deceiver, on the other hand, #ucts
accordance with Bond and Robinson’s definition of
deception, providing a false communication for dwn
benefit [1]. With respect to our running examples military
robot hiding from an enemy, the robot acts as #weiver—

individuals tend to seleptoviding false information as to its whereabodise mark

then is the enemy soldier searching for the rokdéé. will
assume henceforth that the deceiver provides false
communication through the performance of some adio



the environment. The sections that follow begin bgommunication results in another matrix which wemtéhe
examining the phenomena of deception, provide ehadet induced matrix. It is called the induced matrix because
for deciding how to deceive, and finally examinevhto  deception leads or induces the mark to believe ithatthe
decide when to deceive. true matrix. Hence, the false communication leamghe
creation of a false outcome matrix on the partefrnark. In
) our running example, the hiding robot might creameddy
We can use outcome matrices to reason about deeepliracks leading up to the second hiding place wihifeact the
practices. Fig. 2 depicts a social situation ini@v opot is actually in the first hiding place. Thght hand side
deception. The figure depicts the actions thatrtfaek and of Fig. 2 depicts the matrix induced by the deaepti
deceiver reason over both abstractly in terms ofede  The preceding discussion has detailed the basicaictive
actions alD,af,alM ,a;v' and concretely in terms of four situations underlying deception. Numerous challenggl
defined actions. The outcome matrix on the leftchaide is confront the deceiver. The deceiver must be abttetdeif

called thetrue matrix. The true matrix represents the actug} Situation justifies deception. The deceiver maisb be
outcome obtained by both the mark and the decdaren C@Pable of developing or selecting a strategy thak
given action pair. With respect to our running epéemthe communicate theight information to induce the desired
true matrix represents the different outcome paster Matrix upon the mark. For instance, a robot capatile
resulting when the robot and enemy select hidesmaich deceiving the enemy as to its whereabouts must ffies
actions. A key facet of deception is the fact thatdeceiver Capable of recognizing that the situation demareteption.
recognizes the true matrix but the mark does mothé true Otherwise its deception strategies are uselesthelrsection
matrix shown in Fig. 2, the deceiver can reasohdhdy the that follows we develop a method that allows thbototo

. . determine if deception is necessary.
selection ofag’I by the mark andalD by the deceiver or of P y

A. The Phenomena of Deception

. . . B. Deciding when to Deceive
alM by the mark andalzD by the deceiver will result in the , .g _ L .
Recognizing if a situation warrants deception e&ady of

desired outcome. Let's assume that the deceivedéeiged importance. Although some application domains (sash

to selectalD , to hide in area 1. The deceiver’s task then is tgovert operations) might demand a robot which sympl
provide information or to act in a way that wilflirence the ~deceives constantly and many other domains will ateima
mark to selectazM rather thanai'vI . To do this, the deceiver robpt Wh'Ch will never deceive, this ar_tlcle focasm robots
which will occasionally need to deceive. The problthen
must convince the mark that 1) the selectiom&f is less for the robot, and the purpose of this sectiong idetermine
beneficial then it actually is; 2) the selection anz'\f is more " Wh'(.:h occasions the robot should deceive. .
o ] . Section Ill detailed the use of outcome matricesaas
beneficial then is actually is; or 3) both. _ representation for interaction and social situatiom\s
True versus Induced Matrix described in that section, social situations regorea generic
class of interactions. We can then ask what typsocial

True Matrix Matrix induced by Deception . . L . .
_ y _ P situations justifies the use of deception? Our answ this
Deceive Deceive . . . . .
5 o 5 5 question will be with respect to the dimensions tbé
& a, & a interdependence space. Recall from Section Il tinet
Hide i Hide i Hidein  Hidei ; ; ; R
a1 e 1 e mterdgpendence space is a fqur dlmen3|onal space
describing all possible social situations. Poseth wéspect
M Searct 2 18 M Searcl 18| 18 .
< & Areai x Area 1 to the interdependence space, our task then becémnes
2 i s 2 2 determine which areas of the space describe sinsthat
ay Yo 18 N\2 W Searc S ING warrant the use of deception and to develop ant aes
2 18 & areaz| 18 18 algorithm that tests whether or not a particuladeraction

Fig. 2 The outcome matrices above depict examples relabedhe warrants deception.
exploration of deception. The true matrix represehe actual outcomes Bond and Robinson’s definition of decept|on, prcuvgia

realizable in a situation. The true matrix is retagd by the deceiver, fals€ communication for one’s own benefit, will geias our
which in turn, provides a false communication ie tiope of inducing the stating place [1]. With respect to the task of danj when

mark to believe that the matrix on the right wiksult with the g deceive there are two key conditions in the rdiédin of
corresponding action selection. For example, tleeidter recognizes that if . . . .

it hides in area 1 and the mark searches area Xethdt will be low deceptlo_n. . First, the deceiver prowd_es mls_e
outcomes for the deceiver and high outcomes forniaek. It therefore COMMuNication and second that the deceiver receaves

attempts to communicate false information that wdlhvince the mark that benefit from this action. The fact that the communicati®n
outqome matrix present on the right hand side agltually occur in the fg]ge impIies conflict between the deceiver and iagk. If
environment. the deceiver and the mark had corresponding outscane
The deceiver accomplishes this task by providirfglse true communication could be expected to benefith bot
communication. The communication is false because individuals. The fact that the communication is séal
conveys information related to the outcome obtaibgdhe demonstrates that the deceiver cannot be expecteenefit
selection of a pair of actions which is not trudeTfalse from communications which will aid the mark. In our



running example, a robot that leaves tracks leadingts
actual hiding position is not deceiving becauss firoviding
a true communication. On the other hand, all sgjfedding
the mark away from the robot’s hiding place wilheét the
robot and not benefit the mark.

Situations warranting deception

Conflicting
QOutcomes

Correspondence
Dimension

Corresponding
Outcomes

Fig. 3 A two dimensional representation of the interdepeme space
showing the correspondence dimension (X) and therdependence
dimension (Y) is presented above. Areas of low rdgpendence
(independent outcomes at bottom half of graph) teotl to warrant

deception because the actions of the mark will Hitle impact on the

deceiver. Similarly, areas of correspondence (nmittion of the graph) do
not require false communication as actions beradffor the mark are also
beneficial for the deceiver. It is only the toptlef the graph, representing
areas in which the deceiver depends on the actibttsee mark and is also

in conflict with the mark, in which deception is manted

The second condition requires that the deceiveziveca
benefit from the deception. This condition impligst the
deceiver’'s outcomes are contingent on the actidnth®
mark. With respect to the interdependence space
condition states that the deceiver is dependenh upe
actions of the mark. In other words, this is aatitan of high
interdependence for the deceiver. If this conditiere not
the case, then the deceiver would receive littla@benefit
from the deception. Again, relating back to our riag
example, if the robot does not gain anything byingdrom
the soldiers then there is no reason for deceptian 3
depicts a subspace of the interdependence spdteesjiect
to the two dimensions critical for deception.

Given the description above, we can begin to caostn
algorithm for deciding when to deceive. The aimtbé
algorithm is to determine if a situation warrare tuse of
deception. Fig. 4 presents the algorithm. The #lgor
draws heavily from our previous work in the aredhofman-
robot interaction [15,19]. The input to the algonit is the
robot’s model of itself and of its interactive pet. These
models are used in conjunction with Wagner’s irdeeand-
update algorithm to produce an outcome ma@, the true
matrix from Fig. 2 [19]. In the second step,
interdependence space mapping algorithm is used
calculate the situation’s location in the interdegence
space [15]. If the situation’s location in the itependence

space indicates sufficient interdependenee >(k;) and

our

For robots, these conditions warrant necessary niotit
sufficient conditions for deception. Sufficiencyaldemands
that the robot is capable of producing a false camioation
which will influence the mark in a manner benefidia the
deceiver. In order for this to be the case, thesidec must
have the ability to deceive. The presence or alesefcthe
ability to deceive rests upon the deceiver's aceh This
challenge is discussed further in the conclusioetice of
this paper.

Situational Conditions for Deception

Input:  Self Model mD; Partner ModelmM

Output: Boolean indicating whether or not the situation
warrants deception.

1. Use the interact-and-update algorithm from [{t9]
createO' from self modelm® and partner model

M
m

Use the interdependence space algorithm fr&htfil
calculate the interdependence space dimensionsvalug

<a’, BV, 5) from the outcome matrix.

If @ >k, and B <Kk,
return true
Else

return false
End if

ﬂlﬁig. 4 An algorithm for determining whether or not a sttaa warrants

deception. The algorithm takes as input the robsl§ model and partner
model. It uses the interact-and-update algorithomf{19] to produce an

expected outcome matrix for the situatid®, . Next the interdependence
space algorithm from [15] is used to generate ttierdependence space

dimension value<a', BV, 5) for the situation. Finally, if the value for

interdependence is greater then some appIicatienifi;pconstantk1 and
the value for correspondence less than some afiplicapecific constant

k2, the situation warrants deception.

We hypothesize the algorithm in Fig. 4 will allowabot
to recognize when deception is justified. In thdofeing
section we test this hypothesis, first qualitagivahd then
guantitatively.

V. EXPERIMENTS

A. Qualitative Comparison of Stuational Conditions for
Deception

In this section we qualitatively compare examplethose
siuations which meet the conditions for deception
expounded in the previous section from those whizhot.
Our goal is to demonstrate that the algorithm ig. Bi does
meet the same situational conditions which intelgureflect
those situations that humans use deception. Additiyy we

conflict (B <k,) then the situation can be said to warrangtrive to show that situations in which humanslyaiiéever,

deception.

use deception are also deemed not to warrant denepy
our algorithm. The purpose of this analysis is tovjge



support for the hypothesis that the algorithm ig. B does
relate to the conditions underlying normative iptasonal
deception. It is challenging, if not impossible, show
conclusively outside of a psychological settingt thrleed
our algorithm equates to normal human deceptiongsges.

lists 5 different game/interdependence theoreticiad
situations. Each situation was used as the mé&tifrom the
first step of our algorithm for the situational ditions for

deception. The values for constants weeg= 066 and

individual chooses between safe actions with inéeliate
outcomes or more risky actions with more middling
outcomes. An example might be the negotiation adraract
for a home or some other purchase. Whether or Imet t
situation warrants deception depends on the relatiicome
value of the safe actions compared to the riskipast If the
value of the risky action is significantly greatéren the
value of the safe actions then deception will berarged.

TABLE |
SOCIAL SITUATIONS FOR QUALITATIVE COMPARISON

k, = —-033. The rightmost column states whether or not tf
algorithm indicates that the situation warrantsegion.

To give an example of how the results were produced

consider the first situation in the table, the Carapive
Situation. The outcome matrix for the situatioms®d as the

matrix O' from the first step of the algorithm. Next, in the

second step of the algorithm the values for thed tbolumn

of the table are calculated—the interdependencecespa cooperating with the othe

dimension values. For the Cooperative Situatioase¢h
values are {0.5,1.0,—0.5,0}. Because a < 066 and
B >-033 the algorithm returns false. The following

additional situations were analyzed:

« The Cooperative situation describes a social sitnam
which both individuals interact cooperatively inder to
receive maximal outcomes. Although often encountére
normative interpersonal interactions, because titeomes
for both individuals correspond these situationsdsa
involve deception. For example, deception amonmigates
is rarely employed as it is counter to the dyadigual goals.
In contrast to the Cooperative Situation,
Competitive situation does warrant the use of déaepThis
situation is again an example ok&um game in which gains
by one individual are losses for the other indigkdiHence,
deception in interpersonal Competitive situaticnsdmmon.
Deception among competitors, for example, is extlgm

th

common and some games, such as poker, are evedefibun

on this principle.

The Trust Situation describes a situation in whic
mutual cooperation is in the best
individuals. Yet, if one individual does not cooater then
mutual non-cooperation is in both individuals biggérest.
Interpersonal examples of Trust Situations couldluide
lending a friend money or a valuable asset. THigasbn
does not demand deception because again both dodiel
mutual interests are aligned.

* The Prisoner’s Dilemma is perhaps the most extehsiv
studied of all social situations [13]. In this sition, both
individual's depend upon one another and are also
conflict. These conditions make the Prisoner’s Dilea a
strong candidate for deception. It is in both indidals best
interest to influence that action selection of thther
individual. As detailed by Axelrod, Prisoner’s Dilena
situations
situations involving actual interpersonal interantthat often
do entail deception [13].

e The Chicken situation is a prototypical social &iton
encountered by people. In this situation each autimg

interests of bof

including military and police enforcemen

€ Social Situations
Situation Example Inter. Situational
Outcome Space | Deception?
Matrix Loc.
Cooperative Situation— 12 6 0.5, 1.0, False
Each individual receives || 12 6 -0.5,0.0
maximal outcome by 6 0
oS 6 0
individual.
Competitive Situation— 6 12 0.5, -1.0, True
Each individual gains fron{] 0 -0.5,0.0
the other individual’s loss. 0 6
Maximal outcome is 12 6
gained through non-
cooperation.
Trust Situation—In this 12 8 1.0,0.2, False
situation, cooperation is irf| 12 0 -0.3,0.0
the best interests of each 0 4
individual. If, however, 8 4
one individual suspects
that the other will not
cooperate, non-cooperatian
is preferred.
*  Prisoner’s Dilemma 8 12 0.8, True
Situation—Both 8 0 -0.8,
individuals are best off if 0 4 -0.6, 0.0
they act non-cooperatively] 15 4
and their partner acts
cooperatively. Cooperatiot|
and non-cooperation,
results in intermediate
outcomes.
Chicken Situation—Each 8 12 1.0,0.2, [ True/False
A individual chooses 8 4 -0.3,0.0
h between safe actions with 4 0
middling outcomes and (| 15 0
risky actions with extreme|
outcomes.

Table | and the analysis that followed examinedessv
situations and employed our situational conditiofos
deception algorithm to determine if the conditiofer
deception were met. In several situations our #lgor
indicated that the conditions for deception weret. nie
?thers, it indicated that these conditions were met. We
related these situations back to interpersonalatitns
commonly encountered by people, trying to highlighe
qualitative reasons that our conditions match Sidna
involving people. Overall, this analysis provideslgminary
evidence that our algorithm does select many ofstmme
situations for deception that are selected by pedplhile
much more psychologically valid evidence will beueed
to strongly confirm this hypothesis, the evidence this
section provides some support for our hypothesis.



B. Quantitative Examination of Stuational Conditions
Warranting Deception

matrices were also abstract in the sense thakethards and
costs are associated within selecting one of twam-no

We now examine the hypothesis that by recognizingpecified actions. Symbolic placeholders suctapsand a,

situations which warrant deception, a robot is raféal
advantages in terms of the outcome obtained. Spaityf a
robot that can recognize that a situation warraetseption

are used in place of actual actions. The actioagjesunded
in the rewards and costs that the robot expects tte
produce. This is may be the only practical way xangine

can then choose to deceive and thereby receive m@f@usands of situations at a time and to draw géner

outcome overall, than a robot which does not rezegthat
a situation warrants deception. Although this ekpent
does not serve as evidence indicating that oulatsitoal

conclusions about the nature of deception itsetkida of
one or two specified situations. Both the deceiaed the
mark selected the action which maximized their eetipe

conditions for deception relate to normative humagutcomes. Once both individuals had selected daracach

conditions for deception, this experiment does shhat

individual receives the outcome resulting from thetion

robots which recognize the need for deception haygir selected. Fig. 5 depicts the experimental gace with
advantages in terms of outcome received when cedpar an example.

robots which do not recognize the need for decaptio

At first glance this experiment may appear trigialen the
definition of deception. There are, however, selvezasons
that the study is important. First, we do not knthe
magnitude of the benefit resulting from deceptiboes the
capacity to deceive result in significantly gredienefit over
an individual that does not deceive? Similarly, hoften
must one deceive in order to realize this ben&éeond, we
do not know how this benefit is affected by unsssta
deception.
deception the same as 100% successful deceptiorMyii
this definition was developed for biological systerhlence,
we need to verify that artificial systems such geras and
robots will likely realize the same benefit as albgical
system. In other words, we need to verify thathibaefit is
not something unique to biological systems. White t
answers to these questions may seem straightfoniaest
are an important starting place given that thisepdays the
foundation for a largely unexplored area of rokstic

We conducted a numerical simulation to estimate the

outcome advantage that would be afforded to a roftvat
used the algorithm in Fig. 4 versus a robot whiah ribt.
Our numerical simulation of interaction focuses tire
guantitative results of the algorithms and processeder

Is the benefit realized by 80% succéssfu

Experimental Procedure

Control condition procedure Example Matrices
Deceivel
Create outcome A B
matrix populated .|
with random values A 2 1
x | 1 3
I}
= 14 \1
B4 19
Deceiver Mark selects Deceive\l
selects action which A B
action which maximizes ]
maximizes outcome xA R 2 3 1
outcome e N
= 16 A1
—B |[4 1
Test condition procedure .
Deceivel
A B
Create outcome =
matrix populated A 2 1
- with random values X |1 3
If situation does not o g
warrant deception If situation 1§ \1
warrants B[4 \J1¢
deception
v .
Deceivel
Deceiver selects Mark selects Deceiver IndUC_Ed A
action which action which creates Matrix
maximizes maximizes induced A 2 1
outcome from outcome from matrix E L 1
true matrix true matrix s 16| 17
B4 3
- Deceivel l
Deceiver selects Mark selects A B
action which action which N
maximizes maximizes —A 2
outcome from outcome from % 1
true matrix induced matrix s 16 1
B4 19

examination and does attempt to simulate aspectthef Fig 5 The experimental procedure used is depicted atioviae control

robot, the human, or the environment. As such,
technique offers advantages and disadvantagesnasaas
for discovery. One advantage of a numerical sinfat
experiment is that a proposed algorithm can besdesn
thousands of outcome matrices represent thousdrsixial
situations. One disadvantage of a numerical sinaulat
experiment is that, because it is not tied to di@dar robot,
robot’s actions, human, human’s actions, or envirent, the
results, while extremely general, have not beenvahio be
true for any existent social situation, robot, antan. The
experiment involved two simulated robots. Both ckld
nominal actions from outcome matrices and receithesl
outcomes that resulted, but no actions were peddrimy
either individual.

The numerical simulations involved the creationl600
outcome matrices populated with random values.fididl
agents abstractly representing robots select actiased on
the outcome values within the matrices. These oéco

thisnditions the random outcome matrices are created actions are

selected from these matrices. In the test conditidrthe situation warrants
deception then deceiver creates an induced matrighathe mark selects
an action from. Example matrices are depicted erritiht hand side of the
figure.

Three experimental conditions were examined. That fi
condition was a control condition devoid of deceptiln
this condition both the deceiver and the mark sinsplected
the action which maximized their individual outcané& his
condition represents the null hypothesis in that
performance in the control is as great or greatemt
performance using our algorithm then the recogmitb the
situational conditions for deception via our al¢fum offer
no benefit to the agent.

In the two experimental conditions, the deceivexduthe
algorithm from Fig. 4 to determine if the outcometrix
warranted deception. If it did, then the deceiverdpiced an
induced matrix which was used by the mark to setett
action while the deceiver selected an action basetthe true

if



matrix. In the perfect deception condition the matways
selected an action based on the induced matrithdr80%
deception condition, the mark selected an actiomfthe
induced matrix 80% of the time and from the truetrira
20% of the time. The value of the 80% percent déaeps

condition is that it indicates how quickly the b&nef

deception decreases with an imperfect deceptiatesty.

The independent variable was whether or not thelsiied
agent used our algorithm for determining if a dinm
warrants deception and the effectiveness of demepiihe
dependent variable was the amount of outcome redddy
each simulated agent.

Relating back to our running example, in both tbatrl
and the test conditions, the deceiver interacthdonsands of
situations at the military base. Most of theseatitins do not
warrant deception and hence the control and tdgitsoact
the same. Only the robots in the experimental dandi
which are using our algorithm, however, recognibe t
situations that do warrant deception. In this c#sese
experimental robots use a deceptive strategy, sach
creating a false trail to hide, to create an inducetrix that
influences the behavior of the mark. The deceiviogot
then selects the best action for itself.

Fig. 6 presents the results. The recognition arel afs
deception results in significantly more outcomp < 001

two-tailed no deception versus perfect deceptiod an

2) most of the difference results from a small {39.
percentage of situations 3) imperfect deceptiorsdowact
the amount of outcome obtained and 4) Bond and
Robinson’s biological definition for deception da@ used in
conjunction with an interdependence theory framéwtor
develop methods for robot’s to recognize when diéaeps
warranted.

VI.

This article has presented a novel approach to the
exploration of deception with respect to artificelstems.
We have used outcome matrices to describe the pi@re
of deception and interdependence theory to devalegries
of conditions which, we argue, afford an artifickgistem the
ability to determine if a social situation warratite use of
deception. Further, we have presented a qualitatnadysis
of our algorithm to serve as evidence that the ridlyo
selects the similar situations for deception as ldvooe
selected by a person. In a separate experimensheeed
that recognition of situations justifying deceptiand the use
of deception resulted in significantly better antigelection
as judged by outcome received.

Overall, the results of these experiments providgéal
evidence that interdependence theory might prdfitabow
researchers to determine when a robot should decg&ivwe

SUMMARY AND CONCLUSIONS

deception versus 80% successful deception) then rajgorithm assumes that outcome matrices represgeritie
recognizing and using deception. Of the 1000 randosituation can be created. Previous work by Wagoppart
situations the simulated agents faced, 19.1% met tkthis assumption [19]. The algorithm and the quatitie

conditions for deception. Hence, all of the diffeze in
outcome among the various conditions resulted fomtter
action selection on the part of the deceiver inyoh91
situations. This experiment serves as evidence #rat
artificial agent or robot that can recognize andcteto
situations which warrant the use of deception Wél much
better suited to maximize their outcomes and hémsie task
performance.

- Quantitative Examination of Situational Conditions
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Fig. 6 Experimental results from our investigation ofe tisituational
conditions warranting deception. The perfect déoepand 80% successful
deception conditions result in significantlyp(< 001) more outcome

than the no deception condition. This result intéisahat an agent or robot
that can recognize and act upon the situationalitions for deception will
be better able to choose the best action.

These results are significant in that the demotestteat 1)
that a robot or agent that recognizes when to deceill
obtain significantly more outcome than a robot ithaés not

results also assume that the robot or agent hashifigy to
act deceptively.

Developing robots with the ability to deceive is an
important area of future work. We are currently lexipg
the impact of partner modeling on a robot's ability
deceive. We believe that having an accurate moti¢he
robot’s interactive partner will result in signidintly better
ability to deceive. This future work presents aitjons,
results, and analysis that will expand our undeditay of
both deception for robots and deception in general.

Potential application areas for robotics researah o
deception vary from military domains, to policedasecurity
application areas. Applications may advise humasratpons
in which deception is critical for success. Thisrkvanay
also lend insight into human uses of deception.éxample,
the algorithm presented in this paper may reflertmative
human psychological reasoning related to the sinalk
conditions for deception. Humans may be attundtt@atsons
in which they are dependent on the actions of thekrand
in conflict with the mark. Once these situationahditions
are recognized, a person likely goes on to consideir
ability to deceive before enacting a deception.

The development of a robot capable of deceptiosegai
numerous ethical concerns. We are aware of theseeoes
and are currently in the process of addressing thera
longer journal article which presents these resastsvell as
others in greater perspective.
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