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SUMMARY

The early phases of the defense acquisition praeegsre decisions that impact
the capability of the US armed forces and the atioa of billions of dollars of taxpayer
resources. Because acquisition programs ofterickti®r more than a decade, the
operational, technological, financial, and polititandscapes may be very different at
system delivery than when the early acquisitionisiens were made. This deep
uncertainty poses a wide variety of challenges ildary planners and systems designer.
The current revolution in military affairs and these of asymmetric warfare has
magnified these problems by increasing the uncggtairound adversary capability and
the complexity of the systems-of-systems beinggesi.

The current defense acquisition process suffersl feo lack of the ability to
compare alternatives based on their robustnessrigosous, quantitative fashion. A
survey of the literature for robustness evaluatioengineering and the current state-of-
the-art in defense acquisition identified the oppoity to develop a new method
applicable to the defense acquisition process.

Other disciplines were searched for methods thatdcbe used or used with
modification for robustness evaluation in the de&emcquisition process. Long-term
policy analysis was identified as a promising fiétd methods based on its similar
uncertainty, magnitude of risk, and time-horizoh .cross-fertilization of two techniques
from long-term policy analysis, massive scenarioegation and regret analysis, was
identified as having promise for addressing robestnearly in the defense acquisition

process. Regret, in this context, is a measutheotlegree to which a system falls short

xXxiii



of the optimum for a particular scenario. In ortteovercome the challenges associated
with using these two techniques for early defenspuition, a new methodology was
developed that coupled regret analysis and massigrario generation with surrogate
modeling techniques in a parametric environment.

The hypotheses presented in this work were teswdgua modeling and
simulation environment based on a strike missio@peration Desert Storm. The first
experiment tested the feasibility of a Parametrerfario Generator, used to rapidly
develop and execute a large set of scenarios focegt evaluation in the FLAMES
agent-based modeling and simulation environmertte Jecond experiment developed
and tested a formal mathematical definition of @loRegret, which can be used to
compare concepts in the early defense acquisittonegs. Additionally in the second
experiment, the feasibility of approximating conceggret across the plausible scenario
space with surrogate models was shown. The workife second experiment was
conducted in the JMP statistical package. Thelthxperiment, also conducted in JMP,
showed the used of a Filtered Monte Carlo Deciditaking technique for navigating the
regret of concepts across the plausible scenaraxesp Each of the experiments
performed in the hypothesis testing phase supptinetiypotheses of the dissertation.

The methodology is demonstrated by using an exarbpted on the US Air
Force’s persistent, precision strike mission. Eiglajor tasks, identified from the DoD
documentation of the defense acquisition processe wompleted to demonstrate the
application of the Global Regret Analysis Methodplon a relevant defense acquisition
process. A DoE of five concepts, including consepith distribution of tasks among

platforms and swarming approaches, were evaluatgdgua Parametric Scenario

XXV



Generator for a time-critical-target mission. Tkeults of this DoE were fitted with an
Artificial Neural Network type surrogate model, whiwas then used to explore concept
regret over the entire scenario space. Based endbret landscape and the Global
Regret values, two concepts were identified as mioign for future investigation.

Global Regret Analysis was qualitatively compartd five state-of-the-art
robustness methods using a wide variety of criterilhe Technique for Ordered
Preference by Similarity to an Ideal Solution, a ltvattribute decision making
technique, was used to compare the methods. Depperah the importance of the
criteria, any of the methods could be found tohee“best”, however, for the majority of
importance weightings, Global Regret Analysis waesdtrongest choice.

Global Regret Analysis shows promise for applaratin a number of areas of
defense acquisition. In the early, Pre-MilestoneFénction Solutions Analysis and
Analysis of Alternatives, Global Regret Analysi®ywdes the opportunity to understand
the robustness of alternatives across a wide yaoieplausible futures. Because these
analyses are where the majority of the designaskéd in” and occur many years before
the design’s fielding, it is imperative to understahow the effectiveness might change
with differing operational conditions. Additiongllonce a system is selected or fielded,
the landscape of effectiveness relative to operatiscenarios can be quickly understood
because of the parametric nature of Global Regnalysis. Because of the mathematical
formulation of Global Regret, the visualizationrefjions of the scenario space where a
concept is “best” is intuitive. This visualizatiafso allows for the rapid identification of

areas of poor effectiveness relative to the otherratives. As information about actual

XXV



operating conditions becomes available, correctiggon can be taken based on this

understanding of the effectiveness landscape.
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CHAPTER 1

INTRODUCTION

1.1 Shift in Warfare

A major doctrine shift is underway in the Unitecht®s Department of Defense (DoD).
Historically, warfare has been conducted by maskinges to do battle with an enemy of
comparable strength and intelligence [73]. The=srjon-peer battles were characterized
by an enemy who was clearly identifiable and foulgirta set of rules established by
international treaty or convention. In these typepeer-on-peer conflicts, a set of fairly

simple relationships can be used to determine wsiabhd will prevail [71].

Since the dissolution of the Soviet Union, howewvire landscape of warfare has
drastically changed. Technologies perfected inphst century have greatly magnified
the potential for non-state actors to wield infloenon an international scale.
Consequently, the US Military must adapt its misdio fight not only the large battles of
the peer-to-peer conflict era, but also battlesregamall groups, many of whom blend
easily into the native population. These conflcas be labeled “small wars,” and their

growing importance presents a major challenge éberse planners.

The United States has engaged in small wars forlynadl of its existence. From

operations in Tripoli during the First Barbary Wab2] to the Boxer Rebellion in China
[185] and to the operations in Bosnia in the [a890s [32], the US has consistently
deployed forces to “hot-spots” around the world.he3e small wars have typically

garnered less attention than the major conflictsabse of their expeditionary nature and



small drain on national resources. In many caBeset operations have been entirely
prosecuted by the United States Marine Corps, whiater the expeditionary model was
almost completely self sufficient for the duratiai many small conflicts. The
expeditionary nature of these conflicts requiredits to integrate their fighting forces,
land, sea, and air, and logistics support into lzesive force that could win battles far

from reinforcements or supply lines.

The integrated approach used by the Marine Corps Hiatorically enabled the
expeditionary warfare model. [232] As non-stattoecbecome more important on the
world stage, a concept closely coupled with fog#meration warfare [245], the DoD has
laid out a strategy that brings its functions ctosethe Marine Corps model, currently
the MAGTF. This new strategy is commonly knownthe Revolution in Military

Affairs (RMA). Central to the new strategy are fjbioperations,” where multiple
services coordinate to achieve a goal [128]. Thabkng technology approach for
allowing soldiers, sailors, airmen, and marines,owéxist in different command

structures, to effectively prosecute joint missiathe network centric battlespace.

The network-centric warfare environment offers thatential to greatly increase the
effectiveness of the military System-of-SystemsSBdy employing mixed units, the
military gains the advantages of having each tyjpend, but must effectively coordinate
the units. These coordinated units can potentetigage enemies from small, military
operations other than war, for example stabilitgl a®curity operations in Iraq and

Afghanistan, to large scale conflicts with emergadyersaries such as China and Russia.

The benefits of network centric joint operations aot without cost, however, and the
change in doctrine has forced a change in the WwayDioD acquires systems. While

military systems previously served only the brarmh which they were purchased,



systems must now operate successfully in the iatedrbattlespace. These systems are
designed based on the capability they provide dont joperations, instead of a set of
requirements. Additionally, the technology reqdirto integrate systems into the
network-centric environment has greatly increadesl dost of military systems. This
increased cost means that fewer weapons can begsed, so their effectiveness must be
assured. According to Soban, the system effeas®must be a product of the mission
effectiveness over a wide variety of possible sdesaand the cost that is required to

achieve that effectiveness. [213]



1.2 MDAP Failures

The RMA has led to many changes to doctrine legéties in the DoD. The acquisition
process, which develops military systems while waglclosely with industrial suppliers,
traditionally has taken many years to field newtays. Especially in the case of Major
Defense Acquisition Programs (MDAPSs), which magtin for two decades or more, the

RMA has greatly impacted whether programs facebegks or cancellations.

Two MDAPs in the past 5 years have suffered higifiler cancellations. In both cases,
the programs were cancelled during prototype tgsand government investment in the
programs were both several billions. The Comaruteopter and Crusader artillery
system programs are discussed briefly in the fahgwsections, and will serve as case
studies for identifying new challenges in the deeacquisition process brought about by

the RMA.

1.2.1 Comanche

“The RAH-66 Comanche... is the centerpiece of theyArmodernization efforts for the

next decade [1995-2005].” [149]

In 1995, the Army’s reconnaissance fleet was comgas over 80% Vietnam-era OH-
58 Kiowa helicopters. The Army’s attack fleet ceted of a significant number of AH-1
Cobra helicopters, another Vietham-era aircraft.he Tage of these aircraft place
significant limitations on the Army’s aviation opgions, especially with respect to night
operations, and high-altitude, high-temperature ratpns. Additionally, the

maintenance cost of operating several differenicbpters for a mission is significant.

[149]



The role of the Comanche (Figure 1) was to be apdsears for advancing Army units in
a fast paced battlefield. Because of its emphasi®w Radar-Cross-Section (RCS), the
Comanche would be able to penetrate enemy linescanddinate attacks from other
units. It addition, the Comanche would be ablengage a substantial array of targets
with its air-to-air missile, air-to-ground missilasd rockets, and 20mm turreted cannon.
[105] According to a Congressional Budget Officpas, the Comanche “could make the

total combat fleet over 30 percent more capabB0Rb than [was in 1995].” [149]

Figure 1: Sikorsky RAH-66 Comanche

The improvements in Army helicopter capability pa®d by Comanche did carry a high
price tag. In addition to the estimated 30 billidollars (FY1996) to acquire the size
Comanche fleet scheduled in 1995, the program wooide at the cost of modernizing
the Army’s utility helicopter fleet. The utilityelicopter fleet suffered many of the same
age-related issues as the reconnaissance airandftyas badly in need of upgrades or
replacement. The Congress presented four alteesatio the existing Comanche
program, in 1995, that would allow an interim ugdat the Army’s helicopter fleet, both
utility and attack. Three of the four alternativegolved the complete cancellation of the

Comanche program, and the fourth involved anotb@esack. [149]



The Comanche program managed to survive the atiackt®e mid-1990s and the first
prototype flew in 2003. However, in initial teights some serious technical issues were
identified that still needed to be overcome, inabgd‘'software integration and testing of
mission equipment, weight reduction, radar sigreguantenna performance, gun system
performance, and aided target detection algoritterfopmance.” [105] Despite the
deficiencies, Sikorsky Aircraft and Boeing both ésted heavily in infrastructure for

Comanche production including a 20,000 square &ssembly facility in Philadelphia.
[2]

In 2004, the DoD officially cancelled the Comangiiegram. Defense Secretary Donald
Rumsfield’s vision for the new US forces broughtgka scale spending programs that
were perceived to be relics of the cold war unéeewed attack, and it was determined
that the Comanche did not meet the needs of theefldS Army. There was additional
concern that Unmanned Aerial Vehicle (UAV) systemsuld be available before
Comanche’s service date that would be able to partbe same mission at a lower cost
and risk to pilots lives. [105] The budget alltath for the Comanche was shifted to
upgrading existing helicopter systems, and the hage of 800 new Blackhawk
helicopters. [3] Up to the cancellation date, he&rbillion dollars had been spent on

Comanche development.

1.2.2 Crusader

In 1991, Operation Desert Storm provided the Bygportunity to test the effectiveness of
many US systems in what was anticipated to be etpesear peer war. In the ground
phase of the campaign, the US relied on a strategyinvolved very rapid movement of
armor. The M1 Abrams Main Battle tank, poweredaby500 horsepower Lycoming

Textron gas turbine [85], moves at somewhere nekptbin the dark. [56] Other highly



mobile units, such as the Multiple Launch Rockest&yn (MRLS), were able to keep up
with the M1 and offer support in engaging the Iragnored forces. However, a major

hindrance to the operation was the performancheoPladin Artillery system. [106]

Current US doctrine for the execution of armor leattrelies heavily on indirect fire
artillery for destruction of enemy units and theatron of walls-of-steel to shield friendly
units that are outmatched. The use of offensivdirect artillery fire greatly reduced the

risk to forward reconnaissance and direct-fire aromots, e.g., the M1 Abrams.

Unfortunately in this scenario, the diesel powewD9 Paladin, with a maximum speed
of 56kph on highway, [106] was unable to keep uthwhe advancing US armor line.

The Paladin batteries were forced to leapfrog fodweeducing by 50% the number that
could fire at any given point, and also slowing #uvance of the other armor systems.
Based on the shortcomings of the Paladin systenthenmodern, fast-paced ground
battlefield, the DoD began investigating a replaeetrsystem for the Paladin in 1992.
[106]

The Crusader Atrtillery (Figure 2) system was mdanaddress an entire wish-list from
the Army artillery community. It featured a comjely automatic loading and firing
mechanism, could deliver 8 rounds simultaneouslhyadarget, separated the crew from
the ammunition storage and breach compartmentuded a heavily armored crew
compartment with state-of-the-art navigation anthewnication equipment, and had an
estimated top speed of 48 kph cross-country. alhyticonceived as a relatively
lightweight 155mm system, once all the various congmts had been added to the
chassis, the prototype weighed in at nearly 70.toRsis weight was prohibitive due to
the necessity to air deploy the vehicle. [106] Tt this weight in perspective, the

Abrams tank is a similar weight.



Figure 2: Crusader XM2001 155mm Self-Propelled Howzer [234]

As a solution to the weight issue, United Deferestesigned the Crusader as a 2 vehicle
system, with a 3 man crew in each vehicle. Thersgwehicle was for re-supply, and
featured the same crew protections as the mairchkeehiThe vehicles could conduct the

complete re-supply mission without the crews legthe compartment.

The majority of the Army artillery community belieg that the Crusader was on track to
be an effective program that would meet the neédseoArmy at its planned 2008 roll
out. However, when the DoD came under the guidarideefense Secretary Donald

Rumsfield, a major doctrine shift occurred which fhe Crusader in jeopardy. Secretary



Rumsfield envisioned the transformation of the Uitany into an expeditionary force,
focused more on maneuver warfare and rapid deploymeAs a part of this
transformation, he sought to eliminate programs weae viewed as a legacy of the cold

war, namely the F-22 Raptor, the RAH-66 Comanclicthe Crusader Artillery System.

In May of 2002, Secretary Rumsfield requested aradyais of alternatives for US Army
artillery if the Crusader were to be cancelled. dllecated 30 days for the study, but
terminated the Crusader program on 8 May 2002 redfee delivery of the report. [146]
He cited the crusader’s incompatibility with hissian for the new US military. “This
decision is not about any one weapon system, lllyyrabout a strategy of warfare in his
reasoning for the cancellation of the program.”dl#he crusader had cost 11 billion

dollars to that point.



1.3 Judging Military Systems
According to Pinker, Smith, and Booher, it is diffit, except in hindsight, to judge to
goodness of a military system. [183] Even thenyédwer, most military systems will
have only been used across a limited slice of paees of possible conditions for which
they could have been used. How the system would parformed in an environment

outside of that for which it was tested will neveally be known.

It is difficult to find a concise list of metrichat can be used to define a good military
system. However, the Navy SEALS and US Marinespdblish a list of the human
characteristics that make a good leader or membleese characteristics are summarized

in the table below. [67], [112], [231]

Table 1: Characteristics of Marines and Navy SEALS

Judgment Justice Dependability
Integrity Decisiveness Tact
Initiative Enthusiasm Bearing

Unselfishness Moral Courage Physical Courage
Knowledge Loyalty Endurance
Drive Discipline Responsibility
Accountability Ambition Honor
Integrity Flexibility Creativity
Discipline Learning Winning

In order to come up with a list of high-level cheteaistics that might describe “good”

military systems, the list of human characteristig be examined to see if any are

10



applicable to non-human systems. Of the elememthe list, endurance, integrity, and
flexibility are the few characteristics that catate fairly directly to non-human systems.
In the human sense of the word, endurance is thigyalb maintain performance over
time under adverse conditions. Integrity is thaldqy that describes an ability to perform
as expected by the standards of the military servilexibility is the ability to change or

adapt to overcome obstacles to performance.

While these three characteristics do describe ¢hihgt are considered for the evaluation
of military systems, they are not usually put iedé terms. The integrity of a system
would usually be described as the manufacturedtgualthe system. The endurance of
a system might be described in terms of its expese&rvice life. And finally, the

flexibility of a system could be either flexibilitypr robustness. Some additional

characteristics that are desirable in military eyst are listed below.

High Performance

* Long Service Life

* Long Time Between Failures

* Low Training Required (Simple)
* Low Acquisition Cost

* Low Maintenance Cost

* Low Disposal Cost

e Robust

Unfortunately, it is difficult to find many moredits of “good” military systems, because,

depending on their particular role in the militathe direction of desirability could

change. For instance, an infantryman might cldmat fightweight would be a good
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characteristic for a military system, but a mortanmmight disagree because a heavier
mortar is the more stable. Stability might be adyohing for a mortarman, but a bad

thing for a high-performance fighter pilot.

1.3.1 Focus of the Dissertation

Because of the recent shift in the threats thatliBeMilitary must deal with, and the
possible emergent of more peer and near-peer adiegsthis dissertation effort with
focus on understanding the robustness of militastesns. Defense Secretary Donald
Rumsfield said in 2004 that “you have to go to wadth the Army you have, not the
Army you want.” [167] While the Secretary’'s commemas met with great criticism
[192], in many situations his statement is entikyrect. Given that defense acquisition
programs often stretch for at least a decade, lzatdttie buildup for a conflict often only
lasts a few months, it is impossible to customotathe military’s systems for each
possible engagements. However, by ensuring systemsobust to a wide variety of
possible operating conditions, the need to re-tio®Imilitary for every conflict could be

reduced.
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1.4 Establishing a Baseline

Before brainstorming ideas for improvements to @cess for the evaluation of systems-
of-systems, it is important to understand the sb&tide-art in robust decision making.
The author could locate little information aboutthoels for robust decision making
written prior to the 1980s. However, during th&Q9 and 1980s there was a revolution
in manufacturing processes in Japan and the Uidtates, respectively. The Quality
Revolution [259] brought into light the need to idessystems that would maintain
performance levels while being insensitive to M#ores in the manufacturing process.
While military systems need to be robust to mowntfust variations in manufacturing
processes, the concepts of the quality revoluteom e brought to bear on more general

concepts of robustness.

In general, robustness deals with the insensitwitgn aspect of a design, whether cost,
performance, reliability, etc, to variations beyotite control of the designer. In
structural design of a wing, for example, a “robsstuctural design is one that in
insensitive to inaccuracies in maneuver loads... uéhe use of linear aerodynamic
theory.” [262] Additionally, a secondary piece offormation that is useful for
understanding the robustness of a process or pragluaderstanding where that process

breaks down. [126]

Toward the end of the 1980s a series of methodedogimerged for addressing
robustness in design. These methodologies canrdeedly grouped into two areas:
optimizer based methods and non-optimizer basedhadst Advances in computing
power and the ability to perform simulations earlie the design process greatly aided

the creation of these methods.
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1.4.1 Non-Optimizer-Based Robustness Methods

1.4.1.1 Taguchi’s Parameter Design - 1993

Genichi Taguchi developed parameter design as aadedf mitigating the effects of
noises on the variability of manufactured producfaguchi defines a noise as a variation
in “primarily... three sources: environmental effectdeteriorative effects, and
manufacturing imperfections.” [219] According tadguchi, parameter design can reduce
the impact of all three primary noise sources. af@ter design takes place in both
product design and production process design. dragiso enumerates three important

factors for robustness: technology readiness,tlktyi, and reproducibility.

Two primary metrics are used by Taguchi for evahgathe robustness of a process. The
process capability index, Cp, is defined as showikquation 1. The tolerance is the
amount of variation in the product that is alloweald remain within specification limits.

The standard deviation quantifies the variationthie product output. Taguchi does not

account for any shift in the mean of the produdpatiin the process capability index.

Equation 1: Process Capability Index

_ Tolerance

<, 6*0

The second metric used by Taguchi for evaluatirey itbustness of a process is the
signal-to-noise ratio. The noise in this formuwdatiis a catch-all factor that includes
variations from all three primary sources mentioaédve. This signal-to-noise ratio is
analogous to the signal-to-noise ratio (SNR) ottetaic devices, where the signal of
interest should be several orders of magnitudednighan the noise to allow the signal to

be distinguished.
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Taguchi’s formulation for robustness has some &tions because of the linear nature of
the assumptions, and the lumping of all noise factato a single term. Additionally,

fairly concrete knowledge of the system being aredyis necessary to complete the
signal-to-noise calculations. Taguchi states tim&w products cannot be developed
smoothly and efficiently if the technologies needed new product development and
production are not available.” [219] This requiesmh places a significant limitation on

the use of Taguchi’'s methods in the pre-technoldgyelopment phase of the defense
acquisition process. Additionally, according tork®aet al., because of the orthogonal
array used in Taguchi’'s formulation, the examinatid a broad design space, which is

often seen in conceptual and pre-conceptual dedignlitary systems, is difficult. [178]

1.4.1.2 Robust Concept Design - 1995

Ford and Barkan’s Robust Concept Design (RCD) gitento address a shortfall of
Taguchi’'s Parameter Design by incorporating rolesgnconsiderations earlier in the
design process. The creators of RCD elaborateagudhi’'s concept of robustness by
noting that “consistency of performance of all pro and production processes is
importantly affected by variations in their manutae, variations in the conditions of
their use and variations in the environment in \whitey operate.” [90] This expansion
provides an important addition to Taguchi’s condegtause it brings robustness out of
the manufacturing process environment discussedlagychi and into the environment
of the product’s entire life cycle. Considering tbntire life cycle is especially important
for military systems because of the long life-sgamd the high cost to operate the
systems. Brigadier General Guy Townsend underlithedlong life-span of military
systems when he pointed out that the US Air Foae “three generations of pilots who
have flown [the B-52] -- grandfather, father, ad s- in the same family. If it lasts until

2040, five generations will have flown the samenpla[88]
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Ford and Barkan rely on the same mathematical itiefinfor robustness as Taguchi
defines for Process Capability Index (Equation Hpwever, citing Fabrycky, as well as
general acceptance by the engineering communigyddvelopers of RCD identify the
problem definition and concept design phases ofptioeluct life cycle as the area with
greatest impact on the quality of the product (&l ws that with the greatest design
flexibility). The RDS “window of opportunity” fomcreasing the robustness of a product

is shown in Figure 3.
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Figure 3: RCD Window of Opportunity [90]

The method for developing a robust system fromctireceptual design phase using RCD
consists of four stages: Definition of the RobusbldRem, Derivation of Guiding
Principals, New Concept Synthesis, and Conceptuatiain and Selection and lterative
Refinement. [90] RCD brings many important atttés) such as defining robustness as a
primary goal, singling out and circumventing limgi constraints, however, the

methodology does not address competing metricssigmificantly “outside-the-box”
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design. Many steps in the process refer to desgye&perience, existing prototypes or
products, and empirical correlations, which limitet method’s applicability when

prototyping or obtaining empirical data is extreyn@xpensive (e.g. major defense
acquisition) and when designers may have few egpees with the type of system being

designed.

1.4.1.3 Robust Flexible Design - 1999

Kazmer and Roser developed a method for robusgudegith the goal of capturing both
the negative effects of manufacturing variabilitydahe potential positive effect of the
manufacturing response. [131] Robust flexible destgldresses two deficiencies in
previous robust design methods: sensitivity to @ggions about variance in design
parameters and lack of consideration of manufagjuresponse to flexibility. The
method addresses these two areas by examining Smrees of process variation...
[and] incorporates an estimate of the manufacturggponse to flexibly improve the
product properties during production when face$ wistances of significant variation or

quality loss.” [131]

Kazmer and Roser suggest the following equationsf@luating the robustness for a

design with multiple criteria.

Equation 2: Kazmer and Roser’s Robustness

n

Rotar = D R

R =_?1q>—1 (PO
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In Equation 2, Ris the robustness of the ith performance parampteris the normal
cumulative density function, and n is the numberpefformance parameters. This
formulation allows robustness to be evaluated agjaeveral performance metrics, which

may include both design and manufacturing pararseter

The methodology for implementing the above formatarequires knowledge of several
factors which likely will not be available for dgsiers working in the Pre-Milestone A
phases of the Defense Acquisition Process. Théadetequires knowledge of product
specification limits, design and manufacturing &hles to a sufficient level to estimate
variations in process outputs, estimates of vamatiin both design and process outputs
and manufacturing properties. This becomes esheciaghallenging because
manufacturing design is typically not taken intnsieration until much later in the

Defense Acquisition Process.

1.4.1.4 Methods at the Georgia Institute of Technol ogy - 1996 to

present

Robust Design Simulation (RDS) was developed af®BL at Georgia Tech to address
uncertainty at numerous levels of the design hotar The goal in RDS is to quantify
the uncertainty associated with a system and nitiga effects. RDS defines uncertainty
as the error between a mathematical model andyeaith respect to the system model,
its inputs, or the operating environment. In tleeelopment of RDS effort was made to

remove reliance on obsolete historical databases.

The effect of uncertainty in engineering analysgsextremely important, however,
according to Mavris, “even the most elegant decaitjpm, approximation, and
optimization schemes cannot properly account fopreuaise contributing analyses,

uncertain operating conditions, and ambiguous desgquirements.” [159] Uncertainty
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leads to the second criterion that is evaluatedgaith the objective function’s expected

value, the variability of the objective function.

Central to RDS is the ability to model the vehidzing and synthesis and the
environment in which it will operate. The methastf conducts ANOVA to determine
the significant variables for the system level nestr After the variable screening,
response surface equations are used to model stensyand Monte Carlo Analysis is
conducted. The results of the Monte Carlo Analgsesviewed in the form of probability
density functions (PDF) and cumulative density tiores (CDF). These PDFs and CDFs

are used to establish a likelihood of meeting tavghies. [155]

Two opportunities to improve RDS involve the inélito determine what regions of the
scenario space contribute to poor system performmand providing a method for quickly
comparing vastly different system concepts. Undeding the relationships between
regions of the scenario space and the relativetsnefidifferent concepts is important
information for decision makers. Because the céipabased analysis sought in the
current defense acquisition paradigm requires denation of many different approaches
to meeting capability goals, traditional sizing asyhthesis approaches are typically
inadequate for the comparison. Additionally, thentéoCarlo approach of RDS suffers
from some shortcomings because of the tendencheofistributions to ignore corner
cases because of the Central Limit Theorem. Tdmsbecome particularly problematic if
the scenario space is characterized by an intalligéversary trying to drive the scenario

to technological or tactical limits.

In addition to the work at the ASDL, the System IR@gion Laboratory in the School of
Mechanical Engineering at Georgia Tech has beeneasithg the design of robust

systems through the use of “Families of Systentainilies of systems are developed on
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a common baseline model that has been designed thaththe system may be
continuously developed and improved to create ség@nerations of systems that meet
increasingly demanding constraints. [114] This apph is somewhat analogous to the

spiral development approach favored by defenseisitiqas prior to the RMA.

The majority of the work within the systems rediiaa laboratory has focused on the
product-process design and creating families thmat rabust to evolving constraints
within that process. The techniques include the of Design of Experiments and
Response Surface Approaches, a form of surrogatelsio The work has not, however,
focused on SoS or the impacts of changing enviromahdactors after the product’s

manufacture.

Much of the work of the families of systems apptoas focused on improving the
flexibility of the systems for later adaptationdeanging constraints. This approach is as
opposed to choosing a system initially that’s effemess will be insensitive to changing
constraints. Both approaches have the abilityrtmlgpce a “robust” solution, however,
the families of systems approach requires some atnoluredesign as the changes in
constraints occur. These two approaches, flegbiln the design process versus
selecting an insensitive design initially, reprastie main two approaches to selecting a
design that maintains effectiveness over a widetaof plausible futures. However,
the selection of the insensitive concept providégaatages after the system has been

fielded.

While the design of flexible systems is desirabléhie design phases of the system, once
the system has been fielded it has potential drekgbtor military systems. One feature
of the RMA is the shift toward expeditionary wadawhere supply chains are long or

forces must self sustain. In those cases, flexgystems that require additional
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components have the potential to create logistioblpms for the forward forces. The
flexible components must be stored, transportedhtaiaed, and implemented, and all of
those tasks require additional manpower and expei$es approach is counter to the
desire to increase the “tooth-to-tail” ratio of tleemed forces. Systems that are
insensitive to changes in environmental and usagelitons, however, do not require

this additional logistics footprint.

1.4.2 Optimizer-Based Robustness Methods

1.4.2.1 Wilde - 1992

Wilde expands Taguchi’'s Parameter Design methohtbgducing the idea of a “quality
margin” that allows the designer to use a matharakbptimizer to drive robustness.
Wilde’'s method incorporates quality into the coastts of the optimization problem,
allowing multiple quality and performance factoodoe considered simultaneously. [255]

Wilde uses the following definition of the qualityargin.

Equation 3: Quality Margin

q# — Y* - y#
Y*-T

— Y _Y#
e T-V,

In Equation 1, the superscript # corresponds taifiper margin, while the subscript # to
the lower. T is the target value for the design, Y is the agenzalue, and y is the sample
value. The quality margin is the difference betw#ee specification limit and the largest
possible deviation from target, normalized. Therefperfect quality, with zero standard

deviation on the process and a mean on target,dlmiexpressed as 50/50. [255]
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Wilde’'s model relies on the assumption that a matitecal constrained optimization
problem can be created for the problem at handr rélatively simple products and
processes this is likely the case, however, mogediystems-of-systems in this manner
may not be possible. Additionally, multiple desigbjectives must be treated as
constraints rather than as objectives. This csepteblems when trying to address the
affordability of a system, where capability and tcosust be simultaneously evaluated

with other, sometimes qualitative, objectives.

1.4.2.2 Robust Optimal Design - 1994

The Robust Optimal Design (ROD) was developed hyit@nd Parkinson to understand
how variability in input parameters and design afales impacts a design. This type of
study is also known as sensitivity analysis. Leansl Parkinson expanded on the work
of Emch and Parkinson [77] from worst-case toleeaanalysis to statistical tolerance
analysis. The use of statistical analysis instdaglorst-case analysis allows the engineer
to understand the impact of the probability of ttagiation in the variance of the final

product. This is especially important when a lamyember of products will be

manufactured.

ROD is based on a standard-form, multi-objectivénoation problem with a humber
of constraints. Lewis and Parkinson determined #hdinear tolerance model was
inadequate for modeling problems where the skewr@sproduct within design
tolerances is significant. To address the skewrsss®, the method uses a second-order

tolerance model to solve the optimization problfm5]

A limitation of the ROD method is that it relies tre use of differentiable mathematical
models. Additionally, because of the assumptiat garameters will be modeled with

normal distributions about some mean, infeasiblmlboations of inputs can result,
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especially near the “tails” of the normal distriiomt. For example, if the designer was
using an aircraft's cargo weight as a parametetr i@y have a distribution (payload
weightwill vary in military operations), it is mathematicapigssible to have a negative
payload weight from the edges of the normal distidn, even though that value is not

physically realizable.

1.4.3 Criteria for a Systems-of-Systems Robustness Evaluation
Method

The existence of several methods for handling rmimss during system design implies
that criteria need to be established to compareniods. The goal in the comparison
is to determine if any existing method suffice fobustness analysis in the early stages
of military system-of-systems design. The followitable of metrics was constructed

based on a decomposition of characteristics of nigtense acquisition programs.
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Table 2: Robustness Method Metrics

Metric

Reasoning

Applicability in Pre-

Conceptual Design

The earliest phases of the design process are \tlere

majority of the product quality is determined

Applicability in
Conceptual Design

The earliest phases of the design process are \tlere
majority of the product quality is determined

Robustness Evaluation

Capability Level

aiCapability based acquisition

Applicable to Systems-

of-Systems

The revolution in military affairs has shifted dgsiand

acquisitions to networks-of-systems

Applicable to Multi-

Objective Problems

Military acquisitions are inherently multi-disciplry

designs that must meet many different objectives

Applicability to
Revolutionary Concepts

The emphasis on technology incorporation into amyit
systems brings many designs outside the realnstdrical

or empirical design

Robustness Evaluation

Based on Full Life Cycle

The long, expensive lifespan of military systemsg.(the
B-52) means that the majority of costs are not sppethe

design and manufacture

Mathematical Definition

of Robustness

Military acquisitions emphasize quantitative analys

wherever possible (Reference DoD 5000)

Optimizable A robustness term that can be optimabxivs Multi-
disciplinary optimization to include robustnessiith
performance and cost

Automated Reduction in design and re-design tinwiigal if many

scenarios are to be studied
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1.4.4 Comparison of Existing Robustness Methods

The following figure (Figure 4) displays the autlsoassessment of each of the five

robustness evaluation methods discussed earlibrrespect to the metrics in Table 2.
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Figure 4: Robustness Methods
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1.5 Need for a New Method

The results of comparing the robustness methodbtecevaluation metrics (Figure 4)
show that no existing method is entirely suiteddpplication to early phases of military
systems-of-systems evaluation. It is also appdrenmt the evaluation that Robustness
Evaluation at the Capability Level, Applicabilityo tRevolutionary Concepts, and
Applicability in Pre-Conceptual design are areagmelchallenges may exist for applying

a robustness methodology.

Based on the assessment of existing robustnesodsetthe author asserts that a new
method may be able to better evaluate robustnegsifibary systems-of-systems. This

assertion will become the focus of this dissertatio

1.6 Summary

The current RMA has placed an increased burdem®nléfense acquisition community.
The community must now acquire capabilities throtighSoS they design and purchase,
and those capabilities must be robust to a widéetyarof possible adversaries and
operational conditions. Additionally, the SoS mhstable to operate effectively in the

joint operations environment, placing additionahstpaints on the designers.

Two major failures of defense acquisition programise US Army’s Comanche
Helicopter program and the US Army’'s Crusader Aty program, cost taxpayers
billions of dollars with little useful military gai The failure of these two programs
underscores the need to effectively design systdras will be robust to changing
battlefield conditions and adversary sets. Rolasstns only one of many characteristics

that can be used to judge military systems, but sedscted because of the importance it
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plays across all of the service branches. Itgs ahportant to note that the success of a
military system can only be truly judged in hindgignd that, even then, the system will

have been used in only a narrow set of the posarieplausible battlefield conditions.

The current state-of-the-art methods of robustgiesall into two groups: optimizer-
based approaches and non-optimizer-based approathesmethods were compared on
the basis of applicability in pre-conceptual andcaptual design, robustness evaluation
at the capability level, applicability to SoS, réuoonary concepts and multi-objective
problems, their use of a mathematical definitionrftbustness, and finally the ability to
optimize and automate the method. Based on thessisent of existing robustness
methods, the author asserts that a new method maple to better evaluate robustness

for military systems-of-systems.
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CHAPTER 2

PROBLEM DEFINITION

2.1 Introduction to Terms
Before beginning an effort to create a new methaglplfor making decisions based on
robustness, it is important to have a common umaiedsng of the meaning of terms that
will appear throughout this dissertation. Only ddp overarching concepts will be
addressed in this section, more specific conceptbevdefined when they first appear in
the methodology. The section will begin by defgihe terms associated with the title of
the dissertation: A Methodology for the RobustnBased Evaluation of Systems-of-

Systems Alternatives Using Regret Analysis.

2.1.1 Preference of Definitions

Because the focus of this work is on military asgions, the DoD definition of terms
will be preferred, unless it is found insufficieat non-existent. In these cases, the
definition used by individual branches of the USlitawriy will be used. If multiple
definitions exist across branches, the most s@talil be chosen. If definitions can not
be found in the DoD or across the service branghregessional association or academic

definitions will be used.

2.1.2 Robustness

The concept of robustness has been discussedy#h kearlier in this document, including
mathematical definitions that exist in the scieatdnd engineering literature. The DoD
and service branches do not offer a natural largdagnition for robustness, but refer to

it in many documents. Robustness has many conmiogain natural language, but the
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particular one of interest for this dissertatiomtas that robust means “capable of
performing without failure under a wide range ohdiions.” [4] The need to perform
under a wide range of conditions is relevant fa ttast majority of military system.
Robustness will be given a mathematical definitiater in this dissertation, but the
natural language definition of robustness willthe ability of a system to perform over

a wide range of conditions

The basic idea of robustness is to be insensitivehinges in a condition around which
there is uncertainty. In comparing optimal desigessus robust designs, it is expected
that optimal designs will do better than robustigies in the conditions for which they
were optimized, but worse than the robust desigreonditions far from those for which
they were optimized. Figure 5 and Figure 6 shayemeral and specific example of how
robust solutions can be compared to optimal saistioln Figure 5, the effectiveness
measure is plotted on the vertical axis, while skenario variable with uncertainty is
plotted on the horizontal axis. The peaked, bliok might represent an optimal
solution, while the more flat, red line might regeat a robust solution to the same
problem. The effectiveness of the red line is léwm that of the black line for the
peaked region, but over the rest of the range efstienario variable the red line is more
effective. The choice between the red and bladiutisa would then depend on the

likelihood of different values for the scenario iadte.
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----- Optimal

Effectiveness Measure

Scenario Variable With Uncertainty

Figure 5: Allocation of Axes for Robustness

In Figure 6, a notional agricultural example hasrbprovided. The expected yields for
three crops, agave, olives, and rice, have beewrslas a function of the rainfall they
receive in the summer months. As can be seenerfigiire, agave, a succulent, does
well when rainfall is below 6 inches, but poorlyoak that amount because of root rot.
Olives do well for a range of 5 inches to 13 inchésgain, but not above or below those
amounts because of their Mediterranean evolutibmally, rice does well in very wet
climates because of its need for standing watkethel amount of rainfall was known, or
subject to very little variability, a farmer woulde able to select a single crop to
maximize his or her yield. This would be an opfimplanting for the farmer. However,
if the amount of rainfall was unknown or subjectgr@at variability, planting a mixed

crop would ensure that no matter what amount of fiell, at least some harvest would be
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obtained. This would be a robust planting for taemer. Two robust mixtures are

shown as the blue dashed and green lines in theefig

100 A

Crop Yield (%)

O T T T T T T T T T

0 2 4 6 8 10 12 14 16 18 20
Rainfall (in)
Agave Yield Olive Yield
Rice Yield — — Mixed (equal) Yield

Mixed (more olive/rice than agawe) Yield

Figure 6: Notional Performance of Crops

2.1.3 Evaluation

The DoD defines evaluation, “in intelligence usafges the] appraisal of an item of
information in terms of credibility, reliability, gstinence, and accuracy.” [236] The
terms, credibility, reliability, pertinence, andcacacy, however, do not fully capture the
nature of evaluation that is desired for systensysftems design problems. The
individual services do not offer appropriate ddfoms of evaluation beyond specific
applications of the term. Therefore, the defimtmf evaluation used in this dissertation

will stem from a more general source.
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Webster’s definition, which is both more generatl anore applicable to the concept of
this dissertation, is “to determine the significanevorth, or condition of usually by
careful appraisal and study.” [4] The determinmatad worth is the fundamental task of
weighing different approaches and alternativehiéndarly phases of the DoD acquisition
process. The worth is a collection of all the b#e@and costs associated with a system
over its life cycle. The particular definition ariceatment of benefits and costs will
typically be problem specific, but the general aptcin the early phases of defense
acquisition is to maximize a ratio of benefits twsts. The definition of evaluation for

this dissertation will be a modification on Web&eatefinition.

Evaluation is the determination of worth (usually he ratio of benefits to costs),

through careful appraisal and study.

2.1.4 System-of-Systems

In the Joint Capabilities Integrated Developmenst&yn (JCIDS) documentation, the
DoD defines a “set or arrangement of systems treatelated or connected to provide a
given capability” [203] as a system-of-systems. Bikgen [24] observes, however, a
system-of-systems is in and of itself a systemst&ys-of-systems, therefore, must be a
subset of systems in general, and depends on thpguéive of the individual describing
the system. For example, to a Federal Aviation fdstration planner, the national
passenger aerospace infrastructure is a compleaf sgtstems that gives the nation the
capability to move people rapidly across the carin However, to a government
transportation planner, the aerospace infrastractsrone system within the overall
transportation network, which is composed of autbileo transportation, rail

transportation, shipping, aerospace, etc.
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Because of this dependence on perspective, therawih carefully define the systems
that compose the systems-of-systems discussedisndibsertation, as well as the
systems-of-systems themselves. Before discussiysjeras-of-systems further, a

definition of system will be presented.

2.1.4.1 System

The DoD defines a system as “a functionally, phalsyc and/or behaviorally related
group of regularly interacting or interdependerinents; that group of elements forming
a unified whole.” [129] This definition does ndtpwever, address a key aspect of a
system: systems are created for a purpose. Thnattonal Council on Systems
Engineering (INCOSE) provides the following defioit in the Systems Engineering
Handbook: [123] “A system is a combination of i@eiing elements organized to
achieve one or more stated purposes.” The INCO&Hition includes the fact that
systems are created to do something, but does omitin the detail about possible
relationships provided by the DoD. For this dissgon, the DoD definition will be

expanded to include the INCOSE reference to a systeurpose.

A system is a functionally, physically, and/or behaorally related group of regularly
interacting or interdependent elements organized taachieve one or more stated

purposes.

This definition is consistent with the United Statdir Force (USAF) Acquisition
Community definition of a system. [172] By caréyuliefining the meaning of a system
for this dissertation, the applicability of the meds developed herein can be more
effectively determined. If a particular applicatian inconsistent with the definitions

used, addition effort will be required to determifhihe method is suitable.
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2.1.4.2 Defining System-of-Systems

The DoD definition of a system-of-systems givesoadjstarting point for determining
definition that should be used in this dissertatibqfowever, the Department of the Navy
expands on the basic DoD definition by adding ‘fib&s of any part of the system will
degrade the performance or capabilities of the eh@b4] This addition to the definition
implies that not only do the systems interact wpeoviding a capability, but they are
also interdependent when providing that capabilitihe INCOSE definition of a system-
of-systems also alludes to this interdependencstdityng that the systems alone can not

produce the same results. [123]

Biltgen cites five characteristics compiled by Mdi24], [150] as critical distinctions for
systems-of-systems: emergent behavior, evolutionatgvelopment, operational
independence of the elements, managerial indepeadeh the elements, geographic
distribution. Biltgen identifies the emergent beba as the primary purpose of the
system, which follows logically from the INCOSE ufion. The two characteristics
relating to the independence of the systems withen system-of-systems, managerial
independence and operational independence, inditateéhe systems are useful without

the system-of-systems and are sometimes used indiepity of the system-of-systems.

Biltgen observes that the geographic distributidntlee system implies that only
information can be readily transferred between el&3) not mass or energy. However,
the author would counter by suggesting that the EISAefueling fleet and strike fleet
are independent systems, yet the refueling fleststers energy (in the form of mass) to

the fighters during certain system-of-systems ap@ia.
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Evolutionary development of a system-of-systems haen true for to this point.
However, the newest systems-of-systems that anegbdéveloped for the US armed
forces are being created from simultaneously d@eslosystems. The Army’s Future
Combat System [14] is an example of a system-akesys where nearly every system

has been developed simultaneously.

2.1.5 Regret

The basic concept of regret for this dissertatosimilar to the natural language usage,
which relates to a sense of loss. [4] Howevehda@ble to use regret in a rigorous way it
must be quantified, and therefore a loss must la¢ive to something. Because regret is
implicitly negative, it is desirable to eliminateet possibility of “negative regret,” which
would be a double negative. Therefore, the basebnvhich regret will be measured is
the best possible outcome in the particular scenaiihe definition of regret for this

dissertation incorporates that concept.

Regret is the difference between a system’s evali@t metric(s) and the best

system'’s evaluation metric(s) for a scenario

The origins of regret analysis and the justificatfor its use in this dissertation will be
discussed in the methodology section. Additionaly more formal mathematical

definition will be presented in the methodologytsst

2.1.6 Analysis

The DoD and service branches do not offer forméhdm®ns for analysis. According to

Webster’'s Dictionary, analysis comes from Greektgabat mean to “break-up.” In

mathematics, analysis is the “systematic studyeal and complex-valued continuous

functions.” [191] Webster also offers analysis as “examination of a complex, its
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elements, and their relations.” [4] The mathenadtidefinition and natural language
definitions seem to offer two different views onabysis. In mathematics, analysis is a
very specific branch of mathematics (of which chlsus a part), whereas in the natural

language analysis means to examine something lipiseg it in to sub-sections.

For this dissertation, analysis will follow the nedl language definition, but with one
addition from the mathematical definition. In sgirdy problems for the defense
acquisition process, it is important to be systétnatA systematic approach provides
several advantages in this context. First, becaisthe transitional nature of the
uniformed side of the DoD acquisitions communitgyatematic approach with thorough
documentation allows some continuity for the studyen as personnel change.
Secondly, systematically studying acquisitions pepis ensures that each problem
receives consideration as rigorous as all otherns,not, the variation in rigor is justified.
Finally, employing a systematic approach meansdtatstom, ad-hoc methodology does
not have to be developed and tested for each pmlilee success of the systematic

method in previous applications builds credibility.

Building on the Webster natural language definitifum this dissertation, analysis tise

systematic examination of a complex by considerinits elements and their relations.
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2.2 Systems Acquisition in the DoD

Use of robustness as a criterion for selecting tamjli systems-of-systems requires
understanding where in the defense acquisitionga®decisions relating to robustness
are made. The “window of opportunity” for systerasijn indicates that addressing
robustness as early as possible in the acquispgrocess would be desirable. This
concept is further illustrated in Figure 7, butiwihe addition of a knowledge curve. As
Mauvris shows in Figure 7, cost committed and defigadom are inversely proportional;

therefore, by narrowing our system to a single ephicwe have locked the majority of

the design freedom and committed the majority efdbst. [158]
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Figure 7: “Cost-Knowledge-Freedom” Shift [158]

Addressing robustness early in the acquisition ggecshould aid in the shift of the
“knowledge” curve to an earlier phase of the preceghen there is more ability to
change the design and less cost committed. Irr ¢oddentify areas in which robustness

should be considered, the following sections revit current defense acquisition

process.
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Figure 8: Complete Defense Acquisition Process [58]
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2.3 Integrated Acquisition Process
Figure 8 shows the Department of Defense’s Integr&tefense Acquisition, Technology
and Logistics Life Cycle Management Framework. Tigare shows the interaction of
the Joint Capabilities Integration and Developm@&ystem (JCIDS), the Defense
Acquisition System, and the Planning, ProgrammBgggeting, and Execution (PPBE)
process. These three major areas correspond topirtkeyellow, and aqua rows in the
figure, with major activities for each of the aredwwn in the boxes within the rows.
The events between major acquisition events arevrshwy color coding the boxes

according to Table 3.

Table 3: Defense Acquisition Color Coding

Timeframe Color
Pre-Milestone A,
o Red
Pre-Concept Decision
Pre- Milestone A,
. Purple
Concept Refinement Phase
Pre-Milestone B,
Green
Technology Development Phase
Pre-DRR .
_ Pink
System Integration Phase
Pre-Milestone C,
. Blue
System Demonstration Phase
Post Milestone C,
Production and Deployment Phase Orange
Operation and Support Phase
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As shown in Figure 8, the Integrated Defense Actiois Technology and Logistics Life
Cycle Management Framework involves many analysegh occur at many levels of
the government and industry contractors. Howewgitpoking at major components and

processes first, the acquisitions process can lve gasily understood.

Three interrelated tasks occur throughout the mmic@CIDS, the Defense Acquisition
System, and PPBE. JCIDS can be thought of as tedberwhat the military or
government needsThe Defense Acquisition Systemdsveloping the system to fulfill
the needsand the PPBE iBow to pay for that systemThe government and industry
then work together, from left to right on Figuret8,work through major milestones, or
design reviews, before the system is actually dedigt to the user. There are six of these
milestones or design reviews, which break the aijpm process into seven distinct

phases.

2.3.1 JCIDS

JCIDS, which replaced the Requirements Generatysites (RGS) in 2003, [58] defines
the capabilities needed by the military or governtnand how systems designed to
address capability gaps are to be evaluated, acdnsnon to all branches of the US
Military. [49] In a hierarchical systems decompmsit[96], the capability level is the

highest level objective, to which all other levegntribute. The initial steps of the
JCIDS process generally precede the initiatiorhef Defense Acquisition System or the
PPBE. The JCIDS continuously updates its inforamatthroughout the Integrated
Defense Acquisition Technology and Logistics Lifggc@ Management Process and
exchanges information with the Defense Acquisitgystem and the PPBE. The JCIDS,
in the early phases of the management process,swimkard creating the Initial

Capability Document (ICD), which guides most of dely efforts.
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There are four steps in the JCIDS methodology: fromal Area Analysis (FAA),
Functional Needs Analysis (FNA), Functional SolosoAnalysis (FSA), and Post
Independent Analysis. This analysis provides &upécof military needs for capabilities,
due to gaps in current capabilities or emergingdegand provides approaches to fill
those capability needs. An emphasis is placedoosidering the capability in terms of
the joint operating environment. [58] A detaile@wiof the JCIDS process that leads to

the development of the ICD is shown in Figure 9.

==
| Strateglc Guldance
1 5

\J Di nt ang"' of Ju-irrt;-amrnf_mmlm |
Capabilities kit " |
{

F“,‘L"ﬁ’ i a—:: e Frteed
Integration & [ [~ o teeisu)..
! ':H-'i' s T Anatyela ol ICDy
Development  [coffhmess be |l ot |
System e i TR
(need driven) f h@m
77777777777777777777777777777777777777777 ] L dysls | 5

Figure 9: JCIDS Process [58]

2.3.2 PPBE

PPBE provides the funding for the development agpligition of new military systems.

Because this function involves the Do D, the WHtaise, and the Congress, it is driven
primarily by the government fiscal cycles. Whdapability needs identified by the

JCIDS drive the Defense Acquisition System, whicturn provides an estimate of the
funds needed to design and procure the systenRPRBE group, by holding the purse
strings, has final control over the project. Thefdhse Acquisition System attempts to
provide cost information to the PPBE group by fitsing analogy and parametric

studies, the transitioning to engineering estimaf@éowed by the actual procurement
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costs. As a result, the true Life Cycle Cost of froject emerges as a spiraling
development of progressively higher fidelity analyswhich are finally replaced by the

cost of the fully developed and purchased system.

2.3.3 The Defense Acquisition System

This section gives an overview of the Defense Asitjon System, as outlined in the
Defense Acquisition Guidebook [57], a publicatidrifee Defense Acquisition University
(DAU). The DAU is an organization within the DoDReated in 1990 by the Defense
Acquisition Workforce Improvement Act to better edte members of the Defense
Acquisition Community. It provides guidance to btanches of the DoD with training
courses in nearly all areas of the acquisition ggec[59] The DoD Acquisition process
is outlined below in Figure 10. In summary, theve® User Needs and Technology
Opportunities, as defined by the DoD in conjunctieith industry technologists, feed
into the initial three stages of the acquisitiorogess. These stages begin with a
refinement of the concepts identified by the Dold &chnologists, which is followed by
a period of technology development. Then the sygiees through the actual RDT&E
required to design, prototype and test the systéhe system is then produced according
to the specification of the System Development dbemonstration phase and
transitioned to the forces acquiring the systermhe Tinal phase is the operation and
support of the fielded system. The detailed wagkiof each phase of the process are
beyond the scope of this document; however, a suynfoa each phase appears in the

following sections.
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Figure 10: Defense Acquisition Process [57]

2.3.3.1 User Needs and Technology Opportunities

For more detailed information on the User Needs Bechnology Opportunities section
reference section 3.4 of DoD 5000.2. This phas¢hefDefense Acquisition Process
allows for the interaction between planners atDb®, who are aware of military needs,
and technologists and industry representatives, af@oaware of developing relevant
technologies. It roughly corresponds with the JEocess, but is primarily associated
with the early phases of the JCIDS. It is a pataffort that must occur before any other

phases, but is iterated upon based on the reduhe milestone reviews.

In the User Needs and Technology Opportunities ghBsD planners are tasked with
defining desired capabilities for directing the gss of acquiring affordable system
solutions. The Initial Capabilities Document (IC@yeated by the DoD, provides the
foundation for the initial system development irigegtions. Technologist and industry
representatives are tasked with identifying relétaohnologies across a broad range of
sources. While identifying possible technologibégyt must ensure that the possibility for
future competing contracts is not eliminated. [2B0Fhort, the government is ensuring

that technologists do not identify only their owethnologies, therefore eliminating the
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chance that they would have to compete for padtmp in the program. Such action by
the technologists could possibly reduce the perémuee or cost-effectiveness of the final

system solution and is explicitly not allowed.

The two key phrases in the DoD’s task are “defingapabilities” and “affordable”
solutions. Capability based design is a relayivedw concept in the DoD that relates a
system design directly to its addition of an abilibr the military to successfully
complete some action. It emphasizes a top-dowroaph to design. [72] Affordable is
defined in the aerospace systems design fieldraaof a system’s performance to the
total life-cycle cost of acquiring, operating, maining and disposing of the system.

[154]

2.3.3.2 Concept Refinement

For more information on the Concept Refinement phaderence section 3.5 of DoD
5000.2. Concept refinement occurs directly after approval of the ICD, which is
mandatory for the program to continue. Concephegfient is specifically the conduct of
an Analysis of Alternatives (AoA), which is planng in the ICD, and the development
of the Technology Development Strategy (TDS). PRw functions as a systematic
analysis of the possible alternatives for meetimgrequirements of the ICD. This AoA
takes place before the initiation of any actual usgitjion program, and specifically
“refine[s] the selected concept documented in ©B.1 [230] The AOA is expected to
focus on the risks, impact and expected maturaifoeritical technologies, and provide

information for the TDS, a major item in MilestoAe

In the AoA, the conceptual design space is redidied a field of billions of possible

system solutions [80], to a single, or in rare sasevery small group of, system
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alternative(s). This process occurs in a relagivaort timeframe, usually less than a
year, and must allow decision makers to deternmhaethe concept selected will meet the
needs of the military, be affordable, and be reabbynclose to some version of a “best”
solution. This process, unless conducted systeaibti has the potential to leave out an
acceptable level of analysis for many concepts, eend easily obscure the logic for
filtering candidate system designs. Therefore, macrutiny must be given to the

methodology to ensure soundness.

The TDS, as the title suggests, provides a prgjeassessment of the ways in which
technologies identified in the AoA, and relevanttihe ICD, will mature. Specifically,
the DoD is concerned with the nature of an evoh#ry approach to the system
maturation or the possibility of a non-spiral deghent. The TDS is expected to
include estimates for the entire technology Researd Development (R&D) effort,

including costs, timelines, and testing plans. [57]

Accurately predicting how technologies will matusedifficult, especially when they are
in the early stages of development. In many casesffectively judge the impact of a
technology, much more information is needed thanaisilable at the current
development stage. It is therefore important thatTDS accounts for the possibility of
mature technologies providing a different impaarttexpected in the early conceptual

design of the system-of-systems.

2.3.3.3 Milestone A

DoD 5000.2 outlines a set of requirements for atidin of the Technology Development
phase that occurs after concept refinement (Figie as well as an additional set of
requirements for ship acquisitions. These requares are broken down into two

categories: statutory requirements and regulategquirements. Some requirements are
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specific to Major Automated Information Systems (A acquisition, and will not be

discussed in this document.

There are four statutory requirements for MDAP agitjon at Milestone A: the TDS,

discussed in the previous section, a ConsideradiorTechnology Issues, a Market
Research report, and a CCA Compliance report. Adresideration of Technology issues
is discussed in DoD 5000.2, and also in 10 UnitedteS Code (U.S.C.) 2634.
Information about the Market Research report islabke from 10 U.S.C. 3387 and 15
U.S.C. 644(e)(2). The CCA Compliance report isradsed in 40 U.S.C. Subtitle Il

Section 8088. [57]

In addition to the statutory information, there aegght regulatory information
requirements for MDAPS Milestone A. Informationoal the specific requirements for
all eight is available in DoD 5000.2. [230] Theuéatory information required includes
the ICD, the AoA, a Component Cost Analysis, a Céstalysis Requirements
Description, a Systems Engineering Plan, a Test Bwaluation Master Plan, Exit

Criteria, and an Acquisition Decision MemoranduB¥][

2.3.3.4 Technology Development

The technology development phase for all MDAPSs othan ships is still considered to
occur before the initiation of a new acquisitioognram. The DoD has chosen to separate
the technology development from the actual acqarsiprogram in order to gain a more
thorough understanding of the actual technologyumasion. The purpose of this
technology development phase is to allow necegsa&tynologies to develop, under the
guidance of the TDS and ICD. At the point whereisien makers feel that the
technologies have reached an acceptable level bfammiusefulness and have been

proven in a relevant environment the Milestone Baw is held. In most cases, because
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of the evolutionary nature of technology in mostjsition programs, the technology

will not be fully developed at program initiatig.7]

In order to support program initiation, the targeteystem user is responsible for
developing a Capability Development Document (CCD)The CCD synthesizes
information gained about the relevant technologiesng the Technology Development
phase and incorporates them into the context otdpabilities desired. This document

replaces the ICD during later program phases. [57]

2.3.3.5 Milestone B

Milestone B contains a breakdown of statutory aegulatory requirements similar to
Milestone A. It includes the statutory requirengeaf Milestone A, but adds the items
shown in the first column of Table 4. The regulgtoequirements of Milestone B
include those of Milestone A and add those requemsishown in the second column of
Table 4. These requirements outline the basicokelocuments necessary to begin a
MDAP. They do not reflect those required for a NBAbr a MDAP-ship. The Milestone

B is considered the formal initiation of the MDA mMost cases. [57]
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Table 4: Additional Requirement for Milestone B

Statutory Requirements

Regulatory Requirements

Registration of Mission-Critical and

Mission-Essential Information Systems

Acquisition Strategy

Benefit Analysis and Determination

System ThreateSsment

Programmatic Environment Safety and

Occupational Health Evaluation (PESHE

Technology Readiness Assessment

Spectrum Certification Compliance

Independent Tetdgy Assessment

Selected Acquisition Report

Command, Control, Communications,
Computers, and Intelligence Support Plan

(C4ISP)

Live-Fire Waiver & Alternate LFT&E Plar

Affordabtlf Assessment

Industrial Capabilities

Operational Test Agency Report of

Operational Test and Evaluation Results

LRIP Quantities

Program Protection Plan

Independent Cost Estimate (CAIG) and

Manpower Estimate

Core Logistics Analysis/Source of Repai

Analysis

Competition Analysis
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2.3.3.6 System Development and Demonstration

DoD 5000.2 explicitly outlines “the purpose of tH&ystem Development and
Demonstration] SDD phase [as] development a sysieran increment of capability;
reducftion of] integration and manufacturing ristechnology risk reduction occurs
during Technology Development); ensur[ance of] apenal supportability with
particular attention to reducing the logistics foait; implement[ation of] human
systems integration (HSI); design for producibjlignsur[ance of] affordability and the
protection of critical program information (CPI) byiplementing appropriate techniques
such as anti-tamper; and demonstrate[ion of] systeéegration, interoperability, safety,
and utility.” [230] This phase is the non-techngloglated system design, and brings the

system from a defined alternative to a producilgttesn.

2.3.3.7 Milestone C

Milestone C is the final gateway before the systeamsitions into production and
deployment. The statutory and regulatory requirgsdéor milestone C are shown in
Table 5. In each case, the documents must beegtiareflect the most current state of

the program. Additional information about eachuiegment is available from [57].
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Table 5: Milestone C Requirements [57]

Statutory Requirements Regulatory Requirements
Consideration of Technology Issues Initial Capéibsi Document
CCA Compliance Capability Production Document

Registration of mission-critical and o
o o . Acquisition Strategy
mission-essential information systems

Benefit Analysis and Determination Analysis of Attatives

Programmatic Environment Safety and

. . Systems Engineering Plan
Occupational Health Evaluation (PESHE

Spectrum Certification Compliance System ThreateAsment
Selected Acquisition Report Technology Readinesse8sment
Industrial Capabilities Independent Technology Asseent

Independent Cost Estimate (CAIG) and | Command, Control, Communications,

Manpower Estimate (reviewed by Computers, and Intelligence Support Plan
OUSD(P&R)) (C4ISP)

Core Logistics Analysis/Source of Repai AfforddpiAssessment

Competition Analysis Component Cost Analysis

Technology Development Strategy Cost Analysis Reguents Description
Acquisition Program Baseline Test and EvaluatiorstdaPlan

. N Operational Test Agency Report of
Cooperative Opportunities ) )
Operational Test and Evaluation Results

Program Protection Plan

Systems Engineering Plan

Exit Criteria

Acquisition Decision Memorandum
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2.3.3.8 Final Phases

Production and Deployment and Operations and Suppake up the final two phases of
the acquisition process. The Production and Depéyt phase assesses the operational
effectiveness of the systems once obtained ofptbduction line. In addition, it focuses
on the development of the necessary capabilitieth®actual manufacture of the system.
[62] Operations and Support provides engineerimgpstt through the life-cycle of the
system.[57] In cases where deficiencies in the field perfance of the system are
identified, an analysis is conducted to determinieetiver the loss in effectiveness

warrants an update of the design.

The final phases of the defense acquisition systksm require engineering analyses for
the sustainment of the fielded system. This sastant can include maintenance
procedure updates, small scale component re-designjng, and end-of-service-life

considerations. Planning must include the maimeaasupply, training and disposal of

the system.
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2.4 Analysis of Alternatives
Based on the “window of opportunity” concept préeednby Ford and Barkan, it is
undesirable to address robustness when only a smadunt of design freedom is
available. Also, as Mavris shows, selection okaigh point locks down a great amount
of design freedom. Therefore, because in mostscédeAnalysis of Alternatives is the
DoD process which selects the single design ankisladown the design freedom, the
evaluation of robustness should occur during oorpio the Analysis of Alternatives.
The following sections will explore the current dance available from the DoD for the

conduct of the Analysis of Alternatives.

AoAs are mandated by the DoD for all major acquasitprograms, though the process
for conducting an AoA is not explicitly directed llye DoD. The DAU is the primary
source for DoD guidance to all branches of thetaryi with regard to the acquisition
process, of which the AoA is a part. The timingtbé AoA in the overall defense

acquisition process is shown by the light blue lokigure 11.
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DOD Strategic Guidance

:

Family of Joint Future Concepts
Concepts of Operafions
integrated Architectures
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| DAE - Defense Acquisition Board
DSAEB - Defense Space Acguisition Board
ITAB - Information Technology Acguisition Board

Figure 11: Defense Acquisition Process [203]

Each service maintains its own guidelines for tlomduct of an AoA, within the
framework set forth by the DAU. These guidelinge anore specific than those

published by the DAU, but vary in scope among #mwises.

2.4.1 Definition and Directive

According to the DoD, an Analysis of Alternativesdefined as “the evaluation of the
performance, operational effectiveness, operatiauatability and estimated costs of
alternative systems to meet a mission capabilihe RoA assesses the advantages and
disadvantages of alternatives being consideredatsfg capabilities, including the
sensitivity of each alternative to possible chanigekey assumptions or variables. The
AoA is one of the key inputs to defining the systeapabilities in the capability
development document.” [203] The DoD specifies ttia¢ AOA is a mandatory
procedure for MDAPS and MAIS Acquisition PrograifZ30]
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The DoD, while not specifically outlining the pr@seor steps involved in conducting an
AO0A, does provide guidance with respect to necgssamponents and goals of the AoA.
The DoD specifies that the AoA shall assess maltglements of project or program

alternatives including “technical risk and maturigynd cost.[230]

The analysis shall be quantitative, and inducesitmtimakers and staffs at all
levels to engage in qualitative discussions of &esumptions and variables, develop
better program understanding, and foster joint aghip of the program and program
decisions. There shall be a clear linkage betwkerahalysis of alternatives, system
requirements, and T&E MOEs [Test & Evaluation Measuof Effectiveness]
(Pub.L.104-106 (1996), Section 5123 and 44 U.S@B5The analysis shall reveal
insights into the program knowns and unknowns, laigilight relative advantages
and disadvantages of the alternatives being comrgldd he activity conducting the

analysis shall document its finding@30]

The quantitative AoA should allow personnel invalweith a project to make transparent
decisions regarding the selection of system altere® By discussing and documenting
key assumptions and variables, the thought prdoesiscarding or further developing a
particular option can be understood by later ptojewiewers. Additionally, the AoA

may help identify potential problem areas that darherge as the program progresses.

The analysis shall include sensitivity analysesptissible changes in key
assumptions (e.g., threat) or variables (e.g.ctdeperformance capabilities). The
analysis shall explicitly consider continued opieigitand support costs of the
baseline. Where appropriate, the analysis shalrezddthe interoperability and
commonality of components or systems that are amii function to other DoD
Component programs or Allied programs (see 10 U23%7). For each alternative,

the analysis of alternatives shall consider requinets for a new or modified
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[Information Technology] IT, including a [Nationagbecurity System] NSS, or

support infrastructure. [230]

The use of sensitivity analyses allows the evahsatio assess how well the system will
perform in off-design conditions. The off-desigerformance is particularly important in
the realm of military system design, as true openat conditions are difficult, if not
nearly impossible, to predict. Battlefields evobsed new threats emerge that are often
unanticipated by military planners. Additionalps warfare becomes more asymmetric,
the adaptability of the enemy becomes a large frfaictouncertainty around system
operating conditions. By varying the key assumiiof a system and observing the
sensitivity, the off-design performance may be galjgand the true affordability of the
system understood. In this definition, afforddlilis precisely the ratio of the system

performance to the life cycle cost of the system.

The analysis shall aid decision-makers in judgirgeter any of the proposed
alternatives to an existing system offers suffitimilitary and/or economic benefit to
justify the cost. For most systems, the analys#l slonsider and baseline against the
system(s) that the acquisition program will repla€¢hey exist. The analysis shall
consider the benefits and detriments, if any, akeferated and delayed introduction
of military capabilities, including the effect oifelcycle costs. PA&E [Program
Analysis and Execution] shall assess the analybialternatives in terms of its
comprehensiveness, objectivity, and compliance wite Clinger-Cohen Act...
PA&E shall provide the assessment to the DoD Compbhead or Principal Staff
Assistant (PSA), and to the MDA. The PM and MDAIkbansider the analysis, the
PA&E assessment, and ensuing documentation at tielilesB (or C, if there is no

Milestone B) for ACAT | and IA programs. [230]
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The A0A, if deemed to be acceptable in terms ofhme@blogy soundness and objectivity,
serves as the primary decision making tool in dudyegphases of the defense acquisition
process. Given the very large financial outlayaofy MDAP, the decision makers
attempt to focus objectively on the expected immddhe system, once obtained. This
impact could be an increase in the capability efrttilitary as a result of the system, or a
maintained level of capability for a reduced codt.is unlikely that military planners

would accept a system from the AoA that reducedamyl effectiveness.

Coordination shall ensure consideration of the falhge of alternatives; the
development of organizational and operational plangth inputs from the
Commanders in Chief of the Combatant Commands, atetconsistent with U.S.
military strategy; and the consideration of joietdce issues, such as
interoperability, security, and common use. USD(AJ4§Undersecretary of Defense
(Acquisition, Technology, and Logistics)] shall uss guidance for ACAT ID
programs. USD(AT&L) or ASD(C3I) [Assistant Secrataof Defense, Command,
Control, Communications, and Intelligence] shatuis guidance for other programs.
The Director, PA&E shall prepare the guidance iardnation with the offices listed

above. [230]

In order to avoid the tendency of services to aatiically “go with what they know”
instead of considering the full range of alternasivspecial attention must be paid to
properly populating the alternatives space forgtegram. This should include not only
system alternatives, but process alternatives wegfard to the entire program life cycle
including Research, Development, Testing, and Eteln [RDT&E], manufacturing and
operation. A great deal of complexity is addedhe problem when assessing the full
combinatorial range of alternatives, from a compaitel workload standpoint.
Providing traceability through a design space afiion or billion possible alternatives

also poses a challenge to the AoA team.

56



For the actual conduct of the AoA, it the DoD haft the decision making to the
individual services or appropriate program managéyscording to the USAF Office of
Aerospace Studies (OAS) DoD 5000.2-R assigns tmoresibility for preparation of the
AOA to the service responsible for the mission ai@awhich the capability need is
determined. [172] The OAS provides extensive docuat®n on the conduct of an AoA,
and offers an educational program. The UnitedeStdlavy (USN) Office of the
Assistant Secretary of the Navy has published sgumgelines on the conduct of an AoA,
but not nearly to the depth of the USAF literatur€here appears to be no available

United States Army (USA) documentation on AoA’s itatale to the public.

2.4.2 USAF AoA Process

The USAF OAS at Kirtland AFB, New Mexico, offersréle forms of educational
material about AoAs. The first is the USAF Anatysiandbook, a 125 page document
that outlines in detail the USAF standard processconducting an AoA. Additionally
the OAS offers a web-based short course for thelwetinof AoA’s and a live instruction
in two possible formats: a course taught at Kidl&¥#B, or an instructor sent to the unit
involved in the conduct of the AoA. At this timejs not clear if government contractors
can participate in the short course options, at i§ limited to military personnel and

government employees.

2.4.2.1 USAF AoA Format

OAS provides basic guidance on how to conduct gdase of the AoA based on the
outline shown below. The guidance from OAS inchideho is responsible for each
section of the work, what should be done in eaciia® but not necessarily appropriate

tools for each section.
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Table 6: Organization of USAF AoA Report [173]

1. Introduction b. Models, Simulations, and Data
1. Background c. Effectiveness Sensitivity
2. Purpose Analysis
3. Scope 5. Cost Analysis
2. Acquisition Issues 1.Life Cycle Cost Methodology
1. Mission Need 2.Models and Data
2. Scenarios 3.Cost Risk Methodology
3. Threats 6. Cost-Effectiveness Comparisons
4. Environment 1.Cost-Effectiveness Methodology
5. Constraints and Assumptions and Presentations
3. Alternatives 2.Cost-Effectiveness Criteria for
1. Description of Alternatives Screening Alternatives
2. Nonviable Alternatives 7. Organization and Management
3. Operations Concepts 1.Study Team/Organization
4. Determination of Effectiveness 2.A0A Review Process
Measures 3.Schedule
1. Mission Tasks A. Acronyms
2. Measures of Effectiveness B. References
3. Measures of Performance C. Lessons Learned
4. Effectiveness Analysis D. Other Appendices

a. Effectiveness Methodology

Throughout the AoA process, the OAS emphasizesdld for capability based analysis.
Specifically, the goal is to determine how eacleralitive contributes to, or detracts
from, the overall military mission accomplishmerdpability and the cost for that
capability. From this standpoint, OAS has adopteel DoD emphasis on capability

based design and decision making.

58



In addition to emphasizing capability-based analy§IAS highly encourages the use of
guantitative methods wherever possible in ordgrtonote traceability. The traceability
provides reviewing officers, as well as other parsd not present for the entire AoA
process, a faster catch-up process, and allowsideainakers to more fully understand
prior decisions and the impact of their decisiof$73] A more rigorous treatment of
gualitative decisions would aid the AoA processd aflow the traceability to extend
from the quantitative analyses to the qualitativd averall system evaluation as well.
Figure 12 shows additional OAS suggested referefare8oA’s and related acquisition

concepts.

Joint Capabilities
Integration

and

opment system

Planning
Programming
eting & Execution
System

CONOPS

Budget Guidance and Procedures {AFI 65-601)

Joint Capabilities Integration and Development System (CJICSI 3170.01, AFI 10-601)
Modernization Planning Documentation {AFI 10-1401)

Acquisition Management (DODD 5000.1, DODI 5000.2, DODS000.4-})

national Security Space Acquisition Policy (WSS 03-01)

Figure 12: USAF AoA References [173]

2.4.3 USN AoA Guidelines
The Office of the Assistant Secretary of the Naglgased guidelines for the conduct of

Navy AoA’s because of the fact that “DoD 5000.2-Ricps the responsibility for
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preparation of the AoA clearly on the organizatioeatity responsible for the mission
area in which the requirement is determined totéX] According to the documentation
released by the Navy, the goal of an AoA is to aeilee if the best approach to meet the

threat with respect to performance and resourcpsraded.

The key areas identified by the Navy for an AoA are
* Mission Need, Deficiencies and Opportunities
* Threats
» Operational Environments
» Operational Concept
* Alternatives
» Measures of Effectiveness (MOES)
» Life-Cycle Costs of each alternative

* AO0A (i.e., the actual analysis) [6]

The first four bullets above correspond roughlyhe “Acquisition Issues” section of the
OAS approach to AoA. The fifth and sixth bullete approximately one to one with
“Alternatives” and “Determination of Effectivenebfeasures,” respectively, in the OAS
document. The seventh bullet roughly correspoadké “Cost Analysis” section used in
the USAF programs; however, the final “A0A” bullappears to refer to sections that
would be included throughout the OAS outline. Thhe Navy’s direction for the
conduct of an AoA includes similar information teetUSAF process, but organized in a
different fashion. The Navy does not, howeverectithat “Cost-Effectiveness” be used

as the primary analysis for the comparison of cptee
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The Navy breaks the AoA into sections for each shidee review in the program
breakdown. The three milestone system follows maeg® program flow with more
refinement on analyses as the program progresiefocuses the AoA as a tool for

program evaluation by decision makers at each toilesreview.

At MS [Milestone] | the analysis focuses on broeatieoffs available between a
large range of different concepts. The analysisnadly presents a "Go/No Go"
recommendation. It demonstrates why a new system biter than
upgrading/modifying an existing system. Cost estimanay be only a rough order of
magnitude but, nevertheless, an estimate is rejuMsS | AoA helps the MDA
choose a preferred system concept and decide whbheost and performance of
the concept warrants initiating an acquisition pang. MS | AoA can also illuminate
the concept's cost and performance drivers and tiae-off opportunities; and
provides the basis for the establishment of opmmati performance threshold and
objective values for use in the ORD, APB, and Tasi Evaluation Master Plan

(TEMP).[6]

The wording above indicates that the AoA in the Wa/focused on the selection of a
new alternative, with the current system or an aggrviewed as a baseline. However, in
many cases the upgrade of a current system iscintli@ most cost-effective way to
achieve a desired capability. For the AoA to heytcapability driven, the AoA should

consider upgrades as equal alternatives with nstes)s.

At MS Il the analysis would be more focused. Hamdwalternatives present a
narrower range of choices. The analysis is moraildet than at MS | and more
defined cost data are available. Point estimatesgaren with uncertainty ranges.

Life cycle costs are normally presented.
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At production approval (MS Ill) the AoA, if requileis normally an update of
the MS Il document. It highlights any trade-offawst changes. However, since cost
and performance issues have typically been resgivied to MS Ill, an AoA is not

often required to support this M$5]

In essence, the Navy’'s guidance is recommendinyo#nthat increases in fidelity as the
program progresses. However, the focus of theyaeslare still on selecting a point
solution, which does not lend itself well to updatiof information based on new

knowledge gained in the design process.

The Navy also specifies roles for the oversighthaf AoA, the Analysis Director (who
shall be independent of the program manager), tN©/Sponsor, and the Program
Manager. The role of an AoA in relation to muliscplinary analysis is mentioned,
though it is not fully explained. According to thldocumentation, the AoA should
progress as follows:

* Planning.

» Determination of performance drivers.

* Determination of cost drivers.

* Resolution of cost/performance issues.

» Preparing final briefing, and final report, if nesary [6]

A flow chart of the Navy’s AoA process is includasl Figure 13.
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Figure 13: USN AoA Process Flowchart [6]

2.4.4 AoA Guidance Discussion

Both the USAF and USN have published fairly in-dhejpiformation with regards to the
conduct of the AoA. In the case of the USAF, thgbkasis is on a quantitative process
that results in a point solution for further deymteent in the defense acquisition process.
In the case of the USN, the cost-effectivenes®iemphasized, but the AoA is revisited
in at each milestone of the acquisition processthé USN approach, the development of
the AoA is very much like the spiral developmenndfitary systems, where the general
system comes online, and is then upgraded as tleghe® mature and subsystem

capabilities increase.
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There is some difficulty with the assignment of gh@nt solution in both the USN and
USAF Ao0A processes. Updating the analysis as tbgram proceeds and information
about technology maturation, policy issues relatiog project funding, and future
operating conditions can be very tedious once gddws been select. Essentially, the
entire analysis must be conducted again with a setvof assumptions that better reflect

the true development of the technology, politieald operating conditions.

2.4.5 Baseline AoA: KC-135 Recapitalization

Current US doctrine for the conduct of war delaysjan ground operations until air
superiority is established. This approach has mhbewefits, but, perhaps most
importantly, it delivers heavy damage to the enemhye exposing US personnel to
minimum risk. Key to the establishment of air supty is the effectiveness of air-to-
air refueling systems, which greatly extend thegeaand endurance of air assets. The
extension of sorties is particularly important gairh air-superiority operations when
friendly airfields may be sparse or non-existemterial refueling tankers also allow
strikes to originate from the continental US, araVehthe ability to keep surveillance

aircraft aloft limited only by crew endurance.

The US refueling mission is primarily carried oytthe KC-135E aircraft. These aircraft
were originally commissioned in 1957 and, like d& Army’'s helicopter fleet, are
becoming increasingly costly to operate. It wasidkx, therefore, that the KC-135 fleet
should be recapitalized through upgrades or newisitipns to allow cost-effective
attainment of air power goals. A recapitalizatisrspecifically defined as “The rebuild
and selected upgrade of currently fielded systeamsnsure operational readiness and a
zero time, zero mile system. The objectives inclyd¢ extend service life; (2) reduce
operating and support costs; (3) improve reliapilimaintainability, safety, and

efficiency; (4) enhance capability; and (5) redta®print on the battlefield. [218]
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The initial plan for KC-135 Recapitalization wasgented to the Congress; however, it
came under extreme scrutiny due to illegal contnagiotiations and lack of an Analysis
of Alternatives. Senator John McCain, a membertledf Senate Armed Services
Committee, requested an AoA as required for aledgé acquisitions of this scale, and
consistent with 5000.2-R. [187] The AoA was todmnducted by a Federally Funded
Research and Development Center (FFRDC) or otlumpendent agency. The RAND
Corporation’s Project Air Force (PAF) was selectedconduct the AoA, with the

Institute for Defense Analysis (IDA) checking souneds of methodology and

objectiveness. The purpose of the AoA was to ensbat the most cost effective

alternative for recapitalization of the KC-135 fi®eas selected. [135][134]

The alternatives for the recapitalization study evprovided to the RAND PAF by the
Acting Under Secretary of Defense, Acquisition, Amalogy and Logistics, Michael W.
Wynne. The set of alternatives is shown below abl& 7, and does provide a good
variety of aircraft for consideration across a nemof aircraft types. In addition, fleets
consisting of combinations of the alternativeshie table were considered in the AoA.

[135]
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Table 7: KC-135 Recapitalization Alternatives

Category Alternatives

New, Commercial Derivative Tankers Airbus 321, 330,380

Boeing 737,767,787,777,747

Used Commercial Derivative Tankers Airbus 310, 330

Boeing 757, 767, 747

DC-10, MD-11
New Military Derivative Tankers C-130J, A400M, C-17
Newly Designed Tankers Boeing, Lockheed Martin, tNap

Grumman, Aeronautical Systems Center

Newly Designed Tanker Transports Unnamed (5)
Unmanned Aerial Vehicles (UAVS) Unnamed
Stealthy Tankers Unnamed (2)
Commercial Sources Unnamed

The RAND PAF presented the following questionstesfocus of the AoA, which will

be discussed in the baseline discussion section

KC-135 Recapitalization Research Questions:

1. What is the most cost-effective alternative foramtalizing the KC-135
fleet? (Here, an “alternative” can be a fleet cstirsg of a single type of
aircraft or a fleet consisting of more than oneetypAgain, in this AoA,
the most “cost-effective” alternative means prdgiséhe alternative
whose effectiveness meets the aerial refuelingirepent at the lowest

cost.
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2. When should the recapitalization assets be acdquired

In addition to the cost effectiveness and recapdtbn timelines, the AoA considered
two additional criteria for the recapitalizationsats: operational concerns in terms of
airfield use, and versatility in terms of cargo grasenger capacity. Both of these areas
were considered for each alternative in the AoA, their impact on the selection of a

concept was considered a “matter for senior datisiaker judgment.” [135]

With the research questions in place, the grounklw@s complete for the comparison of
the alternatives in the alternatives set. Thermdiéves were compared using the
approach of fixing the effectiveness of each typefleet, and then comparing the
complete life-cycle cost necessary to achieve lthadl of effectiveness with the aircraft.
[187] A summary of the RAND PAF methodology for qoaning the alternatives,

defined by the USD(AT&L), is included in Figure 14.
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Report Results

Figure 14: RAND PAF AoA Methodology [134]

The set of alternatives was compared for a var@tyfuture operating conditions,
including, refueling requirement, operational cleteastics of the refueling aircraft,
technical performance of the tankers, the configomaof the tankers, differing cost
projections, and the planning horizon for the asigly[135] While RAND PAF reports
that there were a wide range of possible futureraipg conditions considered, in the
publically available documentation there is no mefee to how many cases were
considered, what the ranges on the variables defitiie operating conditions were, or
how much the operating condition impacted the tesufl the study. The only comment
RAND PAF makes with regard to the sensitivity o€ thesults of the AoA to future
conditions is to say that “the results hold trugarelless of the specific projection of the

factors within the broad ranges examined.” [135]

68



The RAND PAF recommended that a fleet of mediuntatge commercial derivative
tankers be acquired for the recapitalization of k@ 135, as they were the most cost-
effective alternative. [187] The decision for thgiof the recapitalization is not driven
by the cost-effectiveness metrics considered fier study and therefore should be made

based on other factors of interest to the DoD. [135

2.4.6 KC-135 Recapitalization Discussion

Because the metric of primary concern in the radalpation of the aerial refueling
tanker fleet is the effectiveness and cost of flestt, the problem must be viewed as a
system-of-systems. The effectiveness of the fila#t include the size, operation and
architecture of the fleet itself (the system-ofteyss), the characteristics of the aircraft
conducting the missions (the systems), and theactenistics of the crew, fuel volume,
etc within each aircraft (the sub-systems). In BR&ND study there were several
allusions to considerations of costs at all systemels, but the alternatives that were
defined by the Under Secretary of Defense were aystems. By limiting the
conceptual design space in this fashion, the Usaeretary removed two levels of the
system-of-systems hierarchy, and consequentlyduoinihe possible effectiveness of the
Analysis of Alternatives itself. The interactiobetween the levels of a system-of-
systems often limit the capability of that systeamd without considering the entire

synthesized system-of-systems, those interacti@gaored.

While identifying the most cost-effective altervatias defined above seems like, at first
glance, a logical way to compare candidate alterestit does not address the system of
systems approach necessary for truly evaluatingntbats of a complex system. By
locking the requirements in place for the refuelfteet, the critical dimension of the

impact of evolving requirements is ignored. Whitbanging requirements were
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addressed in the form of alternate scenarios tekchi®e robustness of the system to a
number of different mission requirements, therenasevidence that the requirements
were treated as independent variables so theirdtmpathe system could be studied in

detail.

Because the refueling fleet is a system withinrgda system of systems, a capability
based approach should be adopted as it allows ti#etd incorporate changes at many
system levels that could result in a more effectivéeast costly system. Rather than rely
on “cost-effectiveness” as defined above, the amalghould be conducted by analyzing
the “affordability” of a system solution. The prse definition of affordability is the ratio

of the performance of a system to the cost of aaigethat performance.

It should again be reiterated that this baselinadyst was conducted on the
UNCLASSIFIED version of the summary report, as wadl unclassified presentations
made available by the RAND PAF. It is possiblettilathe SECRET version of the
report, a different set of alternatives, scenambs,were explored. In the absence of this
information however, the assumption will be that tsummaries available were

representative of the entire effort.

2.5 Summary

The important terms relating to the title of thegdirtation were defined and discussed
with preference for DoD definitions wherever potsibRobustness was defined as the
ability of a system to perform over a wide rangecohditions. Evaluation is the

determination of worth (usually the ratio of betefio costs), through careful appraisal
and study. A SoS is a set or arrangement of systeat are related or connected to
provide a given capability. Regret is the diffezenbetween a system’s evaluation

metric(s) and the best system’s evaluation mejriofsa scenario. And finally, analysis
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is the systematic examination of a complex by ateréng its elements and their

relations.

A brief overview of the activities, phases, andksasf the defense acquisition process
was given. The color coded rows of the Integr&detense Acquisition, Technology and
Logistics Life Cycle Management Framework corregspom the JCIDS process (high-
level military planners), the Defense Acquisitiogst&m (acquisition specialists and
industry), and the PPBE (government financing).e Bhphases of the process are coded

by the color of the task boxes and are divided bgstones or decision markers.

Based on the “widow of opportunity” concept from st Concept Design, the early
phases of the defense acquisition process offentist potential impact for improvement
of the SoS products and processes. A more detdigedssion of the AoA activity in the
Pre-Milestone A Defense Acquisition System is pnés@. Each service maintains its
own procedures for the conduct of the AoA, thoughegal guidance is passed from the
Secretary of Defense and Undersecretary of Defe#sB&L) via the Defense

Acquisition University.

The KC-135 Recapitalization AoA, performed by th&NRD corporation, was examined
as a baseline for the current state-of-the-art @A#\ In the RAND study there were
several allusions to considerations of costs asydtem levels, but the alternatives that
were defined by the Under Secretary of Defense wehe systems. Additionally, while
RAND PAF reports that there were a wide range afsgale future operating conditions
considered, in the publically available documentatihere is no reference to how many
cases were considered, what the ranges on théolearidefining the operating conditions

were, or how much the operating condition impac¢kedresults of the study. The lack of
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a systematic study of the robustness of the catetidaovides an area for improvement

in the AoA state-of-the-art.
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CHAPTER 3

RESEARCH FORMULATION

This chapter presents the research formulatioraf@mpting to improve the ability of
design engineers and decision makers to understarmdbustness of alternatives early in
the defense acquisition process. The processrargtng this research formulation was
iterative, included many thought exercises, analved an extensive search of literature
in both the aerospace engineering realm and otblelsf Because the iterative nature of
the formulation is difficult to convey in text, weh flows linearly, the final state from
each primary area will be presented. The sectwasented in this chapter include (1)
the intent of the dissertation, (2) the perceivadgin the state-of-the-art and the desired
state, the challenges associated with those gapa, et of high level research questions
related to the gaps, (4) a discussion of the geraddihe hypotheses for filling the gaps,
and (5) additional research questions that weratedeat a lower level because of

requirements of the proposed solutions.
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3.1 Dissertation Intent
The motivation chapters of this dissertation id&di the robustness of military systems-
of-systems as the area of interest based on seogial experiments and case studies.
The goal of this research ie improve the current state-of-the-art in early déense
acquisition processes through increasing the engiegs and decision maker’s ability

to compare the robustness of competing alternatives

3.2 Assertions
There are several assertions that form the logiaeking for this research objective. The
path taken and the decisions made represent omamy possible approaches to looking

at robustness and the defense acquisition process.

3.2.1 Assertion 1 — Defense Acquisition

I mprovements to Defense Acquisition Process could improve MDAP performance

The motivation behind this dissertation was theffamtiveness of current military
systems in the current operational scenario andctreellation of several MDAPs
because of anticipated shortcomings, performandeat®nal appropriateness, or
affordability. Anecdotal evidence from numerousomle involved in the Defense
Acquisition Process indicates that improvementsreeded. It has also been observed
that improvements in the development process fodywts in general usually result in
improved products [215]. This logic is being exted to military systems. However,
because it is not possible to test this assertioddsigning two military systems for a
control and test case, this assertion will be astewithout further attempt of proof. The
acceptance of this assertion leads to the nexttesse@bout when the improvements

should be focused.
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3.2.1.1 Assertion 1.1

Pre-Milestone A offers great opportunity for impact

The defense acquisition process is long and curobexs There are hundreds of possible
tasks that could be improved upon. However, bex#us cost of change is lowest in the
earliest phases of a design and the potential itgfathange is greatest [158], the early
phases should be focused on for improvement fifBhe Pre-Milestone A processes,
specifically the JCIDS process and the AoA offeeayr potential for improvement,
especially considering the impact the JCIDS proe@ssAoA have on all other activities
in the Defense Acquisition System. The Nationasdd&ch Council, working under a
request from the Deputy Assistant Secretary ofAind-orce, identified Pre-Milestone A
as an area for improved systems engineering aretiribat “about three-quarters of total

system life cycle costs are influenced by decisioasle before... Milestone A.” [11]

There are two schools of thought surrounding imprnoents in the early acquisition
process phases. The first argues that decisieddra should be preserved for as long as
possible to allow uncertainty to clear. The secarglies that a decision should be made
early on, but based on as much information as blessi Because these are two
fundamentally different approaches to addressirgy ghoblem, but both are used in
defense acquisition, the method will not be speally tailored to either. Rather, every
effort will be made to allow decision makers to e#her philosophy while working with

the method developed in this dissertation.
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3.2.2 Assertion 2 — Robustness

Using robustness as a criterion for selecting among alternatives will improve SoS

performance

Military systems are used across a wide range efhaos, many of which may have
never been considered when the system was firsgraes The B-1 bomber was
designed solely as a nuclear strike aircraft, lagt lhecome a conventional bomber with
the dissolution of the Soviet Union and the develept of the Joint Direct Attack
Munition. [139], [241] The system received a n@ade on life because it was robust to
the change in the tactical environment in which th® operates. The unarmored
HUMVEE has been upgraded with armored sides inraaencrease its effectiveness in
operating under conditions in Iraq that were urcpdited during its design. However,
these upgrades are greatly increasing the engiae avethe vehicles and increasing their
cost to operate. These are just two examples okemu military systems that are
operating in scenarios outside those included eir thitial design, with varying degrees

of success.

By definition, optimal systems will perform bettifran robust systems in the conditions
for which they were designed. However, as notedBbyer, military operations are
almost never at “on-design conditions,” [28] théesBon of a system that is robust will

improve overall performance.
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3.3 Gaps: Current State-of-the-Art and Desired Stat

The following gaps have been identified based @nctiise studies, evaluation of current

robustness methods, and dissection of the defegesition process.

3.3.1Gapl

As was observed in the baseline study of the KC+E8apitalization, the robustness of
candidate alternatives is currently studied throwgHimited number of off-design

simulations. This does allow a limited understagdof the robustness of a particular
candidate, but not the robustness relative to theracandidates. Therefore the first gap

is thelack of a quantifiable metric for the robustness ofa system

3.3.2Gap 2

An additional problem with the current approachassessing robustness of candidate
alternatives is the limited nature of the off-desexplorations that can be accomplished.
This very limited nature is in stark contrast tee thmitless number of ways that

operational scenarios and enemy technologies aalneev The second gap follows as the

inability to account for a massive possible scenarispace in assessing robustness

3.3.3Gap 3

The third gap in the current state-of-the-art ahe tlesired state is trdhfficulty in
updating the Pre-Milestone A activities as additioal information becomes available
about future operating conditions and technology mwration. The extended
timeframe of MDAP development, decades in many;aseans that the knowledge of
the operating conditions, while fuzzy at first, iwbecome clearer as the program
progresses. This is analogous to a cloud of uaicgyt“shrinking” to a smaller cloud or
a point as the program develops. Understandingntipact of the scenario maturation

currently required a nearly complete rework of Bre-Milestone A activities.
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3.4 Research Questions

The following research questions were developedcdam the gaps outlined in the
preceding section and the research objective exgpdes the dissertation intent section.
The development of the research questions was eaatiite process that included a
thorough literature search of the aerospace engniekterature, the defense acquisition
literature, and literature from other discipline3he two research questions presented
here provide the overall questions the researd@itégnpting to answer; however, many

other questions were considered in the procesddrkasing these.

3.4.1 Research Question 1

% Most Major Defense Acquisition Programs stretchrfmre than a decade, so how
can we evaluate the robustness of candidate systaystems solutions while
considering the uncertainty associated with:

= Technology maturation?
» Possible warfare doctrine?
= Possible enemy set?

<+ How can we define robustness to include these tainges?

MDAPs naturally fall into an undesirable regionha§h uncertainty, because numerous
assumptions must be made early in the defense satboji process, and high risk,
because a large amount of taxpayer dollars requoetkvelop this class of SoS. The
successful development of a complex SoS to a viglty performance level with a long
period of program development is inherently difficu The development program is

impacted by uncertainty with respect to many agpetthe SoS.
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3.4.1.1 Cost and Performance Uncertainty

Uncertainty associated with the SoS cost and pedoce primarily relates to the
accuracy of modeling and simulation techniqueslabba for use at the early phases of
conceptual SoS design and to the accuracy of asmumapthat were made in the
modeling and simulation variables. Typically, thdels used in early SoS design
contain a fair amount of uncertainty because ofsiieed at which they must be capable
of evaluating SoS concepts. Additionally, there assumptions about the performance
of immature technologies that will be used in timalf SoS. Often, the only information
about these technologies is available from the arebers developing the particular
technology, who are quick to sing praises but oftesitant to share the costs or problems
with a new customer. Many revolutionary projects the military rely heavily on
emerging technologies to step ahead of currenpatehtial adversaries. When so much
money is involved in the development of a S0S,30b8 designer must be able to account

for the possibility of a different maturation retsidr critical technologies.

3.4.1.2 Operational Environment Uncertainty

Uncertainty about the operating environment for $o&S appears because the possibility
of differences in the assumed operational doctahé&iendly commanders and forces,
and the possibility of differences in the set oémes for which the SoS was designed.
Every new war brings a new set of challenges, mamanticipated by planners. In the
20" century, warfare evolved from trench based todasgmy maneuvers to more
asymmetric methods. [210] In recent years, the patee shift in enemy tactics, and as a
result the pace of US doctrine change, has greatseased. Military planners of
previous centuries saw evolutions in tactics thaktmany years to take hold. However,
in regard to the current conflict, “[Former Mari@®@mmandant] Hagee describe[s] Iraqi
insurgents as clever fighters who change theildfegiid tactics every seven to 10 days,

making it difficult to stay ahead of them.” [163hdse rapid evolutions of enemy tactics
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mean that a point condition of the environment dobhhve gone through 700-1000
evolutions during the duration of a 20 year MDARhese rapid changes in operating

conditions drive the need to greatly increase tibeistness of military SoS.

3.4.1.3 Definition of Robustness

The current definitions of robustness outlined iearin this dissertation do not easily
allow the consideration of performance for manytays over a large number of
operational scenarios. A mathematical definitidrattallows the assignment of a
robustness metric to each candidate design anduiscéion of the design’s performance
and cost, as well as the relative likelihood of gwenarios under which it will be
evaluated is desired. Additionally, a relativeiyngle definition is desired, both for

clarity and for computational load while evaluatmger large numbers of scenarios.

3.4.2 Research Question 2

« How can we promote the ability to update the robess analysis as higher-
fidelity information about the system-of-systemgeoating conditions becomes

available?

Information in early stages of systems design seba assumptions, especially when
dealing with immature technologies that are commonMDAPs. However, as
technology and the SoS design mature, assumpticmgeplaced by more concrete
information from modeling and simulation, benchtsesind finally full SoS field tests.
As this information becomes available, howeveis rare to find the systems engineering
tasks of Pre-Milestone A repeated. This is becaist#he cost and engineering time
associated with improving upon the earlier analyse®wever, important information
about the SoS performance, especially in the comtea wide number of scenarios, can

be gained by revisiting the early tasks.

80



The most apparent benefit would be increased utad®lisig of the bounds of SoS
performance across the possible operational s@mariThis information would allow

better planning for future gaps in capability. Aghally, the updated early systems
engineering studies would allow tweaking of desigguirements where tasks remain
unfinished. For example, if a radar technologyured to a lower-than-expected level,
missile seeker requirements could be made momgstit to compensate for the loss of
radar performance. Both of these benefits wouldbeorealized without a cost-effective

way to update the systems engineering analysdged?ite-Milestone A period.
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3.5 Hypothesis Genesis — Creating a New Method

3.5.1 Functions Required
The methodology of this section is proposed talfdfresearch objective: to incorporate
robustness into the decision making process andueage adaptability of the Pre-

Milestone A period. There are eight generic tablkd must be completed in this phase

[58].

Establish the need

Define the problem

Establish measures of performance (MoPs) and messtieffectiveness (MoES)
Generate architectures

Generate alternatives

Analyze alternatives

Compare results

© N o 0~ 0w NP

Make a decision

These tasks vary slightly from those that appeaome systems engineering literature,
but the basic purpose of the tasks is the samemany cases, systems engineering
assumes that the first phase shown below is coedubly someone outside the
organization doing the systems engineering. Howdue defense acquisition the JCIDS
process involves establishing the needs of thaaryli The generation of architectures
and the generation of alternatives are separatedube of the processes in the Pre-
Milestone A phase of defense acquisition. Systarokitectures are usually established
before and guide the generation of alternativeserd is usually a down-selection among

architectures before systems alternatives areexteat
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3.5.2 Scope

The methodology of this dissertation is not intehtte address all of the activities in the
Pre-Milestone A phase of defense acquisition. Sutdsk would be beyond the scope of
a doctoral dissertation, and would require muchraioation with the government
agencies responsible for the defense acquisititimitees. Rather, the methodology in
this dissertation will only address those generneas where the research objectives,

guestions, and hypotheses relate to the activities.

3.5.3 Activities Focus

The research objective for this dissertation mdssaty aligns with the analysis of
alternatives and the comparison of results fromgéreeric tasks list. There is additional

impact in the establishment of MoPs and MoEs, &t tlew measures must be included.

» Task 3: Establishing MOPs and MOEs
* Task 6: Analyze Alternatives

* Task 7: Compare Results

3.5.4 Cross-Fertilization from Long-Term Policy Ana  lysis

Because no existing systems engineering methodseessing robustness performs well
enough for application to the early tasks of defemgquisition, other fields were
searched for methods. The hope was that a mettisithg in another field, with support
of experts and literature in that field, could Ippléed without modification, or with slight
modification, to the defense acquisition procebkere were several criteria identified by
the author as an initial screening for finding aygpiate fields for methods investigation:
similar time-frame, existence of a large amountuatertainty, and high-stakes/risk.
After searching literature from a variety of didops, long-term policy analysis was

identified as a promising field.
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3.5.4.1 Time-Frame

Long-term policy analysis typically deals with en& horizon of somewhere between 10
and 50 years. [141] Military acquisition processgscally take between 5 and 20 years,
though this fact has been lamented by military péas. [11] The similarity in these
time-frames creates an environment where the fatigwwo filter criteria are more likely

to be met.

3.5.4.2 Uncertainty

Lempert defines deep uncertainty as the conditiberw‘when we do not know, and/or
key parties to the decision do not agree on, tlséesy model, prior probabilities, and/or
“cost” function.” [142] This is opposed to a systavhere the probabilities are well
behaved, the system model exists and is readilgnstmbd, and the cost function is well
defined. The more well-behaved case is close leblsaconcept of “mild uncertainty” or

“Gaussian uncertainty.” [220] The concept of milicertainty is very applicable in near-
term problems and corresponds to the majority ef itiethods that exist in systems

engineering for evaluating robustness.

Military acquisition exists in the realm of deepcenainty. The system model for
military operations is poorly understood and rifehmhuman-factors. Especially as the
concept of network-centric warfare has come to dae battlefield operations, simple
statistical relationships, such as those estaldlishg Dupuy, [71] no longer are
applicable. Additionally, the “cost function” focurrent military systems changes
depending on the decision maker. Often there mspaken constraints that drive designs

and are never formally communicated to the desgyner
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3.5.4.3 Risk

The level of risk associated with long-term poliapalysis is the same, or perhaps
greater, than that of defense acquisition. Janegab notes that the following are all

examples of successful long-term policy [35].

* The US Constitution

* Panama Canal

* Transcontinental railroad in the US

* Marshall Plan

* Bismark’s unification of Germany

» George Kennan’s policy of “containment” of the USSR
* US Social Security plan

* FCC helping the US phone system connect to conguter

All of the policies above, if unsuccessful, carrigeat potential consequences, ranging
from a failed early United States to billions inoeomic losses to overseas competitors

who could have adapted technologies before us.

While the consequences of failure are not as goedIDAPs as for these major policy
decision outlined above, they are enormous. Thke & billions of dollars of taxpayer
funds can derail political establishments and canagr corporations to fail. Because
these two areas are in the same realm of riskeadt Irelative to most small risk
calculations done in systems engineering, long-teaficy analysis is an acceptable fit

for identifying methods for cross-fertilization.
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3.5.5 Analyzing Alternatives

The three primary areas where a contribution isidpenade will be discussed out of
order. This is because the contribution for thaldshment of MOE’s and MOP’s is a
creation of this dissertation’s author based ondbetributions from long-term policy
analysis to the other two primary areas. These ¢wss-fertilized ideas and their

potential contribution to defense acquisitionsdiseussed in the following sections.

The first area of cross-fertilization, Massive Smem Generation, allows the designer and
decision maker to consider the utility of an altdive across a much wider set of
possible future scenarios than was previously abkl The second area of
advancement, parametric methods, allows the designeapidly update analyses as

information about the future becomes available.

3.5.5.1 Massive Scenario Generation

Massive Scenario Generation is an approach to erglpossible futures with the aid of
computer models. The technique was developedeaRHND corporation for use in

long-term policy analysis and for strategic plamgninThe development of this technique
was dependent on the development of powerful comgpugpabilities that have recently

become prevalent in the research environment.

Massive Scenario Generation was constructed to linapans consider the implications
of policy decisions across a “very large landscaifpelausible futures.” [141] The ability
of the policy decision to be implemented in a cotepsimulation that can realistically
capture the dynamics of the problem is crucialht® validity of the Massive Scenario
Generation results. In Lempert’'s formulation, MassScenario Generation is used to
create “scenario ensembles,” which are discretescaended to represent the landscape

of plausible futures. Exploratory modeling softeraand a computerized scenario
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generator are used to construct the large set efasios that make up the scenario

ensemble.

3.5.5.2 Defining a Scenario

A key part of defining a parametric scenario for dgil@e Scenario Generation is
understanding how to categorize elements that getonthe scenario and identifying
interactions among the elements that impact therrative being evaluated. In
Lempert’s work on regret analysis coupled with Mes&Scenario Generation, the RAND
team used an extensive literature review to idgmidtential input variables and metrics,
and then relied on the experts on the team to camsgand prioritize them. [141] For
military alternatives analysis, the basic initialedkdown is suggested to be friendly
systems (including the alternative being analyzetjets, and the general environment.
The general environment will include threats the¢ aot targets, and the physical

characteristics of the world. A sample breakdosvahiown in Figure 15.

For the purpose of this dissertation, targets fdlconsidered part of the environment.
By considering the targets as a part of the envme@mt, the scenario can be broken down
into two groups: things over which the friendly esidiill have control and those things

that they will not.
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Mobility ]

Proximity to
Non-combatants

Window of Opportunity ]

Hardness

Figure 15: Scenario Breakdown

3.5.5.2.1 Environment

The principle concern for evaluating SoS concepta particular possible future is what
makes up the possible future. The particular zatbn of events leads to an
environment in which the SoS will function. Theveonment in which the SoS acts,
combined with the actual matured state of the Ss&fj combine to form the future

scenario.

The environment is defined in this dissertatiorah®f the factors which affect the SoS,
but are not a part of it. This is based on théndein from Webster, which states that an
environment is “the circumstances, objects, or @¢ms by which one is surrounded.”
[4] The environment is made up of three subsets:piysical environment, the target

environment, and the threat environment. Howekarevance of each element of the
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environment subset, physical, threat, or target| depend on the required level of

fidelity for the problem at hand.

3.5.5.2.2 Target Environment

The SoS’s target is “a geographic area, complexnstallation planned for capture or
destruction by military forces.” The intelligencemmunity definition is “a country,
area, installation, agency, or person against whitlligence operations are directed.”
For targeting purposes, this definition must beagxjed to include the contents of the
area, complex, or installation (e. g., people, pongint, and, resources). Furthermore,
capture or destruction must be expanded to inclddisruption, degradation,

neutralization, and exploitation, commensurate whfectives and guidance.” [236]

A target must qualify as a military objective befat can become a legitimate object of
military attack. In this context, military objecés include those objects that, by their
nature, location, purpose, or use, make an effeatontribution to military action, or
whose total or partial destruction, capture, ortradzation offers a definite military
advantage. The key factor is whether the objectritnrtes to the enemy’s war fighting
or war sustaining capability. Consequently, an idi@ble military benefit or advantage
should derive from the degradation, neutralizataestruction, capture, or disruption of
the object. Not only does this concept precluddations of the Law of Armed Conflict
(LOAC), but it also supports the principles of way employing economy of force

against valid military objectives.

The target environment describes all aspects oSthfe’'s target that are relevant to the
function or performance of the SoS. This defimtie intended to include characteristics
that may not intuitively be a part of the targeself, but nonetheless have an impact on

the performance of the SoS. An example of thishinigclude proximity of the site to a
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major religious site, which would limit the SoS’silsty to apply energy to the target in

many conflicts.

3.5.5.2.3 Threat Environment

The threat environment describes all elements ef dldversary’s assets that can
potentially impact the SoS in an adverse way. &ha® outside the set of elements
included in the target environment and can inclafe party threats. The threat

environment is considered to be entirely “man-maaied therefore, while some natural
occurrences would be threatening to a SoS, fortaatare are not considered part of the

threat environment.

3.5.5.2.4 Physical Environment

The physical environment will be defined as alhedats of the environment that are not
included in the target environment or the threairenment, but can affect the SoS or its

performance with respect to the MOEs for the sdenar

3.5.5.3 Parametric Methods

Parametric methods, as opposed to deterministidhadst typically do not return a
“single answer.” Rather, a parametric method Vdltus on establishing a set of
relationships that will return an answer for a g input parameters. Input parameters
correspond to the independent variables of a datestic function (or method), but are

allowed to take a range of values. [24]

Parametric methods have become important in thiged highly integrated systems,
such as aircraft, because of the uncertain natuneaoy system aspects in early design
phases. For example, historical data may be usadtaraft conceptual design to assign

an anticipated weight to the aircraft's enginesprupvhich the structure design is
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dependant. If upon conducting a detailed desigretigines are determined to be heavier
than anticipated, the aircraft’'s structural weighi have to be increased, which either
will require more thrust (an engine re-design) d@t reduced performance. By using a
parametric approach, however, designers can rapplijate the entire design by simply

“dialing in” the new engine weight.

Baker’'s Unified Tradeoff Environment (UTE) [19] pides an environment in which
parametric methods can be visualized through padiféerential equations. Baker's
formulation was initially implemented using a rat@ft example, but has been extended
to autogyros by Ahn [10], and to SoS by Biltgen &wdler [23], [25]. By viewing the
partial differential equations in the UTE, not orln the designer “dial in” a new design
and rapidly see the results, the impacts of theowarparameters can be visualized

simultaneously.

Parametric methods have an added benefit in thermuparadigm of electronic design
reviews. [156] Analyses presented to decision mgaéee rife with assumptions that have
been made in order to enable the use of modelgplified relationships, and even many
empirical tests. If a decision maker disagrees @it assumption, the entire study can be
discredited in his or her eyes. However, if a peetic study is presented instead of
static results, the assumption can be changednanentire study instantaneously updated

to reflect the new parameter.

The utility of parametric methods for improving takility of designers to update studies
has been demonstrated in aircraft design and itersgsof-systems design reviews.
However, these methods have not penetrated thesiefgcquisition system to a large
degree, where static milestones still dominate phecess. The potential of these

parametric methods to replace the static milestamesimense, and would result in a
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dynamic product that could be updated rapidly dsrimation about the maturation of
technology, the shift in enemy set, or the condgieander which the alternatives would

operate becomes more concrete.

3.5.6 Compare Results

The third area of advancement, regret analysialsis cross-fertilization from long-term
policy analysis and provides a way to compare ttegratives that are being considered

across the many possible futures.

3.5.6.1 Regret Analysis

Regret analysis is a way of measuring the meré pérticular system solution for a set of
operating conditions. Kayne defines regret analgs “the difference between some
choice and the best choice for a particular re@inaof the uncertainties.” [130] Regret

is a fairly intuitive concept for engineering ttieanslates well to the generally accepted
definition of regret. Webster’s dictionary specidfily refers to a feeling associated with a
loss or error. [4] If a regret analysis were cortddcfor a current situation, the regret
would correspond to the difference between theesysin hand and a system optimized
for the current situation. If the analysis is cookd at the beginning of a particular
program, its purpose is to look at the way a caateidolution performs with respect to

other possible solutions for a certain future opegacondition.

The way the difference between the candidate systgmnthe system optimized for the
particular set of future operating conditions isqtified depends on the problem at hand.
In most system-of-systems problems, many metriasitefest exist for deciding among
candidates, including various measures of perfoomaand cost. It is important,
therefore, that the method of measuring the diffeeebetween solutions includes all of

the measures of merit and weights them appropyiatel

92



A common form of regret analysis is the minimaxr@agh. In essence, minimax strives
to find an optimum that is defined by the solutibiat displays the smallest maximum
regret over the future conditions considered. [2B{]minimizing the maximum regret,
the designer is taking a very pessimistic appraawh assuming that the worst possible
conditions for system performance will occur in ife of the system. The minimax
algorithm is also independent of the likelihoodaofy future condition. Because system
designers usually have some understanding of tret ilkely future operating conditions,
they have more information that should be includedthe assessment of concept

alternatives.

If information about the likelihood of the variodsture operating conditions was
included in the regret analysis, a more completietstanding of the merits of particular
system alternatives. Especially in situations weegtain operational conditions are
“must haves” and others are “wants,” including #iddal information future operational
conditions is desirable. Using techniques sucM&S coupled with regret analysis to
explore the system behavior in a variety of futcmaditions has the potential to provide
more robust solutions by fully exploring regions lddely and less-likely operating
conditions, and factoring that likelihood into tlecision. An additional suggestion for
improving the way regret analysis is conductedresented by Aseeri [15], who suggests
normalizing the regret for each candidate scenafibis allows a consistent comparison
among systems which may exhibit performance atefit magnitudes for different

scenarios.

3.5.6.2 Regret Analysis Shortcomings

Regret analysis provides a way to compare altarestihat have some sort of overall

evaluation criterion associated with them. Howewerthe current implementations of
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regret analysis, the regret associated with amrative exists only at the discrete points
where a scenario has been evaluated. These sludtardividual data points can give
the decision maker some sense of the value of passible alternative, but the discrete

nature creates shortcomings in decision making.

Because some futures are generally considered iil@ly than others, a minimax
approach is deficient for decision making becati®annot incorporate the likelihood of
the different futures. A possible solution to thvsuld be to assign a weight to the actual
value of regret based on the perceived likelihobdhe scenario. Unfortunately, this
solution only partially addresses the problem. iBDyimost decision-making processes,
there will be differing opinions on the likelihoad different scenarios, leading to a log

jam whenever the regret calculations must be uddateeflect differing opinions.

The minimax approach, even when weighted with itkelihood of the scenario, has the
possibility of returning a solution as “best” thatin fact outperformed over the vast
majority of the design space. This is illustrabedhe comparison of three hypothetical
platforms in Figure 16. “Option A” represents adust design candidate, “Option B”
represents another robust design candidate, antlofO@” represents an optimum design
candidate focused on performing well in a narrowmcb@n the left half of the scenario
space. Using the mini-max approach, “Option B” \dobe selected as the “best”
alternative. However, it is clear that for the ardy of the scenario space, “Option A” is
a superior alternative, and only is moderately edggmed by “Option B” in a small
region of the space. Most decision makers woultsicer “Option A” superior, but the
current regret analysis construct does not allow tiis alternative to get fair
consideration. If the regret analysis method cobkl modified to allow rapid
consideration of the performance of alternativealirareas of the scenario space, regret

could be considered across all of the space.
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Option A
- = = .Option B
Option C

Normalized Performance

Scenario Space

Figure 16: Performance of 3 Platforms

A final shortcoming of regret analysis is that, dese of the static nature of the regret
analysis approach, it does not naturally fit witle tconcept of the interactive design
review. In an interactive design review the nosmo understand the effects of changing
assumptions in real time, which is not possible wadarge number of complex analyses

must be run.

3.5.6.3 Overcoming Regret Analysis Shortcomings

A more effective approach might be to apply thecemt of surrogate models, discussed
in detail below, to the scenario space. If a ggate of the scenario space can be
successfully constructed, then because surrogegeserely closed form equations, the
regret can be integrated over the entire scengaces creating a global regret. Global

regret is discussed in more depth in following iees.
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3.5.7 Tactical Research Question

Can surrogate models be used to address the simimtg® of regret analysis for use in

early defense acquisition?

3.5.8 Surrogate Modeling

Surrogate models serve as a way to rapidly askesegesults of a particular code, in a
particular region of the design space, for concaptiesign purposes. In any given area
of the design space, the variability of results banattributed primarily to a handful of
variables. While the other variables are neceskarthe magnitude of the response, in
nearly every case the vast majority of variables loa defaulted within the ranges being
considered, significantly reducing the number ahpatational runs required for design
space assessment. This concept, the Pareto Reinglilows designers in early stages of
design to concentrate on the design variablesttht matter in the selected concept

space.

The identification of significant variables greatgduces the number of cases that must
be considered for a design, but it is often insigfit to allow the real time analysis of
trade games and the consideration of multi-atteldecision criteria on the fly. In this
case, a surrogate model can be generated basegpresent the analysis code in the
region of the conceptual design space of interébese surrogate models reflect the fact
that for limited ranges of input variables, anadysodes typically display behavior that
can be represented with a polynomial regressioateayy an artificial neural network, or

a Gaussian Process regression.

Surrogate models are created by careful observafitime analysis code behavior using a
Design of Experiments (DOE). DOEs are purposefahipulation of the significant

variables, identified for the particular rangesirgérest, with the goal of identifying the

96



effects of each variable and the cross terms beiwee variables. One of the most
straightforward forms of a surrogate model can beegated based on a least-squares
regression of the data from the DOE, as outlinethenResponse Surface Methodology
(RSM) [136], but more complex approaches includantficial neural networks have

been applied to various problems.

Surrogate models are simply equations that reptrabenbehavior of a higher-fidelity
code or tool with a high degree of accuracy. Astiomous equations, they provide the
ability to perform more complex mathematical matagons than pure data from the
analysis code would. As equations, they are alatiopm independent and they cannot
“crash” if incorrect inputs are given: the equatitself will always yield a result. The
result cannot, however, be relied upon if the inpaiables are beyond the ranges for
which the surrogate was created. Surrogate mduele been used to replace a wide
range of analysis codes, and can be used for bahrland nonlinear spaces depending
on the complexity of the model created. Three comtypes of surrogates are discussed
in the following sections: response surfaces, iaif neural networks, and kriging

regressions.

3.5.8.1 Response Surfaces

“Response Surface Methodology (RSM) comprises apgad statistical techniques for
empirical model building and model exploitation. Bgreful design and analysis of
experiments, it seeks to relate a response, orubwgriable to the levels of a number of

predictors, or input variables, that affect it.” 83

Response surfaces were introduced in the 1950sdxyaBd Wilson [34]. The idea
behind a response surface is the use of a simpthematical relationship, such as a

polynomial equation (such as Equation 4), to reggres®s much more complex process.
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The coefficients of the polynomial or other equatiare often determined through a
regression of a set of known data for the compkexcess. The simple relationship can
then be used to find an optimum solution, ideallg anuch lower cost than searching the

complex process for an optimum.

RZIBO-I_Zn:lBiXi "'_Zn:ﬁiixiz"'i Zn:ﬁijxixj te

i=1 j=i+l

Equation 4

In the 1990s response surface methods began tdrgenento the field of aerospace
design for technology assessment through the wbidawris and Kirby. [159], [136]

Integrated Product and Process Development (IP&M)),the Robust Design Simulation
(RDS) method both rely on response surfaces tovadkatistical design of products and

processes. [160]

Response surfaces have some problems when appliddghly complex systems.
Because of the typical assumption that the respdolé®vs a polynomial equation,
discrete responses, nonlinearities, etc can napwured in the method. This may lead
to a sub-optimal solution, since the optimizer usd® (perhaps erroneous)
approximation. Additionally, because a least-sgsaegression is used for estimation of
the polynomial coefficients, a non-normal distribat i.e. fat tails, can lead to a poor

model fit. [168]

3.5.8.2 Artificial Neural Networks

An artificial neural network is a type of surrogatedel that functions based on the

principles of neuron interaction in the brain. P8itificial neural networks provide an
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advantage over response surface equations bedaisbave the ability to capture non-

linearities and will work with discrete inputs autputs. [246]

The basic unit of the artificial neural networktlie perceptron, which applies a transfer
function to a set of weighted and biased inputsostartificial neural networks used in
surrogate model applications are composed of tlaygas of perceptrons: an input layer,
a hidden layer, and an output layer. The percaptare linked so that the input layer
outputs to the hidden layer and the hidden layépuds to the output layer. [127] The
artificial neural network is fit to the data viastochastic process known as training.
Because this training requires a stochastic op@mithe training must be repeated in
most cases to ensure that the “best” possible fittained. [200] The logistics sigmoid

function is often used as the equation for a peroapand is shown in Equation 5. [225]

1
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Equation 5

In Equation 5, s the intercept term for the hidden node, ibis the coefficient for the
ithdesign variable, Xs the value of thenidesign variable, N is the number of input
variables, eis the intercept term for thenkesponse jdis the coefficient for than

hidden node andieesponse, andiNs the number of hidden nodes. [127]
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Disadvantages associated with artificial neuralwoeéts arise from the computational
requirement for training them and from the lacleaséily understandable form to the final
equation. Because the computational time associatéh the training optimized
increases with the number of cases, for very lgnggblems training artificial neural
networks can be slow. This problem is compoundgdhle stochastic nature of the
optimization, which means that several attemptstrbesised for each number of hidden
nodes attempted in the training process. Alsdhaswumber of hidden nodes increases,
the potential for “over fitting” the data increasebinally, because the artificial neural
network relies on the logistics equation, it iseafdifficult to gain understanding into the
physical phenomena behind the system behavior. IeAgdalynomial regressions often
allow simple linear and quadratic relationshipsbt identified, the complexity of the

logistics equation typically prevents such insight.

3.5.8.3 Kriging Regressions

Another form of surrogate model that has gainediBg@nt attention in the past few
years is a form of a Gaussian Process called kyiguwacording to Shao, “a kriging model
is a generalized linear regression model that tékesveighted linear combination of a
set of collected data as its prediction model."gZ0he regression is constructed in such
a way as to ensure that the prediction of obsemaddes will always precisely match
those values. One of the appealing aspects ahkrig the model’s ability to account for
a non-linear or multimodal response space. [2480] The assumption of a Gaussian
Process means that for every predicted point, tisea® associated error estimate that is

created as a by-product of the model training. [248

Kriging does not address all issues encounterethencreation of surrogate models.

Because of the matrices involved in the creatiothefsurrogate, kriging methods are not
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suitable when there are more than 15-20 independeiatbles or more than 300-500 data
points being used to create the model. [132] #&s¢hcases the regression becomes too

computationally intensive and cumbersome for use filgrogate.

3.5.8.4 Radial Basis Functions

Radial basis functions are used to build approxwmnat of functions by following the
form shown in Equation 6. The radial functionduaction whose value depends on the
distance from the center [177], are summed witHedht centers and weights to
approximate the value of the true function. Theghts for radial basis functions can be
estimated using a least-squares approach or amiaptiin a fashion similar to training a

neural network.

N
y(x) = > wellx —c|)
i=1
Equation 6

Radial basis functions provide an advantage ovepamse surface equations for non-
linear and non-monotonic spaces. [248] The disatdweges for radial basis function are
similar to those of the artificial neural netwoik, that the equation produced does not
provide easy insight into the underlying mecharmtdhe process and that it is more

complicated to produce than the response surfacatieq.

3.5.9 Establishing MOPs and MOEs

Sound decision making is dependent on the existehceiteria to measure the relative
utility of different aspects of alternatives. [181According to Sproles, an MOE is a
metric that quantifies how well a proposed solutioeets a particular need of a problem

stakeholder. Sproles goes on to draw the distinchietween an MOP and an MOP,
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which is from the point of view of the engineerather internal developer. [214] The
DoD differentiates the levels at which MoEs and Mad#ist, with MoEs existing at a
higher level. According to the Joint Test and bHatibn Handbook [63] an MOE is “a
guantifiable value that expresses the effectiveinésbe system, system of systems, or
process under test.” The same document descnb®B P as “a quantifiable value that
expresses performance or capability of a systestesy of systems, or process under a

specified set of conditions at the human-machisk kavel.”

Pinker suggests that acquisition metrics can bepgd into six fairly broad categories:
cost, acquisition performance, schedule, commer@eghctices, weapon system
performance, and technology innovation. [183] Bmdgoes on to outline a large number
of metrics that could be used to judge acquisipoograms, and while he does not claim
that the list is exhaustive, robustness is congpisly absent. The absence of this metric,
which few would argue is unimportant, could be hmseaof the lack of methods for
applying robustness early in the defense acquisgistem and the lack of an appropriate

mathematical definition for judging the robustnesompeting alternatives.

3.5.9.1 Global Regret

Measures of effectiveness currently in use for é¢veluation of alternatives do not
attempt to quantify the robustness of candida#smost, they observe the change in a

variety of MOEs and MOPs for a handful of off-desgrenarios.

A new measure of effectiveness is proposed. GlBlegiret should be a function of the
local regrets, regret in conventional regret ana)yacross the entire scenario space of
interest and of the probability of a certain scemarThe mathematical formulation of
Global Regret will be left for the hypothesis tegtsection of the dissertation. The goal,

however, will be to establish a new MOE that willoa the quantification of the
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robustness of candidate alternatives relative ® dther alternatives in the pool of

consideration.

103



3.6 Methodology Summary — Global Regret Analysis

The following steps provide a high level summarytlod steps necessary to complete
Global Regret Analysis, which will allow the qudidation of the relative robustness of
candidate acquisition alternatives. Figure 17 sanmas the high-level tasks of Global

Regret Analysis.

Establish Global Regret as a primary metric

Create parametric scenario

Analyze alternatives across a wide range of pass$itlres
Create surrogates of the local regret across thsilgle futures

Establish likelihood for ranges of possible futures

o a0 ~ w NP

Evaluate Global Regret

Task 3: Establishing

MoPs and MoEs Establish Global Regret as a Primary Metric
Analyze
Create Parametric .| Alternatives for a
Scenario Generator Large Variety of
Task 6: Analyze Scenarios
Alternatives T
v
Establish
Create Surrogates - Probability
of Local Regret Weightings for
Plausible Futures
Task 7: Compare
Results Evaluate Global Regret

Figure 17: Modification to Regret Analysis
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3.6.1 Methodology Information Flow and Tasks

Planners Input

Alte

rnatives

Establish Global
Regret as a Primary
Measure

12

12

Create the Parametric

Scenario Generator

345

Analyze Alternatives
for a Large Set of
Scenarios

6,7
y

Build Scenario Space
Regret Surrogates

I

Establish Probability
Weightings for
Plausible Futures

Figure 18: Global Regret Methodology

8,9
A

Evaluate Global
Regret

10,11,12
—

Figure 18 shows the flow of information among thgks of Global Regret Analysis. The

two blue boxes in the figure show inputs from ottaesks in the Pre-Milestone A defense

acquisition process, but are not part of GlobalrBegnalysis. The white boxes in the

figure are the 6 activities of the Global Regretalsis Methodology. The individual

pieces of information that flow are coded by nurskemd explained below and the tasks

for each step are shown in Table 8.

S T A o

Scenario/alternatives DoE

Set of alternatives to be considered
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Information about the scenario space of interest

Information about the expected development of ashrgts technology
Software tool that can evaluate a concept in dquéatr scenario

Set of variables that can be used to describetaplar scenario



7. Results of scenario evaluation for

each DoE case

8. Surrogate model defined local regret landscape

9. Likelihood function for scenario space

10.Global Regret value for each alternative

11.Understanding of regret landscape

12.Parametric environment

Table 8: Global Regret Analysis Tasks

Phase

Tasks

Establish Global Regret as a Primary
Metric

— Ensure robustness is a focus of the

engineering efforts

Create the Parametric Scenario Generat

- Breakdown scenario to sufficient level
for modeling approach (agent based,
discrete event, system dynamics, etc)

- ldentify interactions significant to
metrics of interest

- ldentify variables necessary to model
interactions

Pl Model interactions based on physics,
empirical data appropriate for ranges
scenario variables
» Should focus on batch mode executi
» Should allow for wide ranges of

scenario variables

—
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Phase

Tasks

Analyze Alternatives for a Large Set of

Scenarios

- Build a scenario/alternatives DoE

- Execute the scenario/alternatives DoE
using the Parametric Scenario Generator
Software

—Record metrics for each case in the DOE

Build Scenario Space Regret Surrogates

- Build and evaluate fitness function based
on tracked metrics
- Fit surrogate models for local regret and

other metrics

Establish Probability Weightings for

Plausible Futures

— Establish likelihood distributions for
each scenario variable
— Establish likelihoods for each future

scenario

Evaluate Global Regret

- Evaluate the Global Regret Function for
each alternative
» Can us integration form if
computationally possible
» Can use numerical approximation of
integral
» Can use Monte Carlo techniques
— Explore scenario space using visual

analytics

Information about the scenario space of interedteig for developing the Parametric

Scenario Generator. The Parametric Scenario Genasaa Modeling and Simulation
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(M&S) environment that has been created in a pat@enéashion so that variables
critical to the metrics of interest can be rapidhanipulated to create scenarios. The
Parametric Scenario Generator also executes the k&$e settings of the scenario
variables. In order to create this environmentwéwer, information about the
interactions within a scenario and the expectedssoof adversary’s technological and
tactical development must be available. This imfation comes from military planners,
intelligence personnel, warfighters, and enginedre must provide input to ensure the

parametric scenario provides a realistic represientaf plausible scenarios.

The Creation of the Parametric Scenario Generagpr results in an M&S environment
that can rapidly evaluate a particular scenarial anset of variables that describe
plausible scenarios. Two additional pieces areeseary for creating a scenario space,
however: the alternatives to be analyzed and tBras® Design of Experiments (DoE).
The set of alternatives for evaluation using GloBalgret Analysis are created in the
Alternatives Definition task of the Pre-Milestoneadtivities. These alternatives must be
created using good systems engineering practicash sas those of the RDS
methodology. The use of solid systems engineetgahniques ensures that the
alternatives are representative of regions of #&gh space where promising solutions
exist. The scenario DoE is created by the emgmeainning the M&S codes and fitting
the surrogate models (the following step of thehodblogy) and must be designed in a

manner appropriate for the dynamic nature of tle@aigo space.

The analysis of the alternatives in the Paramé&icenario Generator results in a DoE that
is coupled with metrics of interest for each cadenis information is then used to fit
surrogate models describing the responses for titeeescenario space for each
alternative. These surrogates are then coupldd likélihood functions for the different

regions of the scenario space for the evaluatid@lobal Regret.
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The establishment of likelihood for different regsoof the scenario space allows the
local regret of concepts at different scenariobdonveighted. By weighting the regions
of the design space, large regret in unlikely regiwill not have as big an impact as
large regret in a likely region. However, the likeods must be established based on
sound intelligence information and engineering usidading about the progression of
technology. In general, the lower bound for scenaariables is suggested to be set at
the lowest value in the current state-of-the-atjlevthe upper bound should be some
improvement on the cutting edge of the currentestditthe-art. Once these likelihoods

are established, the likelihood functions are otstpaol the final Global Regret Evaluation.

The analysis of Global Regret establishes a sivglee that can be used for the
comparison of the robustness of individual conceptewever, because of its parametric
nature, the landscape of the local regrets cankm@s@pidly understood by manipulating

the values of the scenario variables and seeingrtpact on local regret.

109



3.7 Hypotheses

While the methodology outlined above is the restisignificant logical effort, the main
assertions remain relatively unreinforced. In Hareto solidify the arguments for using
Global Regret Analysis, a number of hypotheses lman developed around the key
new developments of the method. These hypothedédavtested in the following
chapter in an effort to understand whether or het method does in fact address the

intended issues.

3.7.1 Hypothesis 1 — Parametric Evaluation of Alter  natives

Recasting the current Analysis of Alternatives proess as a parametric
evaluation of alternatives that can be updated throghout the Defense
Acquisition Process will increase the robustness alystems-of-systems solutions

to a changing future operational environment

Parametric approaches to systems engineering pnsbfeve shown to be effective in
increasing robustness by allowing the delay of gleslecisions until more knowledge
about the problem is available. Lack of computalaesources limited the usefulness of
true system-of-systems parametric studies, butnteadvances in aerospace systems

design have greatly increased the practicalityasdmetric studies.

A fundamental assumption of the usefulness of pamamstudies for increasing the
robustness of systems-of-systems is that knowlefigke near future is better than that
of the far future, as discussed by Lempert [14Dherefore, by delaying decisions about
military systems until the fielding date is closeur knowledge of the conditions will be

more accurate. With more accurate information,system-of-systems can be designed
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to better complete its task. By continuously updptthe assumptions wherever

uncertainty exists, the magnitude of the uncenamthe final product can be reduced.

Implicit in the parametric approach to system-adteyns design is that the system
concept must be allowed to change to a certainegegn this case as information about
the future becomes available. In order to alloghanging design, design decisions must
be made in as late a stage as possible, using pararstudies for as long a period of

time as possible. These synthesized, system-témmgsparametric studies seem overly
cumbersome at first glance, especially to anyone tdms conducted a complex system
design. But recent developments in surrogate moglelow allow a designer to greatly

increase the responsiveness of the network-of4systenodel to near-instantaneous
evaluation. While the creation of these surrogatedels does take an up-front

investment, both computationally and in man-hoitrgffords the designer a great deal of

freedom in the assessment of the design space.

3.7.1.1 Hypothesis 1a — Expanded FMCS

A hierarchical, surrogate-model based environment an be coupled with a
filtered, Monte Carlo decision-making technique toevaluate alternatives in the

parametric methodology

Filtered Monte Carlo decision-making has been dmead over the past few years and
emerged as an approach to top-down design overge kdesign space. [78], [24]

However, the method has not been demonstrated @varge scenario space. This
particular method was selected for the evaluatioalternatives because it represents the
state-of-the-art in top-down design space explonatand allows the consideration of

many output and input variables. The natural egphiiity of the filtered Monte Carlo
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approach could potentially allow a design spac®doexpanded to include a scenario

space, or a scenario space expanded to includgigndspace.

3.7.2 Hypothesis 2 — Global Regret Analysis

Robustness can be defined as a function of the regr associated with a

particular future scenario by using Global Regret Aalysis

In the evaluation of competing design alternativiess important to understand the
relative robustness of the candidates. Becausetabk method for the early defense
acquisition process was not found in the aerospagmeering, methods in other fields
similar to defense acquisition were examined. BRiegnalysis, from long-term policy
analysis, was identified as a possible method t@ntjfying the relative robustness of

candidate alternatives.

Regret analysis does have some shortcomings thit its applicability it its current
form, however. The formulation does not returnilagle measure of the relative
robustness, rather a large set of relative regrékese discrete values can give a general
picture of the robustness of concepts, but thegdesiand decision maker may have
difficulties distinguishing among concepts that éalifferent areas of strong and weak

performance.

3.7.2.1 Hypothesis 2a — Surrogate Modeling of the S cenario Space

Surrogate models can overcome the shortcomings oégret analysis for use in

the parametric methodology to enable Global RegreAnalysis

Surrogate models have been used successfully ipabketo create a continuous space

from a discrete set of data points. Because af &flity to simply represent a complex,
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but bounded space, they can greatly increase #mdsgpnd range over which an analyst
may explore a process. This simplification shaittlin the ability of a continuous space

of regret to be evaluated for a single, generalistiess metric.

3.7.3 Hypothesis 3 — Parametric Scenario Generation  M&S

The use of a parametric scenario generator will atiw the consideration of
uncertainty across a wide variety of possible futugs in the parametric

methodology

One of the key requirements for the current forrmaoitaof regret analysis is the ability to
quickly evaluate a large number of possible futscenarios, so that each of the
alternatives may be evaluated in them. A simiguirement exists for the creation of a
surrogate model, in that an environment must bestcocted in which a Design of
Experiments may be executed. While traditional DuEthods have focused on the
parameters under the control of the experimentecalsse this method focuses on
developing a surrogate of the scenario space, ridwditional environment must be

refocused.

3.8 Summary

This chapter presented the assertions, gaps, cbsqaestions, hypothesis genesis, and

hypotheses for the dissertation effort.

Assertion 1 is that Improvements to Defense AcgjoisiProcess could improve MDAP
performance and, following, assertion 1.1 is thatMilestone A offers great opportunity
for impact. Assertion 2 is that using robustnessaacriterion for selecting among

alternatives will improve SoS performance.
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The first gap is the lack of a quantifiable metioc the robustness of a system. The

second gap follows as the inability to accountdomassive possible scenario space in

assessing robustness. The third gap in the custatd-of-the-art and the desired state is

the difficulty in updating the Pre-Milestone A agdties as additional information

becomes available about future operating conditesristechnology maturation.

The research questions for the dissertation weneatkefrom the gaps identified in the

current defense acquisition evaluation of the romess of SoS alternatives. They were

an attempt to capture the essence of the gap inaanen that could be answered

gualitatively or quantitatively through the hypotks. The research questions for the

dissertation follow:

Most Major Defense Acquisition Programs stretchrfmre than a decade, so how
can we evaluate the robustness of candidate systaystems solutions while
considering the uncertainty associated with:

o Technology maturation?

0 Possible warfare doctrine?

o Possible enemy set?
How can we define robustness to include these tainges?
How can we promote the ability to update the robess analysis as higher-
fidelity information about the system-of-systemgeoating conditions becomes
available?
Can surrogate models be used to address the smimg® of regret analysis for

use in early defense acquisition?

The hypotheses were created by the infusion ofnigales from long-term policy

analysis and advanced aerospace design. Theseiqaet were Computer-Assisted
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Massive Scenario Generation, Regret Analysis, ardrRetric Methods. The hypotheses

were combined into a methodology presented in ia@ter, but are summarized here.

Hypothesis 1 — Parametric Evaluation of AlternativiRecasting the current Analysis of
Alternatives process as a parametric evaluatioraltdrnatives that can be updated
throughout the Defense Acquisition Process wilr@ase the robustness of systems-of-

systems solutions to a changing future operatienaironment.

Hypothesis 1a — Expanded FMCS: A hierarchical,cgate-model based environment
can be coupled with a filtered, Monte Carlo decisioaking technique to evaluate

alternatives in the parametric methodology.

Hypothesis 2 — Global Regret Analysis: Robustnessle defined as a function of the

regret associated with a particular future scenayiasing Global Regret Analysis.

Hypothesis 2a — Surrogate Modeling of the Scen&pace: Surrogate models can
overcome the shortcomings of regret analysis ferinsthe parametric methodology to

enable Global Regret Analysis
Hypothesis 3 — Parametric Scenario Generation MB& use of a parametric scenario

generator will allow the consideration of uncertgiacross a wide variety of possible

futures in the parametric methodology.
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CHAPTER 4

HYPOTHESIS TESTING

4.1 Introduction

Before pursuing a demonstration of a methodologydbustness assessment early in the
defense acquisition process, a series of testshwifperformed to indicate the soundness
of the hypotheses outlined above. The logic aasediwith the generation of these
hypotheses and an in-depth discussion of their esnwill be presented in this section.

The hypotheses will be tested with a framework dasethe Operation Desert Storm.

4.2 Hypothesis Testing Approach
There are four key elements in the methodologyleat to be tested before an example
problem of the complete methodology is conductBécause of the expensive and time
consuming nature of defense acquisitions, thesenezles will be tested in the
“laboratory” environment of computer-based simwati Computer-based simulation
offers the opportunity to explore complex relatioips at a significantly reduced cost.
Unfortunately, validation of computer simulationtinut real-world data is extremely

difficult.

Figure 19 outlines the flow of information amonge thesearch experiments and the
hypotheses. A bottom-up approach was chosen be¢hasigher-level hypotheses are
dependent on the success of the lower-level hypetheThe bottom-up approach allows
the identification of any “show-stoppers” beforgrsficant effort is wasted validating
dependant hypotheses. Experiment four, which isxgeriment in logic, is left for the

conclusions section.
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g4 Hypothesis 3
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L« Hypothesis 1

Figure 19: Experimentation Approach
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4.3 Experiment 1 — Computer Aided Scenario Generain

Hypothesis: The use of a computer-assisted scengdperator will allow the
consideration of uncertainty across a wide varietypossible futures in the parametric

methodology

To demonstrate the validity of this hypothesis,aaametric scenario generator will be
created in the FLAMES modeling and simulation emwiment. This scenario generator
will then be used to generate a large number ddiptessengagement scenarios that reflect
the physical environment, the threat environment ¢he target environment. The
scenario generator will be demonstrated by showandarge random generation

experiment, a design-of-experiments, and the aeat a particular scenario of interest.

4.3.1 Selection of a Campaign Framework

Before attempting to create a parametric scenarset of relevant “ground-rules” need to
be established to bound the possible behavior asdre that the parametric scenario is
of use for military analysis. While it might be gsible to create a completely
generalizable scenario, warfare from the stoneaagkthe realm of science-fantasy do
not particularly lend insight into current deferesmjuisitions. To test the hypotheses of
this dissertation the author chose to limit theapsatric scenario to a region around a
historical conflict in which strike aircraft playedrole. The top row of Figure 20 shows
the nine historical US conflicts that were consadierbased on the criteria in the first
column of the figure. Each conflict was given aalifative score based on literature

search. The criteria are in order of importana#) the most important listed first.
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Figure 20: Conflict Selection

4.3.1.1 Data Availability

Data availability was considered the most importagpect of selecting a campaign
framework for a number of reasons. The primargeoeas the necessity of comparing
the results of the modeling and simulation to “nealld” events. Without the ability to
make this type of comparison, the experimenteotisefd to rely on mathematical proof,
or expert corroboration for support. However naitbf these provides an attractive way
of validation for this dissertation. A secondannsideration is the desire to keep the
dissertation unclassified. While a large amounda&tfa exists for any conflict, especially
in the second half of the ®@entury, much of it remains classified. Publialyailable
information on military operations remains limitéd generalities and statistics, so
finding a conflict with as much unclassified infation as possible will decrease the

likelihood of uncovering sensitive issues.

4.3.1.2 Technological Similarity

Technological similarity is desirable to ease thadeling and simulation workload and to

increase the relevance of the results to moderaisitiqn programs. Current modeling
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and simulation efforts, for the most part, are f&edion current systems of interest. To
increase the likelihood of being able to leveragfgen modeling and simulation work,
choosing a campaign framework that is technolobjicaimilar is important.
Additionally, once the results of the modeling amchulation are analyzed, they will be
more likely to be relevant to existing projectsthiey are based on models of similar

technological maturation.

4.3.1.3 Presence of the Air Campaign

The degree of the presence of an air campaign peritant because of the focus of this
dissertation on aerospace and defense applicatidhs. work of the hypothesis testing
has more likelihood of extending to the persisttnke application if it was based on an

air campaign from the beginning.

4.3.1.4 Variety of Missions

The variety of missions present in the historiaaitext provides a way to compare many
different possible scenarios to historical data.hilé/ detailed data about a particular
campaign is critical, if that data does not contairvariety of missions the scenario
generation can only be validated against a limitedhber of points. By choosing a
campaign with a large variety of mission types, #dlity to compare the generated

scenarios to historical data increases.

4.3.1.5 Historical Proximity

Historical proximity plays a role in the selectioha campaign framework for a variety
of non-quantifiable reasons. Members of the arff@des community have better
memory of events that have taken place more rgceAttiditionally, the closer a conflict
is to present day, the more likely that defensennas will take it into consideration

when planning from the future. In essence, chapaitampaign framework with close
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historical proximity increases the likelihood théie work will be applied to current

problems.

4.3.2 Campaign Framework - Operation Desert Storm

Based on the scores in Figure 20, Operation Dasenn was chosen as the campaign
framework for the creation of the parametric scinar This choice was relatively
insensitive to the weightings of the various craefior comparison. However, if more
data on the current Global War on Terror were awdd, it would be the campaign

framework of choice.

4.3.2.1 Historical Setting

Prior to Operation Desert Storm, Iraq boasted theth largest army in the world with
nearly a million men. [119] Irag invaded Kuwait August of 1990, causing immediate
international condemnation of the act. Accordinghte British Broadcasting Corporation
(BBC), “On 9 August 1990 the UN Security Councilted 15-0 to declare Iraqg's
annexation of Kuwait null and void.” [38] This Ufgsolution left Iraq essentially out in
the cold, occupying Kuwait and waiting to see witineg response would come from the

West.

After a massive air and sea-lift of military equigmt to Saudi Arabia from September of
1990 through January of 1991, Operation Deserti&hiéhich had been to protect Saudi
Arabia from a potential Iragi invasion, became @gien Desert Storm, to liberate

Kuwait.
The coalition consisted of more than thirty natiénesn around the world, and more than

800,000 troops were deployed at peak strength, mvdle than 540,000 of those coming

from the US at peak strength. [115] Such a laggayment might seem to be overkill
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in these days of more limited conflicts, but attthiene Operation Desert Storm was
expected to be a large, peer-on-peer conventiorsal wSaddam Hussein actually
expected to prevail in a war of attrition, as wasdenced by his stubborn refusal to

withdraw from Kuwait. [148]

Operation Desert Storm began on January 17, 1981 avmassive effort on the part of
the coalition to gain air superiority over IraqO[] The initial air-only war lasted until
February 24, 1991, when full scale ground operatioegan. After an extremely short
period of ground fighting, the Iragi army was dnveut of Kuwait, and a cease-fire was
negotiated on March 1, 1991. The conflict représgione of the shortest in history, but
on a tonnage of ordinance dropped per month, #e War rivaled both World War 1l

and Vietnam. [102]

4.3.2.2 Desert Storm Target Environment

The initial phases of Desert Storm consisted of psionary missions: Suppression of
Enemy Air Defense (SEAD) and the destruction ofindixed and mobile Scud missile
launchers. [Lowry] Throughout the conflict, a widariety of targets were struck,

including fixed and mobile, hardened and soft, ispd and concentrated.

4.3.2.3 Desert Storm Threat Environment

Three initial attacks on the first night of OpeoatiDesert Storm “created a twenty-mile
wide blackened radar corridor for [coalition aiftf@o enter Irag.” [148] This twenty-

mile corridor grew in width over the course of thie campaign, and after the first few
days of the campaign, the Iraqgi air defense thneeat limited to both visually and radar-
guided Anti-Aircraft Artillery (AAA), shoulder-lauched infrared Surface-to-Air Missiles

(SAM), and occasional engagements from radar-guidieicto high-altitude SAMs. [148]
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Low altitude missions were particularly vulneratiethe radar-guided AAA and infrared
SAM threat. In fact, according to the Governmegtdunting Office, after the first few
days of the conflict operations under 10,000 feetesheavily limited during the bombing

campaign.

4.3.2.4 Desert Storm Physical Environment

Iraq is a desert country, mountainous in only tbem which is roughly twice the size of
Idaho. The summer months in Irag are typically dleas [45], which in those months
allows for mostly unhindered operation of bombimgraft. However, there is a threat
posed by sandstorms and dust storms, which cam cau®us issues with aircraft engine

performance. [55]

The mountains of Iraq are nearly 12,000 feet inesameas; however, these regions were
not heavily targeted during Operation Desert Storffhe rest of the country, especially
the areas in which the majority of Operation DesBtorm’s air campaign was

concentrated, is primarily flat, offering little terms of hindrances for aircraft or radar.

While Irag’s summers are nearly cloudless, Opemab@sert Storm took place in the
winter months, which is Irag’s rainy season. Ryiation itself rarely impacts military

operations, but cloud cover can impact the abtiitydeliver munitions and assess the
impact of those munitions. During the winter mantbloud ceilings below 25,000 feet
occur 25-35 percent of the time in the areas whtegemajority of the air campaign was
conducted. However, the National Climatic Data €€e(NCDC) characterizes the mean

cloud cover as “scattered over most of Iraq,” duyitime rainy season. [92]
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4.3.3 Creating a Parametric Environment

The parametric environment for massive scenariceiggion was created by trying to
balance a reasonable scope of work for a dissemtathile ensuring that sufficient detail
was captured to verify the hypotheses. There aeryalarge number of possible aspects
of a scenario that could be considered for scengeiteration. However, because the
goal of this effort is to demonstrate the hypotkesesubset of aspects was chosen based
on existing models in the FLAMES environment thatuld be used with some
modification. The general categories that weresiered were threat characteristics,
target characteristics, environmental charactesstenemy tactics, and friendly tactics.
One or several representative aspects were chosen dach area to show how they
could be incorporated into a parametric scenarreegeor. A heavier focus was given to
threat characteristics and enemy tactics, as tivese considered to be the areas under

which the most uncertainty would lie.

4.3.3.1 Selection of a Modeling and Simulation Fram  ework

Table 9 shows four categories of simulation tyfed tvere considered for the creation of
the models for hypothesis testing. Because ofnémd to model physics of flight for
many of the elements of the simulation, a discestent simulation was eliminated from
consideration. Differential equations were consdeinappropriate because, while they
work well for systems, the SoS interactions arecglpy highly nonlinear and complex,
which would likely drive the computational expersegyond the level afforded for the
dissertation. These eliminations left discreteetiand real-time models. Because there
was no need to have human-in-the-loop or hardwatba-loop, and the discrete-time

models are simpler to program and execute, theedestime model was selected.
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Table 9: Formalisms of Simulation Types [188]

|Forma|ism [Characteristics Applications lIssues

Discrete  |Based on a state machingProcess-related |Complex systems may

4

Event ime is advanced based ¢systems or event- |::ontain discrete elements
he time of the next state |oriented systems |[that can use this formaligm

Ichange (event)

Differential [The state of the system |Systems that \Very computationally

Equations |varies continuously as a |respond lexpensive. Doesn’t scalg
[function of time |continuously well to large systems

IDiscrete  |Simulation time is Systems that Can be slow if there are

Time (Timejadvanced in fixed and evldepend on time [long periods of little
Stepped) [increments. At each simulated activity

increment, the state of th

A\1”4

system is evaluated

|Real Time | Simulation time is Human-in-theloop/{Time synchronizing can lpe

periodically synchronizedhardware-in-the- |complicated

o “wall-clock” time loop simulations

The FLAMES software package from Ternion Corporaticas selected as the discrete-
time modeling environment for this project. Anathpackage SEAS, was also
considered, but FLAMES was chosen because of nmagglekperience by the author from
several research projects. The FLAMES packageigedvseveral example models with
flight physics, sensor physics, communications, dath recording incorporated. These

models were used as the baseline for developingnibdels used for hypothesis
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verification. Additionally, the FLAMES environmehgs the capability to handle terrain,
weather, atmospheric properties, and sensor maskinigh were considered important
in the selection of a modeling environment. Deggans of the various components of

the model follow.

4.3.3.2 Target Components

The target model consists of a single model. # tiee ability to be fixed or mobile,

allowing for moving targets of various speeds teimeulated.

4.3.3.3 Target Physics

One key aspect of a known target is its abilityvithstand an attack, also known as its
hardness. A hardened target requires more energyconcentration of energy in a very

small area, to destroy than a soft target.

The DoD and North Atlantic Treaty Organisation (N@)Idefine a hardened target as
one that is designed to withstand the effects oveational weapons. They specifically
cite the use of rock and concrete as a usual mafapotection. [129] Many different
types of targets existed in Operation Desert Stdrom relatively soft targets such as
aircraft hangars and power plants, to extremely lmmkers. According to a German
designer of one of Saddam Hussein’s bunkers underdyal palace is “very, very

difficult to crack unless you hit it directly witd small atomic bomb.” [16]

Because of the wide variety of targets engagedhdu@peration Desert Storm, a generic,
fixed target will be used throughout the simulatiofhis target would be representative
of a fixed facility, such as a power-plant, commdmuhker, or bridge. These types of
targets are interesting to military planners andewargeted throughout Operation Desert

Storm.
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4.3.3.4 Threat Components

The threat for the parametric scenario was brokamndinto three primary models: a
radar model, a tracker model, and a SAM model.eAthe first days of operation, SAM
suppression was relatively effective and reducedtlineat to aircraft flying at medium
and high altitudes. However, visually and radardgd AAA remained a relatively
important threat and caused the coalition missitamners to limit operations within
reach of these systems. [26] Because of the fiimits on operations below 10,000 feet
in Operation Desert Storm, small arms fire and AA#Ath radar-guided and unguided,

were not considered for this parametric scenario.

4.3.3.5 Threat Component Physics

The following sections give an overview of the miguge approaches used in the
FLAMES simulation environment for the various compots of the threat for the

parametric scenario.

4.3.3.5.1 Radar Modeling

The SAM radar modeled for the hypothesis testingupatric scenario is based on the

radar range equation [52], [165].
5 = PG GAa
3p4
(4R

r

Equation 7

The wavelength, lambda, of the antenna is basdtenperating frequency of the radar.
Alpha is the radar cross section of the target, Rnd the range of the target from the
radar. The gain of the antenna,, @& based on the antenna model described belaiv, an

only considers the main-lobe gain. The power tratisth R, is user specified. The gain
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term appears in Equation 7 twice under the assomghat the transmit and receive

antennae are one and the same. [222]

For a successful detection, the returned power rbestgreater than the minimum
detectable signal. The minimum detectable sighdkfined as the product of the noise at
the receiver and the signal-to-noise ratio threshehich is user specified. The noise at
the receiver is calculated based on a product efribise factor (N user input), the
ambient temperature I transmitted bandwidth (B), and Bozeman’s coristg)

(Equation 8). [222]

N =kT.BN,

Equation 8

4.3.3.5.2 Tracker Modeling

The tracker model provides the track data necedsamythe radar for the SAM targeting
and launch. The user can specify the maximum nuowiteacks, the transmit frequency,
and the purge frequency. The tracker is essentmltiata repository that purges un-
updated tracks at the purge frequency and broalitashformation to the other models

at the transmit frequency. [222]

4.3.3.5.3 SAM Modeling

The SAM model for the parametric scenario is adhtegree-of-freedom (3DOF) model
that models the translational degrees of freeddhe missile guidance is governed by an

expected collision point: the missile flies to whdhe guidance system *“thinks” the
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target will be located. The missile model is cosgmbof a guidance model and a motion

model.

The missile guidance model controls the flight pattthe missile. The missile burns all
propellant at maximum thrust in the first phase flight, and then coasts for the
remaining flight time. The missile guidance systesitulates the path of the target, and
the missiles current path to identify an intercelpto intercept is determined, the missile
is turned to the correct path for an interceptth# difference in the missile heading and
the target is more than eight degrees, the guidsystem routes the missile on a shortest
path to intercept through a maximum G turn. Thesile is commanded to explode at

the calculated nearest point to the target. [222]

The missile motion model is derived based on Neigt&econd Law, that force is equal
to the time rate change of momentum [12]]. Mis$deces are divided into axial and
normal groups (forces are resolved), and the nesitipo is calculated based on the
forces. The axial forces include drag, thrust, amight, while the normal force is the
missile lift. Missile drag is calculated basedtba dynamic pressure, reference area, and
drag coefficient. [222] The use of a simple 3DOdeal is consistent with many
aerospace modeling and simulation efforts whered#tails of the missile flight are not
the primary concern of the study. [140], [263], T11The formulation is also consistent
with Moore’s derivation of weapon performance, whiacludes information about the

“range, time of flight, maneuverability, and misstdnce.” [164]

4.3.3.6 Physical Environment Components

The physical environment consists of all elemehtt aire not part of the friendly SoS,

Target, or Threat sets. This leaves a large poxiothe world available for modeling,
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but it is important to bound the parameters by iifgng which impact the elements of

interest in other sets in a way that might in tunpact other interactions.

In the Desert Storm Parametric Scenario, two pi@kyntimportant elements were
identified for modeling in the physical environmetdrrain, and weather. Proximity to
civilians and weather were both eliminated from sidaration, however. The weather
patterns in Iraq are largely cloudless [92], aridbhthe systems under consideration are

“all-weather.”

4.3.3.7 Physical Environment Physics

The physical environment of in the FLAMES simulationpacts many system models.
The properties of the atmosphere, both densitywind, impact missile, aircraft, and
bomb flight dynamics. Terrain affects lines-offgtignd minimum altitude. Weather can
impact line-of-sight in certain ranges of the elestagnetic spectrum (visual, for

example) and can limit the aircraft that can beludse a particular mission.

4.3.3.7.1 Terrain Impact

The impact of terrain is primarily manifested irettetection ability of the SAM radar
systems modeled in FLAMES. The radar calculatimeiudes line-of-sight, so that the
radar detection can not “see” through mountainssafple detection plot based on a
single radar in a mountainous area is shown inrei@l. The lighter colors correspond
to higher elevations. The covered area is reptedeny the light green region, and is
calculated for a red aircraft flying at 300 metéitsove Ground Level (AGL) using the
FLAMES sensor coverage tool. The red aircrafthisven in the lower right-hand corner
of Figure 21. The radial magenta lines from theebBEAM site show where radar

coverage was obscured by a higher elevation region.
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Figure 21: Terrain Impact on Radar Performance
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4.3.3.7.2 Terrain Generation

This terrain generation algorithm creates a terpaised on a fractal approach that repeats
the basic segment of code over decreasing intetoatenerate a “natural” landscape.
[69] In two dimensions the progression of the athon through 3 iterations would
follow the progression in Figure 22. In the topftthand area the starting and ending
points of a line are specified, in this case aekavation of 1. In the first iteration of the
code, the midpoint of that line is displaced byaadom amount elevation (either up or
down). This step corresponds to the top, rightsharea of Figure 22. In the second
iteration (bottom, left-hand area) the midpointeath of the line segments created in the
first iteration are displaced by a random elevatimut of a reduced magnitude from the
first iteration. The final area of the figure st®wanother iteration of the code. If this
were to continue for a number of iterations, thgpatiwould look something like Figure

23.
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Figure 22: 2-D Progression
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Figure 23: 2-D Ridge

The 3-D terrain generator uses a similar algoritlextended to rectangles instead of
lines. In the start of the code, the four correwa&tions are specified. Then in the first
iteration, the centroid of that rectangle is displh by a random elevation, creating four
rectangles. Then in the second iteration, therog® of each of the four new rectangles
are displaced by random elevations. This procesgepeated until the desired
smoothness of terrain is obtained. It is importanhote that the computational time for
each additional iteration grows exponentially, s;g the minimum number of iterations

possible is desired. A sample output is inclugeBigure 24.
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Figure 24: 3-D Terrain

There are three inputs under the control of the tiethe terrain generation code. The
first is referred to as the “mountainousness” factbhis number allows the specification
of the initial range by which an elevation may liepthced. However, if the area is to be
re-scaled in a post-processor, this parameter doesmpact the results. The second
parameter that may be specified is the “jaggednektie terrain. This factor allows the
user to specify how rapidly the change in elevatienays with each iteration. A lower
“jaggedness” factor results in a smoother terraiRinally, the user can specify the
number of iterations through which the code wileexte. This increases the fineness of

the final mesh.

135



4.3.3.7.3 Weather

The detailed modeling of weather was considereaeyhe scope of this dissertation,
and would have vastly increased the computatiomad tequired for the execution of the
scenario generator. However, the implementatioa ofoud density algorithm is very
similar to the generation of a random terrain, whareas of high elevation would
correspond to areas of limited visibility, and ared low elevation would correspond to
un-hindered visibility. The demonstration of tlaigorithm was considered unnecessary

to the validation of the hypothesis under consitienan Experiment 1.

4.3.4 Scenario Generation

4.3.4.1 Model Center Environment

Traditionally, engineering software has been domeithdy command line execution, text
based input files, and very limited graphical useterfaces. @ While usually

computationally efficient, these types of legacftware interactions are not conducive to
the visual decision making environments that areobeng prevalent in conceptual
engineering design. [156] FLAMES can be run fromhex a command line using an
input file for scenario variables, or from the FLA@ graphical user interaction
environment, FORGE. [223] In this case, the dewireemain as visual as possible for
decision maker interaction must be balanced with iked for rapid execution when

exploring massive number of possible future scesari

Phoenix Integration’s Model Center software prosidegood approach to balancing the

two competing needs. Model Center allowed theusioh of both the FLAMES

scenario, and the MATLAB terrain generator in agin visual environment. The
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environment allows either a single execution of skhenario, or the execution of many

scenario runs through the Model Center DOE To@0]1

The implementation of the parametric scenario ggoeris shown in Figure 25. The
center window contains the status of the two maagmams that make up the parametric
scenario generator: MATLAB and FLAMES. There aevesal additional batch files
associated with the parametric scenario generdtat handle path issues, deleting
database files that are no longer needed, and mawuts files to the proper directories.
Because these files are not affected by input bbesa and do not yield any outputs, they

are included in the FLAMES icon and have no staBsociated with them.

The left side of Figure 25 shows the interactivetise of Model Center that allows the
manipulation of scenario variables and the obsmEmwatf the results in the scenario
outputs. The top four entries are the four scenauitputs that are being tracked. Below
those are the 29 scenario parameters that may &eget, as well as non-scenario
variables that are discussed in the next experim€his area allows any input variable to
be highlighted and changed, at which point the esln the output will grey out. Once
all desired changes have been made, the prograns i@ activated and the outputs

update with the new values.
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Figure 25: Parametric Scenario Generator

4.3.4.2 Parametric Scenario Generator Function

The parametric scenario generator executes thidesdbat generate terrain, evaluate the
scenario, and parse scenario data. These codesitmated in Model Center so that
they perform as a single, stand alone code thatnetthe values of interest based on

input variables.

4.3.4.2.1 Terrain Maker

The function of the terrain maker is describediearh this chapter. The terrain maker

generates an output text file that is read intoRb&MES scenario.
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4.3.4.2.2 FIRE

FIRE is the FLAMES executable that actually perfsrthe time-step simulation of the
FLAMES scenario. Fire reads in the generic pardmedcenario, a variable list
generated by Model Center, and the results ofdhaih generator. The scenario is then
executed 25 times to account for the stochastiareatf many of the variables in the
simulation. A variety of key events are tracked avwitten to an SQL database. These

database files include events such as unit killgitions firing, unit status, etc.

4.3.4.2.3 FLARE

The database files that are created by FIRE arge@arsing SQL script in the FLARE
application. FLARE is a command line program takbws manipulation of the data
tables and can write results of the manipulatiors text file. In this particular case, blue
and red unit deaths are tracked, as well as thebauof SAMs fired, and the number of
simulation runs (constant at 25). Tracking the udation runs allows for the easier
identification of possible crashed simulation cas@sce the desired data is parsed from
the simulation datasets, a batch file erases tteefdas and transfers the parsed outputs

back to Model Center.

4.3.4.3 Ranges of Variables

The table below (Table 10) shows the variables wWexe considered in the parametric
scenario generator. These variables are assoueiatiedhe terrain generator, the generic
air defense system, the ground radar module, #dekitrg radar module, and the SAM

missile module. The first column shows the vagabbme, the second gives a brief
description of the variable and how it relates he physics-based models described
earlier in this chapter, the third column shows tpper bound used for this experiment,

and the final column shows the lower bound usedhisrexperiment.
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The gray portion of the table shows variables thate not used in the creation of the
scenario design-of-experiments. These variablese waiminated to reduce the
dimensionality of the experiment and clarify theuits. The logic used to select which
variables were considered will be discussed inftilewing experiment, as it directly

relates to the metrics used in that experiment.

Table 10: Parametric Scenario Generator Variables

. L Upper Lower
Variable Description
Bound Bound

_ Maximum distance by which ja
SAM_Dist 120 km 0 km
SAM can be avoided

SAM probability of kill if target is
SAM_PK 0.3 0.9
reached

Thrust of SAM burn — drives speed
SAM_Thrust _ . 500 Ib 5000 Ib
and range in a single parameter

=

Maximum gravitational loading fo
SAM_Max G 6 30
SAM turns

GR_Trans Power Ground radar transmission power B d 60 dBW

) Time between a repeat of the
GR_Scan Period 6 sec 30 sec
ground radar scan

Ground radar signal-to-noise ratio
GR_SNR 5 20
threshold

GR_Acquisition Maximum range at which th

[

) 100,000 m | 600,000 m
Range ground radar can acquire a target

_ Time for which the SAM burns ¢
SAM_Burn Time
full thrust for launch

_ . Maximum allowable SAM flight
SAM_Flight Time .
ime
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. o Upper Lower
Variable Description
Bound Bound
SAM_Max Range | Maximum range for SAM
SAM_Min Range | Minimum SAM range
Maximum speed allowable fqg
SAM_Max Speed
SAM
SAM_Ref Area SAM drag reference area
TR_Transmit Freq | Tracking radar transmit frequency
TR_Purge Freq Tracking radar purge frequency
GR_Noise Figure | Ground radar noise figure
Number of active SAM sites in th
Number of SAMs 0 10

scenario

Mountainousness

The maximum elevation change

the scenario

Jaggedness

How quickly elevation can chang

between gridpoints

It is important to not that in most cases, the u@yel lower bounds are not fixed values
and can be determined based on the size of podstbie space that the user wants to
explore. The use of physics-based models is irapoit the bounds of the variables are
not defined. An accurate physics-based model shpeiform for any realistic value of

the inputs (unless computational considerations t@aker), while historical regressions
and empirical relationships are only valid in tla@ges for which they were created. In

this case, because the models are physics basstlyar@ables do not require limits.

4.3.5 Experiment Results

The visualization of a parametric scenario is ertly difficult because of the number of
degrees-of-freedom that are in the scenario.

number of dimensions greater than three, so irfdb@wing sections, examples will be
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given in both three dimensions for easier visuéitiza and in many dimensions that

reflect the true capability of the parametric scena

The most effective way to present many dimensidna scenario simultaneously is a
multivariate scatterplot. In the scatterplot, eachnario is represented by a point in each
box. If a particular point is selected, its veabb@attributes is then the values that read on
each axis of the scatterplot. In the scatterfpias, important to realize that each box is a
plot of the ordinate versus the abscissa, not Hseissa as a function of the ordinate.
Each is independent variables, or if they are dégety only two dimensions of the

problem are being shown in the particular box.

4.3.5.1 User Specified Scenario

The first area of interest for the parametric scengeneration tool is the ability to
investigate rapidly a specific scenario of interesithout a large investment of
programming time. This type of scenario is usébuldecision making exercises where
the decision makers want to play “what-if” gameswhthe scenario assumptions. By
using the parametric scenario, the decision makeuld be able to specify the possible
future of interest and then have rapid feedbackh&impact of that scenario on the

metrics for the decision making exercise.

In three dimensions, this type of scenario migltkl@something like Figure 26. The

many possible dimensions of the scenario generetee been resolved to three meta-
criteria for demonstration. These generic desorgof the scenario are SAM Capability,
Radar Capability, and Target Defense. If a denisiaker were interested in a relatively
low-threat environment, but where any missiles @mésvere highly capable, the green
circle would provide insight into that type of seein. The purple square, on the other

hand, would provide insight into a scenario whéeddversary stationed a large number
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of low-capability assets near a target. The otiver user-specified scenarios represent

different combinations of the three enemy scenaai@ameters.
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Figure 26: 3-dimensional Scenario Investigation - Eer Specified

The actual parametric scenario generation toolushmmore flexible than the generalized
three-dimensional example because of the increagatber of parameters that can be
manipulated. Table 11 shows the parameter setéindsesults for a number of different

user specified runs, using the parametric scemgmeration tool. The blue system being

143



evaluated is a B-1B bomber flying at 10,000 feet 880 knots. In each case the process

of changing scenario variables and evaluating ¢lalts took approximately 20 seconds.

Table 11: User Specified Scenario Results

L
g
= 9 s
= e
— L
) w Q z @
=) = ) o) )
= 0 @ = o
0 Q L o T
_ 2 0} @ o ® L
X zZ )
() Y T < 2 < @ o )
=) o = = @ O % O ®)
z|ls || S s' K 2 | < g <
] hd g g o o
Z | o & & & 0] 0] 0] 0o X0
1 |0 0.9 | 5000 | 30 60 6 5 3000 5
2 |60 | 09 | 5000 | 30 60 6 5 3000 5
3 |0 0.7 | 800 20 50 6 5 300| 15
4 |60 | 0.7 | 800 20 50 6 5 300 15
L
w S o L a <
; [ Z LZD Ll wi
1215 |x |¢ |%x | (9 |8
515 |3 | 2 z < m = =
olm | |3 = = i ¥ S
z|s |s |s s s s S a
S| | | < < < < - T
g wn (7)) wn wn wn (92] o @
1 | 360 | 900 | 100000 500 | 3500 .314 25 0
2 | 360 | 900 | 100000 500 | 3500 .314 23 4
3 | 360 | 600 | 10000| 500 | 1004 .314 19 5
4 | 360 | 600 | 10000| 500 | 1004 .314 O 24

The first run in Table 11 shows a scenario wheeebllne bomber is forced to fly directly
over a SAM site in its ingress to target. Thisnseg@® might occur when the enemy has
established a heavily defended zone around thettasgwhen intelligence is lacking for

the mission planning effort. Both the SAM and tlaglar system considered for this
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scenario are at the upper-end of the capabilibesd in the literature search. The radar
coverage for this scenario, against a target sirola large bomber aircraft, is shown in
Figure 27. This coverage was calculated by the MES sensor coverage tool. This
scenario would be the equivalent of a decision mak&ing for a worst-case scenario,
and not surprisingly, in each of the 25 iteratiathg blue bomber is shot down before it

reaches the target.
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Figure 27: Case 1 and 2 Radar Coverage

The second run in Table 11 is another attack againgry capable enemy, but in this
case, the user has specified that the mission gtawill be able to keep the blue bomber
at least 60 km from the enemy SAM site. This warddrespond to a situation where the
intelligence community was able to establish befine mission the likely location of

enemy defenses, but some of those defenses wereidalble. In this scenario, the blue
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bomber was shot down 92% of the time, but 16% eftilme the mission was successful.
The difference in these two missions shows thatnagaery capable enemy defenses,
mission planning alone is insufficient to creathigh probability of success, unless the

blue bomber could be kept more than 60 km frondfenses.

The third run in Table 11 shows a scenario wheeeblie bomber is again forced to fly
directly over the enemy air defenses, but with key differences from the first run. In

the third run, the enemy SAM capability is redudedthat more representative of a
moderately capable air defense system, the enedegr isystem is reduced to a less
powerful variety, and the electromagnetic noiseepe@ed by the radar system is greatly
increased. The reduction in radar coverage casele@ by comparing the calculated
radar coverage against a target similar to a Ba32gure 28 to that in Figure 27. In this
scenario, the blue bomber survived the mission 24%he time, and the target was

destroyed 20% of the time.
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Figure 28: Case 3 and 4 Radar Coverage

The final run in Table 11 shows the same enemyluhbigas and noise environment as
the third run, but the blue bomber is able to athelenemy SAM site by 60 km. In this
case, the blue bomber is not shot down in any efsimulation runs, and the target is
destroyed 96% of the time. This situation showsugh greater increase in the impact of

mission planning on both mission accomplishment @nctaft survival. The difference
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in the impact of the mission planning suggests tiwate is a cross-coupling effect on the
metrics between the distance by which defenseslbaawoided and the capability of the

air defenses.

User specified scenarios are not in-and-of-theneselgood ways to judge SoS
alternatives, especially if only a few scenarios eonsidered. But, they can provide
valuable insight if there is a particular interesta very limited region of the scenario

hyperspace.

4.3.5.2 Random Scenarios

Having established that the parametric scenariergeor can be used to rapidly evaluate
scenarios of interest to decision makers in a peadl-time fashion, it is important to see

how the generator can be used to sample a large sfh@ossible futures.

The non-dimensional quantities shown in Figure 86 shown again in Figure 29, but
this time are assigned random distributions. HFanitg, only 30 points are shown in the
space, based on two different types of distribioihe type of distribution assigned to
the parameters in the scenario generator dependbeoknowledge the designer has
about the likelihood of the possible futures assteci with the parameter. For example,
if the designer has no idea what types of systdmasatlversary will have, a uniform
distribution might be assigned to both SAM and Ra@apabilities, bounded by the
range of current state-of-the-art systems and thwskr development. However, for
Target Defense, the designer might assign a triangdistribution, centered on a
moderately defended target. This would reflecteecgption that the adversary would
spread defenses somewhat evenly across possigetsar Figure 29 shows uniform
distributions for SAM and Radar Capability, andiartgular distribution centered at 0.5

for the Target Defense.
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Figure 29: 3-dimensional Scenario Investigation — &dom Scenarios

For the demonstration of the ability of the scemg@enerator to create a large number of
possible future scenarios, eight of the scenariampaters were allowed to vary with
uniform distributions over the ranges shown in €al0. These ranges were
representative of values found in the literaturarge on current systems possessed the
US and her adversaries. The systems consideree ath under development and
current state-of-the-art.  All information was dbtd from publicly available,

unclassified documents, so the values may vary ttwse of actual systems.
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Figure 30 and Figure 31 show the range of senseerage considered in the random

scenario generation experiment. The sensor cogeras calculated based on a large

bomber-type aircraft flying at 3,000 meters AGLngsithe FLAMES sensor coverage

tool. [224] The radar-guided SAM systems emplopgdraq during Operation Desert

storm fall into the range between the two areasowérage shown in the figures.
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Figure 31: Min Radar Coverage

The parametric scenario generator was used toeciead00 random cases. All scenario
variables that are not included in the white sectad Table 10 were defaulted to

representative values. The execution of the 15&8s, which represented 375,000
actual scenario executions, took approximately &0r$ of processor time on a desktop
computer. The metrics tracked in the scenariogwamber of blue bombers shot down,

number of red targets destroyed, and number of gr&aMs fired. Figure 32 shows the

results of the random parametric scenario generatia multivariate plot.
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Figure 32: Multivariate Visualization of Random Scenarios

The first three rows and columns of the multivariatatterplot (Figure 32) show the
scenario metrics being tracked, while the remairerght rows and columns show the
scenario parameters that were allowed to vary.ingle case will appear in each box of
the multivariate scatterplot, and can be traceadutin by selecting that point in the
visualization software. The presence of data gomter the total ranges of all the
scenario parameters indicates a good samplingeoétiire design space. A scarcity of
points in a particular region would indicate that@n-uniform distribution was used to

populate the scenario hyperspace for that variaBlearcity of points in regions of the
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dependent variables (scenario metrics) indicatesasarbeyond the bounds of the
simulation, essentially situations that will be wemlikely to occur given the ranges on

the scenario parameters.

To gain insight into the scenario results, fouriseg of one scenario parameter have
been color coded. Green points represent simuakatidhere the blue aircraft was able to
maintain approximately 70 km distance from red deés. Blue points represent a stay-
away range of 45-70 km, purple points 20-45 km, famally pink points are less than 20

km. This color coding does not reveal any depeciésnwith the scenario parameters in
the lower right-section of the scatterplot because correlations were used among
variables. The presence of all 4 colors evenlpsgthe spectrum indicates the uniform
distributions. However, interesting trends canobserved in the responses when the

different regions of the design hyperspace areraaided.

Box 1,4 of the multivariate scatterplot (Figure 3ows the number of blue aircraft
kiled versus the SAM stay-away range, and is nfeghiin Figure 33. At this

magnification, horizontal lines are present in skatterplot that reflect the integer values
that the loss of blue bombers takes. A trend cawlserved in the region of the plot
corresponding to a route closer to the air defensBse lack of points in this region

indicates that without mission planning to keepdfreraft away from the defenses, there
is a much higher likelihood of losing the blue b@nlregardless of the capability of the
SAM site. This relatively intuitive conclusion ske that the scenario generator is

producing (at least some) useful information.
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Figure 33: Multivariate Magnification 1

Box 1,5 of the multivariate scatterplot (Figure 3pows how multiple elements of the
scenario can be combined through color coding diditeonal insight, and is magnified in

Figure 34. The change in the presence of colors fthe region of high blue losses and
low SAM probability of kill to the region of low bk losses and high SAM probability of
kill indicates that there is a coupling between 8%\ probability of kill and the range

by which the blue bomber is avoiding the air deéeggstem. In the top-left (high blue
losses and low SAM probability of kill), only theng and purple bands of range are
observed. This indicates that in this region, ueraft that were avoiding the defense

site were having a higher rate of survival. ThHis@rvation is consistent with the shift in
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color down the blue killed axis, showing that loates of loss occur at further distances.
However, as the missile probability of kill increasthe number of points in the region of
low blue loss decreases. This indicates that mitine capable missiles, the adversary is
able to overcome some of the tactical advantageeaeth by staying farther from the
defense sites. The presence of the green poinkeiregion of high SAM probability of

kill and high blue loss validates this supposition.
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Figure 34: Multivariate Magnification 2

These two examples have demonstrated some of then@des the multivariate

scatterplot has for viewing many possible scenauttomes, especially when combines
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with color coding of regions of interest within tlseenario parameters. The initial
computational investment for creating the data {sogan be computationally intensive,
however, once generated they can be manipulatetlgun the decision making setting.
Different views of the data can be created instauasly, and the color coding and
marking scheme can be updated to show differergppetives on the scenarios. The
ability to rapidly manipulate an entire scenarigpésspace of data makes the multivariate
scatterplot coupled with the randomized paramesoenario generator ideal for

conceptual design decision making.

4.3.5.3 Scenario Design-of-Experiments

Just as the parametric scenario generator alloivedreation of a large set of random
scenarios, a scenario design-of-experiments caxéeuted. The design-of-experiments
allows a large amount of information to be obtaifiesn the modeling and simulation

environment with a minimal amount of computatioetibrt. [See Appendix A]

Figure 35 shows a three dimensional representafitime design of experiments used for
the parametric scenario generation. The partiadaign used for this experiment was a
combination design that used a face-centered dettraposite design, shown by the
blue asterisks in Figure 35, and a latin-hypercspace-filling design, the purple

diamonds in the figure. The latin-hypercube wdsced to have an equal number of
points to the number in the face-centered cenvaiposite. The face-centered central
composite design provides insight into the behawfothe metrics near the edges of the
scenario space, while the latin-hypercube poinis greater insight into the behavior in

the middle of the design space.
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As can be seen from the distribution of the pointthe three-dimensional plot (Figure
35) the design of experiments provides data pamtsearly the entire scenario space.
These experiments provide the possibility to rapigihderstand regions of the design
space where the system under consideration perfaatior performs poorly. Once the
general performance of the system across the spacwlerstood, greater fidelity can be

used to explore regions of interest.
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Figure 35: 3-dimensional Scenario Investigation — &sign of Experiments

Figure 36 shows the complete design of experimiemtthe eight variables manipulated

in the random scenario generation experiment. hénfigure the points have been color
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coded by the bands of distance that the aircrafbtaias from the air defense site. The
reason for the appearance of only green pointshé dottom right portion of the

scatterplot matrix is that at each point thereaateially five experiments overlaid. If any
particular band were selected, that color would e€dm the front of the independent

variable plots.
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Figure 36: Multivariate Visualization of Scenario DOE
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As was observed with the randomly generated pairgsds in the location of points and
the changes of colors can be used to understandahavior of the system in the

scenario.

Figure 37 shows the design of experiments, but witly one degree of the SAM
distance shown (where the aircraft flies directerothe SAM site). The color coding
corresponds to four bands of SAM probability of.kiPurple, blue, green, and red points

correspond to increasing probability of kill frori% to 90%.
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Figure 37: Simplified Multivariate Visualization of Scenario DOE
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4.3.6 Experiment Summary

The three components of this experiment explored uke of a parametric scenario

generator to evaluate specific regions of inteireshe possible futures space, a massive
number of randomly created scenarios that spapalsible futures space, and finally a

design-of-experiments that spans the possible datgpace. These scenarios were all
used to show trends in the performance of a systembe understood across the futures,
even when the uncertainty about the likelihoodhaf tutures was not. In many cases,

these trends allowed decisions (such as usingenigganning to avoid defenses).
The hypothesis being tested for this experimenbissidered true. It has been shown that

a wide variety of possible future scenarios careveuated rapidly with the parametric

scenario generator.
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4.4 Experiment 2 — Evaluating Regret

Hypothesis: Robustness can be defined as a funofidine regret associated with a
particular future scenario.
Sub-hypothesis: Surrogate models can allow theetdgr candidate alternatives to

be rapidly assessed across the entire future soespace.

Having shown the possibility to rapidly create al&range of possible futures using the
parametric scenario generator, the next experimvdhexplore how the robustness of a
particular system or system-of-systems can be ateduacross those futures. Four
systems that were employed for various missionsigu@peration Desert Storm will be

compared.

4.4.1 Mathematical Definition

The Global Regret, & of a system is the integral, over the possibterés space, of the
local regret, R at each possible future multiplied by the likelll of that future, P
(Equation 9) In the equation, the x’s are the disiens of the parametric scenario that

may be manipulated.

R, = [ ... [(RR)x...dx

X11 Xn 1

Equation 9
The Local Regret, Ris the difference in the maximum fitness dispthppg a system for

a possible future minus the fithess of the systerdeu consideration for that same

possible future. The Local Regret is normalizedh® maximum fithness displayed by a
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system for the possible future. (Equation 10) Titmess, F, is a function of the vector of

possible future attributes, x_bar, and the systiénbates, s_bar. (Equation 11)

F..—F

R — ax - system

F

max

Equation 10

Equation 11

The probability of a possible future is the prodotcthe likelihood of each element of the

vector of possible future attributes. (Equation 12)

R =[Pl =x(1)
Equation 12

This definition of regret is based on the previde$inition of regret discussed earlier in
this dissertation. The historical definition capends to the Local Regret. The
development of a Global Regret term grew out ofdésire to be able to understand the
performance of the system under consideration thesentire possible future space, not
just at discrete points. The use of a single giraed metric for regret allows the use of
many decision making methods that would be limltgdhe existence of many discrete

regret data points.
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4.4.2 Candidates for Comparison

Three strike aircraft from the USAF’s 1991 inventarere selected for comparison in the
parametric scenario generator. These aircrafesgmt a sampling from the large variety
of aircraft that were used in the air campaign ipefation Desert Storm. The B-1B
bomber is included in this list; however, it wad need during the conflict because of its
status as a solely nuclear platform at that poirtte desire to show changes in regret as
advanced technologies enter a scenario led tonttiesion of this platform, along with

the Tomahawk Land-Attack Missile (TLAM).

The aircraft considered were among four used inhbavy bombing campaign. [97]
However, because of their similarity in size angatalities to the F-111, the F-15E was
not considered in this experiment. The other aftcthe F-117 Nighthawk, was only
used in a small fraction of the missions and refiedvily on its stealthy characteristics to
avoid being engaged by Iraqgi air defenses. [97taBse the B-1B represents a “stealthy”
platform, and too much information regarding steatan result in classification of
research materials, the F-117 was not evaluatéusrexperiment. A brief discussion of

each aircraft follows.

4.4.2.1 B-1B

The B-1B Lancer (Figure 38) is a multi-mission, exgonic heavy bomber that is the
“backbone on America’s long-range bomber force41P The B-1 program was one of
the most controversial defense acquisitions ofsgreond half of the Z0century, but the
bomber has become a valuable part of the USAF towen[139] During Operation
Desert Storm, the B-1B was not used as part of ebraperations against Iraq, because
at that point it was only armed with nuclear weapdhe B-1B conventional armament
program did not begin until 1994. [27] During tlweapons conversion program, the B-

1B was initially intended for the delivery of Mk-8fbn-precision 500 Ib gravity bombs,
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but since has been upgraded to carry a wide vadétyeapons including the Joint
Standoff Weapon (JSOW) and the Joint Air to Surf@tandoff Missile (JASSM). [83]
The Lancer was first used in combat in Operatiorsede Fox in 1998, delivering

conventional munitions. [27]

According to Jane’s, the B-1B has a radar crossaseof approximately 1% of the B-52.
[221] While this value does not give any informati@bout the directionality of the RCS,
or the range of frequencies for which it is apdliea the value does give a good starting
point for the comparison of the B-52, B-1B and B-$1susceptibility. The use of this
value is not meant to generate any real valuestdhetsurvivability of the B-1B against
various radar threats, but rather give insight ggoeral trends between aircraft designed

with low-observable considerations and those withou
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Figure 38: B-1B Lancer [241]

The parametric aircraft parameter settings usetesaribe the B-1B are shown in Figure
39. Theses parameters were compiled from pubdebilable information from the US
Air Force’s website [241], the Federation of Amanc Scientists [83] and

GlobalSecurity.org. [103]
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Signatures:
Team: |BLLE | B-1B AIR
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Fuel ‘Weight (Lbs): | 195000
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Drag Coefficient: |D 010
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Figure 39: B-1B Parameters

4.4.2.2 B-52

During Operation Desert Storm, forty percent of Weapons dropped by the coalition
were delivered using the B-52 (Figure 40). The Bas used against a wide variety of
targets and is currently able to deploy the mogtrdie set of weapons of any platform in
the USAF inventory. [240] The aircraft is capabfecarrying more than 50,000 pounds

of ordinance and flying in a range from low-levelaround 50,000 feet. [169]

The B-52 has been in the USAF inventory since 1854, the current generation, the B-
52H has been in service since 1961. The B-52aamdr has been continually upgraded
throughout its service life, however, and currefiths modern avionics systems, global-
positioning system, and all-weather capability.][9Bhe B-52 has a crew of six and a
unit cost of $53.4 Million (FY1998). Cost data an average sortie was unavailable for

the B-52 during Operation Desert Storm [97], but e assumed based on a multiple of
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the cost of an F-111 mission. Because both atrarafof roughly the same vintage, the
B-52 cost will be assumed to be $100,000 for anragee mission. This number

incorporates the increased number of crew, aneititeé engines of the B-52 (as opposed

to 2 on the F-111).

Figure 40: B-52 Stratofortress [240]

Public USAF information and information from GloBaicurity.org was used to describe

the B-52 in the FLAMES model. The parameter sg#tiare shown in Figure 41.
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Signatures:
Team: |BLLE | Air RCS

Ican: [E-84 2D o

30 Icon: |B-52H

Edit

Min Speed (knoks): IIDSD—
Max Speed (Knoks): ,5651—
Empty Weight {Lbs): W

Fuel Weight (Lbs): W

Mar Thrust (Lbs): W
TSFC (LbmfhrLefy; [ooon
wing Area (FE~2) ,W

Drag Coefficiant: ,IZIDSD—

Maz Lift Coefficient: ,1500—
Maiz: ,E.D—
Roll Rate {degjsec): ,450—

Accept | Remove | Close |

Figure 41: B-52 Parameters

4.4.2.3 F-111

Originally intended as a dual-use platform for th® Air Force and the US Navy, the
General Dynamics F-111 (Figure 42) was designetien1960’s and entered service in
1967. Only the air force variant was built, bu# #ircraft was designed as a combination
fighter-bomber (air force) and air superiority figh(navy). With a range of nearly 3,000
miles, the F-111 Aardvark filled a long-range, \attather strike role for the USAF until

the last variant was retired in 1998. [170]

The F-111 has a unit cost of $75 Million (FY1998&}as operated by a crew of two. The
aircraft saw service in Vietnam, Libya, and IratR(] and was “one of the most effective
Allied aircraft in Operation Desert Storm, flyingone than 2,400 sorties against Iraqi

strategic sites, vehicle formations, and hardenetkérs.” [170] The F-111 was initially

169



a controversial purchase, but “achieved one of gakest operational records of any

aircraft in USAF history.” [81]

The parameters used to describe the F-111 in thRVIEHS simulation are shown in
Figure 43. These parameters were from publiclylavie sources including the USAF
Museum [170], GlobalSecurity.org [104], and the ération of American Scientists. [81]
According to the General Accounting Office, an agr F-111F sortie in Operation

Desert Storm cost $24,900 and this number will $efor cost calculations. [97]

Figure 42: F-111 Aardvark [82]
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Signatures:

Team: |BLUE | F-111F AIR
Icon: |TORMADO 2D

o
30 Icon: |B—lB J

Edit

Min 3peed {(Knoks): |133.9

Max Speed (Knoks); |1E|IIID.D
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Fuel Weight {Lbs): |2EIIZIDIZI
Mazx Thrust {Lbs): |5EIZDIZI
TSFC (Lbmyhr/LbF): |0.000
Wing frea (Ft~2) |657.7

Drag Coefficient: |D.019

Maz Lift Coefficient: |1-?DD

Maxia: |F"-D

Raoll Rate {degfsec): |45-U

Accept | Remove | Close |

Figure 43: F-111F Parameters

4.4.2.4 TLAM

The Tomahawk Land Attack Missile (TLAM), shown ifgEre 44 and also known as the
Tomahawk Cruise Missile, is a long-range muniti@pable of attacking targets 1500
miles from its launch point. The TLAM was initiglideployed in 1984 [235], but

became famous for its role in Operation DesertrBtas the first shot that was fired in
the war. [17] Over the course of the conflict, 28&siles were launched against a

variety of Iraqi targets. [46]
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Figure 44: Tomahawk Land Attack Missile [107]

The TLAM’s small size and low-altitude flight make difficult for the adversary to
detect the missile in flight. [190] The TLAM alsocorporates intelligence about the
threat environment and is piloted over an evasigerto its target. [235] The unit cost
of the TLAM has varied widely over its deploymemce 1984, but according to the
General Accounting Office, a TLAM sortie in Opeaati Desert Storm cost $2.855
Million. [97]

Because of its similarity in flight to a very smalfcraft, the TLAM was modeled using
the FLAMES aircraft physics model. Figure 45 shdhes parameters that were used to
model the TLAM. These figures were taken from piplavailable sources including
US Navy FactFile [235], Raytheon Documentation [1@dd GlobalSecurity.org. [107]

The flight model completes with the deployment diaanb munition. The deployment
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does not destroy the vehicle model, however, soexistence is ignored after the

deployment and the deployment itself is countethaglestruction of the vehicle.

After constructing the model, it was decided notnidude the physics of the TLAM in
the regret consideration, but rather to incorporapgobabilistically. According to the
Chief of Naval Operations “about 85% of the 288 siés fired during the war hit their
targets.” [46] Because of the dissimilarity betwabe TLAM and the other aircraft
being considered, in size, tactics, and employmidnat, model used for the TLAM for
regret will not follow the pattern of the otheraamft. Instead, the mission success rate of

85% will be used for all of the scenarios in thebgll regret analysis.

Signatures:
Team: |BLUE - Tomahawlk AIR
Icon:; |TBM 2D
30 Lcon: |TBT“'|

N EN

Edit

Min Speed (Knots): |200.0
Max Speed (Knats): [500.0
Ernpty Weight (Lbs): |26IZIIZI

Fuel Wweight (Lbs): |2600
Mazx Thrust (Lbs): |13IZIIZI
TSFC (Lbm/hr/LEF): |0.000
Wing Area (Ft~2); [100.1

Drag Coefficient: |EI.EIEIS

Max Lift Coefficient: |1.700

Maxi: |60.0
Roll Rate {degfzec): |45.IZI

Accepk | Remove | Close

Figure 45: TLAM Parameters

173



4.4.3 Modeling Candidates
4.4.3.1 Aircraft Physics

The aircraft in the simulation are modeled usinXOF translational model. In the
parametric scenario generator, the aircraft israssuto fly a direct path to its target.
Because the particular location of the target is prescribed, different types of flight
path are accounted for by moving the location @& thrget's defenses relative to the
flight path. This is equivalent to moving the fiigpath, but eliminates the need to

program a complex flight path for the aircraft.

Biltgen provides a good description of the functairthe FLAMES aircraft model used
in this effort. [24] The Flames Example Models Doentation [222] also provides
additional information. Atmospheric density andhdgnic pressure are calculated at each
time step for the aircraft. These calculated valaee used to calculate the drag on the
aircraft, the maximum turn acceleration availaldette aircraft (based on lift), the
maximum turn rate and minimum turn radius. The imaxn roll rate of the aircraft is an
input. Within these constraints the aircraft opesabased on the movement commands

entered into the individual aircraft code.

Because of the mission formulation selected fos tikperiment, the aircraft flies a
straight, level, constant-speed path to the tatpet; performs a maximum g turn and
returns to the starting point of the simulatiorheTphysics of the flight before this ingress
and egress are not calculated; they are assumedt tplay a role in the scenario level

metrics of interest for the regret analysis.

174



4.4.3.2 Aircraft Flight Conditions

Two primary variables were considered for adjustinieraircraft tactics to ensure that,
when comparing the performance of systems, the’‘Ipesformance for that particular

system could be used.

Aircraft speed was varied from 300 knots to theraiit's maximum speed. This range
allows the “best” speed for avoiding enemy SAMSéoused. However, the top end of
the speed range impacts the accuracy of the bonddmnglation. Aircraft flying faster

are more likely to miss their targets that thogen{] at lower speeds. As a result of these
two competing attributes, a wide range was consitleo that the best trade between

survivability and mission success can be made.

Altitude aircraft altitude was allowed to vary frob0,000 feet AGL, to 50,000 feet AGL.
This range represents a wide variety of possibitudés that reflect mission altitudes
used in Operation Desert Storm. According to tleméal Accounting Office, because
of the severe threat posed by radar guided AAAIBNBAMS, after day three almost no

low-level missions took place. [97]

4.4.3.3 Quantifying Survivability

Electronic warfare (EW) and stealth technologiegshbplay a large roll in the
survivability of strike aircraft in hostile airspac Stealth technologies reduce the RCS of
a vehicle, making the vehicle appear “smaller” adar detection systems. Electronic
warfare helps mask the presence of strike airtnamitting electromagnetic energy in
the frequency range of the hostile radar systehiewever, the specifics of both stealth
technology and electronic warfare for US systenissalidly in the classified realm.

[175] As a result of the desire to keep this disgem in the publicly releasable realm,
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specifics of RCS and EW will not be included in asynulations for this work.
However, a general susceptibility term will be efished to mimic the effects of some
stealth technologies. The following sections déscthe general effects of stealth and
EW, as well as how they might be incorporated iatcclassified study using the

methodology outlined in this dissertation.

4.4.3.3.1 Radar Cross Section

Radar systems emit electromagnetic energy and thsten” for the echo of that

radiation off of objects downrange from the trartsani The amount of radiation that is
returned depends on a variety of factors includihg propagation effects of the
atmosphere, the downrange distance of the objeetmiaterial the object is made from,
and the size of the object, to name a few. Theuatof radiation returned to the

receiver antenna is proportional to how easyfibigshe radar to “hear” the object.

Increasing the difficulty for enemy radars to détat aircraft is one approach to reducing
the likelihood that an aircraft will be neutralizédfore it can complete its mission.
Survivability is defined as the probability of bgimetected, times the probability of
being shot at if detected, times the probabilitpeing hit if shot at, times the probability
of being defeated if hit (Equation 13). A reduatio RCS acts on the;R.ctiterm of the

survivability equation.

Equation 13

PSurvive = detectPengageoPhit Pkilled

There are a fairly large number of approachesdaaieg the RCS of an aircraft, but the

fall into three broad categories: reducing the ptalssize and shape of the aircraft,
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coating the aircraft with a radar absorbing paamiji changing the materials from which

the aircraft is made to more electromagneticalipsparent materials.

=

“"‘*-\.\_‘__ -
-
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-"‘-I-I__l'-—'_-'_.-

Figure 46: Typical RCS Diagram (Wikipedia)

The simulation used in this dissertation for hypsih testing is capable of incorporating
data about the RCS signatures of aircraft of istermcluding the directionality and
bandwidth range for the signatures. These sigaatwdels interact with the function of
the radar models in the FLAMES simulation. Howewvilre ability to generate the
anticipated signature of an aircraft is not inheianFLAMES. Because of this limiting
factor, and the desire to keep this dissertatialassified, a generic survivability term is
used in place of the RCS of each vehicle of interdhis term was based on publicly

available information and is meant to show onlyt tirecorporation of survivability
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information is possible with the methodology prdsdnin this dissertation and the

direction of the impact on the capability.

Table 12: Survivability Factor

System Survivability Factor
B-1B 1
B-52 100
F-111 33
TLAM 0

4.4.3.3.2 Electronic Warfare

During a military strike mission, the aircraft dedring the ordinance is rarely the only
aircraft involved in the mission execution. In dgioh to the strike platform there are
often airborne control aircraft, refueling assetsd electronic warfare aircraft. These
electronic warfare assets are important to incnggisie probability that a mission will be
successful by increasing the survivability of théke platform. The DoD defines EW as
“military action involving the use of electromagiteand directed energy to control the
electromagnetic spectrum or to attack the enemgctEinic warfare consists of three

divisions: electronic attack, electronic protectiand electronic warfare support.” [129]

Electronic attack is defined by the same sourcéhas‘division of electronic warfare
involving the use of electromagnetic energy, dedognergy, or anti-radiation weapons
to attack personnel, facilities, or equipment wiib intent of degrading, neutralizing, or

destroying enemy combat capability and is consdlaréorm of fires.”
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According to the DoD, electronic protection is thdivision of electronic warfare
involving actions taken to protect personnel, fées, and equipment from any effects of
friendly or enemy use of the electromagnetic spectthat degrade, neutralize, or destroy

friendly combat capability.” [129]

Electronic warfare support is the “division of @lenic warfare involving actions tasked
by, or under direct control of, an operational coamater to search for, intercept, identify,
and locate or localize sources of intentional anthtentional radiated electromagnetic
energy for the purpose of immediate threat recagmitargeting, planning and conduct

of future operations.[129]

A common form of electronic warfare that impacte gurvivability of aircraft is radar
jamming. The DoD identifies two primary types afijming under the broad umbrella of
electromagnetic jamming: barrage jamming and saainjing. Jamming is the use of
electromagnetic energy to reduce the effectivenéssemy electromagnetic capabilities.
The difference between barrage jamming and spotmjagn is that spot jamming is
targeted at a specific frequency while barrage jamgnencompasses a wide section of

frequencies in which electromagnetic systems opefa29]

If jamming technologies were to be incorporatedoid modeling and simulation
environment, the primary impact would be on thedif/eness of radar sensors for the
adversary. This could be captured by modeling ghgsics of the electromagnetic
interference or by a modification to the systenmelgerformance of the adversary radar.
This could take the form of a generic reductiosénmsor range, or a reduced likelihood of
acquisition when under the effect of a jamming elyst Jamming technology and tactics
are closely guarded to reduce the effectivenesiseoddversary’s countermeasures, as are

the changes in capability that they allow. In orde eliminate the possibility of
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inadvertently exposing sensitive material aboutgbgormance of systems in a jammed
environment, electronic warfare of any type willtime considered in the modeling

portions of this dissertation.

4.4.3.4 Modeling Munitions

According to the General Accounting Office, and tcary to popular belief, during
Operation Desert Storm, “95 percent of the totahbs delivered against strategic targets
were unguided; 5 percent were guided.” The reasonghe use of so many unguided
munitions included the high cost of guided bomhs, dll-weather capability of unguided
bombs, and the large size of many of the strategigets. [97] Because of the large
number of unguided munitions delivered, the modeand simulation environment will

focus on modeling only unguided munitions, spealficfreefall bombs.

At the time of Operation Desert Storm, the B-1B wast configured to deliver

conventional ordinance. [241]

4.4.3.5 Measures of Performance

Three measures of performance were tracked fromFtREMES parametric scenario
generator for the three aircraft in the simulatiohhese measures were the number of
blue aircraft shot down, the number of red targkgstroyed, and the number of SAMs
fired. The measures were tracked over 25 repesitiof the same scenario settings in
order to account for the probabilistic nature omgoof the variables in the simulation.
While 25 cases would normally not be considereargel enough sample to gain a high-
confidence in the outcomes, the need to limit coiapenal expenditure, coupled with

the conceptual nature of the problem, led to tihecsien of this number of cases.
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The measures of performance tracked in the scemdlow the quantification of the
mission success rate (how many red targets wdeglkilthe friendly loss rate (how many
blue aircraft were shot down), and a rough measiireost to the enemy through the
number of SAMs fired. The cost to the US forceslépendent on whether the blue
bomber was shot down or survived. The cost moskedi dor these scenarios is discussed

in the following section.

4.4.3.6 Costs

Before discussing the costs used in this experinigistimportant to note that these costs
are not meant to make actual military decisiond, rather show the ability of regret
analysis to incorporate cost information. Assuommi have been made where data was
unavailable that may lead to results that diffemfrreality. In each case that such an
assumption has been made, every effort has beee toatarify the reasoning behind the

assumption.

The cost of a typical mission in Operation Desedri@ for each of the aircraft listed

above was taken from General Accounting Office doents. Those costs, coupled with
the unit replacement cost for each aircraft, atedi in Table 13. Figures for the average
mission cost of the B-1B and B-52 were not avaddbl Operation Desert Storm (the B-

1B did not actually serve because of its nuclearaanent in 1991). The operation cost
for the B-52 was estimated based on the cost oFtthé&l. Based on the logic that was
used to estimate the B-52 mission cost, the sap®agh was used to estimate the B-1B

mission cost.
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Table 13: Aircraft Costs

Aircraft Mission Cost of Crew Unit Cost Total Cost of Loss
Cost (FY98)
Crissin | Carew Horen ($6M )| Ci Cicsion* Cunit * Coren
B-1B $50,000 $24,000,000 $283,100,000 $307,150,000
B-52 $100,000 $36,000,000 $53,400,000 $89,500,000
F-111 $24,900 $12,000,000 $75,000,000 $87,024,900
TLAM $2,855,000| N/A N/A N/A

The value of human life is something that is nearlpossible to quantify, and doing so
opens a Pandora’s Box of questions about ethicsrardlity. However, only labeling
the loss of the aircraft as a financial burdennisreomplete assessment, especially when
the aircraft being compared have different numbersheir crews. While either is
terrible, the loss of a B-52, with its crew of six)l have a greater impact than the loss of
the F-111, with its crew of two. In 1999, Coneditad Knight reported that “The Air
Force estimates that it costs $6 million to traipilat to full operational competence”
[51] This figure, coupled with the unit cost of thiecraft in the mission, can give a sense

of the cost to the US in the case of an aircraftdpsehot down.

4.4.4 Local Fitness Function

The fitness function used for the assessment aktag shown in Equation 14. The
aircraft fitness is the ratio of the probabilityrafssion success to the expected cost of the
mission. The Greek letters alpha, beta, gammaepsiton are weighting factors that can
be used by decision makers to adjust assumptiarch @s the cost for B-1B and B-52

missions) that they find objectionable and instaetasly see the effect on the analysis

182



results. The factor on the crew cost, beta, clnwahe incorporation of a higher value
on human life than the training cost of $6 Millidhat was included in the initial
experiment. Each cost in the fitness functionasmalized by a baseline, shown in Table
14. These baseline values help condition the probto reduce the likelihood of

computational rounding errors.

Fitness= Pmission_success* a
P B* Corew 4 * Cunit + ¢ * Chission
- Ccrew_baseline Cunit_baseline Cmission_baseline
Equation 14
Table 14: Baseline Cost Values

Cost Parameter Baseline Value

Crew $6,000,000

Unit $50,000,000

Mission $25,000

The local regret for each aircraft alternativeatcalated based on the difference between
the aircraft’s fitness and the maximum fitness bied for that particular scenario. The
aircraft that performs the “best” based on theelts function therefore has a local regret
value of zero. This formulation allows the regi@tction to be in a standard form for

optimization or other computer manipulation. [243]

This form of local fithess function is often refedr to in literature as an Overall

Evaluation Criterion (OEC), which combines a numisiemetrics of interest into a single
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overall score for the particular concept. The lemge in using an OEC lies in the
assignment of the weights for the various metrit®hile analysts and engineers may
establish weights, it is the decision makers whatrhave the final say in the importance
of the various metrics. Therefore, the OEC creatitust be an iterative process that
involves the decision makers’ input. This inpundae solicited ahead of time, or,
sometimes more effectively, solicited in an intékac electronic design review. This
type of review allows instantaneous incorporation decision maker feedback by

leveraging the power of parametrics in early coteapdesign.

4.4.5 Surrogate Model Creation

Because of the elaborate nature of the interactionghe FLAMES agent-based
environment, the most likely candidate for a goadagate model fit is the Atrtificial

Neural Network (ANN). However, for completeneswotother forms of surrogate
models will be considered, the polynomial respossdgace, and a krigining model.
Because Global Regret is formulated as a seriemtefjrals, the simplicity of the

functional form will have great impact on the atyilof the integrals to be calculated in
closed form. While the Response Surface Methodol@SM), ANNs, and kriging

models are all functions that can be integrated,cibmplexity of the ANN and kriging

functions can be limiting if more than a very feimneénsions are considered.

4.45.1 RSM

The first attempts at fitting the measures of p@nfance from the parametric scenario
generator were based on the RSM. This method Wwasea because it provides the
simplest form of surrogate model, and is not vewynputationally intensive to create.
The model created used a Response Surface EqyRt8ir) form as shown in Equation
15 and is fit using a least-squares regressiorEqumtion 15, R is the response, the betas

are the partial regression coefficients, and xésthen regressors.
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R:,Bo"'ilgi)ﬁ +ilgiixi2+n2 Zn:ﬁijxixj

i=1 j=i+l
Equation 15
Because of the discrete nature of the input farait type, a separate surrogate had to be

created for each aircraft. The results of thenfitare shown in Figure 47, Figure 48, and

Figure 49. Because the TLAM's effectiveness icuiated based on an equation, no

surrogate was created for it.
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Figure 47: B-1B Units Lost RSE Fit
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In the figures above, the number of blue bombessds predicted by the RSE is plotted
on the horizontal axis, and the actual number dasbrding to the data is plotted on the
vertical axis. The first measure of goodness tafyfiically checked for surrogate model
creation is the coefficient of determination, R8dyich indicates what portion of the
response, on a scale of 0 to 1, is explained byattters under consideration. If the RSq,
were equal to 1, all points would lie along a 4grée angle from (0, 0) to (25, 25).
Because the RSq value for the responses is rdiatioey for engineering design
standards, the RSE is considered a poor choiceldscribing the responses for these
ranges in the parametric scenario generator. a@iltypically found RSq values around

0.8-0.95 in his exploration of a three day strikersario. [24]

4.45.2 ANN

Artificial Neural Network surrogates were built ngithe Neural Network tool in JMP
7.0 and also using BRAINN 2.0, a MATLAB ANN progracneated at the Aerospace

Systems Design Laboratory (ASDL) at the Georgi#itute of Technology.

The JMP surrogates were trained using a randonmbholdcrossvalidation, with 25% of
the data held back to check against overfittingcdtise ANNs are capable of accounting
for discrete variables, only one ANN was requireddach of the responses of interest.
The best fit obtained with the JMP neural netwoikinfy tool was an RSq of
approximately 89%, found with 13 hidden nodes Fegb®. The performance limitations
of the JMP tool allowed only a range of 3-14 hidawdes to be explored during the

initial ANN fitting experiment.
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Fit History

Nodes Penalty RSquare CV RSquare 2 .4.6.8
3 0.001 0.80891 0.81233 i
5 0.001 0.84440 0.84434 i
7 0.001  0.85995 0.86373 i
9 0.001  0.00000 -297.90 i
9 0.001 0.87168 0.87429 i
13 0.001 0.88341 0.88621 i
13 0.001  0.89060 0.89096 i
14 0.001 0.84378 0.84678 | i
12 0.001 0.87280 0.87525 i

Figure 50: Fit History for Blue Bombers Lost

Figure 51 shows the fit results obtained using BRAINN software to build the
surrogate model of the number of blue bombers IBstcause of the automated nature of
the BRAINN software, a wide range of numbers ofdeid nodes could be explored
relatively quickly. The BRAINN software was usedexplore fits for configurations of
ten to forty hidden nodes, using three iteratiansagh setting, in intervals of five hidden
nodes, using a Gradient Descent with Moment Adaptigarning Rate because of the
large number of cases used in fitting. This apgnaa suggested by Johnson and Schutte
in the BRAINN 2.0 manual. [127] A setting of 3@den nodes was found to provide the
best fit for the data, with an RSq of approximat@B®c. Because of the similarity in the
data, the sweep of possible ANN configurations matsconducted for the number of red
targets destroyed. Rather, the same configurati@® hidden nodes was used, with an

RSq of 91% (Figure 52).

Figure 51 and Figure 52 are each composed of falHcharts. The top two sub-charts
show histograms of the distribution of the Modelt Error (MFE) and Model
Representation Error (MRE). The MFE describes il the ANN fits the data that
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was used to train it, while the MRE describe shoell the model fits test data that was
not included in the training process. In both feg) the errors are centered about 0 with
a standard deviation of less than 1, which meetgydnerally accepted criteria for errors
surrogate model building. [168] There is some eonccaused by the pattern in the
Residual by Predicted plot, which displays a pat@mn the edges, but given the highly
conceptual nature of the selection problem, andiide range of conditions over which

the Measures of Effectiveness were consideredjglsismewhat expected.

hodel Fit Error (MFE) « 10Model Representation Error (MRE)
18000 3
16000
25
14000
12000 g 2
10000
1.5
5000
000 1 1
4000
05
2000
0 0
5 0 5 10 15 5 0 5 10 15
MFE hean =127122753006623060 12 MRE Mean =121916542526159350 12
MFE St Dev =78962651 3021726460 x10 MRE St Dew =775:595052755795510 x10
Actual by Predicted Residual by Predicted
25 v e e 30
Test @ e
Yalidation [ *
20 + Training 0 *
Perfect fit line
i 10
15
0
10
-10
5 20
il : : . 30 : . : . . :
20 -10 0 10 20 30 40 20 -10 0 10 20 30 40
Hidden Modes = 30 R2 “alidation =0 92596
R2 Training =0.92964 R2 “alidation =0.92774

Figure 51: BRAINN Fit Results for Blue Bombers Lost
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Figure 52: BRAINN Fit Results for Red Targets Destoyed

The 91-93% fits found using BRAINN were a few pertage points improvement over

the JMP neural network tool, and a significant ioy@ment over the polynomial

response surfaces. However, because the numineddes found to be appropriate using

BRAINN was much larger than the number initialletr in IMP, an attempt was made to

re-fit a 30 hidden node ANN in JMP. The resultgto$ trial, and RSq of 91.086% for

the blue aircraft lost, did not show much of an ioyement over the 13 hidden node

ANN, and still fell short of the performance exitdal in BRAINN. As a result of these
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experiments, the ANN created with BRAINN will beegisfor the rest of the hypothesis

testing experiments.

4.4.5.3 Kriging and Radial Basis Functions

While initially considered for use in this experimgbecause of the large number of data
points included in the design of experiments foe {parametric scenario generator,
kriging surrogates were not built. Fitting the dimg model would have required

computational power beyond that available for thssertation.

4.4.6 Sub-Hypothesis Discussion

Based on the fit results from the surrogate modpkeements, it is true that surrogate
models can be fit to metrics across a wide arrapasfsible futures. These surrogate
models can be used anywhere in the possible fsjpsee defined by the ranges on the

scenario variables.

The use of the surrogate models for Global Regredlysis also addresses one of the
research objectives. The flexibility and parantetrature of the analysis are important
because of the trend toward electronic design vwevia the defense acquisition process.
[156], [13] These electronic design reviews exisinicorporate decision maker feedback
rapidly into the design process. Analysts runrimg codes are usually not qualified to
establish the values of the elements in the oljedtinction for the candidate evaluation
(Equation 14). Any discrepancy between the vahssgned to the objective function
and those held by the decision makers has the fptan discredit the analysis.
However, if the analysis is done in such a way the&n be rapidly assessed, such is the
case when using surrogate models, the values ofi¢ightings in the objective function

can be changed on-the-fly.
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The parametric nature of the design review alloreslibility to be gained through tuning
of assumptions to those acceptable by the decmmkers; however, the volume of data
can be overwhelming. In these cases, sensititiyiess can be carried out beforehand to
understand which assumptions and design/scenariables actually have a significant
impact on the results. By only presenting the disnens of the problem that have a
significant impact, the understanding can be gaw#dout overwhelming the decision
makers. It is important, however, to keep the fidta set available to defend any

guestions about the validity of the sensitivitycsés.

4.4.7 Determination of Global Regret

With surrogate models created for the MOEs for gdatform, a number of options exist
for the evaluation of Global Regret. Under thenfal definition of Global Regret,
presented in Equation 9, the Global Regret woulctddeulated in its closed form, by
integrating the ANN equations over each of the ib@ethsions of the parametric scenario
generators. This integration can either be appwdcanalytically, numerically, or

another approach can be used to evaluate the GReupet.

The integration over 10 dimensions provides a &gant challenge. Because the
number of evaluations required for integrating ntoadly grow exponentially with each
additional dimension and the “curse of dimensidgalis quickly encountered. Monte
Carlo methods exist that can help overcome thességeof this numerical integration.
In this experiment, a Monte Carlo simulation wid bsed, and the statistical distribution
of the results will be used to understand the seindthe Global Regret for each of the
candidates. While this does not result in the t@®bal Regret as defined
mathematically, it provides a significant amountimirmation and can be used as an

approximation for the Global Regret.
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4.4.8 Scenario Probabilities

Because the scenario framework of interest for #xperiment is Operation Desert
Storm, an effort will be made to increase the llik@bd of parameters that reflect the
capabilities of the Iraqi Military in that periodAs was defined earlier, the likelihood a
particular scenario is the joint probability of #ile parameters in the scenario. These
parameter probabilities must be set by the decisiakers, based on their understanding
of the likely progression of military technologyBecause of this dependence on expert
judgment, the results contained herein are meabetoepresentative of a process only.

Actual numbers should not be considered.

The likelihood functions for each of the eight acbagy scenario variables are shown
below in Table 15, where the x-axis is the rangéhefscenario variables, and the y-axis
is the likelihood of a particular scenario. In thetual experiment, two weightings were
used, one with uniform probabilities on the ranged one reflective of Desert Storm
parameters. The stepped distribution represeptsizability of four times more for any

scenario in the higher-probability region than #has the low-probability region. This

allows comparison of the robustness of concepts shaw little knowledge of the

likelihood of futures a priori with those the rolnesss of those that only consider a
smaller set of possible futures. Because altitae speed are controlled by mission
planners, these will be allowed to vary over tHall ranges to find the most suitable

flight condition for the particular scenario.
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Table 15: Scenario Variable Probabilities

Scenario

Variable

Distribution 1

Distribution 2

Distance from

SAM Site
SAM Pk
Step occurs at Pk = 0.5
SAM Thrust ‘
Step occurs at Thrust = 750 Ibs
SAM Max G

Step occurs at Max G = 12

Ground Radar
Transmission

Power

_____

Step occurs at Power = 45 dBW

Ground Radar

Scan Period

—

Step occurs at Scan period = 20 sec

Ground Radar
SNR
Threshold

—

Step occurs at SNR Threshold = 13

Ground Radar
Acquisition

Range

1T

Step occurs at Range = 200 km
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4.49 Case 1: F-111 versus B-52

This case explores the set of scenarios that wexikt if a conflict circa 1991 were to
have sea access denied and, consequently, no TlhAB&mpce in theater. This might be

the case had operations taken place in Afghanditang the early 1990’s.

4.4.9.1 Distribution 1

The first investigation allowed the scenarios tayvaith equal likelihood for each
possible future scenario; each variable was assigneniform distribution for 4000
cases. Four thousand cases were used becauskll#dtethe design space adequately,
but still provided good responsiveness for the BdRware. The JMP software tended
to slow down significantly with more than 5 — 6 tisand cases, as each point is re-drawn

with any changes to the scatterplots.

Figure 53and Figure 54 show the impact of the warifactors on the OEC for the F-111
and B-52, respectively. In both cases, the digtdhe aircraft was able to maintain from
the SAM site had the greatest impact on the cogghied likelihood of success of the
mission. Aircraft altitude and speed, both paramsethat are controllable by mission

planners and the pilots, were also important factor both cases.
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Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
SAM Dist 0.0663777 0.002229 29.78 <.0001*
Altitude -4.957e-5 6.642e-6 -7.46 | <.0001*
Speed -0.001202 0.000658  -1.83 | 0.0676
SAM_Thrust -0.000439 0.000266  -1.65 0.0989
SAM_PK -0.551307 0.439554  -1.25 [ 0.2098
SAM_MaxG 0.0066954 0.011034 0.61 0.5440
GR_SNRThreshold -0.009026  0.01754  -0.51 0.6068
GR_AcquisitionRange 1.8827e-7 5.246e-7 0.36 0.7197
GR_ScanPeriod 0.0029595 0.010887 0.27 0.7858
GR_TransmissionPower  -0.000657 0.013141 -0.05 0.9601

Figure 53: F-111 OEC Contributing Factors

Sorted Parameter Estimates

Term Estimate  Std Error  t Ratio Prob>|t|
SAM Dist 0.0197518 0.000579 34.11 <.0001*
GR_TransmissionPower  -0.030011 0.003414  -8.79 i <.0001*
Altitude -1.427e-5 1.726e-6  -8.27 <.0001*
GR_SNRThreshold 0.0242593 0.004557 5.32 1l <.0001*
Speed -0.00071 0.000171  -4.16 |: <.0001*
SAM_PK -0.216603 0.114208  -1.90 [ 0.0580
GR_ScanPeriod 0.0012381 0.002829 0.44 0.6616
SAM_MaxG 0.0008073 0.002867 0.28 0.7783
SAM_Thrust 1.645%-5 6.913e-5 0.24 0.8118
GR_AcquisitionRange 2.2474e-8 1.363e-7 0.16 0.8691

Figure 54: B-52 OEC Contributing Factors

Interestingly, the performance parameters for tHel E fell into three groups by order of
importance: mission planning variables, SAM vamsbland finally radar parameters.
Because the F-111 was traveling at relatively Wgth numbers for a large number of
the mission cases, the most significant factorhim loss of blue aircraft appears to be
whether the SAM was able to reach the F-111 in.tihmethe case of the B-52, traveling
at subsonic speeds, the SAM site had the oppoyttmitaunch multiple times, making

the performance of the SAM less important relatoveome of the radar parameters.
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4.4.9.2 Sub-Hypothesis Testing

An extremely useful tool in the JMP software allotlie visualization of 3-D plots that
will update in real-time as other variables arengeml. Figure 55 through Figure 58
show two examples, one for the F-111 and one ferBi#b2, of the changes that can be

seen by using the 3-D surface plots and changingy etariables.

In Figure 55 and Figure 56, the F-111 OEC is ptbtgainst the ground radar SNR
threshold, the most significant of the ground ragiaameters, and the SAM probability
of kill, the second most important SAM parametéerhe difference between the two
figures is the altitude at which the F-111 is flyirwith 30,000 feet occurring in the first
figure and 40,000 feet in the second. As can ba §®m the shape of the surface in the
figures, at the lower altitude, the coupling betwebe radar parameter and SAM
parameter is not apparent. In the first figure, 111 OEC decreases with an increasing
SAM probability of kill (the SAM is more likely talestroy the aircraft), and decreases
slightly with the SNR threshold (the radar is mbkely to differentiate the aircraft from
ambient noise at a lower SNR threshold). Howeae®0,000 feet, the relationship is
slightly more complex. The overall OEC is lower4&,000 feet, with a maximum of
approximately one quarter the magnitude of the raifitcflying at 30,000 feet.
Additionally, the SAM probability of kill does natnpact the OEC above 0.5 for any
value of SNR threshold. However, there is a cagplbetween the SNR threshold and
the SAM probability of kill that is visible in thieft side of the plot. In this region, the
aircraft has a higher OEC, which can be explainethb low SAM performance and the
low radar performance. In this region the radaesdaot detect the F-111 until it is
closer, and has only a limited opportunity to shaiathe aircraft. If the aircraft is missed

on the first shot (or the second) it is unlikehaththe F-111 will still be within the
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detection range of the radar. Above a SAM prolitgbdf kill of 0.5, however, only a

few shots are needed to down the blue aircrafygied its OEC to zero.

F-111 OEC

Response Grid Slider
0.04 []
Independent Variables

Value Grid
alpha 1
Speed 500.0435
Altitude  30007.01

SAM_PK 0599997 [
SAM_Thrust  999.825
SAM_MaxG 18.00227
GR_TransmissionPower 50.00003
GR_ScanPeriod 18.00043

GR_SNRThreshold 12.50125 [
GR_AcquisitionRange 350047.9
SAM Dist 60
beta 1
F-111 Unit Cost 75000000
CUnit Baseline 50000000
gamma 1
F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
epsilon 1
CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000

ploUsBIUIEN 5
00C00000000C00800000000 <

O0C0C00000oC000000CoO®OO0 x

Figure 55: F-111 Performance, 30Kk ft
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F-111 OEC

Response Grid Slider
0.0125 []

Independent Variables

Value Grid
alpha 1
Speed 492.4993
Altitude  41318.97

SAM_PK 0.509997 [
SAM_Thrust  999.825
SAM_MaxG 18.00227
GR_TransmissionPower 50.00003
GR_ScanPeriod 18.00043

GR_SNRThreshold 12.50125 [
GR_AcquisitionRange 350047.9
SAM Dist 60.01468
beta 1
F-111 Unit Cost 75000000
CUnit Baseline 50000000
gamma 1
F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
epsilon 1
CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000

F-111 OEC
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Figure 56: F-111 Performance, 40k ft

Figure 57 and Figure 58 show the OEC for the B-52aafunction of the radar
transmission power and the SAM probability of killlhe difference between the two
plots is the distance by which the B-52 is ablavoid the SAM site, with the first figure
showing a 60 km distance and the second showir@jlkarfdistance. The surface plot in
Figure 57 shows that the primary driver on the BS32EC is the SAM probability of

kill, which, as it improves, lowers the B-52 OECThis trend is consistent with the
expected outcome of a SAM of increasing capabélgginst a fixed platform. This trend

is consistent across the range of ground radasression powers explored.

At a longer distance from the SAM site, howeveg ttominant trend is reversed. The

OEC magnitude is significantly greater at the langjstance (which is expected because

of the reduced threat environment), but the primaryer on the OEC is the radar
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transmission power. As the transmission powereia®es, the radar site is able to detect
the B-52 at longer ranges, and has the opporttmisjhoot more SAMs. There is a slight
increase in the B-52 OEC with the decrease in SAbbability of kill at lower radar
powers, but because the SAM site is able to shmehany times at the higher powers,

there is little effect in that region.

B-52 OEC
Response Grid Slider
0.015 ]
Independent Variables
Value Grid
alpha 1

Speed 500.0435
Altitude  30007.01
SAM_PK 0.599997 [
SAM_Thrust  999.825
SAM_MaxG 18.00227
GR_TransmissionPower 50.00003 O
GR_ScanPeriod 18.00043
GR_SNRThreshold 12.50125
GR_AcquisitionRange 350047.9

/ SAM Dist 60.01468
LJJ beta 1
O F-111 Unit Cost 75000000
~ CUnit Baseline 50000000
u? gamma 1

F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
epsilon 1

CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000

O000C00C0O000C0CO000®O0O00D0O0 %
slslsielslslslslsielalsislsls e aie oINS TENSRS

Figure 57: B-52 Performance, 60 km keep-out
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B-52 OEC

Response Grid Slider
0.25 []

Independent Variables

Value Grid
alpha 1
Speed 500.0435
Altitude  30007.01

SAM_PK 0.599997 [
SAM_Thrust  999.825
SAM_MaxG 18.00227

GR_TransmissionPower 50.00003 O
GR_ScanPeriod 18.00043
GR_SNRThreshold 12.50125
GR_AcquisitionRange 350047.9
SAM Dist  93.96496
beta 1
F-111 Unit Cost 75000000
CUnit Baseline 50000000
gamma 1
F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
epsilon 1
CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000
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Figure 58: B-52 Performance, 90 km keep-out

4.4.9.3 Sub-Hypothesis Conclusions

These two examples have shown the use of surfais @ explore the behavior of
systems across many possible scenarios. With@uusle of surrogate models, which
allow the partial differentials to be understodtk treation of these plots would not be
possible, and electronic design reviews could ragidly explore the alternative’s
effectiveness. This demonstrates the ability afagiate models to enable interactive,

electronic design reviews using possible futures.

4.4.9.4 Evaluating Regret for Case 1

Evaluating the regret across the entire scenarawesggan be accomplished by either
evaluating the integral form of the Global Regregu&tion, shown in Equation 9, or by

examining the statistical parameters associatett tie evaluation of the randomly
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chosen cases across the scenario space. Becatlgecoimplexity of the integral form,

for this case statistical data will be used to eatd the Global Regret and decide which
candidate is more suitable for the missions basetth® OEC. It is important to note that
the weightings in the OEC would be tuned in anraxttve, electronic design review, so

the results shown here are to demonstrate the ohethiy, not suggest Air Force policy.

Figure 59 shows the statistical data that was edefatr the regret of the F-111 and B-52
using the statistical package JMP. The candid#enative with the best performance
will exhibit zero local regret for a particular se&io, so smaller is better for the statistics.
This side by side comparison shows that both caelsdhave at least 25% of cases
where they exhibit zero regret. This implies thadre is no “magic bullet solution”
between the two aircraft. However, at least 75%hefscenarios showed the F-111 as a
better candidate based on the OEC. Also, the megaet for the F-111 is approximately
25% of the mean regret for the B-52. Based onretlséatistics, the Global Regret for the
F-111 is lower than the Global Regret of the B-6& avould be the more robust choice

for the set of possible futures explored in thipezkment.
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Distributions

F-111 Local Regret B-52 Local Regret
1_—3 l_- ~
0.9 0.9
0.8 0.8
0.7 0.7
0.6 0.6
0.5 0.5- RN
. 1 .
0.4 0.4
0.3 0.3
0.2 0.2
0.1 - 0.1
o/ |- o P — |
Quantiles Quantiles
100.0% maximum 1.0000 100.0% maximum 1.0000
99.5% 1.0000 99.5% 1.0000
97.5% 1.0000 97.5% 1.0000
90.0% 0.6184 90.0% 0.9143
75.0% quartile  0.0000 75.0% quartile  0.7207
50.0% median  0.0000 50.0% median 0.5334
25.0% quartile  0.0000 25.0% quartile  0.0000
10.0% 0.0000 10.0% 0.0000
2.5% 0.0000 2.5% 0.0000
0.5% 0.0000 0.5% 0.0000
0.0% minimum  0.0000 0.0% minimum  0.0000
Moments Moments
Mean 0.1110576 Mean 0.4439169
Std Dev 0.2881152 Std Dev 0.351082
Std Err Mean 0.0045555 Std Err Mean 0.0055511
upper 95% Mean 0.1199889 upper 95% Mean 0.4548002
lower 95% Mean 0.1021263 lower 95% Mean 0.4330337
N 4000 N 4000

Figure 59: B-52, F-111 Regret Comparison
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4.4.9.5 Comparison with Gulf War Operations

The same types of analyses shown in the sub-hygistiiesting can be used for the
second set of distributions on scenario variablelwever, because the trends are the
primary interest for this dissertation, and thenti® are not significantly impacted by the
probability distributions, the explorations usirtietsurface plots will not be repeated.
However, the regret associated with two candidatess show a change when the
probabilities consistent with the Gulf War threaviegonment are given higher likelihood

than those in the rest of the scenario space.

Figure 60 shows the statistical data on the distidgin of regret for the Gulf War threat
environment. One immediate difference betweenGhi War set and the full, equally
weighted data set is that the maximum regret fdh bloe F-111 and B-52 are lower by
70% to 80%. This indicates that the candidatesrareh closer to each other in terms of
performance across this region of the scenarioesp&towever, the distributions of the
areas of zero regret have also shifted. THe@centile regret for the F-111 is an order
of magnitude lower than that of the B-52, whereathe entire scenario space it was on
the same order of magnitude (smaller by 30%). Tidécates that over the Gulf War
scenario space, for the mission type simulatedftid1 was a better choice across the
vast majority of possible scenarios. This is echae the mean regret for the two

platforms, where the F-111 mean local regret is 8%e B-52 mean local regret.
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Distributions

F-111 Local Regret

B-52 Local Regret

0.18- 0.3
0.16] ]
0.14 ]
0.12 0.2
0.1 ]
0.08+ ]
0.06] 0.1-
0.04- :
0.02+ ]
O : - O_:; - omm——
Quantiles Quantiles
100.0% maximum 0.17512 100.0% maximum 0.29319
99.5% 0.01563 99.5% 0.04196
97.5% 0.00352 97.5% 0.01088
90.0% 0.00024 90.0% 0.00270
75.0% guartile 0.00000 75.0% guartile 0.00066
50.0% median 0.00000 50.0% median 0.00014
25.0% quartile  0.00000 25.0% quartile 0.00000
10.0% 0.00000 10.0% 0.00000
2.5% 0.00000 2.5% 0.00000
0.5% 0.00000 0.5% 0.00000
0.0% minimum  0.00000 0.0% minimum  0.00000
Moments Moments
Mean 0.0004331 Mean 0.00148
Std Dev 0.0039717 Std Dev 0.0086192
Std Err Mean 0.0000628 Std Err Mean 0.0001363
upper 95% Mean 0.0005562 upper 95% Mean 0.0017472
low er 95% Mean 0.0003099 low er 95% Mean 0.0012128
N 4000 N 4000

Figure 60: B-52, F-111 Regret Comparison - Gulf War
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Having determined through simulation that the F-tvblld have been a better choice for
most missions in Operation Desert Storm than ti2 Bt is important to cross check this
conclusion against data from the conflict. The &ahAccounting Office published the
data in Table 16, which shows the number of totdllE and B-52 strikes and the
casualty rate per strike. Because the casualgyisad significant factor in the OEC
calculation, it would be expected that the F-11luMidoe used in more strikes, have a
lower casualty rate, or both. This is in fact tdase, with the F-111 flying approximately
50% more missions than the B-52 and having a cstatke of approximately one-third
that of the B-52. This corroboration of historicedvents with the simulation data
strengthens both the model accuracy and the medbppdopriateness for this type of

problem.

Table 16: GAO Aircraft Casualty Rates in OperationDesert Storm [97]

Aircraft Total Casualties Total Strikes Aircraft Slaalty
Rate per Strike

F-117 0 1,788 0

F-111F 3 2,802 0.0011
F-15E 2 2,124 0.0009

A-6E 8 2,617 0.0031
O/A-10 20 8,640 0.0023

F-16 7 11,698 0.0006
F/IA-18 10 4,551 0.0022

B-52 5 1,706 0.0029

GR-1 10 1,317 0.0076
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4.4.10 Case 2: Introduction of TLAM Technology

This case explores the scenario most representative actual Operation Desert Storm.
Three major systems that were used for the majaritghe bombing campaign are
compared with this set of possible friendly alténres. Figure 61 through Figure 63
show the influence of the various scenario varilole the local regret for each system.
With the introduction of the TLAM, the tactics ame longer the most important variables
for determining which system is more appropriatetf@ mission. The tactics are both
important, but radar parameters, and SAM parameaieralso important. However, the

most important factor is still the distance by whtbe aircraft can evade the SAM site.

The change from the OEC to the local regret asntle&ic of interest for comparing
concepts is important with the introduction of fHeAM. Because the TLAM was build
on a strictly probabilistic model based on TLAM foemance in the Gulf War, the OEC
for the TLAM is fixed. This essentially establisha baseline that shows how well, or
poorly, the two other alternatives are doing refato the cruise missile. Because of this
status as a baseline, the local regret factorshiTLAM represent the factors that are
the most significant in driving the TLAM to a regnealue above zero. In that case, the
tactics variable altitude does play a significavierin the regret. Following the tactics
and SAM distance, the two factors that affect hawckjy the radar can detect the
aircraft, transmission power and SNR thresholdnaost important. The final factor in
the group of “heavy hitter” variables is the SAMbpability of kill, which relates to how

many shots the SAM site has to be able to tak@wmdhe aircraft.
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Sorted Parameter Estimates

Term

SAM Dist

SAM Thrust
GR_TransmissionPow er
Altitude

SAM_PK
GR_AcquisitionRange
GR_SNRThreshold
SAM_MaxG

Speed
GR_ScanPeriod

Estimate
0.0384815
-0.001091
-0.032035

-1.534e-5
0.7998122

-8.191e-7
0.0133711
-0.007996
-0.000118
0.0015388

Sorted Parameter Estimates

Term

SAM Dist
GR_AcquisitionRange
GR_ScanPeriod
SAM_PK

Altitude

Speed

SAM Thrust
SAM_MaxG
GR_SNRThreshold
GR_TransmissionPow er

Estimate
0.0920331
1.3476e-5
-0.260837
-10.48577
-0.000155
-0.013992
0.0035057

-0.07363
0.0935823
0.0378693

Std Error  t Ratio

0.004866
0.000581
0.028692

1.45e-5
0.959728
1.146e-6
0.038296
0.024091
0.001436

0.02377

7.91
-1.88
-1.12
-1.06

0.83
-0.72

0.35
-0.33
-0.08

0.06

Std Error  t Ratio

0.034848
8.203e-6
0.170219
6.872621
0.000104
0.010281

0.00416
0.172515

0.27424
0.205465

2.64
1.64
-1.53
-1.53
-1.50
-1.36
0.84
-0.43
0.34
0.18

Figure 61: F-111 Local Regret Factors

[ |
[

Figure 62: B-52 Local Regret Factors
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Prob>|t|
<.0001*
0.0605
0.2643
0.2904
0.4047
0.4746
0.7270
0.7400
0.9342
0.9484

Prob>|t|
0.0083*
0.1005
0.1255
0.1272
0.1347
0.1736
0.3994
0.6695
0.7329
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Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
SAM Dist 0.0049575 0.000113 43.97 0.0000*
Altitude -2.118e-6  3.36e-7  -6.30 |_ <.0001*
GR_SNRThreshold 0.0041986 0.000887 4.73 :| <.0001*
GR_TransmissionPower ~ -0.002536 0.000665  -3.81 ] 0.0001*
SAM_PK -0.049748 0.022235 -2.24 | 0.0253*
GR_AcquisitionRange 3.1516e-8 2.654e-8 1.19 0.2351
GR_ScanPeriod 0.0005394 0.000551 0.98 0.3274
Speed 2.1475e-5 3.326e-5 0.65 0.5186
SAM_MaxG -0.000286 0.000558 -0.51 0.6079
SAM _Thrust 6.8064e-6  1.346e-5 0.51 0.6131

Figure 63: TLAM Local Regret Factors

The following figures (Figure 64, Figure 65, andylie 66) show surface plots of the
local regret versus the distance the SAM site idlad by and the ground radar scan
period. The ground radar scan period was usedubeda does not have a significant
impact of the regret and allows the trends in tlstadce to be seen more clearly. In
these cases, the most desirable state is whe isgrero, so when the surface is flat and
at zero, that candidate is the “best” for that acien By looking at the values of local
regret for each candidate as a function of theadcst, the regions where each is best can
be easily identified. At distances of less thad kfh, the TLAM shows zero regret, while
the F-111 and B-52 both have positive regret valureicating that the TLAM would be
the best choice for this type of mission. Thisassistent with the use of cruise missiles
against targets in defended areas. Beyond 10QHere is a region, which is still within
striking distance of the most capable SAMs, whaee E-111 is the best choice for the
mission. Beyond 110 km, however, the B-52 becatiesnost favorable platform. This
is consistent with the differences expected betwaestrategic bomber and a strike
aircraft, with the strike aircraft being used iskier situations and the strategic bomber

reserved for lower-risk engagements.
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TLAM Local Regret

Response Grid Slider

05[]

Independent Variables

Value Grid
alpha 1
Speed 5000435
Altitude  30007.01
SAM_PK  0.599997
SAM_Thrust ~ 999.825
SAM_MaxG 18.00227
GR_TransmissionPower 5000003
GR_ScanPeriod 18.00043 ]
GR_SNRThreshold 12.50125
GR_AcquisitionRange ~350047.9
SAMDist 60.01468 1
beta 1
F-111 Unit Cost 75000000
CUnit Baseline 50000000
gamma 1
F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
epsilon 1
CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000
TLAM Success 21.25
TLAM Mission Cost 2855000
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Figure 64: TLAM Regret vs SAM Distance and Radar San Period
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F-111 Local Regret ]

Response Grid Slider

05 ]
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Figure 65: F-111 Regret vs SAM Distance and Radarca&n Period
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B-52 Local Regret

Response Grid Slider
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F-111 Unit Cost 75000000
CUnit Baseline 50000000
gamma 1
F-111 Cost of Crew 12000000
CCrew Baseline 6000000
F-111 Mission Cost 24900
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CMission Baseline 25000
B-52 Unit Cost 53400000
B-52 Cost of Crew 36000000
B-52 Mission Cost 100000
TLAM Success 21.25
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Figure 66: B-52 Regret vs SAM Distance and Radar 8o Period

Figure 67 shows the statistical data for the lgegket for the three systems considered
for this case. Looking first at the mean localred@s a measure of the Global Regret, the
TLAM clearly has a significantly lower mean localgret than either the F-111 or the B-
52. The F-111 is still a better choice than th&Z2B-which is consistent with the
comparison done in the previous case. In fact,th&M does not show significant
regret until the 96 percentile, while the F-111 shows significant etgin the 28
percentile and the B-52 in the"iPercentile. These results are consistent withsthes

of the zero regret areas in Figure 64 through E @
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Distributions

F-111 Local Regret B-52 Local Regret TLAM Local Regret
4 - 1_
400 1 .
] 4000 0-97]
1 4 0.8
300 ] 0.7
] 3000 :
J ] 0.6
200 ] 0.5
] 20007 0.4
] ] 0.3
100-] 1000 0.2
] ] 0.1 g
| — O—-=' o e o e— R
Quantiles Quantiles Quantiles
100.0% maximum  424.62 100.0% maximum  4645.4 100.0% maximum 0.99975
99.5% 45.43 99.5% 30.3 99.5% 0.99464
97.5% 8.86 97.5% 5.7 97.5% 0.96608
90.0% 111 90.0% 1.0 90.0% 0.80181
75.0% quartile 1.01 75.0% quartile 1.0 75.0% guartile 0.00000
50.0% median 0.87 50.0% median 0.94913 50.0% median  0.00000
25.0% quartile 0.59 25.0% quartile  0.82325 25.0% guartile 0.00000
10.0% 0.00 10.0% 0.46927 10.0% 0.00000
2.5% 0.00 2.5% 0.0 2.5% 0.00000
0.5% 0.00 0.5% 0.0 0.5% 0.00000
0.0% minimum 0.00 0.0% minimum 0.0 0.0% minimum  0.00000
Moments Moments Moments
Mean 1.725563 Mean 2.9097788 Mean 0.1245196
Std Dev 10.556223 Std Dev 75.103922 Std Dev 0.2975454
Std Err Mean 0.1669085 Std Err Mean 1.1874973 Std Err Mean 0.0047046
upper 95% Mean 2.0527968 upper 95% Mean 5.2379353 upper 95% Mean 0.1337432
low er 95% Mean 1.3983292 low er 95% Mean 0.5816222 low er 95% Mean 0.1152959
N 4000 N 4000 N 4000

Figure 67: B-52, F-111, TLAM Regret Comparison

This comparison has shown the ability of the regredlysis approach to include a new
technology that may be evaluated via a differentl@ation criterion than the
conventional alternatives. The new technologyhis tase performed better than the
conventional alternatives in many possible scesahat there were scenarios where each
of the other alternatives was more successful. ithuhdlly, the analysis allowed

understanding of the boundaries of best performé&oroeach of the alternatives.
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4.4.10.1 Comparison with Gulf War Operations

Because this set of alternatives is most represeataf the aircraft available during
Operation Desert Storm, the comparison with hisedrdata has the most potential for
supporting the use of the Parametric Scenario Gé&mecoupled with Global Regret

Analysis. The TLAM, B-52, and F-111 were all usadensively during the conflict.

When the probabilities of the Gulf War-like sceoariwere increased, an interesting
result occurred in the significant factors for fbeal regret of the aircraft and TLAM.
The impacts of the various scenario variable fac&we shown in Figure 68. While over
the entire scenario space the tactics of the bheeaft were more important than threat
parameters associated with the radar or SAM, whephesis is placed on the region of
the scenario space closer to Irag’s capabilities, tactics are least important. In this
range of the space, range from the SAM site isth#l dominant factor, but a set of three
radar parameters are the next most important,vietbby the SAM probability of kill.
There is also a shift in the relative importancetted other factors. While in previous
experiments, the distance from the SAM site wafabyhe most significant factor, in this

case the importance of the following four fact@lose to that of the distance.

One slightly counter-intuitive factor is the retatship between speed and regret. In this
region of the scenario space, the speed is priynambpacting the accuracy of the
bombing run, not the ability of the aircraft to eathe SAM’s reach quickly. As speed
increases, the accuracy of the bombing run deseasereasing the likelihood of a
successful mission. Because this factor is theamy driver in the numerator of the
OEC, it impacts the regret; as mission effectivergmes down (due to missed bombing

runs) regret goes up.
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Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|

SAM Dist 0.0000372  5.189e-6 7.17 <.0001*
GR_TransmissionPow er -0.000165 3.059e-5 -5.41 | <.0001*
GR_ScanPeriod 0.0001265 2.535e-5 4.99 | <.0001*
GR_SNRThreshold 0.0001819  4.083e-5 4.45 | <.0001*
SAM_PK -0.004191 0.001023 -4.10 | <.0001*
GR_AcquisitionRange -4.566e-9  1.221e-9 -3.74 | 0.0002*
SAM_MaxG -9.084e-5 2.569e-5 -3.54 | 0.0004*
SAM Thrust -2.129e-6  6.194e-7  -3.44 | 0.0006*
Speed 0.0000028 1.531e-6 1.83 0.0675

Altitude -2.119e-8 1.546e-8 -1.37 0.1707

Figure 68: Local Regret Significant Factors - GuliWar Scenario

The statistics for local regret for the OperatiossBrt Storm case are shown in Figure 69.
The trends among the three candidates are simildrose for the entire scenario space,
but the magnitude of the regret associated witlh ediernative is significantly smaller.

However, by weighting the scenarios the differebetween the F-111 and B-52 has
become smaller. While in the overall scenario sphe F-111's mean local regret was
59% of the value for the B-52, in this weightindgieme the F-111’'s mean local regret is
67% of the B-52’s. The change in the mean regabtes relative to each other indicates
that the alternatives are closer in OEC performatihas they were over the entire

scenario space.
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Distributions

F-111 Local Regret B-52 Local Regret TLAM Local Regret
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Quantiles Quantiles Quantiles
100.0% maximum  3.0194 100.0% maximum  12.203 100.0% maximum 0.44243
99.5% 0.2859 99.5% 0.255 99.5% 0.05498
97.5% 0.0495 97.5% 0.055 97.5% 0.00695
90.0% 0.0099 90.0% 0.013 90.0% 0.00082
75.0% guartile  0.0031 75.0% quartile  0.00364 75.0% quartile  0.00000
50.0% median  0.0008 50.0% median  0.00093 50.0% median  0.00000
25.0% quartile 0.00019 25.0% quartile 0.00024 25.0% quartile  0.00000
10.0% 0.0000 10.0% 0.00006 10.0% 0.00000
2.5% 0.0000 2.5% 0.000 2.5% 0.00000
0.5% 0.0000 0.5% 0.000 0.5% 0.00000
0.0% minimum  0.0000 0.0% minimum 0.000 0.0% minimum  0.00000
Moments Moments Moments
Mean 0.0084903 Mean 0.0124031 Mean 0.0010833
Std Dev 0.077424 Std Dev 0.2248603 Std Dev 0.0114157
Std Err Mean 0.0012242 Std Err Mean 0.0035554 Std Err Mean 0.0001805
upper 95% Mean 0.0108904 upper 95% Mean 0.0193735 upper 95% Mean 0.0014371
low er 95% Mean 0.0060902 low er 95% Mean 0.0054326 low er 95% Mean 0.0007294
N 4000 N 4000 N 4000

Figure 69: B-52, F-111, TLAM Regret Comparison — Gli War Scenario

4.4.11 Case 3: Conventional Arming of B-1B

This case explores what might have occurred if Bi@B conventional armament
program had taken place before Operation DesertrStdt allows the evaluation of a

low-RCS candidate in the comparison among alterestiand also gives some insight
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into the performance of the F-117, which has interatlly been omitted because many

details of the F-117’s performance, costs, andirolarious conflicts remain classified.

The primary drivers for local regret for the thregndidates are shown in Figure 70,
Figure 71, and Figure 72. The F-111 and B-52vskimilar results to those of earlier
tests, with some slight re-ordering of the impocerf the factors. This re-ordering
occurs because while a factor may not have a grgzct on the OEC of the particular
alternative, if it impacts another alternative’s ©Bignificantly the regret value will
change. As a result of this coupling, comparing itfluences on the regret provides
insights into not just the factors that signifidgnhfluence the performance of a single
alternative, but captures the coupling effectshanging parameters on the performance

gap between alternatives.

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
SAM Dist 0.0259299  0.003492 7.42 <.0001*
GR_TransmissionPow er -0.04059 0.020591 -1.97 0.0488*
SAM_PK 1.26056 0.688745 1.83 0.0673
SAM_Thrust -0.000542 0.000417 -1.30 |_ 0.1938
GR_ScanPeriod 0.013126  0.017059 0.77 :| 0.4417
Altitude -6.349e-6  1.041le-5 -0.61 |: 0.5419
GR_SNRThreshold 0.0112519 0.027483 0.41 ] 0.6823
Speed -0.000224 0.00103  -0.22 0.8281
GR_AcquisitionRange -1.03%e-7 8.221e-7 -0.13 0.8995
SAM_MaxG 0.0020081 0.017289 0.12 0.9075

Figure 70: F-111 Local Regret Factors - Case 3
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Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
SAM Dist 0.0304746  0.007567 4.03 <.0001*
GR_SNRThreshold 0.1021102 0.059552 171 4 0.0865
GR _TransmissionPower  -0.062257 0.044618  -1.40 0.1630
SAM_PK -2.01332 1492421  -1.35 0.1774
Speed -0.002834 0.002233  -1.27 0.2044
GR_ScanPeriod -0.034304 0.036964  -0.93 0.3534
GR_AcquisitionRange 1.5768e-6 1.781e-6 0.89 :l 0.3761
SAM_Thrust -0.000724 0.000903  -0.80 0.4230
Altitude -0.000017 2.255e-5  -0.76 0.4491
SAM_MaxG -0.019995 0.037462  -0.53 0.5936

Figure 71: B-52 Local Regret Factors - Case 3

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
GR_TransmissionPow er -0.472495 0.193243 -2.45 0.0145*
GR_AcquisitionRange -1.252e-5 7.715e-6 -1.62 0.1048
GR_SNRThreshold 0.4169518 0.257927 1.62 0.1061
SAM_Thrust -0.005599 0.003912  -1.43 0.1525
SAM_PK -7.110724 6.463803  -1.10 0.2714
Speed -0.010294 0.00967  -1.06 0.2871
SAM Dist 0.0308568 0.032775 0.94 :ltl 0.3465
GR_ScanPeriod 0.0503363 0.160093 0.31 0.7532
SAM_MaxG -0.035443 0.162253  -0.22 |: 0.8271
Altitude 0.0000152  9.768e-5 0.16 -| 0.8764

Figure 72: B-1B Local Regret Factors - Case 3

The local regret of the B-1B (Figure 72) is thestfito have a set of major influences that
is not topped by the distance from the SAM site.fdct, the distance is seventh on the
list of the parameters. The primary drivers foe 81B local regret are the three radar
parameters that affect the detection of the aitctia¢ parameter that affects how quickly

the SAM can reach the aircraft, and how likely 8%&M is to down the aircraft.

The importance of these factors makes sense ihdigthe RCS susceptibility parameter
that was assigned to the B-1B. The factor make®tiB 100 times harder for the radar

to detect than the B-52, and 33 times harder teati¢han the F-111. By increasing the
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difficulty of detection for the radar, the rangendtich the radar does finally detect the B-
1B will be significantly shorter. This short deiec range means that the two SAM
parameters relating to how quickly a SAM can engagdarget, and how likely that first
shot (which may be the only opportunity) is to dagtthe aircraft are also very

important.

The partial differentials of each of the variabtes the B-1B can be seen in Figure 73.
The regret for the B-1B increases for slower speiadiscating that the SAM site is able
to shoot multiple times. In situations where thare high losses, such as low speeds and
at extremely close ranges to the SAM site, theetetpr the B-1B is actually higher
because of the very high aircraft cost. Costsse #he driving factor when the radar SNR
threshold is very low. Because the radar can\edsilect the aircraft, regardless of its
susceptibility factor, many aircraft are shot dowmaking cheaper aircraft more
desirable. It is important to note that the piat$igure 73 are only valid at the settings
of the scenario variables shown in red. When &by changes, the plots update to
reflect the new partial differential equation ofgret for each of the candidate

alternatives.
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Figure 73: Regret Profiles for Case 3 — B-1B Best
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The multivariate scatterplot for local regret showin Figure 74. In the scatterplot, the
scenarios have been color coded by which altermaaisplays the best OEC: B-1B is best
for gray points, B-52 is best for blue points, &rd11 is best for red points. This color
coding allows regions of lowest regret to be id&diin the scenario variables for each
alternative, and also allows the regret for a paldir candidate to be observed as a
function of the candidate which is doing the be3the existence of the color trends
identify regions where the parametric scenario ggne can be used to gain insight into

alternatives effectiveness in different regionshaef design space.

220



Scatterplot Matrix

F—H é gI',sz:al

El-ég é.r%?al -

1100
800
500

203
103

v | By

L

500000

300000
100000

600

5003

300"

40000
30000

10000 o

Altitucle

030 70 03050.7 500 1000 300 500 10000

Figure 74: Regret Coloration Scatterplot

Figure 75 shows one example of three variables dbfihite trends appearing as color

gradients. The trends show trades primarily betwibe F-111 (red) and B-1B (gray). In

the top left scatterplot, SNR threshold is plotsgginst the radar transmission power. In

the upper left corner of the plot, there are sigaiitly more red points, and in the lower

right there are significantly more gray points. isTlrend makes sense as the two

variables affect the detection of the aircraft, dhd F-111 is a significantly cheaper
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platform. In the upper left hand corner, it is mueasier for the radar to detect and
engage either aircraft, which results in more aitdost. In that case the cheaper aircraft
is more attractive. However, in the lower righttsen of the plot, the radar is not as
capable and has a much lower likelihood of detgctite B-1B. Because of this, even
though the F-111 is a cheaper platform, becausenitore likely to be shot down, the B-
1B is the more attractive option. What this analymsically boils down to is that when
the radars are so powerful that the susceptilolitthe aircraft isn’'t a factor, the cheaper

aircraft is the better option.

An additional trend is visible in the top-right plof Figure 75, though it is more subtle
than the trend discussed above. In this plotetiera region in the lower right that has
fewer points where the F-111 is the best optioaugf it is not as distinct as the region
in the top-left plot. This region corresponds thigh SAM probability of kill and a low

radar transmission power. The reason that the BslBore desirable in this region is
because the B-1B is more likely to be completelgatacted by the radar for very low
powers. However, when the SAM probability of kdlalso low, the F-111 is likely to

survive the attack, and therefore, as the chedpdopn, is more desirable.
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Figure 75: Three Key Variables for Regret

The scatterplot analysis suggests that the Globgld® assessment should identify the B-
1B and the F-111 as the two most viable candidaié® statistical distributions of local
regret for each of the three candidates are showkigure 76. Indeed, the mean local
regret for the B-1B and F-111 are the lowest, witle B-1B having a mean of
approximately 50% of the F-111 and 33% of the B-38e standard deviation for the B-
1B mean local regret is also extremely low, sugggdhat for the majority of cases it is

in fact the best option. The standard deviatiothefB-52 and F-111 are similar, and the
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maximum local regret value for the two platformssimilar. This suggests, that even

thought the F-111 was a better choice than the Bi42 difference between the two

platforms is not as great as the difference betviiee-1B and the F-111. This suggests
that the B-1B is a significantly better choice thmnth the B-52 and the F-111.

Distributions
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160 . E 1
p = 144
7 180 i
140 - 0.9
- 160 E
- — 0.8
120__ 140 ]
100 3 0-77]
3 120:: 0.6
80 100 0.5
602 80: 0.4_-
E 60 ) 0.3
40 = 1
] 40 0.2
20 . 203 - 0.1+
] o E i ]
] 1 ] e = |._
o |- — o |- = 0 ]
Quantiles Quantiles Quantiles
100.0% maximum  159.00 100.0% maximum  191.10 100.0% maximum  1.0000
99.5% 5.27 99.5% 4.71 99.5% 1.0000
97.5% 1.41 97.5% 1.37 97.5% 1.0000
90.0% 1.00 90.0% 1.00 90.0% 0.8703
75.0% quartile 0.97 75.0% quartile 0.99 75.0% quartile  0.5102
50.0% median 0.35 50.0% median 0.74 50.0% median ~ 0.0000
25.0% quartile 0.00 25.0% quartile 0.40 25.0% quartile  0.0000
10.0% 0.00 10.0% 0.00 10.0% 0.0000
2.5% 0.00 2.5% 0.00 2.5% 0.0000
0.5% 0.00 0.5% 0.00 0.5% 0.0000
0.0% minimum 0.00 0.0% minimum 0.00 0.0% minimum  0.0000
Moments Moments Moments
Mean 0.5891902 Mean 0.775594 Mean 0.2538
Std Dev 3.19126 Std Dev 3.3979866 Std Dev 0.3456534
Std Err Mean 0.0505468 Std Err Mean 0.0538212 Std Err Mean 0.0054748
upper 95% Mean 0.6882902 upper 95% Mean 0.8811136 upper 95% Mean 0.2645338
low er 95% Mean 0.4900903 low er 95% Mean 0.6700744 low er 95% Mean 0.2430662
N 3986 N 3986 N 3986

Figure 76: B-52, F-111, B-1B Regret Comparison
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4.4.12 Summary of Experiment Results

The goal of this experiment was to use three cagesupport the hypothesis that
robustness could be defined as a function of theeteassociated with alternatives. This
hypothesis was supported by the experimental esultGlobal Regret Analysis

successfully showed which candidates performedo#st over a range of scenarios, the

essential element of robustness.

Four primary methods were used for the visualizat the regret (and robustness) of
alternatives: significant factors analysis, multigte scatterplot analysis, partial
differential analysis, and statistical analysisheTprimary metrics identified for judging
the robustness of a particular candidate are thanmecal regret and the standard
deviation of the local regret. The goal is to seke candidate with a mean local regret
close to zero (preferably the lowest) and a lomadad deviation. The low mean local
regret means that over a large portion of the seeispace, the alternative was the best
of those considered, with respect to the evaludtioction. The low standard deviation
indicates that in the regions where the candidatet the best, it is not dominated by a

significant margin.

Two cases of probability for scenarios were exmptbe first where the regions of the
scenario space were weighted equally and the sesbece the region representative of
Operation Desert Storm was emphasized. When differegions were explored,
different factors were the dominant influences tiaativeness and regret. Additionally,
while the “best” candidate did not change whendimaller region was emphasized, the
difference among the candidates shrank. The chiangehavior across different regions
of the scenario space underlines the need for Wesigloration beyond a small region of
scenarios to understand how an alternative mighy tperform in different types of

conditions. As Lowry states, “the first thing to gfter contact with the enemy is the
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plan.” [148] The uncertainty that surrounds waefes enormous, and it is unlikely that a
military systems will spend much time in the exemnditions for which it was designed.
But by exploring the wide variety of possible figsy and exploring behavior within
regions of those possible futures, better deciscamsbe made at the systems acquisition

phase and also at the mission planning phase.
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4.5 Experiment 3 — Filtered Monte Carlo Simulationw/ Possible
Futures

4.5.1 Filtered Monte Carlo State-of-the-Art

Filtered Monte Carlo Simulation (FMCS) is a techredor performing top-down design
based on a space composed of legitimate, discesigrs created in a bottom-up fashion.
Thousands of individual designs spanning the desjte are created, along with their
metrics, and evaluated at each level of the Sortiey. Each of these thousands of
points is then a vector that contains a complesemjaion of all the modeled aspects of
the SoS and its performance metrics. Then conssrare applied at the top levels of the
metrics to determine what range of alternatives thas potential of satisfying those
constraints. [197][78] This filtering can be done using a multivéeiacatterplot, with

areas allocated to each level of the SoS hieraastshow in Figure 77.

Surrogate models enable FMCS techniques by allotiegapid generation of thousands
of cases for filtering. If a region of the desigace is identified as promising, based on
top-level filtering, thousands of additional pointen be created instantaneously to
explore trends in that area. This ability to ré&pitoom-in” on a particular region of the

design space is of particular use in interactiveigiereviews, as it allows the decision

makers to understand trends in regions possiblgosidered by analysts.
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Figure 77: Basic FMCS Scatterplot

4.5.2 Expansion of Technique

The current state-of-the-art FMCS technique incdudegions of space devoted to
subsystem MOPs of performance, and SoS variable@dvdEs. [24], [78] In order to
incorporate information about possible futures spaadditional space in the FMCS

scatterplot will be allocated for scenario variagbséad local regret. The resulting FMCS
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scatterplot is similar to Figure 78, where the keijp-corner of the scatterplot has been

devoted to the scenario variables and local regret.
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Figure 78: Expanded FMCS Scatterplot Structure

Including scenario variables and local regret ie HIMCS scatterplot adds another
dimension to the information available for decisimaking in electronic design reviews.

While before top-level metrics were static, showmggults only for the scenario or
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handful of scenarios for which they were createdy performance and effectiveness can
be understood across a wide range of possiblegsituin the old paradigm, if a decision
maker had a problem with an assumption about teeaso used for evaluation of the
alternative solutions the entire analysis couldccbesidered invalid. By including “real
estate” for scenario variables, the decision maker ask about any scenario of interest

and get immediate feedback on the results.

By including regret in the multivariate scatterpla@in additional degree of depth is
obtained. If filtering occurs first at the syst@&isystems effectiveness level, the
behavior of the remaining systems across many lplesiitures can be understood. For
example, if the effectiveness metric was a succassef delivery of supplies through an
engagement space, a vehicle like the US Army 2bttock might show promising

effectiveness for scenarios with low enemy actjvityt an armored vehicle might show
better effectiveness for areas with high enemyvigti Without including scenario

variables and regret, it would not be possibleridasstand where one choice would be

better than the other.

4.5.2.1 Limitations

The major caveat for creating the local regretuation is that the designer must ensure
that each possible candidate is tested at eacharsgeor an optimum performance
baseline is generated for each possible futures iStbecause in the formulation that has
been used to this point, each of the thousandsoséiple design combinations would
need to be compared for every point in the posdiltieres space to obtain a value for
local regret. The comparison of such a large numife alternatives would be

computationally prohibitive.
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If the number of system and subsystem variablesnmll, implying few actual
alternatives under comparison, comparing amongltieenatives to calculate local regret
is feasible. This is the approach that was taketheé historically-based experiments
because only a limited number of platforms existadng the Gulf War. However, in
using this technique for design, when thousandaltefnatives are being compared, it is
probably more feasible to calculate an “optimumididate for each possible future and
then a simple mathematical difference would crelagelocal regret. After identifying
regions of the design space of interest, the regakeulation can be rapidly updated to

reflect comparison of each of the candidates fergpoint in the future scenario space.

4.5.3 Demonstration with Parametric Scenario Genera tor Data

Another application of the multivariate scatterploews of the parametric scenario
generator is the identification of regions of pbbsifutures with unacceptable system
performance. Figure 79 shows the complete, unedlpossible futures space created by
the parametric scenario generator. As an exampkxgloring areas of unacceptable
performance, let us consider scenarios which résw@tlow probability of destroying the
target, and a high probability of losing the blukeraft. For this example, more than an
80% chance (20 losses out of 25) of losing the bluaber and less than a 50% chance
of destroying the target (13 out of 25 unsuccedsfumhbing runs) will be considered the
unacceptable region. This region can be selegteapplying filters on the data as shown

in Figure 80.

231



Scatterplot Matrix

20 "
1 Blue_Killed .
104 i -
] -
04 =
E B
204 . .
] Red_Kiled
10 .

L]
sl | SAMs_Fired

SAM_PH ‘
S&M_Thrust

SAM_MaxG

0O 10 20 0 10 20 03070120 326 33 0.305 0.7 10003000 6111723 404550 56 6111723 5 8 1216 100000

TWWTITWT

]DD]]]

-
——
N
—
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Figure 80: Filtering for a Region of Unacceptable Brformance

Once the region of unacceptable performance isteeleall other cases are hidden from
the views of the multivariate scatterplot. The agmng points, shown in Figure 81, are
the possible futures that result in the regionredaceptable performance. The first result
that is immediately apparent from the filteringtt® reduction in range of the distance
from which the SAM site was avoided. This indicatthat if the unacceptable
performance only occurs when the blue aircraft comghin the new range of points in
the SAM distance row and column. The second rdsuth the filtering has to do with
the rest of the points that are left in the othestesm boxes of the multivariate scatterplot.

Because these parameters after filtering stillldispoints over their full range, it means
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that it is possible to find regions of unacceptgteformance for all values of scenario

parameters used in the creation.
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Figure 81: Filtered Results Showing Only Unacceptdb Performance

If one additional condition is applied to the mwatiiate scatterplot, showing only points
at a medium-range from the air defense site, altegapears in the radar systems that can
yield unacceptable system performance. Figurel®®vs a much denser clustering of
points in the region of high ground radar transioisgower and low signal-to-noise

ratio threshold than at low ground radar transmarsgpiower and high signal-to-noise ratio
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threshold. This low density of points indicateatitat medium ranges, aircraft were more
survivable when the radars with less capabilityaugsed by the adversary, regardless of

missile performance.
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Figure 82: Unacceptable Performance at Medium-Ranggom SAM Site

If all ranges of aircraft from the SAM site are limted in the scatterplot (still under the

unacceptable performance filtering) and a filter felatively low-performance radar is
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included, the result of the filtering is as showrFigure 83. This filtering creates trends
in the missile performance, as shown in Figure e SAM maximum g-loading still
shows points across nearly the entire region ofsgiece, but there is a region of low
SAM probability of kill and low SAM thrust that hasgnificantly fewer points than the
rest of the plot. The lack of points in the arédow performance indicates that when a
low-performance SAM is coupled with a low-performamradar, the blue aircraft is more

likely to strike its target and survive the mission
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Figure 84: Missile System Parameters for Low-Perfanance Radar

The identification of these areas can lead to #neeldbpment of new systems to address
shortcomings, or at least keep decision makersnrgd of situations where results will
fall short of expectations.

results that reflect the expected performance aflife systems builds confidence in the

In many cases theselt® are intuitive, however, intuitive

ability of the parametric scenario generator tauaa@ly model reality.
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4.6 Experimental Summary

The experiments conducted for this dissertatiorpstpthe hypotheses presented in the
previous chapter. FMCS has been shown as an agptioat can be used to explore not
just a complex design hierarchy space, as BiltgghEender showed, but also a scenario
space. Using this technique, understanding magdmeed as to the performance of

various system or system-of-systems alternativessa@ wide region of possible futures.

In order to populate the FMCS scatterplots and tjiyaresults, surrogate models were
built on data about candidates’ performance in iptesuture scenarios. These surrogate
models, which had accuracy of around 90 percembwal the population of the
multivariate scatterplots rapidly, and in areashaf scenario space where samples were
not taken. Additionally, the surrogate models \a#d the definition of a continuous
function describing the behavior of the candidapeEsgformance over the scenario space.
This continuous function was coupled with convemioregret analysis to create Global

Regret, a measure of the robustness of the caedidat

To create the data necessary for Global RegretyAisala flexible, parametric scenario
generator was created. The parametric scenarergen allowed the rapid definition of
a scenario of interest. The use of the paramsteoario generator was demonstrated for

a single point of interest, a set of randomly getext scenarios, and finally a DoE.
The final experiment mentioned in the experimesé&dlip will be left for the conclusions

of this dissertation. It will involve the compaois of the Global Regret Analysis

approach to the other robustness methods desanilikd first chapter.
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CHAPTER 5

METHODOLOGY DEMONSTRATION

The proposed method for assessing the robustnessndfdates in early design phases
has the potential to mesh well with any design ettogy that incorporates modeling
and simulation that can be run with a DoE. Fordbmonstration of the Global Regret
Analysis Method in the context of a complete alatinres comparison, one particular
methodology architecture will be used, but thatsdoet preclude the use of a different
methodology approach. The tools used for each stehe general engineering tasks
discussed in the research formulation must be teeldzased on their appropriateness for
the particular application; therefore the methodglatself will change based on the

problem at hand.

Figure 85 shows a sample matrix of some alternsitige fulfilling each of the general

tasks for the Pre-Milestone A phase of the defetspiisition process. Even with this
fairly limited set, there are 338,688 possible mdtilogies that could be constructed, if a
single method were chosen from to complete ea¢h t®wever, in most cases the task

will be completed with a variety of methods, or gibs/ hybrid methods.
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Task

Alternative 1

Alternative 2

Alternative 3

Alternative 4

Alternative 5

Alternative 6

Alternative 7

1. Establish the need

User Query|

Technologist
Query

Gap Analysis

2. Define the problem

Utility Curves

Functional Flow

Scenario and
Environment

Requirements

Kano Method

Interrelationship

Cause and Effed

7

Block Diagram Definition Tracing Diagraph Diagram
3. Establish MoPs and MoEs Tree Diagra GOTChA] Afjiliiagram| Pugh Diagram Prﬂr;ttﬁ:son QFD
4. Generate architectures DoDAF FEAF Gartner MoDAF TOGAF Zachman
5. Generate alternatives Swarming Morphology Braimstog BOGSAT
. Structure Continuous Discrete Time Discrete Event ;
6. Analyze alternatives Expert Quer Simulation Simulation Simulation Simulation Build & Test Surrogate Mode
7. Compare results AHP OEC TOPSIS Pareto Frontlers
8. Make a decision Electronl_c Desigi BOGSAT Slnglg I_Domt Report - based
Review Decision

Figure 85: Subset of Methodology Alternatives

For the Persistent Precision Strike analysis, énaaetlogy was constructed by selecting

one, or in some cases two, methods to complete &mth The actual flow of the

Georgia Tech Revolutionary Hunter-Killer work isosém in Figure 86; however, because

of the sensitive nature of many of the analyses thedneed to maintain focus on the

Global Regret Analysis demonstration, the methaglpia Figure 87 will be presented in

this dissertation. The methodology presented heranveys the important aspects of the

Persistent Precision Strike analyses, without Bethiat are irrelevant to the Global

Regret Analysis demonstration or were conductedglyups outside the ASDL at

Georgia Tech.
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Figure 87: Simplified RevHK Approach
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The selection of each of the elements shown inrEi§d was a joint process between the
ASDL at Georgia Tech and the AFRL. Because the IAS&rved a support function in
the analyses for the Pre-MS A JCIDS process, mdnthe tasks had already been
addressed by the AFRL or other contractors. Isdhmmases, the method for completing
the particular Pre-MS A task had already been ssdeand was beyond the control of the
author and researchers at ASDL. This was the t@ms¢he Gap Analysis used for
completion of Task 1, the QFD used for Task 3, #gn@dDoDAF approach in Task 4. In
Task 3, the QFD process undertaken by the AFRL sugplemented with a GOTChA
analysis conducted at ASDL. The GOTChA processnaltl the understanding of the
hierarchy of MOEs and MOPs used in later analysHse remaining tasks in which the

ASDL had influence on the method chosen were tagk$,7, and 8.

Task 2 was completed using a collaborative scerari environment definition. This
approach was chosen because AFRL had a specifiexf seenarios of interest for the
Rev HK. Because of the existing set of scena®BDL used a functional/physical

decomposition approach to describe the scenarwbsleiine the problem.

Morphology was chosen for Task 5, in the form ofiseractive, Reconfigurable Matrix
of Alternatives, because it possessed several &atyas over the other alternatives in the
matrix of approaches. While SWARMING, brainstorgyinand BOGSAT are all
accepted approaches when addressing evolutionapgpts or less complex systems, the
complexity of the Persistent Precision Strike Sefeassitated a more systematic method.
Because the three methods listed do not necessmpyoach the SoS systematically,
there is great possibility for potential solutiohs be overlooked. However, the

decomposition and alternatives enumeration proeediurmorphology overcomes the
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challenges associated with the complexity of th& &od allow combinatorial solutions

that might be otherwise overlooked to be identified

Task 6, the actual analysis of SoS alternativess w@nducted using a time-stepped
simulation and surrogate models. This approach seéected because of the desire to
demonstrate the Global Regret Analysis methodobkrgy was conducted independently
from the analysis work for the Rev HK research.e Tiscrete time-stepped simulation
was chosen for similar reasons to the agent-basealation in the hypothesis testing

chapter of this dissertation, and the surrogateetsodere used to create the parametric
representation of the scenario space. While itlvbiave been possible to use another
simulation approach, the surrogate models are airmyent of the Global Regret

Analysis methodology.

The use of an OEC for Task 7 was chosen based emetfuirements for the Global
Regret Analysis methodology. TOPSIS or AHP coudehalso been imbedded within
the Global Regret Analysis methodology, as theyhlreturn a fithess value for each
concept. However, the differences between thepeoaphes are nuanced and the OEC

has widespread acceptance in the defense acquisgramunity.

Task 8, the actual decision, was hypotheticallgcted as an electronic design review to
showcase the capability of Global Regret Analydtwever, this step was not actually
conducted with decision makers because the analyas conducted in a sanitized

manner free from sensitive or dimensional data.
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5.1 Selection of an Application
The USAF Persistent Precision Strike was seleaiethfs research based on the interest
in the military community in UAVs and Unmanned Canhlierial Vehicles (UCAVS),
the enduring low-intensity conflicts in Iraqg and ghfinistan, and the existence of

research projects at the ASDL

5.2 Persistent Precision Strike Background

5.2.1 Military Interest

The 1996 Scientific Advisory Board recommended thAlVs and UCAVs be used for
missions that are “now, for survivability or otheasons, difficult for manned aircraft.”
[61] All four branches of the US Military have mmporated unmanned systems into their
near and far-term plans for military operationheTUS Army incorporates a humber of
sensor and weaponized UAVs and Unmanned Groundcesh{UGV) in their Future
Combat System. The USMC and USAF both have simategjons that call for the use
of weaponized UAVs and sensor UAVS. In the casthefMarine Corps, these vehicles
are indigenous at the platoon or squad level, wighponized versions being available at
the battalion level. [89], [237] The US Navy'sa&SBower, Sea Base, and Sea Shield

visions all call for remotely operated and autonamaerial and undersea vehicles.

5.2.2 Brief UAV History

Unmanned Aerial Vehicles (UAVs) have been usedheyWS military since the USAF
deployed the “Lightening Bug” during the Vietnam KVR37] However, it was not until
2002 that armed versions of these remotely pilotaét were employed in US operations.
On February ¥ of that year, a MQ-9A Predator fired hellfire nilies into a convoy of
Sport Utility Vehicles (SUVs) belonging to the Ala@da terrorist network, killing a

senior Al-Qaeda member. This event representedittstetime in history that an air
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strike was carried out by a remotely piloted sul@ece vehicle, with almost no risk to

members of the US Military.

In the past 5 years since the 2002 Predator akestthe state of the art in UAVs has
advanced dramatically. An armed successor to tadafor, the MQ-9B Reaper has the
ability to carry significantly more payload and ystaloft longer. The Israeli Harpy
system can be launched from a truck and will autoously hunt and kill air defense
systems. The Global Hawk reconnaissance platf@niruly remarkable; with an
endurance of over 35 hours, the ability to fly dnedéed half way around the world, under
either remote or autonomous control [238], thistfptan effectively replaces the
dangerous U-2 capability of the Cold War. Accogdiim Larry Dickerson, in many
countries the UAV is viewed as a cheaper alterpativ satellite surveillance systems,

with the ability to duplicate many of their capatils. [93]

The advantages of using unmanned systems in ryildperations are numerous. The
following table (Table 17) summarized the advansaged disadvantages of UAVs
outlined in the US Air Force’s Strategic Vision fRemotely Piloted Vehicles (RPVs)

and UAVs as well as those from other sources. [237]
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Table 17: UAV Advantages and Disadvantages

Advantages

Disadvantages

Operation for longer than human endura

allows

nbeegration into existing airspace difficult

Operation in chemically, biologically, ¢

radioactively contaminated environments

yrfData bandwidth limitations

Reduced ground crew operational tem

because of endurance

limitations similar to manne

Weight

systems

Reduced wear and tear because of fe

takeoff/landing cycles per flight hour

vWieather limitations

Crews do not necessarily have to dep

forward to operate vehicles

|&Reliability issues

Reduced operational logistics, support, ¢

cost footprints

asaisceptibility to Jamming

Off-loading mundane tasks throu

machine autonomy

ylOrganizational issues, acceptance in “pi

centric” culture

Expansion of traditional flight and altitug

envelope

ldata fusion abilities (Elliot)

Reduce risk to pilots (Buxbaum)
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5.2.3 Historical Persistent Strike

5.2.3.1 Tacit-Rainbow

Tacit-Rainbow was a program during the 1980s desigit developing a Persistent Anti-
Radiation Missile (PARM) for the SEAD mission. Tigeal of the Tacit-Rainbow

program was to create a platform that would bedhad in large numbers in advance of
a bombing raid. The platforms would loiter in theea, and autonomously attack any
radiation emitting devices within a certain freqagrband (radar sites). The primary
advantage of the loitering PARM was that if a radidée attempted to protect itself by

shutting down, the PARM would simply wait for it tiorn back on again. [171]

Tacit-Rainbow was unique in that once, launchedidt not need targeting instructions
from the airman who launched it. Rather it wouldtomomously loiter in a
preprogrammed area and wait for a target that metedain set of criteria,

preprogrammed into the system.

5.3.2.2 Harpy

The Israeli Israel Aircraft Industries Harpy systésnsimilar in purpose to the Tacit-
Rainbow. The Harpy is launched from a modifiecckrghassis, moves to a loiter area,
and begins searching for radar emitters. If arradaitter is detected, and determined to
be a target by the Harpy’s logic system, the aftcsal attack the emitter. While not
officially designated as such, this fits the ddfoni of PARM. The Harpy is a “fire-and-
forget” weapons system [124], which means that dinlcas been launched, it will behave

autonomously until it either runs out of fuel, @stroys itself attacking a target.

Both Tacit-Rainbow and the Harpy are autonomousesys that use preprogrammed

logic to decide whether to attack a detected tardébwever, the level of intelligence
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required for these vehicles is limited becauseheirthigh level of specialization and the
relatively unique nature of their targets. Radgstems are used for a wide variety of
applications from range finding and speed detectoonircraft tracking. However, the
bandwidth and power associated with military rasiggtems makes them fairly unique.

Only commercial aircraft control systems

5.2.4 Current USAF Fleet

Very few US military systems have the ability toimain station over an area, find a
target in that area, and then deliver a weaponhw target. Killbox Interdiction
techniques [138] achieve a similar capability by péaging multiple aircraft or
combinations of aircraft and ground systems. killaox mission, strike aircraft loiter in
an area of interest, and are assigned targets byntafligence, Surveillance, and
Reconnaissance (ISR) aircraft, or possibly by tsoop the ground. This approach is
reminiscent of using infantry to scout for artilferthen having the infantry radio
coordinates and adjustments to the battery. Hokyéve separation of the ISR and strike

responsibilities increases the exposure of unitscaordination required.

The USAF currently operates the following manneld [Batforms.
» E-3C Airborne Warning and Control System (AWACS)
* E-8C Joint Surveillance Target Attack Radar Syst&8TARS)
* EP-3 (Aries Il) Navy
* RC-12 (Guardrail) Army
* RC-135 (Rivet Joint)
* U-2 (Dragon Lady)

Additionally, the USAF operates three unmanned [@&forms, the Predator, Reaper
(Figure 88), and Global Hawk (Figure 89 US Museunthe Air Force). The operating
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costs of these aircraft vary widely relative to thanned ISR assets. A 2005 assessment
by the Naval Research Advisory Committee also fotimat operating costs for the
Global Hawk were higher than for any existing oogmwsed Navy surveillance aircraft.
The advisory committee, a group of independentiaiviscientists who advise the Office
of Naval Research, determined the cost of operatiegGlobal Hawk at $26,500 per
flight hour. The group also reported operating €det the Predator at $5,000 per flight
hour. In comparison, the group set the Navy's twsbperating its E-2C Hawkeye, a

manned airborne warning and control aircraft, &,3$Q0 per flight hour. [22]

Figure 88: MQ-9B Reaper
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Figure 89: Global Hawk [238]

5.2.4.1 Strike

The USAF currently has 8 strike aircraft availabieits inventory (Figure 90). [241]
Because of the precision nature of the persistemesmission, the payload capacity of
the strike platform is not considered a drivingtéac However, the endurance and
operation cost for aircraft that will spend the andy of their time loitering while waiting

for target information is important for persistsihike effectiveness and cost.
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4

F-16 Falcon F-22 Raptor

Figure 90: USAF Attack Aircraft

Endurance is a critical constraint on the strikenponent of the killbox interdiction
mission. While aerial refueling can extend thewradce of a loitering strike platform, it
does not address all problems with manned strilsterys. First, when refueling the
strike platform must either depart the killbox, at the very least leave station to
rendezvous with the tanker aircraft. This cregegss in the strike coverage that must be
filled by another aircraft or considered missionvdtime. Secondly, even with refueling
the manned system is limited by pilot endurancehil®/concrete numbers on pilot
endurance are hard to find, a typical value fomagle seat fighter is probably around 8

hours.
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The cost per hour of loitering a strike aircrafsignificant. The F-16 is favored by the
Air National Guard because it has a relatively loperating cost of somewhere around
$4000 per hour. [98] Platforms such as the B-5&haperating costs (largely driven by
maintenance) which are significantly higher. Thellance limits, high cost, and dull-
nature of the killbox mission make UAVs a good ddate for filling the role of manned

strike platforms.

The USAF has a wide variety of ground attack mangi at its disposal for use on an
unmanned aircraft as shown in Figure 91. Additignshe US Army has demonstrated
that its Hellfire missile can be successfully enypld on UAVs. The Predator B

currently employs Hellfire missiles.

Figure 91: USAF Air to Ground Attack Munitions
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5.3 Approach
5.3.1 M&S Environment

A number of Modeling and Simulation (M&S) environnte were considered for use in
the analysis of candidate Revolutionary Huntere{ithlternatives. Because the problem
under consideration is similar to the assessmemfndflidates in the hypothesis testing
section of this dissertation, a time-stepped emwitent will be sought for the same
reasons outlined for the other assessment. ThaMaolg modeling environments were

considered.

FLAMES by Ternion

« SEAS by DoD

* NetLogo by Center for Connected Learning at NorstereUniversity
 ATMAS by Diana Talley at Georgia Tech’'s ASDL

* MATLAB by MathWorks

5.3.1.1 Selection Criteria

Each of the five M&S environments listed above hbeaefits and drawbacks. In order
to objectively compare them, the following critexgere used. They are discussed in

order of importance, with the first criterion beimgpst important.

5.3.1.1.1 Availability of Code

The most important criterion for selecting an M&vieonment was the availability of
the code to the researcher. Many commercial M&8irenments have high costs
associated with licenses, so it was important suenthat the code was free, low-cost, or
already licensed for use by the researcher. Ilrtélse of each of the M&S environments
listed, it was possible to use the codes in therktbry setting, though in the case of

FLAMES, required using a specialized terminal foodal development. MATLAB,
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ATMAS, and SEAS all existed in the laboratory enmiment and could be loaded onto a
personal terminal. Finally, NetLogo was availai¢efreeware and could be downloaded

to laboratory or personal computers.

Because its freeware status, NetLogo was considbeetest in terms of availability; it
was followed by MATLAB, ATMAS, and SEAS, which wereonsidered equally
desirable. The FLAMES package was considered ldasirable because of the

requirement to use the special terminal for moagketbpment.

5.3.1.1.2 Suitability for Modeling SoS

The investigation of the concepts for the Revohaiy Hunter-Killer will include
interactions between systems working together toese a capability. In order to
successfully assess the robustness of the varandidates, the M&S environment must
possess the ability to model those interactiond.ofAthe M&S environments have some
ability to model the interactions of SoSs. ATMASsvbuilt in, and executes in,
MATLAB, demonstrating this capability. However,daeise of the procedural nature of
the MATLAB programming language, dealing with SaSnnore difficult that with a
more object-oriented approach. FLAMES, SEAS andLdbigo all use a more object-

oriented approach than MATLAB, and were considenede desirable for that reason.

5.3.1.1.3 Existing Knowledge or Shallow Learning Qwe

The desire to complete the modeling tasks relatigeickly drove the search for a code
that either had a wide base of existing knowledige tould be leveraged, or a relatively
shallow learning curve. In the engineering comnwmMIATLAB is perhaps one of the

best well known programming languages and environisne The author has used
MATLAB extensively in the past, and therefore itsnva very desirable choice from the

standpoint of existing knowledge. FLAMES, SEASda&IMAS each have been used
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in research projects with which the author wadiaféid, though not extensively by the
author. The existence of the knowledge withinl#imratory community was a positive

mark for each of these environments.

Unfortunately, the FLAMES package has a steep ilegrrcurve which requires
significant time before productive models can beategd. The work earlier in this
dissertation leveraged existing models in manygdabut that was not possible for the
Revolutionary Hunter-Killer study. The steep leagn curve associated with the
FLAMES package detracted from its attractivenessamsM&S environment for the
Revolutionary Hunter-Killer study. SEAS and ATMASth were unfamiliar to the
author, but possessed moderate learning curvesciallp relative to FLAMES. This
made them more attractive than FLAMES, but lesthan MATLAB. Finally, NetLogo
possessed an extremely shallow learning curvewadfeys to develop fairly advanced
simulations. The extreme simplicity of the langaiagade NetLogo the most desirable

M&S environment other than MATLAB.

5.3.1.2 Selection

Based on the evaluation criteria discussed abbeeatthor selected NetLogo as the best
compromise solution for the M&S environment. Whike coding language was not
already known, the appropriateness of the environirfeer SoS problems, the ability to
install the program on any computer and the shalleayning curve made it the best

choice overall.

5.4 Application of Methodology

Methodology application required working througltleaf the eight general tasks for the

Pre-Milestone A phase of the defense acquisitimtess. In some cases, because the

255



task would be completed by parties other than tiadyat, existing results from the public

domain were used.

5.4.1 Establish the need

The US Air Force has already established persigpeetision strike (engagement) as one
of their priorities in the future vision (FigurgR4] During Operation Allied Force, the
minimum time it took to coordinate high altitudeR@ssets with a strike platform was 12
minutes [226]. However, the USAF has a goal ahgle-digit minutes for the kill chain.
[116]. This goal provides the general framework fihe development of the

Revolutionary Hunter-Killer System.

Figure 92: Air Force Vision [24]
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The body of work that truly established the needthe Revolutionary Hunter-Killer
included two gap analyses, and was conducted witl@iUSAF. [198], [199] According
to Bowman, the capabilities are being pursued tyinaine program are the surveillance
of an area-of-interest for time-sensitive targatg] the prosecution of those targets. [30]
These capabilities were used as a baseline foNth& Generation Morphing Aircraft
Structures program, which combined with the gadyasea were the predecessors of the

Revolutionary Hunter-Killer. [30], [31]

Because the need for the Revolutionary Hunter-Kitlad been established by the Air
Force prior to the start of this work, additionaktjfication for the need will not be

pursued.

5.4.2 Define the problem

The analysis of Revolutionary Hunter-Killer altetimas should allow the researchers to
guide further research with a more clear understgnadf trades at the SoS level.
Because the Revolutionary Hunter-Killer is still the pre-conceptual design phases,
before the solidification of the Initial Capabiéis Document, the SoS level trades could
also be described as an Analysis of Approache® apiproaches mean high level trades

among large classes of systems, as opposed tedisystem level trades.

Of particular interest for this work is understarglthe impact of a single, very capable
(and presumably expensive) vehicle, versus a temmaulerately capable vehicles,
versus a swarm of low-capability vehicles. Undarding the capability of a single
vehicle falls very much in line with traditional hele analysis, but the team and swarm
concepts both rely on emergent behavior of the grou capability. This emergent

behavior is not immediately apparent from the dpmtions of the individual vehicles,
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which is often the focus of the AoA in the post-I@Dalysis. Therefore, understanding
these trades upfront in the pre-ICD phase is ingmbrto guide the more vehicle-centric

AOA.

5.4.3 Establish MOPs and MOEs
The MOEs for this problem should quantify how vibk different alternatives are able to
complete the mission and how much is costs to cetaplAt the highest level, this can

be described for the kill-box mission in the foliog questions.

* What percentage of the available targets did tt f8w and kill?
* How quickly were the available targets found aritb&P
* How many times did the aircraft have to resupplthie process?

* What was the cost of operating those systems?

The MOPs at this stage of analysis are not as itapbas the overall capabilities of the
aircraft. However, two items are of interest aadl haturally out of the capability

considerations: fuel capacity and weapons capacity.

Because an excess of either fuel or weapons wikt laa adverse effect on vehicle weight
and, consequently, cost it is important that theraft have an appropriate amount of fuel
and number of weapons. The appropriateness dutleand weapons payloads will be
monitored by recording the reason for each resupplBy using this metric of

performance, the driving factor can be identifiduether it is fuel or weapons.

5.4.4 Generate architectures

Because the Revolutionary Hunter-Killer will be deed to fill a kill-box interdiction

role, the basic architecture of the current unmdruahicle that fills this role, the Reaper,
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will be used. This basic architecture include€hieie or vehicles, under the control of a
ground station, working to find and then delivernassile against a target. A
representation of the architecture and Concept pér&tions (CONOPS) is shown in

Figure 93. This basic structure was identifiedelolasn Bowman’s discussion of kill-box

interdiction.

Figure 93: CONOPS [81]

The level of autonomy assigned to the unmannedcle=hin the kill-box interdiction
mission has the potential to impact the architectirthe SoS. If vehicles are allowed to
operate completely independently, there is no rfeech remote pilot ground station,
wide bandwidth communication or pilot training. Wever, this level of autonomy

increases the requirement for on-board computadiwh machine intelligence. At the
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other end of the spectrum, a completely remotdbtgu aircraft requires a large amount
of bandwidth for pilot awareness, extensive grouadtrol stations, and provisions for

handling lost communications with the aircraft.

Because the architecture is somewhat dependerfiaces for the alternatives, the basic
architecture will be assumed, but only the elemeamsrating in the kill-box will be

modeled. Other elements, such as aerial refualimigground station response times, will
be modeled by through parametric times for commatioo responses and re-supply.
This assumption allows the impact of various asiires to be considered on the in-

kill-box capability, but still allows the analysis remain in the scope of this dissertation.

5.4.5 Generate alternatives

5.4.5.1 Approach

Morphological analysis was selected as the methad identifying the possible
alternatives for fulfilling the kill-box interdiabn mission in a systematic way. These
methods have gained popularity in the aerospaasstngin recent years as a way to deal
with the massive size of the possible design spabéorphological analysis provides a
“method for identifying and investigating the totaét of possible relationships or
‘configurations’ contained in a given problem compl [193] Because this method was
developed in the middle part of the™6entury, the computational resources were not
available to provide significant numerical analyfs problems of the scale seen in
conceptual design space. Therefore the focusnsdiace the initial set of alternatives to

a manageable set by applying filters to the condmtesign space.

The morphological analysis creates an n-dimensionalrix where each dimension

corresponds to a particular physical or functiofeature of the system or system of
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systems. In this construct, each member of theesphalternatives would correspond to
a cell in the hypercube defined by the n-dimendioratrix. Morphological analysis then
removes incompatible combinations in this matrixd dhen applies constraints to the
various dimensions of the problem in an efforteéduce the number of alternatives to a
manageable set that can be evaluated with quaveitatethods. In recent years, effort
has been made to incorporate limited quantitatimalysis in the framework of a

morphological analysis. [80]

In any conceptual design problem, there exits tbesibility of trillions of design
alternatives that have the potential to satisfyrdgpiirements of the problem to varying
degrees. In order to systematically assess tHegeatives, the ASDL at Georgia Tech
has created a tool called the Interactive, Recardigie Matrix of Alternatives (IRMA).
The IRMA allows experts from various disciplinedasystem designers to evaluate the
design alternatives by filtering concepts basedlenohnology Readiness Level (TRL),
cost, performance, etc. These filters, couplett expert engineering judgment allow the
reduction of the design space from trillions ofsltives to a manageable subset that

can be further evaluated for concept selection.

The rows of an IRMA represent a physical or funwiobreakdown of the system of
interest, depending on knowledge of the system itacthre. In each column,

alternatives are listed that could satisfy the fiomal or physical characteristic of the
row. The alternative space is then defined ateallible combinations of systems which
are created by selecting an item from each rowis Tambinatorial space is the set of

alternatives that must be evaluated in the AoA.

Once populated based on background research armlt eoqnion, a typical Matrix of

Alternatives will represent well over a trillion mdinations of concepts which must be
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systematically evaluated to find the best overafiaept. (To put this in perspective, one
trillion cases evaluated at one case per secontbwake 31,710 years to evaluate.) One
important characteristic of the IRMA is the idemt#tion of incompatibilities between
characteristic alternatives prior to the evaluatbooncepts. Additionally, a Technology
Readiness Level (TRL) is assigned to each altermati the matrix, and concepts can be
filtered such that only concepts meeting the mimmuURL will be displayed. This
ensures that if a particular option is selectedl,ottler incompatible alternatives are

eliminated from the matrix.

In order to begin reducing the design space to aageable set that can be evaluated
using reasonable computational effort, a collaldeeatneeting is held to begin reducing
the options in the IRMA. Initially, a minimum TRior the project is established based
on the resources available and the desired dadgstém deployment, which then filters
alternatives in the matrix that do not meet theimum TRL. Then the customer and
engineers assess each row of the matrix and iglesdiicept alternatives that should be
eliminated from consideration due to a major deféth respect to an important measure
of goodness. As each row is evaluated, the IRMAatgs to reflect the remaining
compatible combinations that must be considerdte Set of compatible alternatives that

remain after filtering are those that must be caregh@o identify the best system concept.

5.4.5.2 Revolutionary Hunter-Killer Alternative Exp  loration

The IRMA used for identifying Revolutionary Huntiler alternatives is shown in

Figure 94. The first column of the matrix shows ttategories for which alternatives
were defined, organized by the SoS hierarchy. &t top level are SoS variables,
primarily concerned with the mix of hunter, killeand hunter-killer. The aircraft level
contains mission profile characteristics for thecraft, as well as the presence of

survivability enhancing characteristics. The weafgvel contains the number and type
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of weapons that the hunter-killer or killer vehidarries. Options for the primary and
secondary sensor systems and the communicatiopragat are included in the sensor

level category of the matrix.

OPTIONS
H&K&H/K
4

SOS Level Selection

4

System Level
1 3
Low Low Medium High
Remote Manned Remote Autonomous

30000 40000 50000
500 1000 1500
0.2 0.4 0.6
[0X:] il 1.4
5 10 20
10000 20000 30000
50 100 200
125 200 250
350 125 200 250

2 4 6
Survive

Some stealth tech No stealth tech Some stealth tech Lots of stealth tech
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No No Yes

External Internal External

SDB | SDB | SDB Il Subsonic Missile High Speed Weapon Hyperso  nic GBU-28 None
1 1 2 4 6 8

Internal Internal External

Subsonic Missile SDB | SDB Il Subsonic Missile High Speed Weapon Hyperso  nic GBU-28 None
1 il 2 4 6 8

RF EO/IR RF

Internal Internal External

1 0 il 4
Med Very Low Low Very High
10 il 10 100
1 0.1 0.5 3
EO/IR EO/IR RF

Internal Internal External

1 0 il 4
Med Very Low Low Very High
10 1 10 100
1 0.1 0.5 3

LoS LoS SatCom
Internal Internal External
100 50 100

1000 500 1000

Figure 94: Hunter-Killer IRMA

The rows of the IRMA for the Revolutionary Hunteil&r were populated based on a
literature search conducted by the research te@ne literature search included current
and proposed systems, and was directed towardrgeatlistic bounds for the elements
of the IRMA. Because the effort was primarily atnat understanding the difference

between a single hunter-killer aircraft and a systé separate hunters and killers, details
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of the aircraft design beyond the mission profilerevnot considered. Sensor technology

was considered to be very important, as was usir@ffethe-shelf missile technology.

5.4.5.3 Identification of an Analysis Sub-set

Because of the scope of this dissertation, ideatiton of a small subset of potential
alternatives for analysis was important. Natutally representative single-aircraft
revolutionary hunter-killer should be compared tiwva-vehicle system, as understanding
the difference is one of the goals of the researgdditionally, understanding how the
number of each type of aircraft impacts capabiltylesirable so that the relative costs
can be understood. These high-level fleet sizimg) aircraft type questions drove the
selection of each of the candidate SoS shown ineTh®. These were selected so as to
represent very different approaches and providghbhgor recommendations for the

initial capabilities study.
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Table 18: Revolutionary Hunter-Killer SoS Options

Alternative 1 2 3 4 5
Moderate
_ number off Moderate
_ Highly- Swarm  of| HKs
Brief hunters, one number  of
o capable ) hunters and Augmented
Description | highly less capable .
single HK killers with Hunters
capable HKs
killer
Number of
1 NA 5 NA 2
HKs
Number of
NA 10 NA 15 4
Hunters
Number of
. NA 1 NA 8 NA
Killers
HK Fuel 6785 NA 5999 NA 6399
Hunter Fuel | NA 5450 NA 3917 5580
Killer Fuel NA C-130 NA 3532 NA
HK
4 NA 2 NA 4
Weapons
Killer
NA 100 NA 2 NA
Weapons
Sensor Size| 20x20 X7 10x10 5x5 10x10

5.4.6 Analyze alternatives

Two primary steps were used for the analysis ofitreehunter-killer concepts. The first
step involved the sizing and synthesis of the paldr aircraft that make up the SoS.

This step included a cost calculation in additionehergy-based and empirical sizing
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equations. The “Aircraft Sizing and Synthesis Mieddiwontains the calculations for this
step and was created in Microsoft Excel ® with &ddal Visual Basic scripts run to
converge the designs. The second step was theatieal of the sized alternatives in the
parametric scenario generator. Two modules wemsbated to complete the second
step. The MATLAB based “Terrain and Urban LOS Mled calculates the ability of
the aircraft to see an area of interest based banubuilding and street layout and the
mountainousness of the area. The output of thiduleowas fed into the “Mission
Analysis Module,” where the effectiveness of thetipalar concept was evaluated. This
module was built in the NetLogo environment. Thawf of information among the

modules is shown in Figure 95.

Terrain and
Urban
Visibility
Matrix of
Approaches
A\ 4
Aircraft Sizing
and
Synthesis J !
Economic Mission
Analysis Analysis

A 4

Regret
Analysis

Figure 95: Information Flow Among Modules
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5.4.6.1 Aircraft Sizing and Synthesis Module

The aircraft sizing and synthesis module is cutyeat combination of energy-based
constraint analysis, historical engine performaeel historical weight estimation based
on a ratio of fuel volume to empty weight. There aeven sheet colored in yellow. Each

is described below.

Aircraft Sheet — There are three primary input areas on thiststweeresponding to

aircraft mission parameters, environmental pararsgtnd aircraft design parameters.
There are three primary output areas of the shesdt display the graphical mission
profile, the aircraft weight data for the currenput settings, and finally a comparison
plot of the thrust-to-weight and wing loading okthircraft relative to three other data

points: the F-35 Lightning Il, the Reaper UAS, dhd Global Hawk.

Aircraft mission parameters are linked from the m&iOA page, but can be manually
adjusted on the Aircraft sheet. The parametersceted with the attack mission
segment are not part of the MOA, and consequemndycantrolled only from this page.
The plot of the aircraft mission is a two-axis plwdit simultaneously displays the altitude
profile for the mission as a function of missioméi and the Mach number of the aircraft
as a function of mission time. This plot allowspich communication of the flight
conditions at each phase of the Rev HK missiorsadple mission is included as Figure

96.
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Figure 96: Sample Mission

Environmental parameters allow the selection of type of atmosphere used for the
sizing analysis. Options include Standard, Coldt, ldnd Tropic days, though only the
Cold, Hot, and Tropic days are currently availatoe selection. The selection among
these days affects the density conditions calodiléde each aircraft mission segment.
The selection of atmosphere affects all missionmgags; it is not currently possible to

assign a different atmosphere to each mission ssigme

The aircraft design parameters include the typerafine under consideration and the
payload required. The payload value is importedh® sizing module based on the
results of the sensor sizing modules and the weagplattion. There are four options for
the engine on the Rev HK: reciprocating engine \&ittropeller, a turboprop, a turbofan,
and a turbojet, though data for a reciprocatingirengand propeller is not currently

incorporated into the sizing tool.
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The Rev HK results section is calculated when eithe large button above the results
section is clicked, or when the “Size Aircraft” bart on the main MOA sheet is clicked.
The sizing code uses Excel's Solver Function, a erigal optimization function, to
converge weights for the aircraft. The Takeoff &rdWWeight (TOGW), Fuel Weight,
Engine Thrust Required, and Wing Area Required atecalculated and values are

returned to the Rev HK results section, and algbeanain MOA sheet.

Mission Characteristics Sheet -This sheet is a collection point for values frothew
places in the code for debug purposes only. Theesaon this sheet should not be

changed.

Segments Sheet Fhis sheet calculates atmospheric, mission, ahdr gdarameters for
each segment of the RevHK mission. The segmemtsidered for the mission are warm
up, takeoff, climb, cruise, loiter, attack (descgndimb, loiter, cruise, descend, land.
Warm up, takeoff, cruise, loiter, descend, and larel calculated as a single mission
segment with constant atmospheric, aerodynamic,esgihe performance parameters.
The two climbing segments and the attack segmentligcretized into six sub-segments
to account for the variation in atmospheric, aeradyic, and engine performance
parameters associated with the change in altitubee final descent is considered as a
single segment because there is not a speed dahstnathe approach to landing, while

there is in the attack.

The main areas of calculation for the sheet aghEIConditions, Air Properties, Installed

Thrust Lapse, Drag Polar Components, and Weighttiera The values for the

aerodynamic K1 and Cdo are currently assumed, dultieventually be linked to a more
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rigorous aerodynamic module. Weight fractions foe tvarm up, takeoff, decent, and

landing are based on recommendation from Raymartsait Sizing. [189]

Physics Sheet- This sheet calculates constraints in terms afstito-weight and wing
loading. This calculation is based on Equation WBich is derived from basic force
balances of thrust, weight, lift, and drag assedatith an aircraft in a steady state.
Because of the conceptual nature of this explaratamd the resulting lack of a detailed
aircraft geometry for aerodynamic calculations, ¢iméire K2 term for drag in Equation
16 is ignored. Additionally, no drag penalty imeaered based on the carriage of stores

under the wing or fuselage as opposed to internally

2
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Equation 16

For each of the mission segments where more tharsob-segment was considered, it
was necessary to calculate the constraint line&ch of the sub-segments. However, for
simplicity on the thrust-to-weight versus wing loagl plot, a composite constraint was

constructed by using the highest value of thrusi«oght for each wing loading.

Once all the constraints have been constructed bbst” aircraft design is that which
minimizes the thrust-to-weight ratio for a reasdeaking loading, which was set to have
a minimum possible value at 20 lbs/ft"2. In theirgy routine, an optimizer varies the
wing loading to obtain a minimum thrust-to-weightio, while meeting all of the design

constraints. This design point (thrust-to-weightd aving loading) is then used to in
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conjunction with the weight calculation to determithe required thrust and wing area of
the aircraft. A sample constraint analysis is udeld as Figure 97; in the plot, the

abscissa is the wing loading and the ordinatedgHrust-to-weight ratio.
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Figure 97: Sample Constraint Plot

Weights Sheet -The weights sheet uses an approach based on Rayferaft Design
to calculate the TOGW of the vehicle (Equation [ILBR]

W, = W,

empty

Equation 17

The mission fuel fractions from the mission segraestiteet are multiplied to obtain the
overall mission weight fraction. The values foe tmission fuel fraction are calculated
based on the Breguet Range and Endurance Equatidar segments discussed in the
mission segments sheet section, using values sieggley Raymer. The mission weight
fraction, when multiplied by a TOGW guess and camdiwith the payload weight can
be used to obtain the empty weight of the aircrattlsing the historically based

coefficients A and C, a value of TOGW is then chdted. An iterative procedure is then
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used to reduce the difference between the gues®&W and the calculated TOGW.
Once the iteration has converged, the TOGW is metlito the main page, along with the

fuel weight (based on the mission weight fraction).

Initially, a small database of UAVs was compiledl dhen regressed to obtain values for
the coefficients in Equation 17. However, wheremipts were made to re-create a
Global Hawk like and Reaper like aircraft, the \ewf TOGW were much too large.
This error was likely because of the small size fuad capacity of the majority of the
UAVs in the database. Because of the errors, ditabdse was replaced with an
estimated empty weight fraction based on the Glétalvk and Reaper empty weight

fractions. This value is 0.35.

Engine Data Sheet— This sheet calculates the engine thrust lapipddp and TSFC
based on Mattingley’s historical relationships. eNalues are representative of engines
in each class, but are not tuned for any particemhgine. This sheet can be replaced with
more accurate engine data when a set of candidagees are identified. The
relationship provided by Mattingley is includediguation 18. C1 and C2 are empirical

coefficients suggested by Mattingley for each tgpengine. [153]

Qerre = 50(%j* (1_ 0'49\/V)

Oy = 5{%}* (1- 0.3* (9{%} -1j 0.1 VM j

a =50(%]*ﬂ(1-0.96*(1-|v|))

Tprop

TSFC= (C1+ C2* M) * H[lJ

std

Equation 18
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Air (Table) Sheet— This sheet contains the atmospheric data usenisizing tool.

5.4.6.2 Economic Analysis Module

The costing calculations for a fleet of UAVs arditiicult task. According to Roskam
[194], the total life cycle cost is composed of fflanning and conceptual design costs,
the preliminary design and systems integrations;dbe detail design and development
costs, the manufacturing and acquisition costs,djperations and support costs, and,
finally, the disposal cost of the aircraft. Roskbraaks the costs down into four areas for
estimation: RDT&E costs (€rse), acquisition costs (£eq), operating costs (&9, and
disposal cost (6isp). Roskam suggests the estimation of these caxgisl{ on a weight-
basis, using historical empirical data to estabiigh relationships. While this approach
has worked well for estimating costs of conventiaiecraft, for advanced UAVs such as
the Revolutionary Hunter-Killer, very few historiaata points exist, making actual cost

estimation with this approach impossible.

Given the lack of data for costing purposes, thar@gch for this conceptual study will
use cost data for existing UAVs as a baseline thaed modify those baseline costs based
on sensor, communication, and weapons charactstistWhile this approach will not
allow accurate estimates of the hunter-killer coafplied in a systematic way it will
allow the aircraft to be compared. If a highegefity study of the aircraft costs is needed,
it will be easy to replace the cost estimation ntedised in this study for one of higher

fidelity, and immediately see the impact propaghateugh to the study results.
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5.4.6.3 Sizing and Economic Analysis Results

The system costing environment was constructediarddoft Excel ®, and linked to the
sizing sheet presented earlier. A baseline missitim8 hours of loiter time and two 500
nm cruise segments was assumed. For each aicorafept, the baseline loiter time was
adjusted based on the loiter capability of eaclerait in the concept. This meant
increasing the loiter time for the Concept 2 kiNehicle by 400 percent, and decreasing
the concept 4 loiter times for the hunter and kidlecraft by 20 percent and 30 percent,

respectively. The speeds for the baseline missene not changed among concepts.

Once the mission parameters were adjusted for eautept, the payload weights for the
aircraft were specified. The weapon for the siavag selected based on the AGM-114
HELLFIRE missile [86], with a weight of 100 Ibs. h& sensor payload was assumed to
weigh 20 lbs per unit of coverage. While this asgtion is not based on a particular
system, it results in sensor weights in the rangeeted for UAV’s performing a search
mission. Because sensor technology is difficultotmain information on and often
classified, this assumption removes concern abensitve data usage. The cost per
pound of the aircraft was based on the cost pengai the Global Hawk. [238] The
sizing and cost results are summarized in Figurev@@re each cost is per aircraft. Fleet
costs can be obtained by multiplying the average by the number of aircraft included

in the concept.
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Concept1l [Concept2 [Concept3 |Concept4 |Concept5
Num HK 1 NA 5 NA 2
Num Hunters NA 10 NA 15 4
Num Killers NA 1 NA 8 NA
HK Ws 400 NA 200 NA 200
HK Ww 400 NA 200 NA 400
HK Loiter Factor 1 NA 1 NA 1
Hunter Ws NA 140 NA 100 200
Hunter Loiter Factor NA 1 NA 0.8 1
Killer Ws NA 20 NA 20 NA
Killer Ww NA 10000 NA 200 NA
Killer Loiter Factor NA 5 NA 0.7 NA
HK TOGW 18831 NA 16647 NA 17759
HK Fuel Weight 6785 NA 5999 NA 6399
HK Thrust 11342 NA 10027 NA 10697
Hunter TOGW NA 15124 NA 12053 15484
Hunter Fuel Weight NA 5450 NA 3917 5580
Hunter Thrust NA 9109 NA 7260 9326
Killer TOGW NA 164000 NA 11519 NA
Killer Fuel Weight NA C-130 NA 3532 NA
Killer Thrust NA C-130 NA 6938 NA
HK Cost ($M) 46.36 NA 42.25 NA 44,36
Hunter Cost ($M) NA 39.30 NA 33.13 40.01
Killer Cost ($M) NA 62.44 NA 32.02 NA
Avg Cost ($M) 46.36 41.41 42.25 32.74 41.46

Figure 98: Sizing and Costing Results

5.4.6.4 Terrain and Urban Visibility Modules

5.4.6.4.1 Terrain LOS Calculation

The interference of terrain with sensor line-ofkgigs calculated in a MATLAB script.

The script currently functions by taking in a 2-éinsional set of terrain values, the
altitude of the aircraft, and the width of ¥z of ensor swath. The 2-dimensional terrain
values can be easily generated by using the ridgemfanction, or taken as a cross

section of the current 3-dimensional terrain ovarch the aircraft is flying.

The percentage of terrain observable by the aircsatalculated by discretizing the 2-
dimensional ridge into line segments. These liegements are then checked to see if

another line segment lies between them and thesémssked by a hill), or if they slope
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away too greatly for the sensor to see their faceafiyon face). An illustration of this is
included as Figure 99 where green segments caadreasd red cannot. The area of the
total covered area (blue) that can be seen fovendierrain is represented by the green

horizontal boxes.

Figure 99: Terrain Masking Geometry

The discretizations are then used to calculatereeptage of terrain visible as a function
of the mountainousness, jaggedness, and altituttedircraft. The MATLAB script for

the ridgemaker and terrain masking calculationsrarleded in Appendix B.

5.4.6.4.2 Urban LOS Calculation

The calculation for the percentage of the streetan urban area under the aircraft's

sensor that can actually be seen by the sensaildslated as a function of the average
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block size, the average building height, the averstgeet width, and the altitude of the
aircraft. The code assumes that all buildings blatks are uniform, which is an
acceptable assumption since only an average pagmnbbscured is sought.
Additionally, the code assumes that the aircrafitegioned over the center of a building

in the center of the block, which is a worst cassuanption in terms of visibility.

The urban area is discretized into concentric sspiéor calculation of the percentage
visibility, as shown in Figure 100. The detailstbé calculation will follow, but as can

be seen from the figure, where yellow represenilglings and blue represents streets, the
standard grid pattern of a city is not entirelyregented by this calculation. The indigo
areas of Figure 101 still need to be calculated.aA estimate, these areas are assumed to

have the same coverage as the ring before. Tomfhiis located at the ‘X’ in Figure 101.

Figure 100: Iteration Scheme for Urban Coverage
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Figure 101: Additional Areas for Estimation in Urban Coverage

Figure 102 shows a 2 dimensional cross sectioheogénsor coverage, which is assumed
to be a square. The aircraft is located over #@er of a block, and can “see” the
sections of the street that are not blocked byildihg. The size of these sections is
determined by the height of the buildings, the sikthe block, the size of the street, and
the altitude of the aircraft. In the figure, theegn areas are portions of the street that can
be seen, and the red sections are those that aceredd. The size of the red and green
sections can be determined from simple trigonomettios; right triangles are created
by the location of the aircraft, the corners of thaldings and either the top of the

building below the aircraft or the ground diredblgiow the aircraft.

The code functions by an iterative procedure frowmm $treet nearest the aircraft to the
edge of the sensor coverage area (denoted ingheefby the solid cone coming from the
aircraft and the blue section at the bottom). doleiteration, the two dimensional areas
of the street are then integrated around the @aga in Figure 100. As the integration

progresses around the blue section, the distamee the aircraft to the edge of the
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building grows and shrinks, which is accountedifiothe code. Each of the indigo areas

in Figure 101 is then estimated based on the pt&xgeravailable in the closest iteration.

The code then can return several values: the pagerf streets visible, the percentage
of the entire swath that is visible street, andgbeentage of the swath that is street (both
visible and not-visible). The MATLAB script for ¢hurban LOS calculation is included

in Appendix B.

Figure 102: Urban Sensor Coverage Geometry

5.4.6.5 Mission Analysis Module

The mission analysis module operates in a timepsigfashion, with each agent in the

simulation evaluating its location and status athetime step. There are two primary
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types of agents in the Netlogo environment: patcres turtles. Patches make up the
environment in which turtles interact. In genenadtches do not move; turtles do.
Therefore the environment for the mission analysmdule is modeled with patches,
while friendly systems, threats, and targets areletenl as turtles. In order to avoid
issues with availability of data about hunter-kilt®mncepts, the mission analysis module
functions with non-dimensional units that have oplpperties of length or mass for
example, not feet or kilograms. To use the missaoalysis module for an actual
decision exercise, the appropriate units would fexisied and the parametric concepts

given appropriate values.

The analysis used a low-intensity search and destiesion for evaluating hunter-killer

concepts. In this mission, time critical targditeed facilities, and threats are all present,
in a situation analogous to present day operatio#gghanistan. In this situation, long

periods are spent searching a relatively large &oedargets that do not appear very
often. This mission type assumes that little ligehce exists for the direction of the
search beyond the general area of interest. Tharnas mixed with small urban pockets
that require target masking to be considered. Tission analysis module interface is
shown in Figure 103. In the scenario shown infidpgre, hunter-killer aircraft are being

aided by hunter aircraft, both of which appearlureb The fixed targets are shown in red,
while 1 hiding target (truck) appears in gray. Témeen and gray patches on the

background represent areas of rural or urban temraspectively.
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Figure 103: Mission Analysis Module
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5.4.6.5.1 Hunter-Killer, Hunter, and Killer Logic

The system-of-systems alternatives were made upreé individual vehicles that were

simulated using logic, some of which was sharedraribe three vehicles and some that
was unique to each class. At a high level, thetdmkiller searches for targets in the
mission simulation and when it finds one will fmemissile to destroy it. Hunter vehicles
search for targets in the simulation, and when fivel one they will call for the nearest

hunter or hunter-killer to engage the target. éilvehicles loiter in the area of interest
until they are called by a hunter vehicle; wheneththey fly towards the target and fire a

missile at it.

The hunter-killer search pattern is created suahitha cycle through the area of interest,
the entire space will be covered by the sensor.ofite search path flies the aircraft in
the North-South direction as shown in Figure 18hen the aircraft reaches the end of
the area of interest, the aircraft moves by thesewidth in the East-West direction, and
then flies in the opposite direction of the lasesy. When the aircraft reaches a “corner”
of the area of interest, it returns to the stanmipby the shortest path and starts the search
again. The sensor width and length, as well asitlteaft speed, are defined by the user.
At each time-tick, the aircraft “fuel” variable reduced by one to simulate mission fuel

burn.
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Field of
View

Figure 104: Search Pattern for Hunter-Killer and Hunter Aircraft

At each time step the hunter-killer logic checks thstance to all turtle-targets that are
not hiding. If any of the non-hiding targets arghim the sensor radius, the aircraft will
begin the process of firing on the target. Thecider?” parameter determines whether
the hunter-killer is completely autonomous or massk for permission before firing. If
the “decider?” variable is TRUE, the hunter-killeill immediately fire on the target. If
the variable is FALSE, the aircraft will wait fdne “base decision time,” set by the user,
plus the discernability factor, which is discussedhe Target Logic section. Once that

time has past, the hunter-killer will fire on tharget. During the time between the
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detection of the target and firing, the hunterekilldoes not move. This simulates
loitering in the area with sensors tracking thgear Once the hunter-killer has fired and
successfully destroyed the target, or if the tamge¢s back into hiding before that

happens, the hunter-killer will continue with iesasch pattern.

When the hunter-killer's fuel is reduced to zermn{dating “bingo fuel,” when a return

to base is required) or has fired all of its weapahenters a “resupply” mode. In this
mode, the hunter-killer flies directly to the ongpf the search pattern and then is
“hidden” for a user-specified amount of time. Thise simulates either an aerial
refueling/rearming, or returning to base for fualaveapons. Once the resupply time
has elapsed, the aircraft flies back to its lasirde point and resumes searching for

targets.

Hunter aircraft follow an identical set of logic tbhe hunter-killer aircraft, except for

when a target is detected. Rather than firing ssii@ at the target, the hunter calls on a
hunter-killer or killer aircraft to destroy the ¢gmt. The hunter logic compares the
distance to the nearest hunter-killer or killerceaft to a user-specified communication
range. If the communication range is greater ttren distance, the objective of the
hunter-killer or killer aircraft is set to that @he hunter which called them. That
aircraft’s logic will then direct it to fire on therget, or vector to the target if the distance

is too great for an immediate shot.

Killer aircraft follow an identical set of logic tine hunter-killer aircraft, except for their
movement. Killer aircraft loiter randomly througltothe area of interest rather than
searching for a target. They can only be assignédrget by a hunter aircraft. The
random loiter is accomplished by assigning a rantdeading change between 0 and 15

degrees, and then moving in the forward direction.
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5.4.6.5.2 Target Logic

The targets in the mission analysis module areetslasf the turtle class. Three general
types of targets are modeled in the NetLogo sirmaratirucks, facilities, and threats.

The three targets are distinguished by the “vatipyameter of each turtle-target. Each
target has the same set of parameters, but thesvafuthose parameters distinguish the

target’s parameters.

The simplest form of the turtle-target is the fiigiVariety. Facilities can not hide, have a
constant location, and can not defend themselVég. number of facilities is specified in

the user interface (or through the batch proced#ig)g and then placed randomly in the
environment. The facilities are considered saoftsdal on the interest in terracotta and

dried mud huts for this type of scenario. [254]

The truck variety of turtle-targets operates onligh8y more advanced logic than the
facilities. Trucks have four additional parametidrat govern their behavior and make it
more complex than the facilities. Trucks can hidad “pop-up” with a frequency
specified by a parameter in the user interface,taed will loiter in the “unhidden” mode
for a user-specified amount of time. During thadithat they are not in hiding, the
trucks will move with a user-specified speed inaadom fashion. Additionally, trucks
have a discernability factor, which is user-spedfiand allows a delay to be added
before firing to simulate target identification awotttaining clearance to fire in low-

intensity conflict.
Threats constitute the final variety of turtle-tetgy Threats have “pop-up” and

discernability behavior identical to the truck 'y of targets, but specified with

independent parameters. When not in hiding, terdatnot move, and consequently do
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not have a speed parameter. Threats can, howeeanissiles at hunter-killers, hunters,
or killers that come within range when they are hmling. The detection range and

weapon range for the turtle-threats are specifiethe user in the interface.

5.4.6.5.3 Missile Logic

Missiles are a turtle-type that is not present when scenario is first set up. Rather,
threats, hunter-killers, and killers “hatch” migsilwhen they engage another turtle on the
adversary’s side. The newly-hatched missiles thetome agents within the scenario

that follow their own set of logic.

Missiles are assigned the objective of the tutibd fires them. They first check a range
to the objective, set by the user, which is thesitas kill radius. If the distance is less
than the kill radius, both the missile and the ofiye turtle are issued the “die”
command. If the distance is more than the killuadthe missile faces the target and
advances based on the missile speed. If the missilershoots” the objective in the
move, the “die” command is issued to both the dbjeand the missile as if the missile

was within the kill radius.

5.4.6.5.4 Environment Logic

Two types of patches were created for the simulaéind are arranged in a grid that is
201 by 201 patches in size. The patch can beatbfs either urban or rural. Depending
on the type of terrain, a probability is assignedhe sensor detection for the hunter and
hunter-killer vehicles. This sensor detectionakein from the urban and terrain LOS
calculations. If the patch that the target inhalst urban, the urban LOS calculation is
used, while if the patch is rural, the terrain L&fculation is used. The ratio of urban to
rural terrain is set by a user-defined parametethenmain scenario interface, or in the

batch mode input file.
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5.4.6.6 Analysis Execution

Before attempting to evaluate the five conceptshi parametric scenario generator, a
screening test was conducted to determine thefisigni factors for the analysis. A

Taguchi screening array was used for this test, #hatases were executed for each
setting to account for the random number genenmaged in the scenario. The average
value of the results was then calculated basedhen30 trials at each setting in the
Taguchi array. Based on the results of the songemight variables were identified as

important for the Global Regret Analysis.

* Number of trucks (time-critical-targets)

* Probability of truck pop-up

» Loiter time of trucks

* Number of facilities (non-time-critical-targets)
* Presence of threats

» Terrain visibility factor

* Urban visibility factor

* Resupply time

For each concept, a DoE was constructed of 1288€scalrhe DoE was a combination of
a face-centered-central composite design to ermsapture of the corners of the design
space and a random sampling of equal size to thi#atecomposite design. The two
types of the design accounted for 512 cases, whigte resampled 25 times each to
account for the random number usage in the paransstenario generator. The ranges

for the variables are shown in Table 19.

287



Table 19: Scenario Generator Variable Ranges

Design Variable Low Value High Value
Number of trucks 1 4
Probability of pop up 1 5
Loiter time of trucks 15 150
Number of facilities 0 4
Presence of threats 0 1
Terrain visibility factor 70 100
Urban visibility factor 70 100
Resupply time 10 500

ANN regressions were used to create surrogate maodi¢he data using the same process
as described in the previous chapter.
conceptual design; however, the fits for the misssoiccess parameter were typically
better than those of the expected friendly attitiate. The coefficients of determination

for each of the ten responses (two responses Hhedtipy five cases) are included in

Table 20.

288

All the Wsre in the range acceptable for




Table 20: NetLogo ANN Regression Fit Data

Response Case R"2 Average R"2 for Response

0.9775

0.9497

Mission Success 0.9513 0.95616

0.9794

0.9229

0.8961

0.9563

Aircraft Lost 0.8501 0.91278

0.9557

gl Al W N P g B W N

0.9057

5.4.7 Compare results

5.4.7.1 Scenario Space Trends

Trends in the scenario space were initially exmlousing two UTES, one for each
concept’s regret and one for each concept's OE@Ge tWwo UTEs are shown in Figure
105 and Figure 106, for regret and OEC, respegtiv@lhe use of both environments
allows the user to explore trends that may be nthdikg the normalization and
comparison that occurs in Global Regret Analysiewever, by using the regret UTE in
addition to the OEC UTE, the relative merits of twncepts can be understood in the
context of the other systems. The trends showthé UTEs were created by the

surrogate models that were fit to the DoE results.
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Figure 105: Regret UTE
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Figure 106: OEC UTE

The following five figures (Figure 107, Figure 1(&gure 109, Figure 110, and Figure
111) show the relative importance and the directddbnmpact for the eight design
variables on the regret associated with each offifeeconcepts. The most dominant

factors change for each of the five candidatesFigure 107, the first four factors, the
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number of trucks, SAMs, facilities, and the truokér, all result in an increase in regret
as the variable increases. This indicates thectilre in which the single hunter-killer
performance degrades relative to the other concdpegradation of performance against
an increasing number of targets makes sense fanglesaircraft, especially when

compared with more dispersed concepts that are@ldlistribute fires more effectively.

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
DV - Trucks 0.0418126 0.000825  50.67 0.0000*
DV - SAMs 0.1073234 0.002327  46.12 | 0.0000*
DV - Facilities 0.0450673 0.001042 43.24 | 0.0000*
DV - Truck Loiter 0.0004278 2.986e-5 14.33 | <.0001*
DV - Truck Popup -0.012659 0.001008 -12.56 | <.0001*
DV - Terrain Visibility =~ 0.0011382 0.000134 8.49 I <.0001*
DV - Resupply Time -0.000064 8.256e-6  -7.76 \T <.0001*
DV - Urban Visibility -0.000799 0.000135  -5.93 <.0001*

Figure 107: Concept 1 Regret Factors

The significant factors for the second concept rtamters and a C-130 type missileer),
include the number of facilities and trucks, asIwad the truck loiter and popup
parameters. The decrease in regret associatediivetmcrease of these factors can be
attributable to two trends in the OECs. The “bestiicept can be decreasing in fithess or
the concept under consideration can be increaasiffigness. In the figure the number of
SAMs has almost no effect on the regret of the eptc This is likely because of the

distributed nature of the system and indicatedieese to a lost platform.

291



Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
DV - Facilities -0.045316 0.00039 -116.3 0.0000*
DV - Trucks -0.019347 0.000309 -62.69 0.0000*
DV - Truck Loiter -0.000164 1.117e-5 -14.72 <.0001*
DV - Truck Popup -0.002695 0.000377  -7.15 <.0001*
DV - Resupply Time -6.316e-6  3.088e-6 -2.05 0.0408*
DV - SAMs -0.001746 0.00087 -2.01 0.0449*
DV - Urban Visibility 0.0000859  5.035e-5 1.71 0.0880
DV - Terrain Visibility =~ 1.0979e-5 5.015e-5 0.22 0.8267

Figure 108: Concept 2 Regret Factors

The number of facilities, trucks, and the preseoicthreats dominate the variability of

the concept with 5 moderately capable hunter-ldl@milarly to the single hunter-killer.

The direction is reversed, however, indicating tatincrease in the number of targets
reduces the regret for the distributed conceptis hlikely a result of the distributed

number of vehicles having a combined sensor foothat is much larger than that of
the single hunter-killer. Additionally, the fiveehicle concept would not have to rearm
as frequently as the single hunter-killer. Howevke operating cost for 5 vehicles is
significantly more than that of a single vehiclehigh is why the regret is decreasing
(indicating the dominance of the single vehiclecapt). Concepts 3, 4, and 5 all show
similar behavior in their dominant factors, suppatthe theory that numerous vehicles

are more effective as the number of targets arehthrincreases.
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Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
DV - Facilities -0.104033 0.0009 -115.6 0.0000*
DV - Trucks -0.057851 0.000713 -81.19 0.0000*
DV - SAMs -0.074901  0.00201 -37.27 <.0001*
DV - Truck Popup 0.0063655 0.00087 7.31 H <.0001*
DV - Resupply Time 0.0000195  7.129e-6 2.73 0.0063*
DV - Urban Visibility 0.0002382 0.000116 2.05 0.0405*
DV - Truck Loiter -4.137e-5 2579e-5 -1.60 0.1087
DV - Terrain Visibility =~ -0.000166 0.000116  -1.44 0.1507

Figure 109: Concept 3 Regret Factors

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
DV - Facilities -0.024963 0.000198 -126.0 0.0000*
DV - Trucks -0.013783 0.000157 -87.89 0.0000*
DV - SAMs -0.027475 0.000442 -62.12 0.0000*
DV - Truck Popup 0.0012682 0.000192 6.62 ] <.0001*
DV - Urban Visibility 6.4754e-5  2.558e-5 2.53 0.0114*
DV - Truck Loiter 6.8033e-6 5.676e-6 1.20 0.2307
DV - Resupply Time 8.2781le-7  1.569e-6 0.53 0.5978
DV - Terrain Visibility -1.137e-5 2.548e-5  -0.45 0.6554

Figure 110: Concept 4 Regret Factors

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
DV - Facilities -0.091737 0.000744 -123.3 0.0000*
DV - Trucks -0.044071 0.000589 -74.84 0.0000*
DV - SAMs -0.030229 0.001661 -18.20 <.0001*
DV - Truck Loiter -0.0002 2.131e-5 -9.40 <.0001*
DV - Terrain Visibility =~ -0.000757  9.569e-5  -7.91 <.0001*
DV - Urban Visibility 0.0001593  0.000096 1.66 0.0974
DV - Truck Popup -0.000762 0.000719  -1.06 0.2892
DV - Resupply Time 1.8532e-6 5.892e-6 0.31 0.7531

Figure 111: Concept 5 Regret Factors

Figure 112 through Figure 116 give a slightly di#iet perspective on the OEC fore each

of the five concepts by including the effect of wiag importance of mission success and
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the two cost factors (coupled with the friendlyrititin rate for each concept). In each
case, the two most dominant factors are the wekgttitdecision makers give to operation
cost and performance. Acquisition cost importdiatle into a number of different places
in the ranking of factor importance, depending lo@ ¢oncept. Acquisition cost is near
the least important for Concept 1(Figure 112) othis least important for Concept 3
(Figure 114). For the other three concepts itne of the middle parameters. The
importance of the acquisition cost is more likehkéd to the attrition rate of aircraft in
the various system concepts as opposed to thel aggtam cost. The system costs were
similar across the concepts, but the ones withdriglecquisition costs do not necessarily
have a higher influence for the importance. Thareefthe most likely candidate is the

other multiplier in the OEC that involves the a@jibn cost, the attrition rate.

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
Operation Cost Importance -48.60454  5.285928 -9.20 <.0001*
Performance Imporantance 26.423689 5.29403 4.99 | <.0001*
DV - Trucks -3.534441 1.079947  -3.27 | 0.0011*
DV - Facilities -2.467868 1.361583  -1.81 0.0700
DV - Truck Popup 1.8789145 1.32103 1.42 :‘ 0.1550
DV - Terrain Visibility 0.2423507 0.176658 1.37 0.1702
DV - Truck Loiter -0.024998 0.038924  -0.64 |: 0.5207
DV - Urban Visibility 0.0883372  0.176521 0.50 } 0.6168
Acquisition Cost Importance  2.6041986  5.246691 0.50 0.6197
DV - SAMs -1.161429 3.045855  -0.38 [ 0.7030
DV - Resupply Time 0.0010021 0.010814 0.09 0.9262

Figure 112: Concept 1 OEC Factors
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Sorted Parameter Estimates

Term Estimate
Operation Cost Importance -15.09532
Performance Imporantance 7.6356207
DV - SAMs -2.628062
DV - Resupply Time 0.0042699
Acquisition Cost Importance -1.453291
DV - Trucks -0.257131
DV - Truck Loiter 0.0091813
DV - Truck Popup 0.2618925
DV - Facilities 0.0819841
DV - Terrain Visibility 0.0100805
DV - Urban Visibility -0.007281
Figure 113:

Sorted Parameter Estimates

Term Estimate
Operation Cost Importance -41.83243
Performance Imporantance 23.614924
DV - SAMs -6.252874
DV - Resupply Time 0.0115756
DV - Trucks -0.807791
DV - Terrain Visibility -0.054476
DV - Truck Loiter 0.0117825
DV - Truck Popup -0.195272
DV - Facilities 0.1039484
DV - Urban Visibility 0.0120875
Acquisition Cost Importance -0.265466
Figure 114:

Std Error  t Ratio

0.694759 -21.73

0.695824  10.97

0400334  -6.56 |

0001421  3.00 |

0.689602 -2.11

0.141944  -1.81

0.005116 1.79
0.17363 151 ‘-J
0.17896 0.46

0.023219 0.43

0.023201 -0.31

Concept 2 OEC Factors

Std Error  t Ratio

2.784811 -15.02

2.78908 8.47

1.604662  -3.90 |

0.005697 2.03

0.568954  -1.42
0.09307  -0.59
0.020506 0.57 ]

0.695965  -0.28
0.717329 0.14
0.092997 0.13

2.76414  -0.10

Concept 3 OEC Factors
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Prob>[t|
<.0001*
<.0001*
<.0001*
0.0027*
0.0351*
0.0701
0.0728
0.1315
0.6469
0.6642
0.7537

Prob>|t|
<.0001*
<.0001*
<.0001*
0.0422*
0.1557
0.5584
0.5656
0.7790
0.8848
0.8966
0.9235



Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>[t|
Operation Cost Importance -11.12548 0.595821 -18.67 <.0001*
Performance Imporantance 5.6255878 0.596734 9.43 | <.0001*
DV - SAMs -0.984842 0.343324  -2.87 [__ 0.0041*
DV - Resupply Time 0.0033793 0.001219 2.77 _] 0.0056*
DV - Trucks -0.161055 0.12173  -1.32 [[ 0.1859
Acquisition Cost Importance -0.285619 0.591398 -0.48 0.6291
DV - Facilities 0.0671736  0.153475 0.44 0.6616
DV - Urban Visibility 0.0060895  0.019897 0.31 0.7596
DV - Truck Loiter 0.0011962  0.004387 0.27 0.7851
DV - Terrain Visibility -0.005154 0.019913  -0.26 0.7958
DV - Truck Popup -0.001515 0.148904  -0.01 0.9919

Figure 115: Concept 4 OEC Factors

Sorted Parameter Estimates

Term Estimate Std Error t Ratio Prob>|t|
Operation Cost Importance -32.07537 1.64462 -19.50 <.0001*
Performance Imporantance 17.560456 1.647141  10.66 | <.0001*
DV - SAMs -5.467557 0.947662  -5.77 | <.0001*
DV - Resupply Time 0.0096299  0.003365 2.86 __J 0.0042*
DV - Trucks -0.695113 0.336006  -2.07 a 0.0386*
DV - Truck Loiter 0.0156104 0.01211 1.29 :| 0.1975
Acquisition Cost Importance -1.479999 1.632412 -0.91 [ 0.3646
DV - Truck Popup 0.2958377 0.411014 0.72 0.4717
DV - Facilities 0.2783912  0.423632 0.66 0.5111
DV - Terrain Visibility 0.014994  0.054964 0.27 0.7850
DV - Urban Visibility 0.0050526  0.054921 0.09 0.9267

Figure 116: Concept 5 OEC Factors

Figure 117 provides a good example of the visutdimaof the regret space that is

possible with the JMP software. The figure shawes@oncept 1's regret as a function of
the number of time critical targets in the scenaal the presence of threats in the
environment. In places where the surface is ffat aqual to zero, the concept is the
‘best’ choice for the scenario. For the particidattings of the other variables that were
used, this area occurs in areas where there atier@ats and a relatively low number of

targets. However, when more than 3 targets arehthrare present, a rapid increase in

the regret can be observed.
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CA Regret

Figure 117: Concept 1 Regret vs. Threats and Trucks

Because there is a rapid increase in regret irsoeeario space region of Figure 117, this
indicates that a different concept must be thet"besoice for that particular region of

the space. Figure 118 shows regret as a funcfitmeacsame two variables for the other
four concepts, but the axes have been flipped ep dhe unobscured by the surface. As
can be seen from the surfaces in the figure, all fmncepts display similar responses in
regret as a function of the threats and numbeina# tritical targets. However, Concept
3 is the only concept to attain zero regret in ribgion of high number of time critical

targets with threats present. This indicates thahcept 3 is the concept that has
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overtaken Concept 1 in terms of its OEC. The sinties in the behavior are likely

because of the inherent similarities in the cone@gh respect to using multiple aircraft

as opposed to the single aircraft of Concept 1.

iy o
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Figure 118: Concepts 2-5 Regret vs. Threats and Taks

Figure 119 shows a more complex regret responsédacept 1 as a function of the time
the time critical targets remain on the field ahd time it takes the vehicle to rearm or

The behavior shows the dynamic naturehef 4cenario space, because while

refuel.
Concept 1 was clearly dominant for the settinghaf $pace shown in Figure 117, there
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are large regions of Figure 119 where Concept Wshegret. There are, however, two
regions where Concept 1 is dominant. For longetalgiters and long resupply times,
and also in one region of resupply time around & loiter around 50. These two areas

are mirrored by rises in regret in the other foamaepts, shown in Figure 120 and Figure
121.

CA Rearel

Figure 119: Concept 1 Regret vs. Truck Loiter and Rsupply Time

Figure 120 shows the regret for Concept 3 as atimof the time the time critical
targets remain on the field and the time it takkes\tehicle to rearm or refuel. For the

majority of the region of the scenario space showrthe figure, Concept 3 is the
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dominant solution, showing zero regret. However high loiter times, a rise in regret is
seen as Concept 1 becomes dominant. The regritefather three concepts is shown in

Figure 121.

Figure 120: Concept 3 Regret vs. Truck Loiter and Rsupply Time
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Figure 121: Concepts 2, 4, 5 Regret vs. Truck Loiteand Resupply Time

Another aspect of the regret for Concept 1 is showiigure 122. This figure compares
regret to the number of fixed targets and the nelsujime required. Concept 1 is clearly
dominant, except in when there are a large numbdaailities and a relatively high
resupply time. In this region Concept 3 dominatssgcan be seen by the flat region for a
large number of facilities in Figure 123. It id@resting to not that there is a region with
a large number of facilities where both Conceptantl 3 appear to have zero regret.
However, close examination of Figure 123 revealsrg slight increase in regret for high
numbers of targets but low resupply time. In tl@gion the concepts are very close in
terms of their OEC, but Concept 1 has a slight ed@ke regret as a function of this

aspect of the scenario space for the other thneeepis appears in Figure 124.
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Figure 122: Concept 1 Regret vs. Resupply Time arfeacilities

302




Figure 123: Concept 3 Regret vs. Resupply Time arfeacilities
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Figure 124: Concepts 2, 4, 5 Regret vs. Resupplyrié and Facilities

The ANN regressions used to create the figures slabvwove were also used to populate
a multivariate scatterplot containing the eightiglesvariables, three decision maker
factors, and five regret responses. Figure 125vshthe 5000 point multivariate
scatterplot. In the scatterplot, the regret resperfor the five concepts are shown in the
first five rows and columns, the decision maketdex are shown in rows and columns
six through eight, and the remaining rows and colsimare dedicated to the design
variables. Continuous design variables appearoassithat are “full” of points, while

discrete design variables appear with lines of goifThere are very few distinguishable
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trends in the initial population of the design sgalcowever, the addition of color does

provide some insight into general trends.

In Figure 125, two regions of the design space lmen assigned different colors. Blue
points indicate the region of the design space &/li@reats are present and black points
indicate non-threatening environments. This caloding allows decision makers to
weight the trends observed as a function of twedkht probabilities of future scenario

outcomes.
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Figure 125: Filtered MCS - Full Scenario Space

Figure 127 shows only the responses and decisidemiactors from the full scenario

space, using the same color scheme as used aBowee interesting trends emerge in the
responses as a function of the decision makerractim the first row, sixth and seventh
columns, the relation between Concept 1's regrdtthe acquisition and operation cost
importance can be seen. There is a fairly distinehd where as acquisition cost

importance increases, Concept 1's regret increas®s$,as operation cost importance

306



increases, Concept 1's regret decreases. Thi#t issiairly intuitive as the cost of a
single, more capable platform will be higher thaohaaper platform, but the operating

cost will be lower than for multiple, cheaper ptaiths.

Another, very strong trend can be observed for €phal’'s regret with respect to
operating cost. As the operating cost importara®sdo zero, the regret associated with
Concept 4 decreases rapidly, though never quitairohg a zero regret status. This is
because Concept 4 had the highest operating castyodf the concepts, but included the
largest number of vehicles. As the impact of tperating cost decreases, the swarm-
effect advantages increase in impact, making theeeq@ more desirable. This trend
appears to be more pronounced in the scenarioevimerats are present. Because of the
distributed nature of Concept 4, threats are lbss to destroy the capability of the SoS,

increasing its performance in the threatening emvirent.
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Figure 126: Orthogonality of Local Regret

Figure 126 shows the local regret for three of ¢bacepts considered in the Global
Regret Analysis. The top, rightmost and bottonftmest plots in the multivariate
scatterplot show a relationship among the valudeaal regret that identifies Concepts 1
and 3 as the dominant solutions for the scenaaoesp Because the space was populated
with a large number of points (5,000), and theeearly 26 that are not equal to zero in
the horizontal or vertical direction, this meanattbnly 26 points exist where Concepts 1

or 3 are not the minimum-regret solution. Therdstion of points in the local regret
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scatterplot of the two dominant concepts is stadiiferent than that of the other plots in
the multivariate scatterplot. This discovery aléotihe engineer to quickly identify if a

single or pair of concepts dominates the scenpaces

Because so few points lie in the orthogonal seFigure 126, they can be quickly
investigated. The dynamic nature of JMP allows ithentification of the scenario
variables that led to the other concepts high perdmce. Once the scenario variables
have been identified, the size of the space in wthe different concepts dominate can
be identified by running a small scenario DoE arbtire points. The information gained
from this type of investigation can be useful fassmon planning and understanding the

benefits of different approaches in specific regiohthe scenario space.

An additional observation may be made about theraadf the points where concepts
other than Concept 1 or Concept 3 are “best.” darly all of these cases, the points are
blue, indicating that the scenario environmentudek threats. The correlation between
other concepts being dominant and the presencéreéts in the environment is not
surprising, however, because the other concepte havincreased number of aircratft.
The increased numbers of aircraft, which are ndteay allow the mission to be
completed even in the event of several nodes bestg This is not the case with the

single aircraft concept, which, if lost, resultsaim unsuccessful mission.
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Figure 127: Filtered MCS - Weighting Effects

In Figure 128, an additional filter has been adttethe scenario space to simulate the
increased time-criticality of the targets. To re€luhe space, the bounds of target loiter
time were reduced by half (with targets now remrajmon the field for half as long) and
the likelihood of targets emerging was also reduc€&lde coloring in the figure indicates
the presence of threats in the simulation, with pethts indicating threats are present.

With this filtering and coloring scheme, Conceptléarly has more points with higher
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regret when threats are present in the environm@&his result is likely because of the
vast decrease in mission performance that occuenwime only element of the SoS is

shot down.
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Figure 128: Filtered MCS - Increased Time Criticalty
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5.4.7.2 Regret Statistics

Ten thousand data points were used to create ttgsooetatistics for the five concepts.
These statistical distributions were created foryivg importance of decision maker
factors, and constant, equally weighted importasfadecision maker factors. Figure 129
shows the distribution data for varying importaf@etors while Figure 130 contains the

results for constant importance factors.

When importance factors are allowed to vary, ipassible for the decision makers to
choose a scenario where any concept could be th&t"“bhoice. This can be seen in
Figure 129 by the lower bound of each of the fiemaepts equaling zero. However,
Concept 2 and Concept 4 have histograms that ieditee majority of scenarios yield
relatively high regrets. This is mirrored in thect that the 0.5 percent quartile has a
positive regret value of greater than 40 percemtbioth concepts. Concept 5 falls
somewhere in between Concepts 2 and 4 and thévibesoncepts. Its regret histogram
shows greatest frequency at a much lower valuegret than Concept 2 and Concept 4,
indicating that it is a better choice than thosedodates. Concepts 1 and 3 are clearly the
best candidates, with their histograms showinghigiest frequency with a regret of
zero. However, Concept 3 does have a slight adganbver Concept 1, with a mean
regret that is 0.004 less than that of ConcepfThis indicates, for the varying factors
case, that approximately a half a percent diffezelbetween the concepts exists in the

OEC on average.
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Distributions
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97.5% 0.69121 97.5% 0.83997 97.5% 0.60135 97.5% 0.90800 97.5% 0.67501
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Figure 129: Regret Statistics - Varying Importanceof Factors

Figure 130 presents a slightly different picturarthhe varying importance factors case.
When all of the decision maker factors are givenatgveighting, Concepts 2, 4, and 5
retain essentially the same characteristics ashénviarying importance factors case.
There is one exception to this, however, in thatenof these concepts now have a zero
regret case. The minimum regrets are 6 percer@docept 5, 53 percent for Concept 2,
and 73 percent for Concept 4. The most interesitmggrvation is that by locking down
the decision maker importance factors, Conceptdlvsha lower mean local regret than

Concept 3, with a difference of approximately 1ceet.
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Figure 130: Regret Statistics - Constant Importancef Factors

5.4.8 Make a decision

Based on the data presented in the “Compare Réstdfs of the methodology, the two
primary candidates for consideration, based on &l&tegret Analysis, are Concept 1
and Concept 3. Regardless of the probabilitiescas®d with time-critical-targets or the
threat environment of the scenario, these two quscevere consistently the best
alternatives, and the only ones to obtain a loegiet score of 0. Based on this analysis,

the three concepts that employed dedicated huetecles can be discarded.
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Because the Global Regret Analysis changes baseitheomnlecision maker weighting
factors, it is necessary to carry forward both Gmicl and Concept 3 to the decision

making electronic design review.

5.5 Persistent Strike Evaluation Conclusions

The Global Regret Analysis statistics presenteth@nprevious section provide additional
support for the need for exploration of a wide e&®riof scenarios for comparing
alternatives. If any of the 26 cases where Contept Concept 3 was not the dominant
solution was selected as the scenario for compaaiternatives, a choice that is
dominated over the vast majority of the scenariacepwould have been erroneously
labeled “best.” However, by employing the scenapace exploration using Global

Regret Analysis, the dominance of Concept 1 ancc€uin3 was clear.

The case explored here also addresses the useobhlGRegret Analysis on a true
system-of-systems problem. Each of the areas theniypothesis Testing section of the
dissertation was revisited in the context of thipleration, and no problems arose with
the usage of the methodology. The system-of-systncepts explored in this chapter
represented a wide variety of approaches to thielgma single, highly capable vehicles,
dispersed roles concepts, swarms of smaller air@afl sensor augmentation of aircraft.
In the previous pre-conceptual design paradigm revfew scenarios were considered, it
was difficult to understand the trades between epts; especially when concepts
performed well under different circumstances. @loRegret Analysis overcomes this
challenge by allowing the understanding of the taexnd detractors of concepts over the
entire scenario space, and then provides a meangight that scenario space and

determine the proper overall judgment.
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5.6 Summary

The demonstration of the Global Regret Analysishoéblogy was conducted using an
example problem from the current defense acqursiiaradigm. The USAF Persistent,
Precision Strike mission provided an excellent oppoty for a relevant, Pre-MS A
acquisition program where many SoS alternativetexfdl branches of the US military
have expressed great interest in UAVs, and thentdoby provides the possibility to
provide significantly increased capability over therent state-of-the-art. The particular
program of interest was the Revolutionary HuntdtelKi and the work for this
dissertation was conducted in parallel with effaatsthe ASDL at Georgia Tech to

support the USAF program.

The general tasks conducted for the evaluatiohetternatives were:
Establish the need

Define the problem

Establish MOPs and MOEs

Generate architectures

Generate alternatives

Analyze alternatives

Compare results

© N o 00~ 0w NP

Make a decision

The majority of the independent work for this ditggon took place surrounding the
implementation of the Global Regret Analysis Metblogy to the Persistent, Precision
Strike mission. Five alternatives were selectednfthe IRMA for comparison. These
concepts represented a wide range of SoS apprgachesiding single-vehicle

approaches, teams of similar vehicles, teams @dréifit vehicles, and swarm concepts.
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The Parametric Scenario Generation M&S environnvest constructed in MATLAB

and NETLOGO, and linked using ModelCenter. MATLARBS used to construct terrain
generation, urban visibility, and terrain visibjliimodels. NETLOGO was used to
evaluate the effectiveness of the different coreépta time-critical target prosecution
mission. The simulation included the ability to mpaulate target characteristics, threat
characteristics, and terrain. All of the simulatigoftware was written by the author of

this dissertation.

The effectiveness results of the Parametric Sceraeneration M&S were evaluated in
the JMP statistical discovery environment. Regredlysis showed interesting trends in
the scenario space and identified two conceptsdbatinated the vast majority of the
scenario space. However, cases could be foundewdsrh of the concepts would be
dominant, underscoring the need for robustnessiatiah when considering alternatives

in the defense acquisition process.
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CHAPTER 6

CONCLUSIONS

6.1 Final Experiment

This dissertation was undertaken with the hopengbroving the ability of the early
defense acquisition process to understand and acdou robustness in the design of
military systems and systems-of-systems. The guesihien becomes, because defense
systems can only truly be evaluated after thewviserlife has ended [183], and because
defense systems are too expensive to provide daritbexperimental alternatives, how

does one determine if the new way is better tharotd.

While modeling and simulation approaches have shokat using Global Regret
Analysis can identify systems that perform “bettactoss many possible manifestations
of friendly tactics, environmental conditions, aademy tactics and technologies, the
performance of the system in the “real world” isalmumore complex. In all likelihood,
the system under consideration will only have tdqyen in a few conflicts; the billions
of possible futures will only manifest to a handfuh reality, we can never know if the
current predictions of what the face of war wilbkolike in the mid-to-long-term will
come true, or if a completely different and unexpdgaradigm of warfare will emerge.
Therefore, the only way to understand the impadhisf dissertation is to document the
decisions that “would have been” during the elegtralesign reviews and, many years in

the future, assess how the decisions that were ow@udpare.
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Because of this inability to validate through expentation the strength of the
methodology presented in this dissertation, a ngoiitative approach must be taken if
any near-term understanding is to be obtainedthénearliest phases of the literature
search, a qualitative comparison was made amongulent methods for assessing
robustness in design. This search was based oreshéis of a thought-experiment, an
exercise in logic, which identified an improveméntobustness as desirable for military
systems. Because we strive to understand how uhent paradigm compares to the
work of this dissertation, the same qualitative pamson exercise will be used to try and

understand how the new method compares with the-sfahe-art.

Figure 131 shows the initial assessment that wad tesbase-line the existing robustness
evaluation techniques (repeated from Chapter e driteria in the left-most column of
the figure will now be used to provide an assessmokthe new method. The importance
of the various criteria will then be manipulateddausing the Technique for Ordered
Preference by Similarity to an Ideal Solution (Sg®pendix A), the robustness of the

new method to various weighting schemes will belaeal.

319



Not Optimizer Based Optimization

Poor - @
Moderate - ©®
Good - O

Ford and Barkan's
Parameter Design
Parkinson (1994)

Kazmer and Roser
O O e O O O @ O O O RobustConcept

(1999)
Design (1995)

Taguchi's
Lewis and

Mathematical Definition
of Robustness
Applicability in
Conceptual Design
Applicability in Pre-
Conceptual Design
Robustness Evaluation
at Capability Level
Applicable to Systems-of-
Systems

Applicable to Multi-
Objective Problems

Optimizable

Automated

Applicability to
Revolutionary Concepts
Robustness Evaluation
Based on Full Life Cycle

© € @€ O O © e e O O
® 6 6 O O 0 e e O o0
© @€ O O O o0 e e e O
® € O O e e o o O O Wide(1992)

Figure 131: State-of-the-art Robustness Evaluatiofiechniques

6.1.1 Mathematical Definition of Robustness

The Global Regret Analysis approach does providergise, mathematical definition of
robustness. This mathematical definition is thegral, over the entire possible futures

space, of the probability weighted local regretuesl
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This definition, however, does not come without Idraes. In order to successfully
evaluate the Global Regret, the designer must be tb integrate the probability
weighted local regret function over all the dimensi of the possible future space. This
integration is not a trivial task, and can requsrgnificant computational power. The
Global Regret can be approximated, however, byiderniag the mean local regret of a
large sampling of the possible futures space, hedlistribution of the local regret in the

possible futures space.

An additional challenge associated with the mathealadefinition of robustness as

Global Regret arises from the discrete nature afiional regret analysis. To evaluate
the Global Regret, a continuous function must beaterd for the response data.
However, the use of highly accurate surrogate nsodats been shown to overcome this

challenge.

6.1.2 Applicability in Conceptual Design

The Global Regret Analysis approach can be usedoimceptual design, assuming
guantifiable data on the measures of merit of @decan be created. Additionally, the
designer must be able to identify the scenariog axach the system or SoS will be
expected to be used. An additional, useful pedaaformation would be an estimation

of the likelihood of the different scenarios.

In a modern systems and SoS design environment,ctimeeptual design phase
incorporates physics-based modeling, historical adpirical relationships, and

capability analysis. These models are createdrdagrated in such a fashion as to return
guantification of the different concepts with resp#o the measures-of-merit for the
program. However, these models may not be valat tve entire scenario space. As a

result, if the designer wishes to gain understandih the robustness of particular
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concepts relative to the other design alternatigsusing Global Regret Analysis,
particular attention must be paid to the suitapibf models over the entire scenario

space.

6.1.3 Applicability in Pre-Conceptual Design

Applicability of Global Regret Analysis in the poenceptual design phase is dependent
on the availability of data quantifying the measud@ merit for different approach
alternatives. In the pre-conceptual design phdesesions are often made on the basis of
heuristics, expert surveys, and back-of-the-emeelcgdculations. These approaches are
intended to weed-out a subset of the design spetast likely to be dominated by other
approaches. Much of this process is accomplisefdctively, through good systems

engineering such as the IPPD process [202] and dogical Analyses. [80]

Once a manageable subset of approach alternaigebden established, however, some
form of ranking for those alternatives is usuabguired while still in the pre-conceptual
design phase. In the case of the JCIDS process)GD requires a ranked list of
approaches prior to the AoA. Because of the coxiyl®f the multiple objectives and
attributes associated with the system approachag benked, in all likelihood some sort
of quantification of measures of effectiveness \wdlve been completed. If a relation
between these quantifications and different scematan be completed, Global Regret
Analysis can be used in pre-conceptual design.edas the timeline of typical JCIDs
studies, which is between six months and a yeas, ékploration is not considered

unreasonable.

Because Global Regret Analysis only is applicalnleeccertain conditions are met in pre-

conceptual design, the method will be considerederaiely applicable.
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6.1.4 Robustness Evaluation at the Capability Level

Global Regret Analysis does a good job of captutirgdifference in robustness among
candidate alternatives at the capability level. |8xeraging the work of Biltgen [24] and
Ender [78], [152] for the construction of the analysis frameworlg thcus for design at
all levels of the SoS hierarchy is the military abjity. The methodology presented in
this dissertation encourages the definition ofltiwal regret fithess metric in terms of the
military capability and costs of each SoS altermti In this way the Global Regret for
each SoS alternative is a function of the probigbvlieighted military capability across
all scenarios. By casting Global Regret in th@&ses, the capability level remains most

important in the design process.

6.1.5 Applicable to Systems-of-Systems

The applicability of Global Regret Analysis to Sp®blems was tackled by considering
a SoS problem for the application of the methodhe Pprimary differences between the
handling of a SoS and a systems problem ariseeimibdeling and simulation aspects of
the design. In particular, the modeling approakbsen for a SoS will tend to favor
techniques that focus on the interaction amongesystin the hopes of identifying
emergent behavior. These models tend to involeesihecification of environmental
parameters, which can naturally be used as thed&dion of the scenario space. In either
case, however, because Global Regret Analysis sameasures of merit from any level

of the SoS hierarchy, it is applicable to SoS,ayst, and subsystems.

6.1.6 Applicable to Multi-Objective Problems

There are two approaches in the current stateesth for multi-objective problems.
The first approach uses some form of overall evalnariterion (OEC), which combines
the different objective of the problem into a sengkore. The challenge associated with

creating a valid and effective OEC is assigningrappate weighting factors to the
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different dimensions of the problem. The secongt@gch is the use of Pareto Frontiers.
Pareto Frontiers carry forward a family of solusanstead of a single “best” solution.
These solutions define the hyper-space boundafigerdormance with respect to the
competing objectives of the design problem [179].three-dimensional example of a
Pareto Frontier is shown in Figure 132. In thenepd®, each of the three attributes
improves by increasing. The family of solutionsttliepresents the boundary of the
performance with respect to the three attributesh@vn by the convex red surface in the

figure.

Figure 132: 3-D Pareto Frontier
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Global Regret Analysis requires the use of an OE€abse of the need to create a single
value for comparison with other solutions for atijgatar scenario. Because only one of

the two state-of-the-art approaches to multi-objecproblems can be handled in the

current formulation, the method will be considetedbe mostly applicable to multi-

objective problems.

6.1.7 Optimizable

The ability of Global Regret Analysis to be coupledh an optimizer depends on the
behavior of the Global and Local Regret functionthvwehanging scenario parameters.
As a general rule, the capability of the alterregiwinder consideration was observed to
be non-linear with local minima, and discrete jumpssome regions of the scenario
space. This behavior was what drove the use oifiddat Neural Network-based
surrogate models. However, because Global Regralysis does lead to a single-value
measure for each candidate alternative, the asalgan be written in a standard

optimization form. [243]

Because of the non-linear behavior of the GlobarBeFunction, a stochastic optimizer
would be the preferred choice, as opposed to a gradient-based or path-building
method. Both genetic-algorithm [243] and simulaa@tealing [75] approaches could be
applied to this type of problem, especially givére trapid-response of the surrogate

models.
Because fairly advanced stochastic optimizatiomn@pies are required for use with

most Global Regret Analysis applications, the meétivil be considered to have mostly

met the optimization criteria.
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6.1.8 Automated

The applications used in the testing of the hypsgkefor this dissertation, and for the
complete methodology demonstration have both beaducted in an automated fashion.
While there was considerable time required for dmmstruction of the parametric
scenario generator for each case, once the envemoinmas built and the alternatives
modeled, the DoE was run through an automated gsousing Model Center. The
computational time for the hypothesis demonstrati@s approximately one week on a
desktop computer, which would have been signifigamiore if the cases had been run

manually.

In a sense, Global Regret Analysis requires annaatied approach to modeling and
simulation because of the large number of scenahiasmust be explored to create the
scenario surrogate models for each alternativee ddgree of automation will impact the
time required to complete the analyses, but notabrgut the method inhibits automation.
There is no human-in-the-loop requirement oncectises have been programmed. The
determination of an appropriate objective functidoes require the interaction with
decision makers, and often iteration among inteceglrties. Therefore, Global Regret

Analysis will be considered to be a moderately mgted approach.

6.1.9 Applicable to Revolutionary Concepts

Global Regret Analysis is applicable to revolutigneoncepts to the degree that they can
be captured by the modeling and simulation enviremimchosen by the designers.
Revolutionary concepts imply that simple empiriga@lationships that have been
traditionally used for aircraft conceptual and posceptual design will no longer be
applicable. In this case, the designer must rety physics-based analysis for

understanding the capability of the revolutionaopeept.
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The example used for hypothesis testing in thisettation used a physics-based
modeling and simulation approach. The agentseénetivironment were modeled based
on physical equations derived from basic physiacahgples such as the Newton’s

Second Law for calculating aircraft flight perfornta. Because these relationships do
not change for revolutionary concepts, the revohdry concepts can be integrated easily

into the type of modeling and simulation used v@tbbal Regret Analysis.

6.1.10 Robustness Evaluation based on Full Life Cyc e

Because of the scope of this dissertation effdrg &pplicability of Global Regret
Analysis to the full life cycle of a System of Sgsts was not considered in either the
example used for hypothesis testing nor the exangee for demonstration of the entire
method. The lack of an example to cite for detamng the applicability of Global
Regret Analysis to the full life cycle means tHa¢ determination must be made on the

basis of logic, and could be disproved in the feitur

There are two primary requirements for a desigoeude Global Regret Analysis: a
single OEC that exists at the capability level (@otentially other levels if requirements
dictate) and the ability to consider the impactiffierent possible scenarios on that OEC.
Therefore, if other aspects of the SoS’s life cysleeh as maintenance, logistics, training,
disposal, etc, can be modeled so that competiegnalives receive a numerical score in
each area, and that score can change accordinifécedt possible scenarios, Global
Regret Analysis will be applicable for assessirg ribbustness of the entire life cycle of
the SoS. However, if models of those life cyclegasses can not return a score for each
alternative, or the models are not able to incaf@scenario parameters into that score,
Global Regret Analysis would not be suited for assey the robustness of that particular

aspect of the SoS life cycle.
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Because of the varying level of maturity of modiesthe entire SoS life cycle, Global
Regret Analysis will be considered to have a lowrnderate ability to capture the
robustness of these activities. Additionally, filanning processes for post-acquisition
activities of the SoS life cycle are typically r@ndled until after the Milestone A review
in the defense acquisition process. However, asetaoibr the entire SoS life cycle
mature and are integrated more readily into con@@nd pre-conceptual design, Global
Regret Analysis will be able to incorporate thosedeis without modification to the

method.

6.2 Comparison of Global Regret Analysis to Existig Methods
Having discussed the merits of Global Regret Analysth respect to each of the metrics
used for qualitative assessment of robustness migthGlobal Regret Analysis was
assigned “poor”, “moderate”, or “good” score focka These scores are summarized in
the final column of Figure 133. As can be seethanfigure, for some metrics, such as
“Robustness Evaluation at Capability Level,” Glolégret Analysis is clearly the
superior option. With respect to some other mgtrstich as “Robustness Based on Full

Life Cycle”, Global Regret Analysis falls short ather approaches.
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Figure 133: Comparison of Robustness Methods

In order to gain more insight into the “goodnesd$” Global Regret Analysis, the
Technique for Ordered Preference by Similarity to kleal Solution (TOPSIS)
methodology was used. TOPSIS is discussed inldetAppendix A. Two approaches
were used to quantifying the data in Figure 138e first approach assigned a value of 1
to poor performance, 2 to moderate performance,3aimdgood performance. This type
of scoring is referred to as a linear scale, amdbsauseful for its simplicity. The second
approach used a ratio scale, where a value of lassigned to poor performance, 3 to

moderate performance, and 9 to good performantes type of scale allows approaches
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with strengths in a particular area to be easitinlguishable from those with low

performance.

Because it is impossible to know which of the nostrused to judge robustness
methodologies will be most important to analystéarge number of weighting schemes
were developed using a MCS approach, and thetgtatier the TOPSIS “best” solution

recorded. The results of the MCS, for which 10,088es were run, are shown in Figure

134 and Figure 135 for the linear scale and rat#des respectively.
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Figure 134: Best Approach, Linear Scale
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Figure 135: Best Approach, Ratio Scale

As can be seen in the figures, the number of timmesarticular approach appears as the
dominant approach changes depending on the weggbtineme. For example, method 3
does ever appear as a best solution with the sate, though it does with the linear

scale. Additionally, the rankings of approaches through five changes depending on
the scale used. What does not change betweerdhes showever, is the dominance of
weightings for which approach 6, Global Regret Asml, is the “best” approach. While

it is clearly not a silver bullet for addressingoustness, the method shows a great

improvement over the state-of-the-art for most \Wweigg schemes.
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6.3 Contributions
This section contains a summary of the major cbuations of this dissertation to the
aerospace engineering and defense acquisitiorsfield
» Survey of the current state-of-the-art with respecbbustness evaluation in
defense acquisition
* ldentification of gaps in the current defense asijon process related to
robustness evaluation
* Proposal of a method that defines robustness imnstef capability level metrics
* Quantitative definition of robustness that incogies system and scenario
variables
» Supported the individual elements of the methodubh hypothesis testing
o0 Parametric Scenario Generator M&S
o0 Surrogate Models for Scenario Space Modeling
o0 Mathematical Definition of Global Regret
o Filtered Monte Carlo Simulation for Visualization
* Demonstrated the use of Global Regret AnalysisifertUSAF’'s Persistent
Precision Strike application
o Discovered visualization for single and dual domiceof concepts in
local regret visualization
o Provided a method for visualizing the useful scenspace for different
concepts and discussed the implications for misgianning
» Compared Global Regret Analysis to current, stétéhe-art robustness

evaluation methods and discussed advantages

6.3.1 INCOSE SoS Challenges

The INCOSE identifies 7 challenges related to thgireeering of SoS in the INCOSE

Systems Engineering Handbook [123]. These chaderage listed as being above and
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beyond the challenges associated with engineeromyemntional systems. Biltgen
summarizes the challenges and discusses theirilmatiin to the unique nature of SoS

[24].

System Elements Operate Independently

Systems Elements Have Different Life Cycles

The Initial Requirement are Likely to be Ambiguous
Complexity is a Major Issue

Management Can Overshadow Engineering

Fuzzy Boundaries Cause Confusion

N o o & 0w bdh P

SoS Engineering is Never Finished

Because the defense acquisition process was thimgtpoint for the development of the
ideas of this dissertation, these 7 challenges weténcluded in the initial development
of Global Regret Analysis. However, Global Regketlysis does partially address two
of the challenges identified by the INCOSE: amiiguof initial requirements and

management overshadowing engineering.

Ambiguity in the initial set of requirements can jpartially addressed by Global Regret
Analysis by structuring the Parametric Scenario €tator and M&S so that the
requirements with ambiguity are included as scenaariables. For example, if the radar
signature requirements for an aircraft were amhiguearly in the design phase, they
could be incorporated into the Global Regret calitoh in one of two ways. The first
way would be the construction of the local fitn&ssction in such a fashion as to impose
a penalty when the signature constraint was vidlat@his constraint could then be
varied and the robustness of the concepts wouldidecthe moving requirement. A

second approach would be to re-size the set ofea@ach time a vehicle requirement
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changed. This approach would allow the comparisiothe robustness of approaches,
not just individual concepts. Unfortunately, thegoproach would be much more

computationally intensive than the modified fitnéssction.

The second challenge that Global Regret Analysisgtig addresses is the challenge of
management overshadowing engineering. As was shiowhe demonstration of the
methodology on the Persistent Precision Strike @t@nfor each of the five concepts a
combination of OEC weighting factors and scenaaoables could be found to make
any concept dominant. The implication of this digary is that if program management
had a concept that was preferred for reasons beyyms# stated for the analysis, a case
could be made for that concept being the “bestdweler, by using the Global Regret
Analysis approach in assessing robustness, thesedses could quickly be shown as
outliers, while the dominant concepts were “bes#rahe majority of the scenario space.
While Global Regret Analysis does address the is$meanagement being able to dial in
scenarios for a favored candidate, it does not Weélp another aspect of the management
issue. Because SoS are so complex, the prograragaarent necessary to coordinate

among the different vendors, designers, usersfiarters can be overwhelming.

6.4 Final Thoughts

Finding robust solutions to problems requires more effort than finding an optimal

solution. The optimal solution makes the desigaely think of one scenario, one
(sometimes composite) objective function, and aosebnstraints. The robust solution,
on the other hand, needs to consider the objeétinetion, the set of constraints, and
how those change over many possible scenarios, giu#n the rapid pace at which the
world is changing and the lives that are on the Vitlnen considering military systems, we

must strive to overcome these difficulties and midleebest possible decisions.
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6.4.1 Future Work

The majority of the work in this dissertation foedson the comparison of a few, materiel
solutions to a capability need. However, the psecef parsing through the billions of
morphological combinations that exist in the desgace, especially when non-materiel
solutions are including, has not been well docueetint the defense acquisition process.
A formalization of the morphological analysis malkdor the early defense acquisition
process could greatly clarify the process of redgidhe design space in a logical and

systematic way.

There is the potential to greatly improve the dffemess of a system-of-systems through
the tactical manner in which it is employed. US@8al Forces use essentially the same
equipment as the enemies they engage, yet aretically superior they nearly always
prevail. The tactics for using a system are tylpideft to they operational phase of the
system’s life cycle. Beyond a brief CONOPS, thielieos must train and learn to employ
the system after its design. If tactics could beoanted for easily in the early modeling
and simulation efforts of conceptual design, thiastics could in turn be accounted for

in the design itself, possibly reducing cost onéasing expected performance.

The Global Regret Analysis methodology could beagxied and tested in a number of
ways that would contribute to its usefulness. Titst area for additional research is the
implementation of the fitness function for the exaion of the local regret. While OECs
have wide acceptance in the aerospace and defeggisiion communities, they are not
without critics. Exploration of the use of othechniques such as AHP, TOPSIS, or
Pareto Optimality would enhance the ability of GlbliRegret Analysis to overcome

criticisms of OECs.
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The second area of additional research for the #&l&®egret Analysis methodology
would be improvements in the definition for thedbtikelihood function for the scenario
space. In the formulation presented for the ltikalihoods, all of the scenario variables
are treated as independent variables. In redlibyvever, there would most likely be
correlations among the various scenario variablesnany cases these correlations could
be linked to other metrics, such as levels of fogdin the adversary’'s research and
development, level of hostility, and environmentdlaracteristics of the adversary’'s
country. Accounting for these correlations wouldwa for a more accurate vision of the
likelihood of plausible futures, and consequentybetter assessment of the Global

Regret for each competing alternative.

6.4.2 Support for Global Regret Analysis

Throughout this dissertation, the author has sttovaddress the creation of the Global
Regret Analysis method in a scientifically soureheatable way. However, especially
with regard to the experiments in logic that ledthe selection of the particular tools

used, the human mind was the laboratory for theeexy@nt. In these cases, other
scientists and engineers might reach different losians. Therefore, for consensus to be
reached, scientific dialog on the topic is requiréspecially when the hypotheses of the
work deal with subjects that can not be explicghpven, the merits and weaknesses of

the method must be explored.

This dissertation provided two example problemg firavided support to the overall
hypothesis that Global Regret Analysis has strefathddressing robustness early in the
defense acquisition process. The examples weeetsdl to hopefully allow readers to
extrapolate the metrics, systems, and environmemnsidered to problems relevant to

their own work. However, because the degree pdréiyethe author is in aerospace
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engineering, it was necessary to keep the exangukcations in that arena. The work
contained here has provided two successful appmitatof Global Regret Analysis;
however, the bounds of its applicability still netxd be tested. The bound of Global
Regret Analysis’'s applicability have been suggedbeded on logic throughout the
development of the method. However, these bounitisomy become clear as the

method is used.

6.4.3 Exploring the Bounds of SoS Performance

A wide variety of factors beyond simply the SoSapability and cost drive defense
acquisitions. The military industrial complex inves lobbyists, politicians, military

planner, and budget controllers. [68] In most castscted officials must show how the
work they have done has benefited their home distadding another degree of
complexity to the SoS acquisition problem. Whillléal Regret Analysis does a good
job of allowing decision making based on the calggiband cost concerns of the SoS,

M&S does not exist for all of the political factas§the military industrial complex.

Regardless of these complexities, Global Regrety&isprovides one major benefit for
decision makers, even if decisions are not trulyeldaon the capability and cost of the
So0S. The ability to understand the bounds of perdmce for a system relative to its
alternatives would be very valuable for a militacgmpaign. If mission planners
understood the topology of the scenario space amd able to explore that space rapidly,
situations that posed challenges could be addrasskede lives were lost. If after the
acquisition process was complete, it became app#ranthe SoS would be used in an
area of degraded performance as identified by GIRbgret Analysis, training or tactics
could be altered to improve the system performaacghe mission might be cancelled.
This understanding would also help politicians prep for potential backlash by

identifying a priori the military situations thatigit result in regret.
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APPENDIX A

METHODS

A.1 Functional Decomposition

A functional decomposition, just as the name suggdseaks down the system design
based on the functions it will accomplish. Rattten looking at the physical system
parts, the functional decomposition could be acd@hnged by asking “what must the
system do?” An example functional decomposition &m aircraft might include
“generate lift”, “store payload”, and “generateust.” Functional decompositions are
useful for organizing conceptual design alternatiwden the requirements do not dictate

a specific type of physical system. They encoueaggineers to “think outside the box”

when deciding how to accomplish the tasks requifatie system-of-systems.

A.2 DoE Methods

Design of Experiments is a collection of mathenatiapproaches to structuring
experiments in such a way as to gain as much irdoom from each experimental run as
possible. According to Breyfogle, “DoE Techniqueler a structured approach to
change many factor settings within a process at and observe the data collectively for
improvements/degradations.” [36] There are mapgs$yof DoEs that are specialized for
certain applications, so some knowledge of therpatd the system being explored is
helpful. When little knowledge of the system ia#able, a set of screening DoEs can be
used to gain insight with little effort. DoEs armaost helpful when individual

experimental runs are expensive, either computaltigrin terms of labor, or dollars.
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Reductionism is often coupled with DoE techniquds. SoS problems especially, the
number of independent variables available for maaipn is large. Screening DoEs,
coupled with Analysis of Variance (ANOVA), can haipduce the number of variables
that are considered in early design phases. [25@host SoS problems, only a handful of
variables have significant influence on the valtigbof the metrics of interest over the
ranges relevant to the problem. By using ANOVAsth variables may be identified and

the rest defaulted with little impact on the accyraurrogate models.

A.3 TOPSIS

The Technique for Ordered Preference by Similartyan Ideal Solution (TOPSIS)
provides a simple procedure for obtaining a defiaiset of ranked alternatives. TOPSIS
involves the selection of important design critetize assignment of weights to those
criteria (often from the QFD) and then the evalaif alternatives based on the distance
of those alternatives’ design criteria from an Ide&or this procedure a positive and
negative “ideal” case are created, and the altendhat is closest to the positive ideal
and farthest from the negative ideal is rankedchigbest. Geometrically this is shown in
Figure 136. The Pareto Curve is a curve definedhieylimit of cases that minimize
attributes 1 and 2. The Pareto Curve can be thooighs an isovalue contour of the
maximum fitness for the feasible design space basethe overall evaluation function
that is used to evaluate concepts. The best casédvbe that case which minimized
attributes 1 and 2 based on their respective wejgimd lies as close to the ideal solution

as possible.
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Figure 136: Graphical Representation of TOPSIS

TOPSIS involves first creating a decision matrix afternatives as rows and
responses/characteristics as columns. These csluma then populated for each
alternative based either on simulation results,isogb data, or qualitative assessment. |If
a qualitative assessment is used, the values reusbriverted to a numerical scale. The
dimensional values in this matrix are then nornealipn a scale of -1 to 1 by dividing
each entry by the square-root of the sum-of-squairés column and then multiplied by
the weighting factor associated with the respomsgharacteristic. Each response is then
characterized as a cost or a benefit, for exam@jgopd and endurance are benefits and
are maximized while carbon dioxide emissions anditzg field length are costs and are
minimized. The responses considered for this implgation follow a weighting

structure that is adjustable depending on the juedraf the evaluating engineers.

In order to establish a basis for comparison faheaternative a positive and negative
ideal are selected based on the weighted valuggeotesponses. The positive ideal is the

set that includes the maximum value in the matdx édach of the benefits and the
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minimum value for each of the costs. Then negateal possesses the maximum value
for each of the costs and the minimum value fohezcthe benefits. The separation of
each alternative from the positive and negativealide calculated based on the square-
root of the sum-of-squares of the differences betwthe alternative and the positive

ideal, and then again for the alternative and #gative ideal.

The relative closeness of each alternative todkalisolution is then calculated based on
the separation from the negative solution dividgdha sum of the positive and negative
separations. This ranking system results in aevédu each alterative between 0 and 1,
where 0 corresponds to the worst alternative anid the best. A flow chart of the

TOPSIS methodology is included as Figure 137.
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TOPSIS Flowchart

Figure 137
ing engineers

-

-

-
-

s
e

=
=

L. -
N

=

-

d to each system evaluation metric, i

-

.

-

-
.

hts from the evaluat
hts and allows the further study of s

assigne
weig
weig

When the fitness of each concept with respect ¢ostystem metrics used for concept
evaluation are plotted on each of the axes of arrgibt, the best system from the
radar plot. Because of the dependence of the bws@uation criterion on the weights

weights over a large number of cases and obsetrends in the resulting rankings. This
type of analysis can be used to show the sengitofitsystem ranking to requirement

TOPSIS methodology will correspond roughly to thdtich has the most area in the



implementation of a TOPSIS evaluation for the dedacof a UAV system is shown in

Figure 138.
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APPENDIX B

CODES

B.1 MATLAB Terrain Generators
B.1.1 Ridgemaker

%Ridge Generator - Fractal
%Benjamin Poole

function [terrain45] = ridgemaker(mountainousnesgghness,max_elev)

% mountainousness = 1;
% roughness = .3;

InitialLine = [0,0;1,0];
Line = InitialLine;
n=1,
randomrange = mountainousness;
while n<=7
segments = size(Line);
segments = segments(1)-1;
segcounter = 1,
while segcounter <= segments
distance = (Line(segcounter+1,1) - Line(seoter,1));
midpoint = 0.5*(Line(segcounter+1,1) - L{gegcounter,1))+ Line(segcounter,1);
slope = (Line(segcounter+1,2) - Line(segutey?2))/distance;
mid_elev = slope*(midpoint-Line(segcounty+ Line(segcounter,?2);
displacement = rand*randomrange;
direction = 1;
if rand<0.5
direction = -1;
end
newpoints(segcounter,:) = [midpoint, directdisplacement+mid_elev];
segcounter = segcounter + 1;
end
Line = [Line;newpoints];
Line = sortrows(Line);
randomrange = randomrange*roughness;
n=n+1,
end
% plot(Line(:,1),Line(:,2))
% AXIS([InitialLine(1,1) InitialLine(2,1) -1 1])
terrainl = Line(;,2);
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terrain2 = max_elev*terrainl;
terrain45 = -1*min(terrain2)+ terrain2;

B.1.2 Terrainmaker

%Terrain Maker
%Benjamin Poole

function [Terrain]=terrainmakerl(mountainousnesgimess,downpercent,iterations)

%clear all
close all
clc

%mountainousness = 1;

%roughness = 0.5;

Initial_Square =[0,0,0;0,1,0;1,0,0;1,1,0]; %x,y,z
%downpercent =.3;

%initializations

Terrain = Initial_Square;
randomrange = mountainousness;
number_squares = 1,

%iterations =5;

%Uncomment if you want the same terrain repeatedly
%rand('state’,0)

iteration_counter = 0;
while iteration_counter<iterations
%Square Step
n=0;
while n<number_squares
%Find the cornerpoints of the square fa flub-iteration
gridsize = (number__ squares" 5);%*(Initiadudre(3,1)-Initial_Square(1,1))
Squarel [mod(n,gridsize)/gridsize*(Initi@quare(3,1)-
Initial_Square(1,1)), (floor(n/gr|d5|ze))/gr|dS|zder’1(t|al Square(2,2)-
Initial_Square(1,2))];
Squarel = Terrain(find(Terrain(:,1)==Squ4i8&Terrain(:,2)==Squarel(2)),:);
Square2 = [Squarel(1)+1/gridsize,Squargl(2)
Square2 = Terrain(find(Terrain(;,1)==Sq4i8&Terrain(:,2)==Square2(2)),:);
Square3 = [Squarel(1l),Squarel(2)+1/grifisize
Square3 = Terrain(find(Terrain(:,1)==Sq4ig&Terrain(:,2)==Square3(2)),:);
Square4 = [Squarel(1)+1/gridsize,Squarel(gyidsize];
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Square4 = Terrain(find(Terrain(:,1)==Squdig&Terrain(:,2)==Square4(2)),:);
Square = [Squarel;Square2;Square3;Squared];

%Find the Midpoint Height
average_elev = (Square(1,3)+Square(2,3)a®(s,3)+Square(4,3))/4;
displacement = rand*randomrange;
direction = 1;
if rand<downpercent

direction = -1;
end
midpointl = (Square(2,1)-Square(1,1))*0.§u&e(1,1);
midpoint2 = (Square(3,2)-Square(2,2))*0.§u&e(1,2);
midpoint3 = direction*displacement+averagjey;
midpoint = [midpoint1l,midpoint2,midpoint3];
midpoints(n+1,:) = [midpoint];
%Update the Terrain
Terrain = [Terrain;midpoint];

n=n+1,
end
%diamond step
m=0;
while m<number_squares
d=0;
while d<4
%find corner points of the diamond tiois sub-iteration
if d==0
Diamond1 = [midpoints(m+1,1),midpisi(m+1,2)-
(1/gridsize)*(Initial_Square(2,2)-Initial_SquareZ))];
Diamond?2 = [midpoints(m+1,1)-(1agize/2)*(Initial_Square(3,1)-

Initial_Square(1,1)),midpoints(m+1,2)-(1/gridsizg{ditial_Square(2,2)-
Initial_Square(1,2))];

Diamond3 = [midpoints(m+1,1), midps(m+1,2)];

Diamond4 = [midpoints(m+1,1)+(1agize/2)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)-(1/gridsizg{ditial_Square(2,2)-
Initial_Square(1,2))];

end
if d==1

Diamondl = [midpoints(m+1,1)-(1agize/2)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)-(1/gridsizg(titial_Square(2,2)-
Initial_Square(1,2))];

Diamond?2 = [midpoints(m+1,1)-(1agize)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)];
Diamond3 = [midpoints(m+1,1)-(1agize/2)*(Initial_Square(3,1)-

Initial_Square(1,1)),midpoints(m+1,2)+(1/gridsizg(titial_Square(2,2)-
Initial_Square(1,2))];
Diamond4 = [midpoints(m+1,1), midpts(m+1,2)];
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end

if d==2
Diamond1 = [midpoints(m+1,1), midps(m+1,2)];
Diamond?2 = [midpoints(m+1,1)-(1agize/2)*(Initial_Square(3,1)-

Initial_Square(1,1)),midpoints(m+1,2)+(1/gridsizg(titial_Square(2,2)-
Initial_Square(1,2))];

Diamond3 =
[midpoints(m+1,1),midpoints(m+1,2)+(1/gridsize)*ial_Square(2,2)-
Initial_Square(1,2))];

Diamond4 = [midpoints(m+1,1)+(1agize/2)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)+(1/gridsizg(tnitial_Square(2,2)-
Initial_Square(1,2))];

end
if d==3

Diamond1 = [midpoints(m+1,1)+(1agize/2)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)-(1/gridsizg{ditial_Square(2,2)-
Initial_Square(1,2))];

Diamond2 = [midpoints(m+1,1), midpts(m+1,2)];

Diamond3 = [midpoints(m+1,1)+(1agize/2)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)+(1/gridsizg(tnitial_Square(2,2)-
Initial_Square(1,2))];

Diamond4 = [midpoints(m+1,1)+(14gize)*(Initial_Square(3,1)-
Initial_Square(1,1)),midpoints(m+1,2)];
end

%does this diamond already exist? (hesee if midpoint is in
%terrain)
midpoint_d = Diamond1+(Diamond3-Diamapya;
exist_test = find(Terrain(;,1)==midpbid(1)&Terrain(:,2)==midpoint_d(2));
if isempty(exist_test)
Diamond1 =
Terrain(find(Terrain(:,1)==Diamond1(1)&Terrain(:;;2yDiamond1(2)),:);
Diamond?2 =
Terrain(find(Terrain(:,1)==Diamond2(1)&Terrain(:;2yDiamond2(2)),:);
Diamond3 =
Terrain(find(Terrain(:,1)==Diamond3(1)&Terrain(:;2yDiamond3(2)),:);
Diamond4 =
Terrain(find(Terrain(:,1)==Diamond4(1)&Terrain(:;;2yDiamond4(2)),:);
Diamond = [Diamond1;Diamond2;Diam8igiamond4];
direction = 1;
if rand<downpercent
direction = -1;
end
displacement = rand*randomrange;
midpoint_d = [midpoint_d,direction$glacement+mean(Diamond(:,3))];
Terrain = [Terrain;midpoint_d]J;
end
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d =d+1;
end
m=m-+1,
end
number_squares = number_squares*4;
iteration_counter = iteration_counter+1;
randomrange = randomrange*roughness;
end
Terrain;

%plotter
x_counter = 0;
x=[l;
while x_counter<=(2*gridsize)
X = [X;Initial_Square(1,1)+x_counter*(Initialg8are(3,1)-
Initial_Square(1,1))/(2*gridsize)];
X_counter = x_counter+1;
end
y_counter = 0;
y=[l;
while y_counter<=(2*gridsize)
y = [y;Initial_Square(1,2)+y_counter*(InitialgBare(2,2)-
Initial_Square(1,2))/(2*gridsize)];
y_counter =y_counter+1;
end
Z=];
for j=1:(2*gridsize+1)
for i=1:(2*gridsize+1)
Z(i,j) = Terrain(find(Terrain(:,1)==x(j)&Teain(:,2)==y(i)),3);
end
end
surf(x,y,2)
hold;
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B.2 MATLAB LOS Calculators
B.2.1 Urban LOS

%urban coverage 3-D
%Benjamin Poole

%ALL DISTANCES IN METERS

clear all
close all
clc

%aircraft altitude, sensor width
h=100000;
w=1000;

%average building size, height, street width
a=10;

b=10;

c=8;

%worst case viewing (over center of the block)
v=a/2;

%number of blocks in swath
blocks=w/(a+b);

%counter initialization
counter = 0;
covered_area=0;

while counter<blocks/2
X=V+Db;
s=b*x-1/2*v*c/(h-c)*x*(1+x"2/v"2)"(1/2)-1/2*v*d(h-
C)*log(INA2*x/(LINA2)NLI2)+(L+x 2 2)N112)) (AN 2)N1/2);
S=s*4,
X=V;
sl=b*x-1/2*v*c/(h-c)*x*(1+x"2/v"2)"(1/2)-1/2*vt/(h-
C)*log(INA2*xI (LN 2)NLI2)+(L+x 2 2)N112)) (AN 2)N1/2);
sl1=s1%*4,
if s<0
s=0;
if s1<0
s1=0;

349



end

end

avgdepth=s1/4/v;

slightly _optomistic_sections=(counter)*8*avgtiefa,;

covered_area = covered_areat+s+sl+slightly dptmmsections;

v=v+a+b;

counter=counter+1;
end
covered_area=covered_area
covered_fraction=covered_area/w"2
covered_percent=covered_fraction*100

covered_of_available = covered_area/(((1-(a/(a&))yN"2)
covered_of available_percent = covered_of avaifable

B.2.2 Terrain LOS

%terrain coverage 2-D

%Benjamin Poole

%inputs are h (height of aircraft), halfswath (léngf half of the swath
% and terrain, a vector of the terrain heights

function [visibility_amount] = linear_terraincoveya(h,halfswath,terrain)
%h is height agl

% h = 100;

% halfswath = 100;

% terrain = [3,4,50,12,13,14,10,1,2,3,4];

d = halfswath/(length(terrain)-1);

x1=0;
X2=x1+1;

hl = terrain(x1+1);
h2 = terrain(x2+1);

angle2 = atan(x2*d/(h-h2));

anglel = atan(x1*d/(h-h1));

theta = angle2 - anglel,

hmax = [h2,d];

if h1 > h2 & theta< 0
visibility(x2) = 0;
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else
visibility(x2) = 1;
end

x1=x2;
X2=x1+1;

while x2 <= halfswath/d
hl = terrain(x1+1);
h2 = terrain(x2+1);
visibility(x2)=1,

if h1 < hmax | h2 < hmax
angle_max = atan(hmax(2)/(h-hmax(1)));
angle2 = atan(x2*d/(h-h2));
anglel = atan(x1*d/(h-h1));
thetal = anglel-angle_makx;
theta2 = angle2-angle_max;
if thetal < 0 | theta2 <0
visibility(x2)=0;
end
end

if visibility(x2)==1
angle2 = atan(x2*d/(h-h2));
anglel = atan(x1*d/(h-h1));
theta = angle2 - anglel,;
if h1 > h2 & theta< 0

visibility(x2) = 0;

end

end

if h2>hmax(1)
hmax = [h2,x2*d];
end
x1=x2;
X2=x1+1,
end
visibility;
visibility_amount = sum(visibility)/(length(visibty));
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B.3 NetLogo Model

;Hunter-Killer Model
:By Benjamin Poole
;18 Apr 2008

breed [HKs HK]

breed [hunters hunter]
breed [killers killer]
breed [missiles missile]
breed [targets target]

globals [
missile-speed
detonation-radius
max-missile-flight
rearming-counter
refueling-counter
blue-missiles-counter
red-missiles-counter

]

HKs-own [
objective

nearest

speed

decider?
discernability-timer
permission?
missile-inbound?
hiding?

weapons

fuel
resupply-timer
resupplying?
last-x

last-y
last-heading
weapon-range
returning?
fly-back?
last-heading-fb
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]

hunters-own [
objective

nearest

speed

decider?
discernability-timer
permission?
missile-inbound?
hiding?

weapons

fuel

resupply-timer
resupplying?

last-x

last-y

last-heading
nearest-support-dist
nearest-support
returning?

]

killers-own [
objective

nearest

speed

decider?
discernability-timer
permission?
missile-inbound?
hiding?

weapons

fuel
resupply-timer
resupplying?
last-x

last-y
last-heading
weapon-range

]

missiles-own [
objective
speed
flight-time]
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targets-own [
hiding?
hiding-counter
can-hide?
missile-inbound?
variety
loiter-time
popup-percent
discernability ; value from 1-10 with 10 diffidul
armed
sensor-range
weapon-range
objective
speed
permission?

]

patches-own [
urban?]

:Basic codes

to setup

ca
random-seed seed

make-HKs

make-hunters

make-killers

make-targets

make-patches

set missile-speed 15

set detonation-radius 1
set-default-shape missiles "missile"
set remember-percentage 0

set base-decision-time 1

set max-missile-flight 100

set refueling-counter 0

set rearming-counter 0

set blue-missiles-counter 0

set red-missiles-counter 0

end

to go

missile-flight
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defenses

huntkill

target-move

unhide

tick

if (count HKs + count killers) = 0 or count tatgavith [variety = "SAM"] = O or ticks
>=5000 [

finish

stop]
end

;Setup codes

to make-HKs
set-default-shape HKs "hk"
create-HKs nHKs [
set size 10
set color blue - 2
set heading O
set speed 3
set decider? autonomous?
set objective nobody
set permission? false
set missile-inbound? false
set hiding? false
set weapons max-hk-weapons
set fuel max-hk-fuel
set resupply-timer O
setxy (who * 200) / count HKs - 100 + sensor4id2 (who * 200) / count HKs - 100
+ sensor-width / 2
set last-x xcor
set last-y ycor
set last-heading heading
set weapon-range BWRange
set resupplying? false
set returning? false
set fly-back? false]
end

to make-hunters
set-default-shape hunters "rg-4a"
create-hunters nHunters |
set size 10
set color blue - 2
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set heading 0
set speed 3
set decider? autonomous?
set objective nobody
set permission? false
set missile-inbound? false
set hiding? false
set weapons O
set fuel max-hunter-fuel
set resupply-timer O
setxy random-xcor random-ycor
set last-x xcor
set last-y ycor
set last-heading heading
set resupplying? false
set returning? false]

end

to make-killers
set-default-shape killers "killer"
create-killers nKillers [
set size 4
set color blue - 2
set heading 0
set speed 3
set decider? autonomous?
set objective nobody
set permission? false
set missile-inbound? false
set hiding? false
set weapons max-killer-weapons
set fuel max-killer-fuel
set resupply-timer 0
setxy random-xcor random-ycor
set last-x xcor
set last-y ycor
set last-heading heading
set weapon-range BWrange
set resupplying? false]

end

to make-targets
create-targets ntrucks [
set variety "truck"
set shape "truck”
set hiding-counter 0
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set size 5

set hiding? true

set color gray

set missile-inbound? false

set discernability Dtruck

set popup-percent Ptruck

set loiter-time Ltruck

set can-hide? true

set objective nobody

set permission? false

set speed 1

setxy random-xcor random-ycor]
create-targets nfacilities [

set variety "facility”

set shape "facility"

set hiding-counter 0

set size 5

set hiding? false

set color red

set missile-inbound? false

set discernability O

set popup-percent 3

set loiter-time 15

set can-hide? false

set objective nobody

set permission? false

setxy random-xcor random-ycor]
create-targets nSAMs |

set variety "SAM"

set shape "sa-6 sam"

set hiding-counter 0

set size 5

set hiding? true

set color gray

set missile-inbound? false

set discernability DSAM

set popup-percent PSAM

set loiter-time LSAM

set can-hide? true

set armed "SAMissile"

set sensor-range RSSAM

set objective nobody

set permission? false

set weapon-range RWSAM

setxy random-xcor random-ycor]

end
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to make-patches

ask patches [

ifelse random 100 < urban-percent [
set urban? true
set pcolor 5]
[
set urban? false
set pcolor 53]]

end

:need to work out a way for the permission notetget if the objective doesn't hide

to huntkill

ask HKs [
ifelse weapons = 0 or fuel <= 0 or resupplyifg?

if not resupplying? [
set last-x xcor
set last-y ycor
set last-heading heading]
resupply] [
ifelse objective != nobody and decider? |
fire] |
ifelse objective != nobody and permission? |

fire] [

ifelse objective != nobody and not decider? |
get-permission] [

ifelse fly-back? [
fly-back] [

hunt]

1111

if fuel >0

set fuel fuel - 1]]

ask hunters [

ifelse fuel <= 0 or resupplying? [
if not resupplying? [
set last-x xcor
set last-y ycor
set last-heading heading]

resupply] [
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ifelse objective != nobody and decider? [
call-in] [
ifelse objective != nobody and permission? |
call-in] [
ifelse objective != nobody and not decider? |
get-permission] [
hunt]
111
if fuel >0
set fuel fuel - 1]]

ask killers [
ifelse weapons = 0 or fuel <= 0 or resupplyifg?
if not resupplying? [
set last-x xcor
set last-y ycor
set last-heading heading]
resupply] [
ifelse objective != nobody and decider? [
fire] |
ifelse objective != nobody and permission? |
fire] |
ifelse objective != nobody and not decider? |
get-permission] [
loiter]]]]
if fuel >0 [
set fuel fuel - 1]]
end

to hunt

target-available

ifelse objective = nobody [] [ ; if i havetarget, do nothing, else move the aircraft in
one of the ways below

ifelse returning? [return] [

ifelse heading = 0 and max-pycor - ycor < spaed max-pxcor - xcor < sensor-width
[

return] [
ifelse heading = 180 and ycor = min-pycor andrx max-pxcor [
return] [
move-aircraft]

11l

end
to return

ifelse ycor < min-pycor + max list speed sensaitivand xcor < min-pxcor + max list
speed sensor-width [
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set heading 0
setxy min-pxcor + sensor-width / 2 min-pycosensor-width / 2
set returning? false][
set returning? true
facexy min-pxcor min-pycor
forward speed]
end

to move-aircraft ; moves aircraft in the searctigga
if heading !'= 180 and heading =0 [
set heading last-heading]
ifelse heading = 0 and max-pycor - ycor >= sijee
forward speed] [ifelse heading = 0 and magepy ycor < speed |
set heading 90
forward sensor-width
set heading 180] [ifelse heading = 180 raumal-pycor - ycor <= -1 * speed |
forward speed] [ifelse heading = 186 arin-pycor - ycor > -1 * speed [
set heading 90
forward sensor-width
set heading 0O][set heading 0]
11

end

to target-available ; checks if there is a targéhiw range, if not, sets objective to
nobody
ifelse any? targets with [not hiding? and not rherf? self turtle-set (list [objective] of
hunters)] [
compute-dist-to-nearest
let terrain-of-target find-terrain
ifelse terrain-of-target = true [
if nearest < sqrt (sensor-width ~ 2 + sersogth » 2) and random 100 < urban-
visibility and random 100 < terrain-visibility [
set objective min-one-of targets with [mading? and not member? self turtle-set
(list [objective] of hunters)] [distance myself]]]
if nearest < sqrt (sensor-width * 2 + serleogth * 2) and random 100 < terrain-
visibility [
set objective min-one-of targets with [mading? and not member? self turtle-set
(list [objective] of hunters)] [distance myself]]]]
set objective nobody]
end

to-report find-terrain
let terrain-of-target [urban?] of patch-set [pabere] of min-one-of targets with [not
hiding? and not member? self turtle-set (list [abje] of hunters)] [distance myself]
report terrain-of-target
end
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to compute-dist-to-nearest

let target-of-interest min-one-of targets witlo{imiding? and not member? self turtle-set
(list [objective] of hunters)] [distance myself]

if target-of-interest != nobody [ set nearestalse target-of-interest |
end

to fire ; if my distance to objective is greateathmy weapon range, move toward
objective, else fire (remove, set objective ander
ifelse distance objective > weapon-range [
ifelse breed != targets [set last-heading hegdi
face objective
forward speed] |
1
if not [missile-inbound?] of objective |
ifelse color = red [
set red-missiles-counter red-missiles-counte}|
set blue-missiles-counter blue-missiles-ceut1]
hatch-missiles 1 [
set heading towards objective
set speed missile-speed
set size 4
forward speed
]
ask objective [
set missile-inbound? true]]
if is-HK? self or is-hunter? self [set weaponsapens - 1]
set objective nobody
if is-HK? self [set fly-back? true]
set permission? false]
end

to get-permission
ifelse [discernability] of objective + base-deaistime <= discernability-timer [
set permission? true
set discernability-timer O][
set discernability-timer discernability-timer } 1
end

to resupply
set resupplying? true
ifelse xcor > min-pxcor + 1 and ycor > min-pycorl and ((member? self killers and
(weapons = 0 or fuel <= 0)) or (member? self HKd aneapons = 0 or fuel <= 0)) or
(member? self hunters and fuel <= 0))[
facexy min-pxcor min-pycor
forward min ( list speed distancexy min-pxcan+pycor )] |
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ifelse resupply-timer < resupply-time [
if resupply-timer = 0 and fuel =0 [
set refueling-counter refueling-counter]+ 1
if resupply-timer = 0 and weapons = 0 and (hember? self hunters) [
set rearming-counter rearming-counter + 1]
set color black
set resupply-timer resupply-timer + 1] |
ifelse return-last? and distancexy last-x {asto.1 [
set color blue - 2
ifelse is-hk? self [set weapons max-hk-weapon
set fuel max-hk-fuel] [
ifelse is-killer? self [set weapons maxekiiweapons
set fuel max-killer-fuel] [
set fuel max-hunter-fuel]]
facexy last-x last-y
forward min (list speed (distancexy laststig))][
ifelse return-last? [
set color blue - 2
set resupply-timer O
set heading last-heading
set resupplying? false] [
set color blue - 2
ifelse is-hk? self [set weapons max-hk-weapons
set fuel max-hk-fuel] [
ifelse is-killer? self [set weapons max-kileeapons
set fuel max-killer-fuel] [
set fuel max-hunter-fuel]]
set resupply-timer 0
setxy min-pxcor + sensor-width / 2 min-pycor
set heading 0
set resupplying? false

11

end

to call-in
if any? (turtle-set (list killers hks)) with [wpans != 0 and objective = nobody] and not
[missile-inbound?] of objective and not any? ((exdet (list killers hks)) with [objective
= ([objective] of myself)])[
compute-nearest-support
if nearest-support-dist < comm-length [
ask nearest-support [
set last-heading-fb heading
set last-x xcor
set last-y ycor
set objective [objective] of myself]
set objective nobody
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set nearest-support nobody]]
end

to compute-nearest-support

set nearest-support-dist distance min-one-ofl¢uset (list killers HKs)) with [weapons
I= 0 and objective = nobody] [distance myself]

set nearest-support min-one-of (turtle-set (#iders HKs)) with [weapons !'= 0 and
objective = nobody] [distance myself]
end

to loiter
ifelse random 100 <50 [
set heading heading + random 35] [
set heading heading - random 35]
forward speed
end

to fly-back
set fly-back? true
ifelse distancexy last-x last-y > 0.1 [
facexy last-x last-y
forward min (list speed (distancexy last-stig))][
set heading last-heading-fb
set fly-back? false]
end

to defenses
ask targets with [armed != 0 and not hiding?] [

ifelse objective != nobody [

fire ][

if (count HKs != 0 or count hunters != 0 or cbkillers != 0) and distance min-one-of
turtles with [breed != targets and breed = misggi[distance myself] < sensor-range [

set objective min-one-of turtles with [breedtérgets and breed = missiles] [distance
myself]]

1]

end

to missile-flight
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ask missiles [
ifelse flight-time >= max-missile-flight [dig]

ifelse [hiding?] of objective and random 10@emember-percentage [

ask objective [set missile-inbound? false]

die] [

ifelse distance objective < detonation-radius [
kill] [

ifelse abs (subtract-headings heading towalgective - 180) <5 |

kill] [

set heading towards objective

forward min ( list speed (distance objective) )
set flight-time flight-time + 1

1111

end

to kill
ask objective [die]
die

end

;Target codes

to target-move
ask targets with [speed != 0 and not hiding?] [
set heading heading + random 15
forward speed]
end
to unhide
ask targets with [hiding?] [
if random 100 < popup-percent [
set hiding? false
set color red]]
ask targets with [not hiding? and can-hide?] [
if hiding-counter > loiter-time [
set hiding? true
set hiding-counter O
set color gray]]
ask targets with [hiding? = false] [
set hiding-counter hiding-counter + 1]
end

to finish
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file-open "test.txt"
file-write "Threats ="
file-write count targets with [variety = "SAM"]
file-write ","
file-write "Facilities ="
file-write count targets with [variety = "faity"]
file-write ","
file-write "Trucks ="
file-write count targets with [variety = "trugk
file-write ","
file-write "HKs ="
file-write count hks
file-write ","
file-write "Hunters ="
file-write count hunters
file-write ","
file-write "Killers ="
file-write count killers
file-write ","
;file-write "Rearming ="
file-write rearming-counter
file-write ","
;file-write "Refueling ="
file-write refueling-counter
file-write ","
;file-write "Blue_Missiles ="
file-write blue-missiles-counter
file-write ","
;file-write "Red_Missile ="
file-write red-missiles-counter
file-write ","
file-write "Ticks ="
file-write ticks
file-close

end
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