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Let me say quite categorically that there is no such thing as a fuzzy concept... We

do talk about fuzzy things but they are not scientific concepts. Some people in the

past have discovered certain interesting things, formulated their findings in a

non-fuzzy way, and therefore we have progressed in science.

Rudolf E. Kalman

(May 19, 1930 - July 2, 2016)
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SUMMARY

In utility piping and fluid transportation pipelines, it is often desired to have a

robotic device that can navigate the complex structure to carry inspection to main-

tain the integrity of these infrastructures. In this work, an attempt to design an un-

tethered micro autonomous underwater vehicle, µAUV, is conducted. The mechan-

ical, electrical, control and perception system are developed through a proposed

model-based mechatronic design approach. Key design tools are validated includ-

ing the measurement of hydrodynamic drag and thruster performance, a visual dy-

namic software-in-the-loop simulation is developed that incorporates the validated

vehicle model, a model-based quaternion error attitude controller is implemented

and a structure light perception system and method is proposed.

xvii



CHAPTER 1

INTRODUCTION

1.1 Motivation

With the advent of improved computing, sensing, and prototyping technologies it

is becoming easier to develop robots with improved mobility, smaller scale, and in-

creased autonomy. Opportunities exist to use such robots in new environments and

in new ways. Autonomous Unmanned Vehicles in particular have received great in-

terest in recent years, specially multi-rotors. An interesting subset are autonomous

underwater vehicles that are developed for use in military, inspection, installation,

photography and scientific exploration.

This thesis explores an area rarely addressed within autonomous underwater vehi-

cles, which is the use of such systems in confined spaces and in close proximity to

other structures, where the dynamic behavior changes in complex ways requiring

a more reliable perception system, an adaptive controller and an agile dynamic re-

sponse. The specific use case considered in this work, is in the navigation of a robot

within a network of water pipelines.

Considering all of the various pipeline infrastructures in the world, be it gas, oil,

or water, there have been major improvements in the inspection technologies avail-

able. However, there remains a large percentage of facilities that current technolo-

gies cannot address, with one major challenge being the ability for tools to access

and perform the inspection.

And given the increasing pressure to maintain higher levels of equipment integrity,

and the fact that millions of miles of pipelines will only grow older, outliving their

1



design life where more frequent inspection is required to extend their operations,

there is an important need to develop new inspection techniques, and not just the

transducers that perform the inspection measurements, but as importantly the lo-

comotion methods that deliver them to the inspection spot. The technologies re-

quired to address the gaps in pipeline inspection vary and may require custom solu-

tions, depending on the use case.

Currently, there is limited autonomy available on pipe and pipeline inspection tools.

Introducing a higher level of autonomy and intelligence to inspection tools will al-

low for a larger degree of flexibility in reaching complex parts of the piping net-

work, in minimizing critical service interruptions where tools can be deployed and

“live” inside the infrastructure, in optimized inspections where the system performs

decisions in real-time as to where to perform higher resolution inspection, without

resorting to off-line analysis and redeployment.

Consider the case where an extended network of pipelines are inspected, a stan-

dard inspection tool will likely be passively propelled through the network, per-

forming scans at a certain resolution. The data is then analyzed off-line and it is

determined that few anomalies require higher resolution inspections, so deployment

is needed. A system with the ability to flexibly maneuver within the network and

which can perform high level decisions on where to perform higher resolution in-

spections can significantly optimize the inspection process.

The motivating vision behind this work is the expectation that integrated autonomous

inspection systems are to exist in the future, across infrastructure facilities, and the

work performed in this thesis is focused on exploring the feasibility of having a ma-

neuverable autonomous underwater vehicle that can serve to be part of this inte-

grated inspection system.

More specifically, the purpose of this thesis is to develop an autonomous mobile
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robot platform that can navigate, untethered, in a confined underwater environ-

ment, and to develop a design framework that can be used to replicate said design

and enable its functional optimization. The design approach used is a mechatronic

design approach, where different components of the system are designed coherently

and in parallel. The designed system is divided into three parts: A. The electrome-

chanical system which, as the name suggests, encompasses the mechanical design,

electrical, electronics and optics. B. The perception system, and C. The control sys-

tem design.

In pursuing this project we hope to advance the feasibility of using a maneuverable

robot in confined environments, and in doing so understand the limitations and op-

portunities that come with such a system.

1.2 Related Work

1.2.1 Pipe and Pipeline Inspection Technologies

Existing pipe and pipeline inspection technologies, commercial or research oriented,

can be classified into two main categories, internal and external. Internal inspec-

tion can be divided into tethered and untethered tools. External inspection can be

performed manually by a technician passing the inspection tool over the structure.

High level inspection and surveillance of pipelines is being increasingly performed

via unmanned aerial vehicles. Robotic locomotion mechanisms carrying the inspec-

tion tool for external inspection generally use a crawling locomotion mechanism.

Crawling locomotion can be further subdivided into snake locomotion, inchworm

locomotion such as those developed in [1], [2] and [3] or wheeled locomotion as in

[4] and [5]. External inspection technologies, aside from aerial high level scanning,

are limited in their use and reach. They are generally reserved for short sections of

exposed pipelines and for facility piping.
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Internal inspection tools, on the other hand, have witnessed more interest both

commercially and within the research community. Internal inspection tools make

it possible to inspect buried and or subsea pipelines, or insulated piping. Unteth-

ered internal inspection tools can be used in pressurized and isolated pipe systems,

and can travel long distances. The most widely used commercial tool in pipeline

inspection is called a “smart pig” or “ILI” (In-line Inspection) tool, as in [6]. Such

tools are untethered, and are designed to create a seal around the circumference in-

ducing a pressure build up upstream that propellers the tool forward, as illustrated

in Figure 1.1.

Circumferential  "Seal"Inspection Transducers

Figure 1.1: In-Line Inspection Tool “Smart Pig”

While “smart pigs” have been successful commercially, they have limitations, and

it is estimated that 60% of gas pipelines in North America for example are “unpig-

gable” [7], that is, they are not suitable for deploying a “smart pig”. The case for

water piping would likely be similar, since these water pipe networks are not tradi-

tionally equipped with similar in-line inspection deployment and retrieval channels.

Some of the limitations with in-line inspection tools include: flowrate/pressure,

variable diameter pipelines, internal obstruction, branches and non-ferrous material.

Furthermore, such tools are not used on facility piping. Researchers have developed

a number of different internal locomotion mechanisms. Hu [8] developed an unteth-

ered system by which a propeller converts rotation induced by the pipe fluid flow,

into a reciprocating motion. Many other researchers have developed a variety of in-
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ternal tethered crawler type locomotion. Yoon, Roh, Choi and others [9], [10], [11]

developed inspection robots with wheeled locomotion. Qiao [12] and Takahashi [13]

developed an inchworm type robot. While, Trebun [14], Kuwada [15] and Suzumori

[16] used snake locomotion.

In this work, we would like to use a self-propelled, untethered micro underwater ve-

hicle to navigate the pipe systems. Our work is an extension of the work done by

Wu [17] and in collaboration with Massachusetts Institute of Technology’s Mecha-

tronics Research Lab (MIT MRL). The focus of this work is not on the inspection

aspect of the technologies but on locomotion, the method by which the inspection

tool is carried.

1.2.2 Underwater Robots

Development of unmanned underwater vehicles, also termed remotely operated

vehicles (ROV), goes back decades. Beginning in the 1960s, they were first devel-

oped to conduct dangerous and important work, such as bomb recovery. The oil

and gas industry adopted their use in the 1970’s with the development of off-shore

structures [18]. ROVs are built for high stability, maneuverability, and are usu-

ally equipped with manipulator arms of various sizes and for various purposes [19].

Other attachments include cameras and sensors for monitoring and exploration ac-

tivities. Pluto, shown in Figure 1.2 is a remotely operated underwater vehicle used

in underwater mine identification and destruction.

Another class of underwater vehicle is the underwater glider [21], which is designed

to sink controllably, gliding toward the target. It then floats back to the surface

and repeats the motion with a high degree of energy efficiency and autonomy. Such

underwater vehicles have been used to gather oceanic data, monitor oil spills, and

they have been tested for military use.

There are very few existing underwater robot designs that are on the same scale
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Figure 1.2: Remotely Operated Underwater Vehicle - Pluto [20]

considered in this thesis. Bhattacharyya [22] developed a football sized underwater

robot that employs 6 micro pumps to propel the robot. Bio-inspired underwater

water robots inspired by fish, octopus, and others [23], have been investigated. We

will consider “small” or “micro” underwater robots to be those that can be carried

with one hand.

1.2.3 Underwater Perception

Suitable perception sensors and methods, would allow the robot to localize its po-

sition, determine its position and orientation with respect to its surrounding and

detect obstacles ahead.

Acoustic

Sonar is, by far, the most widely used perception technique in underwater vehicles.

Sound waves have the ability to travel long distances underwater. However, sound

waves at, and around, the sonic wave range have low bandwidth.

Vision

Vision systems are increasingly being deployed in underwater applications for the

purposes of perceptions. Camera sensors continuously improve in speed and ac-
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curacy. These improvements are accompanied by improved on-board computing

power.

In [24], a monocular vision camera was used to estimate the pose relative to an el-

liptical dock. In [25], a monocular vision camera was used to estimate the location

of circular features underwater. In [26], 3D scanning was performed underwater us-

ing a stereo monocular vision by taking refraction into account.

Within confined spaces, such as pipelines and pipes, vision systems have been used

to detect obstacles, bends, and tees [27]. One of the main areas investigated in this

thesis is the ability to achieve sufficiently accurate pose estimation in order to nav-

igate the robot within the pipe network, or other structured confined space with

minimal to no collisions.

1.2.4 Control

In the area of remotely operated vehicles, or underwater robots, there is a robust

body of literature dealing with modeling and control, [19]. However, the challenges

posed by controlling an underwater robot in a confined space are unsolved and the

author is not aware of work attempting to provide 4-D, or above, dynamic control

of a robot in such environments.

Zeng et al.[28] surveyed the existing path planning algorithms used in autonomous

underwater navigation. Most of the planning algorithms are used for long to medium

range navigation. For our application, a more near field planning algorithm is re-

quired in order to navigate within a network of pipes.

1.3 Technical Approach and Outline

The dynamics of underwater vehicles will be presented first, and this will allow for

analytically integrating the subcomponents of the mechatronic system. The me-

chanical design variables will influence and determine the dynamic performance,
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in exchange governing the characteristics of the controller and the performance of

the perception system. Further optimizations of the design will also be founded on

the analytical dynamic model of the system. The mechatronic design methodology

will then be presented along with developed design architecture and physical design

realizations.

Methods to determine and derive the model parameters will then be discussed and

key empirical methods will be validated. A visual-dynamic software-in-the-loop

simulation is developed and presented that incorporates the real dynamics of the

vehicle. Then a proposed pose estimation method through perception is presented,

and finally an attitude and rate control systems are implemented in the simulation

and on the physical realized design and are presented.

Mechatronic System

Electromechanical Subsystem

Perception Subsystem

Control and Planning Subsytem

Figure 1.3: Mechatronic Design Subsystems

1.4 Thesis Contribution

As part of this research, a mechatronic design methodology for a class of under-

water vehicles is developed. A functioning design realization is produced. An ex-

perimentally validated method for computing the hydrodynamic damping and the

thruster dynamics is achieved. A visual dynamic software-in-the-loop simulation en-

vironment is developed, implementing the validated dynamic model. A structured

light pose estimation perception system is proposed, and a model-based attitude

rate controller and quaternion-based attitude controller are implemented.
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CHAPTER 2

UNDERWATER VEHICLE MODEL

In this chapter the underwater vehicle dynamics for a completely submerged vehicle

in a homogenous liquid, is presented.

Underwater vehicle models have been studied previously by a number of researchers

including [29], [19] and others.The model presented here is for reference. Details of

how the model parameters are calculated is given in Chapter 5. A design variables

parametrized model will be given in the next chapter.

2.1 Notations

Bold capital letters denote transformation operator or a matrix. For transformation

operators the leading subscript denotes the origin frame, and the lagging super-

script denotes the target frame. I RB for instance, denotes the transformation ma-

trix from frame B to from I. IqB denotes the orientation of frame B in frame I ex-

pressed in quaternion notations. Bold lower case letters denote vectors. R, H and

Cn denote the real numbers space, Hilbert space and n-continuous number space

respectively. The lagging superscript denoting the reference frame on a vector is

dropped unless it is used to express the vector in a frame different than the vector’s

parent frame.

Table ?? below summarizes the notation used in the domain of the vehicle dynamic

model and control, unless otherwise noted. Quaternion math and notations will be

explained further in Chapter 6
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Table 2.1: Notation Summary

Notation Symbol Description

I x =I RB
Bx Vector x rotated by the rotation operator R from

frame B to frame I

R, H, C Real Numbers Space, Hilbert Space, Continuously
Differentiable Space

x, v, η ∈ Rn n-dimensional real vector

xB, yB, zB Principal coordinate vectors in frame B
IqB ∈H Frame B orientation w.r.t. to frame I expressed in

quaternion notation

I x = Iq−1
B ⊗ Bx ⊗ IqB Vector x rotated by the quaternion rotation opera-

tor IqB from frame B to frame I
Used in expressing the dynamic model and controller

2.2 Pose Representation

In marine systems the position and orientation; together referred to as the pose,

of the vehicle are represented by the six parameters shown on Figure 2.1, com-

mon convention places the x axis along the surge direction, y along the sway, and

z along the heave. Euler angles are used to express the attitude of the vehicle in

an North-East-Down (NED) frame. The rotation sequence followed is a Tait-Bryan

Z-Y-X extrinsic sequence. That is, attitude is represented by the yaw-pitch-roll se-

quence.

Let p ∈ R6 denote the pose of the vehicle in the inertial frame while η ∈ R6 de-

notes the pose in the body-fixed frame. The body-fixed pose vector η does not have

a visual representation, but its derivate, the velocity vector is composed of the lin-

ear and angular body-fixed velocities, expressed as

v ∈ R6 =

[
v1
v2

]
=
[
ẋ ẏ ż φ̇ θ̇ ψ̇

]T
(2.1)
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The body-fixed velocity vector v, is useful in expressing the dynamics of the vehi-

cle. The inertial-frame pose vector p, is useful in representing the kinematics of the

vehicle; its position and attitude.

p ∈ R6 =

[
p1
p2

]
=
[
px py pz φ θ ψ

]T
(2.2)

It follows that the derivative of inertial-frame pose vector, ṗ represents the linear

and angular velocities with respect to the inertial frame.

ṗ ∈ R6 =

[
ṗ1
ṗ2

]
=
[
ṗx ṗy ṗz

I φ̇ I θ̇ Iψ̇
]T

(2.3)

To transform between the body-fixed velocity vector v and the inertial-frame veloc-

ity vector ṗ we define the transformation matrix ITB ∈ R6×6, such that ṗ = ITBv

ITB =

[I RB(p) 0
0 I JB(p)

]
, I RB(p) ∈ R3×3 , I JB(p) ∈ R3×3 (2.4)

Surge

Sway

Heave

Roll

Pitch

Yaw

Figure 2.1: Underwater Vehicles Motion Convention

In Chapter 6, further discussion of quaternion attitude representations and frame

transformations will be discussed. The above is sufficient for presenting the basics

of underwater vehicle dynamics.
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2.3 Dynamics

From [29], the general form of an underwater vehicle’s dynamic model in matrix

form, expressed in the body-fixed frame is given by

M̃(v̇) + C̃(v) + D(v) + G(I RB) = τ , ∀v ∈ R6 (2.5)

Where M̃(v̇) is the lumped inertial term, C̃(v) is the lumped coriolis term, D̃(v)

is the damping effects term, G(I RB) is the restoring forces term, and τ represents

the external forces acting on the underwater vehicle, by either the environment or

on-board actuators. In the following, a description of the different terms of the dy-

namic model will be given.

2.3.1 Inertial Term: M̃(v̇)

The inertial term expresses the resistance of the vehicle to the change in its linear

velocity and angular velocity due to its mass and mass moment of inertia respec-

tively. The lumped mass includes both the vehicle’s own rigid-body mass, and what

is termed “the added mass”, which expresses the virtual fluid mass surrounding the

underwater vehicle’s body that resists the acceleration of the vehicle. It is not a

constant physical volume of mass, but rather a virtual one that moves out of phase

with the rigid-body motion. This term is often negligible for vehicles moving in-air,

but is significant for underwater vehicles.

Assuming the relationship between the vehicle’s acceleration and mass is linear, the

inertial term can then be divided into a rigid-body and added mass term, expressed

as:

M̃(v̇) ∈ R6×6 = (MRB + MA)v̇ (2.6)
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Defining the skew symmetric operator matrix [a]× ∈ R3×3 as

[a]× =

 0 −a3 a2
a3 0 −a1
−a2 a1 0

 (2.7)

The rigid body mass matrix term, MRB is a constant positive definite matrix that

can be expressed as

MRB > 0 ∈ R6×6 =

[
mI −m[~rB/C]×

m[~rB/C]× IO

]
(2.8)

In (2.8),~rB/C is the vector from the body-frame origin to the Center of Mass, CoM

, and IO ∈ R3×3 is the inertia tensor matrix. For simplicity, the body-frame origin

and the CoM can be set coincident reducing the off-diagonal terms in MRB to zero.

The added mass matrix MA is not necessarily positive definite in all cases. For cer-

tain motion frequencies and bodies near the surface the added mass term may have

negative terms [29]. For a completely submerged body of liquid operating in open

water and at low velocities, the added mass term is proven to be positive definite

[30].

The added mass matrix, MA can be assumed to be a constant matrix for a rigid

and fully submerged volume in open water. It is primarily a property of the surface

geometry and the fluid density. For a simple spheroid for example the added mass

matrix can be approximated as a diagonal matrix:

MA ∈ R6×6 = −diag(Xv̇x , Yv̇y , Zv̇z , Kv̇φ , Mv̇θ
, Nv̇ψ) (2.9)

The diagonal terms in MA are the coefficients derived from the kinetic energy to

forces and moments relationship.
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2.3.2 Coriolis and Centripetal Term: C̃(v)

The lumped Coriolis-Centripetal effects term is, similar to the Mass Matrix, com-

posed of two parts, the coriolis-centripetal effects from the rigid body mass and

that of the added mass. The lumped term is often expressed as a coriolis-centripetal

matrix C(v) that is linear in the velocity times the vehicle’s velocity. The coriolis-

centripetal matrix can then be divided in to a rigid-body term and added mass

term:

C̃(v) = C(v)v = (CRB(v) + CA(v))v (2.10)

The Coriolis-Centripetal Matrix can be parametrized such that it is skew-symmetric,

if the vehicle body is moving through an ideal fluid:

C(v) = −CT(v), ∀v ∈ R6 (2.11)

With a symmetric positive definite mass matrix M, the kinetic energy of the sys-

tem can be expressed as T = −1
2 vT Mv. A Langrangian derivation [31] can prove

that a valid parameterization of the coriolis-centripetal matrix exists, and is ex-

pressed as

C(v) =

[
0 −[M11v1 + M12v2]×

−[M11v1 + M12v2]× −[M21v1 + M22v2]×

]
(2.12)

where

M =

[
M11 M12
M21 M22

]
(2.13)

and

v =

[
v1
v2

]
(2.14)
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2.3.3 Damping Term: D(v)

The damping term represents the dissipative or damping effects caused by potential

damping; damping due to forced oscillation by wave excitation, skin friction, wave

drift damping, damping due to vortex shedding; also known as fluid drag forces,

and lift forces. Ignoring wave effects for vehicles moving underwater, the dissipative

effects are assumed to be caused only by drag (damping due to vortex shedding)

and lift forces. In a simplified form, for a vehicle that is symmetric across the three

planes and motion is assumed to be uncoupled, The damping term can be set as a

block diagonal.

D(v) = DDrag(v) + DLi f t(v) =

[
D11(v) 0

0 D22(v)

]
(2.15)

The resulting damping affects are nonlinear and in reality coupled in motion even

between translational and rotational terms. It is difficult to estimate a hydrody-

namic damping model explicitly, but experimental and computational methods ex-

ist to estimate these parameters. This will be d later in Chapter 5. Nevertheless,

the diagonal terms contribute the most in each respective motion direction.

2.3.4 Hydrostatic Effects: G(I RB)

Gravitational and buoyancy forces act on the vehicle in opposite directions, the re-

sultant force is referred to in marine systems as “restoring forces”. The combina-

tion of the difference between the weight and buoyancy force, the attitude of the

vehicle, and the geometric relationship between the center of mass (CoM) and cen-

ter of buoyancy (CoB) determine the restoring forces G acting on the vehicle.

G( I RB) = −
[ I R−1

B (W − B)

[~rgc]× I R−1
B W − [~rbc]× I R−1

B B

]
(2.16)
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Expanding (2.16) gives

GT(I RB) =



(W − B)sin(θ)
−(W − B)cos(θ)sin(φ)
−(W − B)cos(θ)sin(φ)

−(ygW − ybB)cos(θ)cos(φ) + (zgW − zbB)cos(θ)sin(φ)
(zgW − zbB)sin(θ) + (xgW − xbB)cos(θ)cos(φ)

−(xgW − xbB)cos(θ)sin(φ) − (ygW − ybB)sin(θ)


(2.17)

For a neutrally buoyant vehicle, where W = B, the restoring forces become a func-

tion of the vehicle’s geometry, more specifically, the geometric relationship between

its CoM and CoB,~rbg. The restoring forces vector then reduces to

GT(I RB) = mg



0
0
0

−(yg − yb)cos(θ)cos(φ) + (zg − zb)cos(θ)sin(φ)
(zg − zb)sin(θ) + (xg − xb)cos(θ)cos(φ)

−(xg − xb)cos(θ)sin(φ) − (yg − yb)sin(θ)


(2.18)

This property will become useful when designing the vehicle to produce a desired

steady state attitude for the vehicle.

2.3.5 External Forces and Moments: τ

Environmental forces and moments acting on underwater vehicles include current

and wave forces and moments. For underwater vehicles operating in open steady

water and below the surface, we can neglect these environmental forces and set

them as external disturbances. Actuation forces and moments depend on the ac-

tuation method used and the control surfaces present. For underwater vehicles pro-

pelled via rotary thrusters the external forces and moments vector can be defined

as

τ =

[
∑ Ti

∑ Ti × r + ∑ Qi

]
(2.19)
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Ti are thrust forces generated by the thrusters and Qi are moment torques gener-

ated by the rotation of the thruster impellers. The external forces and moments

vector τ can be linearized if we assume a quadratic relationship between the thrust

and moment torques of the thrusters such that

T = kTω|ω|, kT ∈ R+ (2.20)

Q = kQω|ω|, kQ ∈ R+ (2.21)

where kT and kM are the thruster’s thrust and torque constants respectively. With

that, the external forces and moments vector becomes

τ = Bω|ω|, B ∈ R6×n, ω ∈ Rn (2.22)

Figure 2.2 shows an example of a fully actuated underwater vehicle in translation

and over-actuated in rotation. The matrix B is termed the thruster allocation ma-

Figure 2.2: Example of a Fully Actuated Underwater Vehicle
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trix. For the configuration in the figure, the allocation matrix would be defined as

τ =



kT1 kT2 0 0 0 0
0 0 kT3 kT4 0 0
0 0 0 0 kT5 kT6

kQ1 −kQ2 kT3(~rT3 · z) −kT4(~rT4 · z) 0 0
0 0 kQ3 −kQ4 kT5(~rT5 · x) −kT6(~rT6 · x)

kT1(~rT1 · y) −kT2(~rT2 · y) 0 0 kQz1 −kQz2


ω|ω| (2.23)

This notation follows that for a positive thruster speed, thrust will be positive with

respect to the principal coordinates. The orientation of a thruster’s propeller and

its positive rotation direction determines the torque direction. The sign of the torque

is carried in the allocation matrix based on the arrangement of the propeller.

If we don not have any assumptions about relationship between speed and thrust/torque,

we can generalize the thruster allocation matrix as

τ = B̂ f (ω) =

[
B̂11 012
B̂21 B̂22

] [
T(ω)
Q(ω)

]
, B̂ ∈ R6×2n , f (ω) ∈ R2n×1 (2.24)

Where B̂ includes the thruster mapping matrix, mapping the thruster actions to

onto the vehicle, and n is the number of thrusters installed. This form is useful

when implementing a complex parameterized thruster model as will be discussed

in Chapter 5.

The basic underwater vehicle dynamic model has been presented. In the next chap-

ter we will develop the design methodology for the µAUVand parameterize the dy-

namic model with respect to the design variables.
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CHAPTER 3

DESIGN METHODOLOGY

In this chapter, a review of the design space with respect to the operating space of

the system is presented. The underwater vehicle dynamic model is parameterized

in terms of the mechatronic design variables, to facilitate a better understanding of

their contribution to the performance of the system, and to setup a framework for a

goal-driven design optimization.

The mechatronic design methodology will also be proposed, this will serve to pro-

vide an overview of the design activities carried out as part of this research and to

serve as a reference for developing similar systems.

3.1 Design Space

There are two design spaces that intersect in this work, the design space of under-

water vehicles and the design space of pipe inspection locomotions. Within the

sphere of underwater vehicles, there is a limited amount of vehicles designed for

relatively small confined and shallow spaces. The majority of underwater vehicles

have been designed for relatively large open-water and often deep environments,

targeting sea exploration, mapping, military and facility operations such as in the

oil and gas industry.

Within the pipe and pipeline inspection ecosystem, there is a variety of locomotion

mechanisms available either commercially or as research platforms. However, ex-

isting locomotion technologies still do not meet the full demand of the operating

environments, the limitations to existing technologies include for instance: flow-rate

restrictions, accessibility into and out of the pipe, variable diameter pipes, pipes
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with protruding or the high cost associated with using certain commercial technolo-

gies. [7]

Figure 3.1 classifies the existing locomotion mechanisms used in pipe inspection.

They are grouped as external and internal mechanisms. External mechanisms are

normally limited to localized inspection, with the exception of area surveillance.

Internal inspection tools are predominantly in use for longer range, that is if the

facility is equipped to handle the deployment of internal inspection tools, into the

pipe or pipeline infrastructure. Highlighted on the figure is class of internal, unteth-

ered and self-propelled pipe inspection locomotion mechanism. We believe that this

subspace is under-explored, due primarily to technological limitations that had pre-

viously existed before, but are being overcome.

In this work, we are concerned with developing a novel locomotion platform for

pipe inspection and or mapping, that is intended to carry specific transducers, such

as ultrasonic sensors, or even use the on-board vision sensor for inspection pur-

poses. Micro Autonomous Underwater Vehicles are a candidate for this subclass

of locomotion mechanisms, and we will explore their applicability in this context.
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Pipe Inspection Locomotion Mechanisms

Internal

External

Aerial Manual WalkCrawl

TetheredUntethered

Snake Inchworm Wheeled

Screw

Self Propelled

Fluid Propelled

Crawl

Inchworm

Snake

Wheeled

Legged

Differential P

Fluid Power Conversion

Figure 3.1: Locomotion Classification for pipe and pipeline inspection systems

21



3.2 Parameterized µAUV Dynamic Model

From the underwater vehicle dynamic model we would like to map the relationship

between design variables and the model parameters. This mapping will inform our

process for framing the design requirements and specifications, for producing a de-

sign realization and for allowing for a practical optimization framework.

Given the general form of the underwater vehicle dynamics in the body-fixed frame

M̃(v̇) + C̃(v) + D(v) + G(I RB) = τ , ∀v ∈ R6 (3.1)

with,

v =

[
v1
v2

]
(3.2)

Each of the model parameters can be mapped to specific design variables.

3.2.1 Inertia Matrix

M represents both the rigid-body mass of the vehicle and the added mass. While

the rigid-body mass matrix is a function of the mass and mass distribution, the

added mass term is a function of the vehicle’s volume, surface geometry and fluid

density.

M ∈ R6×6 = MRB + MA = f (m, g, Io) + f (V̄, L̄, ρ) (3.3)

3.2.2 Coriolis-Centripetal Matrix

Similar to the inertia matrix, the coriolis-centripetal matrix C(v) is the sum of the

rigid body’s effects in addition to the effects from the added mass. The added mass

coriolis matrix is a function of the body mass, surface geometry, volume and veloc-

22



ity of the vehicle.

C ∈ R6×6 = CRB(v) + CA(v) = f (m, g, Io, v) + f (m̄, V̄, L̄, ρ, v) (3.4)

3.2.3 Damping Matrix

For fully submerged underwater vehicles the two dominant hydrodynamic forces are

due to skin friction and vortex shedding, D(v) = DS(v) + DM(v).

The damping effect is nonlinear and coupled, but assuming the vehicle is perform-

ing non-coupled motion, which is true if the vehicle is in pure surge for example.

And assuming it has three planes of symmetry, has sub-critical flow, and 3rd or-

der and higher terms are ignored, then we can assume damping to have a diagonal

structure. The contribution from vortex shedding can be computed by knowing the

drag and lift coefficient of the vehicle.

Fdrag = 0.5ρv2ACd(Rn) (3.5)

Fli f t = 0.5ρv2ACl(Rn, α) (3.6)

where α is the angle of attack, v is the forward velocity of the vehicle, Rn is the

Reynolds number, and A is the equivalent cross-sectional frontal area of the vehicle.

Cd, and Cl are the lift and drag coefficients respectively. Damping is a function of

the vehicle’s surface geometry, volume, liquid density, Reynolds number, speed and

skin friction.

D(v) ∈ R6x6 = f (L̄, V̄, ρ, Re, v, fs) (3.7)
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3.2.4 Restoring Forces: Gravity and Buoyancy

Restoring forces are due to gravity and buoyancy, which is a function of volume.

The resultant restoring force is a function of the difference between them, and a

function of the distance between the center of Mass CoM to Center of Buoyancy

CoB.

G(I RB) ∈ R6 = f (m, V,~rG/B) (3.8)

For a neturally buoyant vehicle, the restoring forces are only a function of the dis-

tance between CoB and CoM.

G(I RB) ∈ R6 = f (~rG/B) , ∀W = B (3.9)

3.2.5 External Forces

Using thrusters to drive the vehicle and assuming a quadratic thruster model. The

external force from the thrusters can be expressed as

τ ∈ R6 = B |ω|ω (3.10)

The thruster matrix is composed of the thrust and torque coefficients. The coef-

ficients for a ducted thruster propeller are a function of the propellers geometric

profile, their blade pitch angle, diameter, advance speed of the thrusters, fluid den-

sity, duct geometry and thruster placements. The rotation speed range is a function

of the motors, which have their own mechanical and electrical power characteristics.

B ∈ R6×6 = f (α, N, D, va, ρ,~rT) (3.11)
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The range of thruster motor speeds is governed by the motors voltage V, current

draw I, resistance R, electro-mechanical force E, motor load Q and operating tem-

perature T.

[ωmin, ωmax]←→ f (Vm, Im, Em, Rm, Tm, Qm) (3.12)

3.2.6 Dynamic Performance

Assessing the performance of the µAUVis both a quantitative and subjective mat-

ter, but for our application we will be interested in measuring the vehicle’s range,

speed, peak-efficiency cruising speed, dynamic agility and controller tracking error.

These performance measures; however, are a function or a byproduct of the vehi-

cle’s dynamic model and the controller.

3.2.7 Controller

Assuming we have a well validated model and identified parameters, we can apply a

model-based rate controller of the form

τsp = Mv̇r + C(vr)vr + D(vr)vr + G(RI
B)︸ ︷︷ ︸

Feedforward Term

+ JT(q)ẽ︸ ︷︷ ︸
Feedback Term

(3.13)

Ideally, with the absence of external disturbances, the largest contributor to the

control effort is the feedforward, or compensation, term, which is directly composed

of the dynamic parameters of the vehicle computed at the reference velocity vr.

Minimizing the compensation terms will minimize the actuator effort, and increas-

ing the certainty in the dynamic parameters, and the precision and reliability of the

vehicle sensors, will increase the stability of the vehicle under feedback control.

The significance of each term will be based on the desired performance profile of

the µAUV. For instance, the penalty for carrying a larger body mass and conse-

quently a larger volume may not be significant if the vehicle operates at low steady
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state speeds. But if agile motion is desired, then the inertia effect becomes signif-

icant in comparison. This is a trivial trade-off, but it is useful as an approach in

developing a framework for design optimization.

Table 3.1 summarizes the parameterized dynamic model terms and the associated

design variables. The table provides a bird’s eye view of the key design variables

that affect the outcome of the design. In this work we will investigate the relation-

ships between the design variables and model parameters and provide either an an-

alytical or validated empirical techniques for mapping these relationships.

Table 3.1: Summary of Parameterized µAUV Model

Model Term Parametrized Function Design Variables

Inertia: M(v̇) f (m, g, Io, V̄, L̄) m Mass

Coriolis: C(v) f (m, g, Io, v) + f (m̄, V̄, L̄, ρ, v) g Gravity

Damping: D(v) f (L̄, V̄, ρ, Re, v, fs) Io Tensor

Restoring Forces: G f (m, V,~rG/B) v Velocity

Thruster Matrix: B f (α, N, D, va, ρ) V Volume

Thruster Speed: ω f (Vm, Im, Em, Rm, Tm, Qm) Re Reynold’s Number

ρ Fluid Density

Motor Design Variables ~rG/B CoM to CoB vector

Im Current Rating α Propeller Blade Pitch

Em Electromech. Power N No. Propeller Blades

Rm Resistance D Propeller Diameter

Tm Operating Temperature va Advance Velocity

Qm Load L̄ Surface Length

Vm Supply Voltage ~rT Thruster Placement

C Battery Capacity

3.3 Requirements, Specifications & Design Constraints

The basic functional requirements for µAUV design are summarized in Table 3.2.

They form the qualitative list of design targets. The implementation environment
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selected is a network of 6in PVC water pipes. The produced design architecture

should also be scalable to 4in pipe diameter, a common size for water piping net-

works.

Table 3.2: Summary of Functional Requirements

Item Requirement Primary Design Area

1 Traverse through a complex pipe network with
minimal collision

Control

2 Fit into a 6in pipe network Electromechanical

3 Travel the range of a standard pipe network
segment

Electromechanical

4 Navigate autonomously to a target and return
to base

Perception / Mapping

5 The µAUV should be untethered Electromechanical

6 The µAUV design should be manufactureable
at low cost

Electromechanical

7 The µAUV should be rechargeable, preferably
without breaking the seal

Electromechanical

8 The µAUV should be controllable at close
proximity and should communicate data wire-
lessly

Electromechanical

9 The µAUV should be able to localize itself
within the pipe

Perception / Mapping

10 The µAUV design architecture should be scal-
able to smaller pipe diameter targets

Electromechanical

11 The µAUV design architecture should be scal-
able to smaller pipe diameter targets

Electromechanical

Table 3.3 lists the key design specifications, which are quantitative measures of the

µAUVdesign. While this work does not intend to produce a final industrial grade

design, this list of specifications should serve as a reference for benchmarking the

µAUVfunctional performance. Numerous secondary design specifications exist, but

are not the subject of this work.
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Table 3.3: Summary of Primary Design Specifications

Item Primary Specification Units

1 Travel Range m

2 Nominal Travel Speed m/s

3 Maximum Speed m/s

4 Axial Positional Tracking Error ±m

5 Radial Positional Tracking Error 〈±r , ±β〉
6 Attitude Tracking Error 〈±rad, ±rad, ±rad〉
7 Mechanical Seal Strength / Operating Depth mH2O

8 Impact Strength m/s2

9 Volumetric Geometry 〈Lx , Ly , Lz〉
10 Total Mass kg

11 Mass Distribution 〈kg m2, kg m2, kg m2〉
12 Manual Control In-Water Range m

13 Data Transmission Rate bps

14 Data Transmission In-Water Range m

15 Maximum Current Draw A

16 Idle Current Draw A

A number of constraints limit the possible range of geometries and architectural

configurations. The constraints can be divided into geometrical constraints and

parts availability constraints. Geometrical constraints include limitations on battery

dimensions, motor dimensions or vehicle total volume. Parts availability constraints

are specific tp each design case. For our design realization, for instance, the choice

of battery geometrical form, or motor geometry and characteristics are limited. The

design constraints are summarized in Table 3.4
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Table 3.4: Summary of Design Constraints

Item Constraint Unit Type

1 Electronics Dimensions 〈L, W, D〉 : 〈m, m, m〉 Geometric

2 Battery Mass kg Geometric

3 Battery Dimensions 〈L, W, D〉 : 〈m, m, m〉 Parts Availablity

4 Battery Capacity mAh Geometric / Parts
Availablity

5 Battery Nominal Voltage Volts Parts Availability

6 Battery Current Draw A Parts Availability

7 Motor Dimensions 〈r, l〉 : 〈m, m〉 Parts Availability

8 Motor Characteristics 〈w, Q, I〉 Parts Availability

9 Optics Dimensions 〈m, m, m〉 Geometric

10 Vehicle Maximum Dimensions 〈m, m, m〉 Geometric

3.4 Design Methodology

Another goal of this research is to assess the feasibility of designing such system,

another goal is to present a practical and validated design method for improving

the existing design and developing similar scale underwater vehicles in general.

This section also gives an overview of the structure for the remainder of the thesis.

The design methodology is presented in Figure 3.2. An exploratory design proto-

type is first developed to serve as a learning tool and a preliminary feasibility val-

idation test, for both the prototyping methods and the platform itself. This step

provides invaluable insight for the design steps that follow. Next, and with insight

from the exploratory design, the vehicle model and its parameterized relationship, a

nominal design is then conceived and prototyped.

A key step in the design process to identify the model parameters and solving the

mapping relationship between the design variables and the parameterized model.
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Functional Requirements
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Figure 3.2: Mechatronic Design Process

While some of the model parameters are derived through analytical methods, oth-

ers, like the hydrodynamic drag and thruster characteristics, rely on empirical meth-

ods to accurately produce them. We use a computational approach to derive these

terms and conduct experiments to validate the results.

The validated dynamic model is then used to develop a comprehensive visual-dynamic

simulation environment. The dynamic model serves as a powerful tool to develop a

software in the loop controller that can be directly transferred onto the physical

controller, behaving identically to its simulation counterpart. This is especially use-

ful for underwater vehicles where the cost of access to the controller for reprogram-
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ming and tuning is high. Output from the simulation can then be used to bench-

mark and test the performance of the vehicle against desired design specifications.

With the realized nominal design and its architecture, the parameter identification

tools, and the simulation environment, a complete set of tools and methods shall be

available for producing and optimizing the µAUVand other underwater vehicles of

similar architecture.

In reality, actual design and prototyping activities were carried out in a more paral-

lel manner than outline here. Available tools, fabrication methods, and mechatronic

technologies change and present new opportunities as the research progresses, but

the methodological relationship between the design steps remain valid and are re-

flective of the proposed, and undertaken, mechatronic design process.
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CHAPTER 4

ELECTROMECHANICAL DESIGN

This chapter documents the design architecture produced for the µAUVand presents

a number of realized electromechanical designs. The first design is an exploratory

design that helped understand practical challenges in constructing the µAUV. Fol-

lowing that, a general design architecture for the µAUVdesign is presented. A num-

ber of design considerations are discussed in that respect, and then a realized de-

sign based on the proposed architecture is produced, and termed a nominal design.

The nominal design is used as the basis for further model analysis, simulation and

controller development.

4.1 Exploratory Design

In order to understand the practical challenges of constructing a micro underwa-

ter vehicle µAUV, an exploratory design based on a prior concept was produced.

The exploratory design is based on a design realized by [32], where a spheroidal

shell was used with two internally placed impellers as shown on Figure 4.1. The im-

pellers were driven by outboard motors, that were designed and fabricated in-house.

This specific design targeted a 4in pipe network. It was only capable of 3DOF mo-

tion, that is surge, yaw and roll. It had very limited space for additional internal

components. This design was adopted and scaled to target 6in pipes, also giving

more freedom in the choice of internal components and actuators, which can then

be scaled down as matter of engineering realization.
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Figure 4.1: Prior Design of a 3DOF µAUVwith Outboard Motors [32]

Two variations of the exploratory design are shown on Figures 4.2 and 4.3. The

spheroidal shape and impeller channel profiles in this design concept were chosen

with the goal of conceptually minimizing hydrodynamic drag. In design revision A,

a complex form of an optical port was intended, one that preserves the spheroidal

surface continuity, but manufacturing techniques were not conveniently available

to produce an optically clear version, so in revision B the port was segmented into

three flat sections.

Internally, a lip-seal was used over the impeller in revision A, but with the lip-seal

it was not possible to have both a proper seal and friction resistance that is low

enough for the propellers to rotate. In revision B, the drive system included an

additional gear was added with a low diameter shaft passing through a precision

journal bearing. The journal bearing serves as the rotating seal interface. Further

engineering details of the exploratory design are included in appendix A
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A B

Complex Optical Port Segmented Flat Ports

Figure 4.2: Exploratory Design Realizations - External View

A: Lip-Seal

B: Journal Bearing Seal 

Seal Face Seal Face

Figure 4.3: Exploratory Design Realizations - Internal View

This design architecture proved to be inefficient for a number of reasons.

1. A significant portion of the motor power is lost due to the in-efficiencies in

the gearbox setup

2. There are 5 temporary seal faces in this design, making the sealing solution

challenging and highly sensitive to errors in the dimensions of the seals and
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shell structure.

3. The cooling ability is limited for internally installed motors.

4. The design included internally moving parts

5. The internal drive system significantly constrains the shape of the shell and

µAUV in general.

The experience and insights gained from experimenting with this design concept

have been invaluable toward further design and development.

4.2 µAUV Design Architecture

The primary µAUV design architecture adopted in this work, presents a simplified

structure compared to the exploratory design concept. The architecture focused on

ease of fabrication and assembly, allowing for rapid design variations and optimiza-

tions. The design architecture is composed of two modular components, a shell and

a propulsion system.

The shell can be separately optimized in its shape and volume, without significantly

affecting the propulsion system design and vice versa. In the following sections, the

concept layout for this architecture will be illustrated and each of the major subsys-

tems will be discussed. A design realization based on this architecture is produced

and termed a nominal design. It is nominal in the sense that it forms a basis for

further design analysis and optimization.

4.2.1 Design Variables

In the set of design variables presented in table 3.1 subject to the design constraints

listed in table 3.4, we will focus only on a subset of design variables, namely the

surface geometry L̄, volume V, thruster impeller profile 〈α, N, D〉, thruster alloca-

tion~rT, center of buoyancy placement~rB/G and battery capacity Cbat.
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The primary relationship between this subset of design variables and model param-

eters is shown on Figure 4.4. Note that the figure only highlights the primary re-

lationship, the design variables are coupled and have secondary influence on the

model parameters.

Design Variable Model Parameter

Thruster Placement

CoM-CoB Placement

Surface Geometry

Propeller Profile

Battery Capacity

Volume

Mass

Coriolis

Damping

Restoring Forces

Thruster Allocation

Motor Characteristics

Efficiency

Figure 4.4: Design Variables to Model Parameter Direct Relationship: Subset In-
vestigated

4.2.2 Concept Layout

The µAUV drive system is based on that of an aerial multi-rotor vehicle where

the thrusters are placed normal to a common plane and distributed evenly with a

distance~rT from a center. The thruster attachment is connected to a shell which

houses the battery, electronics, optics and counterweight, or ballasts. The drive sys-

tem is rigidly connected to the shell via a single fastner in addition to the motor

wirings. Placing the motors outside the shell and exposed to the water allows them

to be passively cooled in water, significantly increasing their continuous power out-

put limits [33][34] [35]. Figure 4.5 outlines the concept generation process for the
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system architecture.

In step A, selected electromechanical components are placed within a sphere defin-

ing the geometric constraint of the vehicle’s maximum volume, this volume corre-

sponds to the internal diameter of the target pipe, then the shell and drive system

areas are outlined then defined.
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Figure 4.5: Nominal Design Architecture - Conceptualization

4.2.3 Shell Design

If it is desired to have a neutrally buoyant vehicle, which is required in this ar-

rangement, otherwise it would require continuous control action to control the depth

and static positioning will not be possible in the absence of sway and heave action,

then the volume of the vehicle will directly define the mass of the vehicle. The min-

imum theoretical shell volume is the sum of the volume of the internal components
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in addition the ballast, or air, volume required to attain neutral buoyancy. If the

CoM and the CoB are desired to be in a specific location and relation to one an-

other, then that would introduce another constraint on the geometry, and the same

follows for the placement of internal components such as the optics and vision sys-

tem, or the placement of the propulsion system.

Figure 4.6 conceptualizes the relationship between the volume, mass and hydrody-

namic drag when designing the shell. Starting out at the theoretically minimal shell

volume, the surface geometry will exhibit a high level of complexity, which intro-

duces increased hydrodynamic drag that is magnified exponentially at higher mo-

tion velocities. As the volume increases relative to the internal components, there

is more freedom to shape the surface to attain efficient hydrodynamic profiles; how-

ever, the increase in the nominal cross sectional area will continue to increase the

hydrodynamic damping effect.

Volume / Mass

Surface Complexity

Drag @ 0.5v
Drag @ v

Drag @ 2v

Drag @ 4v

Figure 4.6: Shell Design Variables Conceptual Relationships

It is desired to minimize drag in the surge direction primarily; however, the vehicle

will also experience motion in other directions and the proportion of different tra-

jectory types performed by the vehicle, is influenced by the piping network struc-

ture, the controller and environmental disturbances. Ideally, the shape should be
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optimized based on the expected motion trajectories. For now, and for the nominal

design, the shell is made spheroidal with the longest axis along the surge direction.

The highest hydrodynamic drag is expected to be in the heave direction, while the

highest rotational drag in the roll direction, the roll position is not important in fol-

lowing a motion trajectory, unless it is required to orient perception sensors for in-

stance. Later analysis in Chapter 5 will explore the differences in the hydrodynamic

drag for each motion direction, both in open water and inside the pipe.

Agility is also required for navigating sharp corners and performing trajectory track-

ing corrections, the rotational drag is expected to be significantly lower than trans-

lational drag, but the propulsion system will also have reduced ability to generate

torque, since the moment arm for pitch and yaw is small and the torque gener-

ated by the propellers for roll is also small. A yaw and roll stabilizer is added to

our nominal design to evaluate its benefit. The vehicle is designed to be symmetric

across the xz-plane.

4.2.4 Propulsion System Design

The propulsion potential significantly governs the realizability of the design intent.

The choice of motors available for the scale of the µAUV are extremely limited, and

there is room for a larger, and hence more powerful and even efficient motor within

the geometrical constraint, if such one exists or is manufactured; however, we are

still able to produce a realizable design with choice at hand.

A ducted propeller powered thruster was selected as the choice of thruster type.

There are other possible choices, including jet propulsion [36], bio-inspired propul-

sion [23], or even an air propulsion [37]. The latter two do not offer an efficient

form of energy conversion, but a jet propulsion system may be a viable candidate;

however, it would require a larger longitudinal space to accommodate and it would
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require a complex duct system to provide bidirectional thrust. We chose a direct

drive ducted thruster as it offers a more compact and more efficient energy con-

version, it also allows for maintaining the modularity of the drive system from the

shell, and unlike a jet propulsion system, it would allow for bidirectional propulsion

with the right propeller design only.

The propeller ducts provide an augmented thrust component, specifically at lower

vehicle speeds [36]. More importantly, the ducts serve to protect the propellers

when operating in a confined space.

Figure ?? illustrates the placement of the thrusters. Ideally, the thrusters’ center

axis should pass through the vehicles CoM , along the surge principal axis, achiev-

ing passive stability at full throttle forward surge motion and requiring symmetric

thrust action for attitude control.

Figure 4.7: Thruster Assembly

With this configuration, the thruster allocation matrix from 2.24 reduces to

τ ∈ R6 =



1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 1 −1 −1
−rT rT −rT rT 0 0 0 0
−rT rT rT −rT 0 0 0 0


[

fT(ω)
fQ(ω)

]
, f (ω)T,Q ω ≥ 0 (4.1)
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With the design setup given, the drive system can be scaled to within the geometric

constraint, as illustrated on Figure 4.8, without modifying the shell, except for the

ballast mass and CoM and CoB locations which will have to be adjusted.

Thrusters' Radius:

Propeller Diameter:

Geometric Constraint

Figure 4.8: Scaling of Modular Thruster Drive Subassembly

With regards to the impeller design, a bi-directional impeller with a symmetric pro-

file was conceptualized. A symmetric bi-directional impeller allows for bidirectional

surge motion, as well as symmetric torque at zero translation velocity, for the full

range of throttle. The symmetric thrust action is an assumption made under un-

obstructed open water conditions, more specifically under the assumption of sym-

metric water intake, around the thruster. In reality, the shell and motor placements

will invalidate this assumption, and cause asymmetric thrust. This asymmetry can

be identified and accounted for in the controller to produce symmetric bidirectional

thrust mappings. Alternatively, the impeller profile will have to be made asymmet-

ric to compensate for the flow obstruction effect, if it is necessary to maintain sym-

metric bi-directional thrust. Later analysis and optimization goals may suggest a

highly asymmetric propeller, if for instance, higher forward thrust is required.

The bidirectional impeller blade profile is presented on Figure 4.9. In Chapter 5 we

will investigate the affect of different propeller geometries given this blade profile,
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specifically the blade pitch angle α, blade diameter D and duct geometry, and char-

acterize their performance both through a Computation Fluid Dynamic analysis

and experimentation.

Figure 4.9: Impeller Blade Profile
With pitch angle α, tip width t, center width c, and forward and reverse angle of attacks
aF and aR respectively

4.2.5 Center of Buoyancy

The µAUV is intended to be neutrally buoyant, this means the mass of the vehicle

is equal to the mass of the water displaced by the µAUV. Recall equation 2.18 from

Chapter 2, describing the restoring forces vector G(I RB) for a neutrally buoyant

vehicle. The CoB location with respect to the CoM affects the angular motion of

the vehicle, and defines an explicit static equilibrium attitude in SO(3). One op-

tion is to make both centers coincident, reducing the restoring forces vector to zero,

another is to place them such that a controlled behavior is produced. For instance,

placing the centers in the xz − plane and apart by a distance~rB/G to introduce a

controlled resistance to pitch and roll while the vehicle is moving horizontally. Al-

ternatively, angular motion stability can also be achieved through control surfaces

as well, such as a fixed rudder.
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4.3 Perception & Optics

In order to navigate its enclosed surrounding the µAUV must have a capable per-

ception system. The choice of systems include vision based, ultrasonic based per-

ception or proximity sensing systems. Infrared sensors are not suitable for under-

water use as they do not penetrate far enough. Ultraviolet proximity sensor can in

theory perform much better than Infrared but they are not manufactured, the same

would extend to LIDAR type sensors. Figure 4.10 shows the degree at which differ-

ent light waves are absorbed underwater. Note how the 400 − 500nm wavelength

range is the least absorbed wavelength. This corresponds to the range of blue to

violet light.

Figure 4.10: Liquid Water Absorption Spectrum [38]

Ultrasonics are a viable option for proximity sensing as well, and are an option

worth evaluating for our application given the recent availability of surface mounted
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ultrasonic transducers, allowing for ultrasonic sensing at the form factor and scale

of our µAUV, and would also allow for placement of multiple ultrasonic sensors

around the vehicle for a high degree of percept-ability.

Vision based perception methods on the other hand are, through computer-vision

algorithms, a flexible option for navigating in confined spaces. The absence of light

however, in underwater environments and in confined spaces particularly, renders

vision-based methods useless unless the system is equipped with a projected light

source. The form of the light source can be also designed to take a specific pattern.

Knowledge of the form and projection geometry can not only help the vision sys-

tem detect obstacles but can also perform pose estimation, where the position and

attitude with respect to fixed objects can be estimated. In Chapter 8 we propose a

method for pose estimation within confined spaces using structured light projection.

To design a projected light system for the scale of our µAUV, a basic understand-

ing of optics and light collimation may be required. This is outside the scope of this

work, but suffice to say that with the an appropriate collimation setup, a simple

conic or even perfect cylindrical projection, where the target light is focused at in-

finity, can be produced from a small single LED light source, in a compact package

as shown on Figure 4.11.
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A-A A-A B-BB-B

Ideal Collimation

Non-Ideal Collimation

Figure 4.11: Ideal vs Non-Ideal Light Collimation

Ideal Collimation, where the focal point of the light source is coincident with the

focal point of a bi-convex lens and is perpendicular to it, results in a cylindrical

light projection pattern. With a non-Ideal Collimation where the focal points of

the source and lens don’t coincide, the resulting projection is a cone shaped light

pattern. In both cases, a pattern with a crisp boundary and even brightness can be

produced. A comparison between a collimated and uncollimated light is shown on

Figure 4.12. From a collimated light additional optical layers can be added to form

specific light patterns as shown on Figure 4.13.

Structured light projection is a robust technique used in object tracking [39] , 3D

scanning of objects [40], as well as navigation [41]. Patterned light projections,

while they can allow for robust and faster perception algorithms, have the disad-

vantage of obstructing much of the light source compared to simple conic or cylin-

drical light forms [42].

The vision system camera can be equipped with a filter to match the projected
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COLLIMATED UNCOLLIMATED

Figure 4.12: Collimated vs. Uncollimated Light

Figure 4.13: Structured Light Grid Pattern

light wavelength, this will reduce any noise generated by other light sources of dif-

ferent wavelengths. It would also allow for the camera to binarize the image faster,

reducing the steps necessary to perform the vision algorithms. The fish-eye lens is

advantageous in confined spaces as it can capture a large portion of the immediate

surrounding. Figure 4.14 below illustrates a suggested perception system configu-

ration for the µAUV. The figure shows a camera equipped with a light filter and a
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fisheye lens, and a structured light projection system composed at a minimum from

a diffuser, a collimating lens and a light source.

Diffuser

Fisheye Lens Camera

Camera Lens

Biconvex Collimating Lens

Light Filter

LED Light Source

Figure 4.14: Perception System Components

View ports are used to provide an optically clear window for underwater optics;

however, they introduce additional light refraction that distorts the projected light

as well as the observed camera images. Refraction of light passing from the source

through the optical lenses is magnified underwater [43], due to the the varying medium

densities through which light passes. This problem is evident when using flat view

ports. But it can be mitigated by instead using dome shaped viewports, where only

perpendicular rays pass through the camera pinhole.

The dome would, however, introduce additional geometrical constraints in the de-

sign. Instead, a fisheye lens can be placed directly in contact with water, taking the

function of the water sealing viewport, the function of reducing refraction and the

function of a fisheye lens. The same is true for the collimating lens in the case of

the projected light setup; the projected light lens can be placed in contact with wa-

ter. This configuration will eliminate the need for dome ports. The disadvantages

are that their design must be water tight and they will be prone to damage from
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impact. These issues can be mitigated by design.

Pose estimation based on structured light will be discussed in Chapter 8.

4.4 Controllers and Electronics Architecture

The electronics and controllers that operate the µAUV are divided into several sub-

systems: Power, Propulsion, Autopilot, Perception and Communication. In this sec-

tion we will review some design considerations that relate to each subsystem. These

subsystems are highlighted on Figure 4.15.

Figure 4.15: Mechatronic Architecture

4.4.1 Power

The vehicle can be powered via a rechargeable Lithium-Polymer, LiPo, battery.

Other applicable types of batteries include Nickel based batteries such as Nickel

Metal Hydride (NiMH), or other Lithium based batteries such as Lithium Iron

Phosphate (LiFe) or Lithium-Ion (Li-ion). Lithium is the lightest metal, and pro-

vides the largest specific energy by weight. Lithium metal batteries are not manu-

factured due to their high instability, instead different mixes of Lithium ions based

batteries are produced. They vary primarily in their cycle life, discharge rate, charge
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rate and stability characteristics. LiPo batteries are less stable than some other

batteries like LiFe batteries but they offer a higher specific energy and higher dis-

charge rate. Proper sealing on the µAUV and connectors is critical in preventing

severe damage by the battery [44].

Waterproof charging connectors or wireless charging can be added to reduce the

need to break the vehicle’s seal. While off-the-shelf LiPo batteries can be used,

custom shaped batteries can also be acquired. And more promising, results have

been reported success in the use of additive manufacturing to produce Lithium-Ion

batteries [45], such advancements can help eliminate a major geometric constraint,

which is the battery form, allowing for much more optimized µAUV design for the

same power capacity.

4.4.2 Propulsion

The propulsion system requires dedicated programmable electronic speed controllers

for each motor. For thruster applications, a sensorless BLDC motor is adequate for

high speed motor control, since position control is not required. Sensorless BLDC

motor control relies on measuring the zero-crossing of the phase currents of each of

the three motor phases, to estimate the motor speed and direction, this method is

reliable at high speeds only. With the µAUV propellers are expected to rotate at

high speeds to produce effective thrust. Further discussion on motor and thruster

characteristics will be presented in Chapter 5.

4.4.3 Autopilot

Miniature embedded controller with accurate inertial measurement sensors have

become widely available. Their development was spurred primarily by the develop-

ments in micro aerial vehicles, including multi-rotor racing platforms. It is a stan-

dard expectation to have a small form autopilot equipped with an accelerometer,
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gyroscope and a magnetometer, forming the sensor suite required to attain 6 degree

of freedom (DOF) attitude and heading with tilt compensation, provided that ap-

propriate attitude estimation algorithms are implemented. Such controller can also

be equipped with barometers, this can be used to measure the vehicle’s depth in

water if they are exposed to the water surface. It is more practical, however, to use

a stand-alone pressure sensor that can be practically integrated on the µAUV.

4.4.4 Perception

Embedded camera technologies are evolving rapidly. A small form factor camera

running on top of a Linux operating system with GPU capabilities can be acquired

at low cost. This field is expected to develop further, expanding the possible vision

capabilities for µAUV at the intended scale, or even smaller. The structured light

projection system would require a dedicated driver.

4.4.5 Communication

The communication system at a minimum should allow for manual control and

command of the vehicle at near field, and for tracking the state as well as allow for

basic tuning of controller parameters of the µAUV. The key design consideration

of underwater communication systems is the signal range, especially when using ra-

dio wave frequencies as the signal carrier. Ultrasonic, or acoustic transmission, is

the favored signal medium in underwater applications, since sound waves can travel

much further in water than EM waves; however, they require a sizable setup to de-

liver signals of meaningful strength and are limited in their communication band-

width [46].

Standard radio frequencies at the lower frequency end, such as UHF frequencies,

can be applied for short range underwater communication (< 2m), provided the

signal doesn’t transverse across different mediums, meaning the air-water surface,
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as this is where a significant amount of signal strength is lost. This condition can

mitigated slightly by exposing both ends of the communication bridge antennas to

the water directly [47]. The conductivity of water is a primary factor in the absorp-

tion rate of EM waves as well [48]. Embedded communication devices for standard

radio frequencies are readily available. A combined acoustic and standard radio fre-

quency communication system, if devised, can provide an ideal mix of short range

high bandwidth communication through standard radio frequencies and far range

critical communication through an acoustic bridge.

4.5 Design Realization

The first revision of the µAUVdesigned based on the proposed architecture is shown

on Figure 4.16. The engineering details of the design are highlighted in B, as well

as fabrication details. Further parameter estimation analysis, simulation and con-

trol were based on this design.
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Neutral Buoyancy Weight: 420g

Figure 4.16: Realized Design - Revision 1

A revision of the prototype with a revised shell design is shown on Figure 4.17. En-

gineering details of this design are highlighted in Appendix C. We will discover that

relaxing the assumption regarding the smoothness of the surface geometry with the

intention to reduce drag, actually produces more efficient design, especially for at-

taining higher levels of agility in the confined space. We will also present a method

for controlling buoyancy and~rB/G, and even surface geometry with an external

Urethane based rubber sleeve.

In Chapter 5 we will analysis the model parameters and in Chapter 7 we will ana-

lyze the performance of the design and justify the changes made in revision 2.
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Neutral Buoyancy Weight: 210g

Figure 4.17: Realized Design - Revision 2
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CHAPTER 5

PARAMETER IDENTIFICATION

This chapter investigates vehicle model parameters. The parameter identification

will be based on the design presented in Chapter 4. However, the parameter identi-

fication methods utilized here can be applied to other µAUV designs.

The inertia and coriolis-centripetal terms will be briefly discussed then a detailed

analysis of the hydrodynamic forces will be presented along with experimental val-

idation results, followed by a detailed analysis of the thruster dynamics in addition

to experimental validation results as well.

Recall that the underwater vehicle’s dynamic model is

M̃(v̇) + C̃(v) + D(v) + G(I RB) = τ ∈ R6×6, ∀v ∈ R6 (5.1)

Achieving accurate parameters for the above model is critical for simulating the

vehicle motion, to both assess its performance and develop suitable and realistic

controllers, specifically for model-based control algorithms, as will be discussed in

Chapter 9. As such, a thorough examination of the model parameters and how we

can estimate them, is warranted.

5.1 Inertia and Added Mass

The added mass term is composed of a rigid body term MRB and an added mass

term MA. The rigid body mass matrix elements, the mass and tensor matrix, are

computed directly from the detailed CAD model. Computing the value of the added

mass matrix elements, however, is not trivial. Brennan [49] describes the added

mass phenomenon as that which “determines the necessary work done to change
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the kinetic energy associated with the motion of the fluid”. The added mass ma-

trix is symmetric if the system is to be conservative. The number of distinct coef-

ficients of the added mass matrix are 21, and any further reductions in the number

of added mass matrix coefficients will be based on geometrical symmetry of the ve-

hicle. A typical analytical method to derive the added mass terms is by applying

the concept of fluid kinetic energy [29]. The kinetic energy can be presented as

T =
1
2

vT MAv, vT = [vx vy vz vφ vθ vψ], MA ∈ R6×6 = MT
A > 0 (5.2)

The added mass coefficients can be derived using Kirchoff’s equations to relate the

force/moment elements τ to acceleration v̇. For this work it is assumed that the

vehicle exhibits an ideal spheroidal shape in open water. With this assumption, the

added mass matrix can be assumed diagonal. Fossen [29], provides an expression

for the added mass term for a spheroidal shape. For a diagonal added mass matrix

MA = −diag(Xv̇x , Yv̇y , Zv̇z , Kv̇φ , Mv̇θ
, Nv̇ψ) (5.3)

and an ellipsoid shaped, fully submerged vehicle with its center coincident with the

ellipsoid center described by quadratic relationship, highlighted on Figure 5.1.

x2

a2 +
y2

b2 +
z2

c2 = 1 (5.4)

55



Figure 5.1: Simple Spheroid

The coefficients for a prolate spheroid, where a = b, are given as

Xv̇x = − α0

2− α0

Yv̇y = Zv̇z = − β0

2− β0
m

Kv̇φ = 0

Mv̇θ
= Nv̇ψ = −1

5
(b2 − a2)(α0 − β0)

2(b2 − a2) + (b2 + a2)(β0 − α0)
m

With

α0 = −2(1− e2)

e3 (
1
2

ln
1 + e
1− e

− e), β0 =
1
e2 −

1− e2

2e3 ln
1 + e
1− e

, e = 1− (
b
a
)2 (5.5)

To compute the spheroidal radii for the µAUV we can encapsulate it in a spheroid

and use the resulting radii values. This results in a conservative estimate for the

added mass matrix MA

For this project we will not focus on investigating further the added mass term,
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albeit it is an important component of the model. [50][51][52]

5.2 Coriolis

The rigid body component of the coriolis term derives from the rigid body compo-

nent of the inertia term, and likewise between the added mass component of the

coriolis term and the added mass component of the inertia term, as given in equa-

tion 2.12

C(v) =

[
0 −[M11v1 + M12v2]×

−[M11v1 + M12v2]× −[M21v1 + M22v2]×

]
(5.6)

5.3 Hydrodynamic Forces and Moments

There is no explicit model available for calculating the dissipative forces’ drag and

lift coefficients, as this would require solving a set of Navier-Stokes equations. The

tools available for estimating the hydrodynamic forces are confined to Computa-

tional Fluid Dynamic analysis, CFD, or scaled motion tests of which there are a

number of methods and the planar motion mechanism being the more common one

[52].

In this section, CFD analysis is used to estimate the hydrodynamic parameters of

the designed µAUV in both open water and within a pipe segment. In addition

to the CFD analysis, a decayed motion experiment is devised to validate the data

from the CFD analysis.

The purpose of the hydrodynamic analyses conducted in this chapter is to mea-

sure the general steady state effects of hydrodynamic forces acting on the vehicle.

This would aid in assessing the performance of the vehicle in terms of range and

agility, in aiding the design process of the vehicle and selecting an optimal shell and

thruster profile, and in simulating the environment inside the pipe, in order to de-
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sign and test suitable control algorithms.

The experimental hydrodynamic analysis performed in section 5.3.2 later, will at-

tempt to validate the CFD results. A combination of CFD analysis and experimen-

tation will provide a reliable design tool for evaluating the hydrodynamic forces.

5.3.1 Hydrodynamic Forces and Moments CFD Analysis

For the CFD analysis, ANSYS-CFX is used, which employs a hybrid finite-volume/finite-

element approach to discretize Navier-Stokes equations. This approach is exten-

sively used in marine applications [53]. There are a number of assumptions that are

used in the CFD setup summarized as follows:

1. Continuous and homogeneous flow

2. Steady-state flow

3. Steady-state turbulent flow

4. Complex but small geometries are ignored/reduced

5. Low velocity flow

We assume that the vehicle will operate in a fully filled enclosed volume, and that

the fluid is a homogeneous and continuous body of water at a constant tempera-

ture, and is assumed to be incompressible.

In the context of mechatronic design, we are primarily interested in evaluating the

steady-state performance of the vehicle. Transient effects are expected to influence

the actual dynamic behavior, and consequently the controller performance, and so

transient effects, including fluid fluctuations inside the pipe, should ultimately be

taken into consideration for further design analysis and optimization; however, this

is outside the context of our work.
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Under the assumption of steady-state flow and steady-state turbulence, external

transient forces are ignored, transient boundary conditions are ignored, and vortex

stretching is also ignored [53]. A low order temporal discretization of the flow equa-

tions provides reliable convergence under the steady-state assumption.

The vehicle is expected to operate at low surge velocities, reaching a maximum of

2m/s and at an average nominal velocity of less than 1m/s. There are subtle set-

tings that are required in the analysis, to come up with arguably reasonable results,

which we will highlight next.

5.3.1.1 CFD Setup

The steps to setup the CFD analysis include, in brief, starting with a model geom-

etry with minimal surface complexities. This surface simplification helps to discard

mesh errors and convergence errors, and reduces significantly the computational ex-

pense.

The mesh size and surface inflation layers must be chosen to balance between com-

putational cost, accuracy, and sensitivity of solutions. This is performed by running

a sensitivity analysis first and studying the simulation results against increasing

mesh resolutions and across varying flow velocities. The results stabilize and con-

verge at a certain mesh resolution. At this point the mesh settings are used to car-

ryout the complete analysis.

Figure 5.2 illustrates the mesh configuration used in the simulation. The figure

shows a section view of the mesh generated by ANSYS-CFX with the velocity stream-

line in surge motion shown as well. A body of influence is used to grow the mesh

resolution near the vehicle body. Table 5.1 captures the key settings used.
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Velocity StreamlineInflation Layers

Mesh Section View Vehicle Body

Figure 5.2: Ansys-CFX Mesh Setup

Table 5.1: CFD-CFX Shell Hydrodynamic Analysis Setup Parameters

Setting Value

Outer Fluid Mesh Size 18mm

Body of Influence Mesh Size 6mm

Maximum Inflation Layers 35

First Inflation Layer Height Function of Stream Velocity

Average y+ value at vehicle surface < 1

Linear Stream Velocity 0.125 - 4m/s

Rotational Stream Velocity 0.75 - 25rad/s

Turbulence Model SST

Note that the geometric model used here is a simplified version of the actual design,

but captures the general geometric form.

A turbulence model must also be chosen with specific initial conditions. For the

choice of turbulence model there are specific methods to verify the validity of the

mesh settings and solution, namely what is termed the y+ value. The y+ which is
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a function of the friction velocity, the distance to the wall (vehicle surface) and the

local kinematic viscosity of the fluid, for a Menter’s Shear Stress Transport (SST)

turbulence model, the y+ should have an average value within 1. The y+ value can

be checked and verified with ANSYS-CFX [54].

With the assumption that the vehicle is geometrically symmetric and that its mo-

tion is uncoupled, we can investigate motion in each of the 6 directions indepen-

dently, and then together build the parameters of the diagonal damping term. First,

we simulate the vehicle in an open water environment. Figures 5.3 and 5.4 show

the translational motion and rotational motion results for the open water hydrody-

namic forces and moments, respectively.

As expected, the hydrodynamic force in the surge direction is lowest, followed by

the sway direction then heave. The relationship is quadratic at higher stream ve-

locities but a mixture of linear and quadratic at lower velocities. The rotational

dissipative moments are much lower in comparison to the translational dissipative

forces. Meaning, the vehicle’s potential agility in attitude control is higher than the

translational agility. Rotation is centered around the vehicle’s volumetric center, or

center of buoyancy, for each of the roll, pitch and yaw motions independently.

The solution is iterated over multiple velocity set points for each of the 6 direc-

tions. The CFD settings are kept uniform across the trials, except that the inflation

layers’ first layer height is changed to achieve a y+ in the desired, and consistent

range. The inflation layer height is tuned for each different stream velocity.

The coefficients are summarized in table 5.2. They represent the 3 translational hy-

drodynamic coefficients and the 3 rotational hydrodynamic coefficients respectively.
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Figure 5.3: Hydrodynamic Forces for the µAUV in open water vs. translational
stream velocity.
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Figure 5.4: The hydrodynamic moments for the µAUV in open water vs. rotational
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Table 5.2: Hydrodynamic Coefficients Computed from CFD Analysis using
ANSYS-CFX. The rotational hydrodynamic moments are scaled to Nmm

Direction −D(v) (N) Direction −D(ω) (Nmm)

Surge 1.06v2 − 0.02v + 0.02 Roll 0.08ω2 − 0.66ω + 1.07

Sway 2.14v2 + 0.09v Pitch 0.09ω2 − 0.66ω + 0.16

Heave 3.75v2 − 0.30v + 0.05 Yaw 0.27ω2 − 2.08ω + 4.27
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The above results may not be sufficiently representative of the environment where

we desire to operate the µAUV namely the confined space of a pipe. Therefore,

we examine the affect of constraining the flow through a pipe with the robot at its

center, moving concentrically with the pipe. First, we look at varying the internal

diameter of the pipe, and then look at the affect of varying the pitch angle up to its

expected maximum drag affect.

Figure 5.5 shows the simulation results for hydrodynamic forces in the surge direc-

tion at varying internal pipe diameters and at different stream velocity setpoints.

And Figure 5.6 shows the correlation between the increase in the cross-sectional

area ratio normal to the surge direction, between the vehicle and the pipe, against

the percentage increase in the hydrodynamic force.

Note that for the pipe diameter where the µAUV is intended to operate, which is

in a pipe with 160mm internal diameter, the increase in surge hydrodynamic force

compared to the open-water case ranges between 70% and 130%, for the range of

stream velocities tested, and increases with decreasing stream velocity. This is ex-

plained by the increase in the hydrodynamic force due solely to the increase in flow

compared to the augmented fluid velocity increase and, consequently, hydrodynamic

force increase due to the Venturi Effect.
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Figure 5.5: Hydrodynamics Force in Pipe With Varying Diameter
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If we look at the effect of the hydrodynamic force as the vehicle pitches relative to

the pipe axis, we notice a significant increase in the experienced axial drag, as il-

lustrated on figure 5.7. The axial drag is defined as the drag along the pipe axis.

The passing fluid faces a larger drag coefficient due to the increased equivalent

cross sectional area, as well as to the increase in the cross sectional area ratio be-

tween the vehicle and the pipe normal to the axial direction. The body surge direc-

tion changes as the vehicle surges, and becomes positive, forcing the vehicle forward

onto the pipe, at higher pitch angles.
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Figure 5.7: Hydrodynamic Forces in Pipe at Varying Vehicle Pitch Angles
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Figures 5.8 and 5.9 show the velocity and pressure countours respectively, at the xz

plane and for a 1m/s stream velocity. The velocity legend range is 0.0 to 4m/s and

the pressure’s legend range is -3.0 to 2.0kPa.

90° Pitch60° Pitch

30° Pitch0° Pitch

Figure 5.8: Velocity Contour at Varying Vehicle Pitch Angles - 1m/s Stream Veloc-
ity

90° Pitch60° Pitch

30° Pitch0° Pitch

Figure 5.9: Pressure Contour at Varying Vehicle Pitch Angles - 1m/s Stream Ve-
locity

The varying pitch angle analysis illustrates a key difficulty in controlling the µAUV
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inside the pipe. The eccentricity and alignment of the µAUV along the pipe be-

comes exponentially harder to achieve as the vehicle deviates away from the con-

centric alignment, where the radial hydrodynamic force becomes larger and expels

the vehicle toward the pipe wall in at least one configuration as shown above.

But since the attitude of the vehicle can be controlled at near-zero translation ve-

locity, one way to overcome the radial hydrodynamic force problem is by prioritiz-

ing the µAUV trajectory on a concentrically aligned path and penalize surge mo-

tion when it becomes out of alignment. From a controller point of view, this trans-

lates into motion speed reduction as the vehicle deviates away from the concentric

center.

The in-pipe hydrodynamic analyses do not take into account the effects of sec-

ondary flow generated by the thrusters and reflected back from the pipe wall. It

is expected that such effects are significant and worth of further extended analysis.

Next we will validate some of the results attained in this section through experi-

mentation.
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5.3.2 Hydrodynamic Forces and Moments Experimental Test

There are several methods available to compute the hydrodynamic parameters ex-

perimentally. A traditional method would employ a planar motion mechanism (PMM)

device, that generates an oscillatory motion and from the response derive the hy-

drodynamic parameters [52] [31]. Other methods attempt to perform the parame-

ter estimation on-line, buy using an estimation method like a Kalman Filter [55].

Rather than use a PMM device, and since we have the benefit of working with a

small vehicle, we will induce the oscillation by way of a damped pendulum motion,

extending the work done by [56], by accounting for hinge friction, as well as CoB

and CoM offsets.

Figure 5.10 illustrates the vehicle is setup for both an open-water environment and

an in-pipe environment. A water tank is used to perform the damped oscillation

experiment. The vehicle is lifted manually and released to oscillate while the high

resolution encoder outputs the reading to a connected PC for post processing. A

plastic PETG 3D printed pipe segment with a slot opening is added as shown on

the top right. The pipe’s curvature matches the radius of the µAUV on the pendu-

lum, to simulate a concentric pipe motion.

The same setup is used to measure the sway and heave hydrodynamic forces as

well by rotating the vehicle into the respective orientation. A torsional damping

setup similar to this one can be used to measure the angular hydrodynamic mo-

ments coefficients, the challenge is in devising a torsional spring setup that allows

for multiple periodic oscillations and with minimal spring damping, since the angu-

lar damping effects are significantly lower relative to the damping effects in the test

structure itself.

The governing relationship between the pendulum angle and the vehicle parameters
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Figure 5.10: Damped Oscillation Setup for Hydrodynamic Parameters Estimation

is given by

θ̈ = αcosθ + βsinθ − γθ̇ − δ
∣∣θ̇∣∣ θ̇ (5.7)

where the coefficients equate to

α =
Mgdg − BdB

(M + ma)r2 β =
B(r− rB)−Mgr

(M + ma)r2

γ =
KLr2 + KT

(M + ma)r2 δ =
KQr

(M + ma)
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KT, KL, KQ are the hinge friction, linear hydrodynamic damping, quadratic hydro-

dynamic damping coefficients respectively. ma is the vehicle’s added mass. The an-

gle is measured using a high resolution optical encoder. Offline, the parameters can

be computed using a least squares estimation given the following relationship:

θ̂LS = (HT H)−1HTy (5.8)

where y = H(x)θ, equivalently:


θ̈1

θ̈2

...

 =


cosθ1 sinθ1 −θ̇1 −|θ̇1|θ̇1

cosθ2 sinθ2 −θ̇2 −|θ̇2|θ̇2

...
...

...
...





α

β

γ

δ


+ error (5.9)

A model-based parameter estimator like a Hybrid Extended Kalman Filter was

tested as well, but it requires additional differentiation of the state to produce ac-

celeration data. The Least-Squares method was sufficient. The CoB coordinates rB

and dB, are calculated from the CAD model, and the CoM coordinates dG are com-

puted by comparing the in-air pendulum angle static offset versus the in-water pen-

dulum angle static offset. The hinge friction coefficient is computed with an in-air

damped oscillation test, then the test is performed in-water to retrieve the remain-

ing parameters. Additional weight, beyond what is required for neutral buoyancy, is

added inside the shell to produce higher kinetic energy in the motion.

5.3.2.1 Experimental Results

Figure 5.11 shows the measured response from the open-water surge motion test,

compared to the simulated response using the hydrodynamic coefficients estimated

by the CFD analysis. The figure also shows the measured hydrodynamic force com-

pared to the simulated hydrodynamic force as expected from the CFD analysis.
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The Least-Square estimation results are sensitive to changes in the offset parame-

ters and hinge friction coefficient. A sensitivity analysis to these parameters shows

the measured hydrodynamic force response varies 15%. In this particular case of

surge motion in open-water, the estimated hydrodynamic force response from the

measurement is higher than the response estimated from the CFD.
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Figure 5.11: Open-Water Hydrodynamic Damping in Surge. CFD vs. Experiment
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Figure 5.12 displays the hydrodynamic force response for the three translational

motions as estimated by the experiment compared to the CFD analysis. Again,

there is a significant deviation between the estimation methods; however, the rel-

ative response order between the three directions is consistent and is as expected.
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Figure 5.12: Open-Water Hydrodynamic Damping. CFD vs. Experiment

We now compare the result of open-water surge motion and in-pipe surge motion.

On Figure 5.13, we can see the two responses as estimated by the two methods.

The experimentally measured response is higher for both the open-water and in-

pipe compared to the results from the CFD. In both cases there is a clear differ-

ence, and increase, between the in-pipe drag and open-water drag.

In this section we looked at modeling the dissipative hydrodynamic effects by way

of a CFD analysis and an experimental pendulum decay test. The large sensitiv-

ity to other model parameters produces large deviations in the experimentally es-
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Figure 5.13: Open-Water Hydrodynamic Damping. CFD vs. Experiment

timated results. Further tuning of the model is required to achieve reliable results.

In section 5.6 we will propose an on-line parameter estimation method that works

with forced excitation behavior. For the purposes of simulating the behavior of the

vehicle and assessing its performance for mechatronic and controller design pur-

poses, we believe that the CFD analyses provide sufficiently reliable estimates.

The CFD setup can be expanded to capture hydrodynamic damping behaviour at

more complex configurations in the pipe. It can be used to map the effects of near

wall hydrodynamics, of reflected flow from the pipe and at curved pipe sections.
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5.4 Thruster Dynamics

A critical component of the µAUV design and one that governs the realizability of

the design goal is the performance of the thrusters. Understanding the behavior

of the marine impellers, and thrusters in general allows for systematic design and

optimization of the thrusters, allows for better performance modeling, for a realistic

simulation, and for a robust thruster compensation model in the controller. The

field of marine propellers is an established and comprehensive field of study, and

it is certainly beyond the scope of this work to cover the theoretical foundation of

propeller performance and theoretical propeller theory. But since the performance

of a thruster is governed by both the performance of the motor and the propeller,

we briefly outline the performance characteristics of motors first.

5.4.1 Motor Performance

The selected motor for this application is a Sensorless Brushless Electric Motor,

BLDC. They have superior reliability compared to brushed motors, require no po-

sition sensors if positional control accuracy is not desired, and have a high power

to size/weight ratio, especially with the use of Neodymium Magnets. And they are

readily available at low cost. They do however require a dedicated controller, nor-

mally referred to as Electronic Speed Controllers, or ESCs.

A typical BLDC motor curve is illustrated on Figure 5.14. BLDC motors exhibit

relatively constant torque behavior up to the field weakening region, as their oper-

ational theory suggests citeHughes2014. Their corresponding efficiency curves also

show peaks at some operating speeds for a given supply voltage. The load line is

governed by the inertia of the load, and for our thruster application, this equates

to the impeller geometry and hydrodynamic condition. An appropriately designed

propeller and duct will place the load line along our desired operating path with
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respect to power, efficiency, thrust and torque characteristics.

Motor curves can either be provided by motor manufacturers or can be obtained

through benchmarking with a Dynamometer. The thruster tests illustrated in the

next subsections will show that we can operate the motor near the constant torque

to field weakening region transition, given the appropriate propeller selection.

Load Line 
(Impeller Profile Line)

Dry Running Region

Cooled Running Region

Torque Curves
@ Increasing Voltage

Stall/Start Torque

Efficiency Curves
@ Increasing Voltage

Field Weakening

Motor Speed

Figure 5.14: Typical BLDC Motor Performance Curve

A major impact on the performance of the motor is the fact that it operates under-

water. The passive cooling of the motor allows it to continue to operate efficiently

at significantly higher power output compared to in-air performance. The specific

motor we use is rated for a burst power of 45Watt, but underwater tests showed

that it continues to operate efficiently at over 90Watt of continuous output.

5.4.2 Propeller Performance Characterization

We are interested in utilizing a design approach for thrusters at the scale of the

µAUV under investigation. Existing literature and design guides provide example

profiles of propellers targeted toward large marine vehicles and often exhibit a dif-
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ferent geometrical structure than the impeller profiles we seek. One approach is to

exploit the property of similtude to scale and match the performance of our pro-

pellers to that of existing ones, using the set of dimensionless coefficients that relate

the variables that influence propeller performance.

The factors that influence the performance of a propeller include the propeller di-

ameter D, the speed of advance Va, the rotational speed ω, the density of the fluid

ρ, the viscosity of the fluid µ, and the static pressure of the fluid at the propeller

ps. A dimensionality relationship between thrust T and torque Q with the afore-

mentioned variables gives, respectively, the thrust and torque coefficients KT and

KQ [36].

KT =
T

ρω2D4 (5.10)

KQ =
Q

ρω2D5 (5.11)

The advance coefficient and Reynolds number are expressed as

J =
Va

ωD
(5.12)

Rn =
ρωD2

µ
=

ρVaD
µ

(5.13)
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These coefficients form the basis of propeller performance characterization and de-

sign selection. The thrust loading T is also a function of the advance velocity Va.

And for a fixed motor rotation speed ω the effective thrust will tend to decline as

the advance velocity increases. This is will become important when simulating the

vehicle as it would not be sufficiently accurate to assume a thrust force independent

of the µAUV translational velocity.

Defining the pitch ratio as the ratio between the pitch angle of the propeller blade

to the diameter of the blade P/D, the characteristic curve for a specific propeller

geometry would look similar to Figure 5.15. The figure shows the nondimensional

torque and thrust coefficients as well as the efficiency curve. Ideally, we would like

to have a validated characteristic diagram that matches our impeller’s geometry.

We are not aware of any that exist in the literature, so instead, we will produce

ones for our nominal thruster design.

Increasing P/D 

10

Figure 5.15: Generic Marine Propeller Performance Characteristic Diagram [36]

There are a number of theoretical methods for analyzing the performance of marine

propellers. An early approach developed by Rankine and later improved by Froude,
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is termed the Momentum Theory. The Momentum Theory assumes the propeller

works in an ideal fluid with no losses and that it represents a disc that produces

thrust without rotating the fluid [36]. The Momentum Theory may be useful in

analyzing the behavior of the fluid upstream and downstream of the propellers, and

in deriving a basic analytical model, but does not aid in the design of the propeller

geometry.

The Blade Element Theory was later developed by Froude, where, as the name sug-

gests, the propeller is sectioned into blade elements and a 2-dimensional aerofoil

analysis is conducted, then the result is integrated over the full volume of the pro-

peller blade. A number of other methods were developed over the years, including

that of Burrill’s Analysis, which is a strip theory method that combines the Mo-

mentum Theory and Blade Element Theory to analyze propeller performance.

All these methods require a deeper understanding of fluid mechanics and are after

producing optimized results that satisfy the limits of propeller behavior. However,

we are only concerned with the general behavior and performance of the thrusters.

And that not only includes the propeller, but also the motor performance and mo-

tor controller thrust scaling. For this, we will rely on experimental analysis to pro-

file a set of impeller profiles, and then revisit a systematic design approach for im-

pellers using a CFD approach, equipped with the experimental results.

An additional complexity in analyzing thruster performance arises with the use of

a ducted impeller. The duct acts as a thrust augmentation device at lower veloci-

ties. And its thickness, extension beyond the propeller rotation field and the pro-

peller’s tip clearance to the duct all influence the performance and efficiency of the

thruster. Understanding these relationships can aide in optimizing the design of the

µAUV as well.
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5.4.3 Experimental Profiling

A thruster dynamometer was designed and constructed to test the thrust and torque

performance of a number of ducted propeller profiles. The experimental setup is

shown in Figure 5.16. The load cells are calibrated and linearized prior to tests.

Each test is automated such that the throttle settings and sampling rates are con-

sistent across the tests.

Thrust Load Cell

Thruster

Troque Load Cells

Water Tank Fixture

Water Surface
Extension Arm

T

Q

SPI

I2C

PPM

ROSSERIAL

Motor ESC

Figure 5.16: Thruster Dynamics Experimental Setup

The test rig is fixed on top of a water tank, similar to the one used for the damped

oscillation in Section 5.3.2. A single load cell is used to measure thrust in forward
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and reverse thrust direction, and two additional load cells are used to measure the

torque produced by the thruster. Voltage and current sensors are attached to the

load power supply, and a motor speed sensor is used as well.

Figure 5.17 shows the raw test data recorded for one propeller profile. The torque

data produced from this test setup turned out to be somewhat unreliable, an inde-

pendent torque measuring dyno design is required instead, with the placement of

the load cells centerline close to the motor axis to avoid side loading of the cell un-

der thrust. Alternatively, profiling the motor performance with an underwater mo-

tor dynamometer and matching the current profile with the electric current profile

seen in the thruster tests, can estimate the torque produced by the thruster. For

the generated torque, we will rely instead on the CFD results discussed in the next

section.

Combining the results for a propeller profile at multiple blade pitch angles we can

produce thrust to throttle and current to throttle curves for a thruster, as illus-

trated in Figure 5.18. The figure also shows the propeller profiles that were de-

signed and fabricated for these tests. The propellers were fabricated with an FDM

3D printer using PLA plastic material. For the specific profiles nominal supply volt-

age tested, we can see that the motor operates in the “constant torque” region with

20◦ and 30◦ blade pitch angles. The motor can potentially produce more thrust

with a higher supply voltage of 11.1V which is the maximum rated voltage for the

motor, but it will either get into the “field weakening” region of operation and pro-

duce poor efficiency.
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Figure 5.17: Thruster Dynamics Experimental Profiling Raw Test Data
Impeller Profile: 45o pitch angle, No. Blades: 5, at 8Volt supply voltage
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Figure 5.18: Thrust Characteristic Curves From Experiment
Impeller Profile: 30mm Diameter, No. blades: 4, varying blade pitch angle at 8Volt

supply voltage

Looking at the electrical power delivery, the higher pitch angle profile produces a

higher thrust to power ratio and at a lower motor speed, as shown on Figure 5.19.

Similar tests, using the test rig, can be performed for varying propeller diameter,

duct geometry, number of blades and blade to duct clearance, and of course differ-

ent blade profiles. The blade pitch angles used in this work are radially fixed; how-

ever, ideally they should be a function of the radius in order to produce a uniform
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Figure 5.19: Thrust to Power Ratio Relationship
Impeller Profile: 30mm Diameter, No. blades: 4, varying blade pitch angle at 8Volt

supply voltage

linear velocity over the blade. For a 30mm diameter propeller for instance, the lin-

ear blade velocity increases by a factor of 2.5 between the base of the blade at the

hip and the blade tip. This increase is significant given the propeller rotates at very

high speeds.
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The above tests were conducted at zero stream velocity, resulting in what is termed

the nominal thruster performance. The performance will vary as the stream ve-

locity changes, to capture this effect the test rig can be modified and placed on a

circular motion arm rotated at a set speed to produce the stream velocity affect,

neglecting radial effects for a sufficiently long rotation arm. We will look at the af-

fect of changing stream velocity by way of a CFD analysis in the next section.

5.4.4 Thruster CFD Analysis

Characterizing the thruster performance experimentally, can aid in performing a

validated CFD analysis, since the operational characteristics of a propeller are in-

tertwined with the motor performance characteristics, as seen on Figure 5.14.

We perform a parametric CFD analysis on the ducted thruster profiles that were

fabricated and used in the experiment earlier, and this time we expand the analysis

over more blade pitch angles, and with varying nonzero advance velocity, as well as

with varying propeller diameters, in order to fully characterize the propeller as per

the conceptual curve on Figure 5.15.

To automate the analysis, a parametric ducted propeller is designed in a CAD soft-

ware (Solidworks), connected to ANSYS Mechanical. Design points are created in

ANSYS for the combination of propeller geometry and flow conditions. The mesh

size properties are fixed except that the inflation layer properties on the propeller

blades are varied for different flow velocities. Figure 5.20 shows the CFD setup for

a specific propeller geometry as well as an example flow behavior. The setup pa-

rameters are given in table 5.3.
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Table 5.3: CFD-CFX Thruster Analysis Setup Parameters

Setting Value

Frame Change Stationary-Rotating Frozen Rotor: 360◦ pitch

Turbulence Model SST

Fluid Timescale Auto

Analysis Type Steady State

Impeller First Layer Height 0.001mm

Impeller Maximum Inflation Layers 40

Impeller Inflation Algorithm Post

Impeller Inflation Layers Growth Rate 1.025

Body of Influence Mesh Element Size 0.75mm

Equation Class Continuity

Residual Type RMS: 0.0001

Impeller Average y+ < 1

Body of Influence

Inflation Layers Detail

Fluid Volume

Stream Velocity

Average Y+

Figure 5.20: Thruster CFD Analysis: ANSYS Setup
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The parametric analysis workflow is highlighted on the top of Figure 5.21. The fig-

ure also shows the propeller blade profile at lowest and highest pitch angle tested.

The blade length, width and bidirectional angle of attacks are parametrically fixed

and symmetric. The tip of the blade is given a fixed width and kept horizontal, pri-

marily for the purpose of fabrication, namely 3D printing.

Design Points

Parametric 
CAD Model Mesh

Simulation

CFD

12m
m

12mm

1.5mm

1.5
m

m

0.4mm

0.4mm

0.4mm

0.4mm

Rotation

Surge
Flow

10deg Pitch Angle 40deg Pitch Angle

Thrust, Torque, Power

Propeller: Pitch, Diameter
Duct: Clearance, Length, 
Angle of Attack

Fluid Velocity
Thruster Speed

Figure 5.21: Paramteric CFD Thruster Analysis: Geometry and Workflow

Figure 5.22 shows the steady state thrust and torque CFD results for a number of

ducted propeller profiles at varying pitch angles and at zero stream advance veloc-

ity, matching the same conditions used for the experiments. The results for the

thrust match well with the earlier experiments. Fabrication tolerances, propeller

imbalance or thrust load measurement accuracy may contribute to the variations
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that exist between the CFD results and experiments. Note, for instance, the varia-

tion between the results for the 20◦ pitch propeller, compared to the closely match-

ing results for the other three profiles. This validates the CFD analysis as an ade-

quate method to design thrusters for the µAUV.
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Figure 5.22: Thrust and Torque Performance by CFD Compared to Measurement
Impeller Profile: Bidirectional, 30mm Diameter, No. blades: 4, Va = 0, varying blade

pitch angle.

While we do not have robust experimental measurements of torque, the torque

results from the CFD do fall in the range of torque values measured, we will as-

sume these values are sufficient for the purpose of analyzing the efficiency of the

thrusters, and derive the thrust and torque coefficients, KT and KQ, as well as eval-

uate the efficiency of the thrusters using them.
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The thruster efficiency is defined as the ratio of the mechanical power delivered

over the electrical power supplied.

ηo =
Qω

VI
(5.14)

Figure 5.23 shows the efficiency of the 4 profiles that were experimentally tested,

using the torque values estimated by the CFD analysis. Peak propeller efficiencies

are relatively similar, but lower pitch propellers provide wider efficiency curves.
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Figure 5.23: Power Efficiency of Propellers
Impeller Profile: Bidirectional, 30mm Diameter, No. blades: 4, Va = 0, varying blade

pitch angle.

Expanding the analysis to cover non-zero advance stream velocities Va, we find the

following performance characteristics of the ducted propeller, shown on Figure 5.24.

This characteristic curve gives a dimensionless relationship between the advance

coefficient J and the thrust and torque coefficients, KT and KQ respectively, for a

given propeller profile. The analysis was performed with a fixed propeller diameter

but varying pitch angle.
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Figure 5.24: Propeller Characteristic Curve From CFD - Constant Propeller Diam-
eter

Examining the effect of varying the duct parameters, we observe relatively less vari-

ations. The analysis of varying duct parameters is illustrated on Figure 5.25. The

figure also highlights the geometrical profile of the duct. The main parameters are

the duct length L, duct angle of attack α and duct clearance from the propeller

blade tip t. From the results we notice that the length duct length increases the

thrust but converges at a certain length. The thrust performance is more sensitive

to tip clearance and even more so to the angle of attack of the duct.
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Figure 5.25: Effect of Varying Duct Geometry
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5.4.5 Modeling Thruster Dynamics

With the propeller characteristic curve and the experimentally profiled thruster dy-

namics, we can model the thrusters for the purposes of both simulation and con-

trol. Thrust and torque control on the µAUV is achieved through voltage control,

and specifically through throttle control by way of pulse width modulation (PWM),

with the supply voltage from the battery varying itself, as will be discussed in the

next section.

To achieve a desired thrust or torque, we first map the desired thrust or torque to

the desired speed, then map the desired speed to a supply voltage setpoint, then

map the voltage setpoint to a throttle setpoint, or PWM duty cycle.

We know from the propeller characteristic curve, that thrust and torque decrease

with increasing stream velocity. The sensorless BLDC motor and controller are not

tuned for low speed control. This produces a discontinuity at low speeds, and more

specifically, during a change of direction with the bidirectional thruster as seen on

Figure 5.17.

We wish to have a continuous mapping model between thrust/torque and speed of

the forms:

ω̂Td = cnTn + cn−1Tn−1 + ... + c1T + c0, cn ∈ R (5.15)

ω̂Qd = cnQn + cn−1Qn−1 + ... + c1Q + c0, cn ∈ R (5.16)

To compensate for the discontinuity at near-zero speeds, we apply a piecewise sig-

moid function, to connect the two ends of the curves for the desired model forms of
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5.15 and 5.16, such that

ω̂d ∈ C2 =


c2T2 + c1T + c0, if ‖T‖ > To

kT
1+‖T‖ , if ‖T‖ ≤ To

The coefficients will be fixed for a selected thruster; a motor and impeller profile,

and To can be selected as the smallest nonzero thrust value from the experiment.

Note that, unlike the theoretical quadratic model of the thruster from Equation

(5.10), we instead use a 2nd order polynomial to model the thruster.

To account for the advance velocity effect on the thrust and torque, we compen-

sate for the velocity set point by the thrust coefficient KT or torque coefficient KQ

ratios. From the nominal thrust relationship in Equation (5.15), the compensated

velocity setpoint, for a fixed propeller geometry is

ω2
d = ω2

sp
KTo

KTn
= αKT (J)ω2

sp (5.17)

where KTn is the nominal thrust coefficient (Va = 0), and the KTo is the advance-

velocity adjusted thrust coefficient, and αKT is the square root of the ratio of the

two. Similarly, for the torque coefficient we have

ω2
d = ω2

sp
KQo

KQn
= αKQ(J)ω2

sp (5.18)

For a given thruster profile, the ratio α can be mapped directly to the advance ve-

locity Va:

αKT = c2 J2 + c1 J + 1, cn ∈ R (5.19)

αKQ = c2 J2 + c1 J + 1, cn ∈ R (5.20)
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This gives the following mapping between the desired speed and speed setpoint

ω2
d = c2

V2
a

D
+ c1

Va

D
ωsp + ω2

sp ≈ c
V2

a
D

+ ω2
sp (5.21)

The coefficients an be calculated from the CFD computed propeller characteristics

curve. Figure 5.26 shows the mapping behavior between thrust and speed, as the

advance velocity increases, for a selected thruster profile. Note how significant the

drop in effective thrust at higher stream velocities. The target µAUVsurge velocity,

or cruise velocity, will influence the choice of optimal thruster profile. The effective

thrust can be calculated directly by

T = NKT (J) Tnom , NKT (J) ≈ c2 J2 + 1 (5.22)

And NKT (J) is the normalized thrust coefficient function, its coefficients can be

computed for a specific thruster profile as well.
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Figure 5.26: Motor Speed Set-Point Mapping from Desired Thrust With Va Com-
pensation
Impeller Profile: 30mmD, No. Blades: 4, 20o Blade Pitch Angle
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To account for the advance velocity when calculating thrust with the µAUV, we

assume that only the axial advance flow affects the thrust performance. By a rigid

body dynamic relationship, the thruster velocity becomes

~vT ·~x = ( ~vB1 +~rT/B × ~vB2) ·~x (5.23)

as shown on Figure 5.27

Where ~vB1 is the µAUV CoM velocity in the body-frame, assuming static fluid con-

ditions. Defining BT as the bottom left submatrix of the thrust allocation matrix

B, the thruster’s velocities can be computed as

vT = vx + BT
T

[
vθ

vψ

]
, BT

T ∈ R4x2 (5.24)

vx, vθ, vψ are the surge, pitch and yaw velocities respectively. The thruster alloca-

tion matrix is defined by equation 2.24.

Figure 5.27: Thruster Dynamics - Velocity Relationship

Note that the advance speed effect is also exhibited when the flow is in the opposite

direction to the thrust. Looking at the thrusters performance with bidirectional

flow, we can see that the effect can be assumed to be symmetric around the 0m/s

advance speed, as illustrated on Figure 5.28.

A 2nd order polynomial model is also used to map the motor speed setpoint to a
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Figure 5.28: Thruster Characteristic Curves with Bidirectional Advance Velocity

voltage setpoint. We can use the experimental results to determine the coefficients,

or if we have a model of the motors performance we can use the power and effi-

ciency relationship to map the speed to the voltage.

Vsp = cnwn + cn−1wn−1 + ... + c1w + c0 (5.25)

The throttle setpoint is then calculated based on the battery’s nominal voltage.

The throttle and voltage relationship is linear

Throttle =
Vsp

Vbat
(5.26)

To simulate the thruster dynamic response, the reverse of the above process is car-

ried out. The simulator will receive a throttle setpoint and output a thrust and

torque value. An additional step in the simulation would include the addition of
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a first order response to compute the actual motor velocity

dω

dt
=

1
τ

( ωsp(t)−ω(t) ) (5.27)

The selection of the optimal thruster profile needs to be informed by the overall

µAUV performance. We will look at the µAUV operational efficiency with the dif-

ferent parameters combined through simulation in Chapter 7.

5.4.6 Thruster Analytical Model

Going back to the conservation of mass momentum principle, the ideal thrust gen-

erated by the propeller can be define as

Tideal = ṁ(vt − vs) = ρA(v2
t − vtvs) (5.28)

where ρ is the density of the fluid, vt is the propelled fluid velocity downstream the

propeller blade, vs is the free or upstream fluid velocity, and A is the effective pro-

peller area. The propelled fluid velocity is, ideally, a function of the propeller blade

pitch and rotation speed.

vt = P ω (5.29)

where P is the effective “screw pitch” of the propeller. This ideal model would re-

sult in an extreme over estimation of the real thrust force, since the effective stream

and propelled fluid velocities are different than in the ideal model. We can, how-

ever, express the thrust with a correction factor that is a function of the pitch to

diameter ratio.

Treal = ρA(v2
t − vtvs) δ(

P
D

) (5.30)
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And from 5.10

δ(
P
D

) =
KTD2

πω(Pω− vs)
=

cD
(Pw− vs)

≈ c
D

Pω
(5.31)

which can be parametrized from the analysis of the propeller profiles to approx-

imate thrust analytically without looking up the thrust coefficient. This form of

approximation may be useful for performing design optimizations.

5.5 Battery Model

While not part of the dynamic model, understanding the behavior of the battery

can help produce a realistic simulation of the vehicle’s performance as well as allow

for thrust power compensation via the controller.

The battery type used here is a Lithium-Polymer battery (LiPo). LiPo batteries,

like all Lithium-based batteries, have a highly nonlinear discharge behavior due

to their chemistry [44], specifically near the far ends of the charged states. A fully

charged LiPo cell normally measures at 4.2 Volts, but they are specified as having

3.7 Volts nominal voltage, this reflects the fact that the fully charged voltage, or

the Open-Circuit Voltage (OCV), is shortly lived, and that the median, or nominal

voltage is more close to 3.7 Volts.

Figure 5.29 below illustrates a typical discharge curve for a LiPo battery. Note

that, under load, the in-circuit battery voltage, is lower due to the battery’s Equiv-

alent Series Resistance (ESR). The battery’s ESR reduces the delivered voltage to

the system. The value of the ESR can be measured directly for the installed bat-

tery. The cut-off voltage per cell for a LiPo battery typically ranges between 2.9-3.3

Volts, depending on the manufacturer’s recommendation.

A fifth order polynomial can be used to model the discharge behavior of the bat-
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tery.

V0 = c5 I5 + c4 I4 + c3 I3 + c2 I2 + c1 I + c0 (5.32)

Vn = V0 − IRESR (5.33)

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85
Discharged %

2500
2700
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3100
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V

No Load Curve
I = 10.0A

Figure 5.29: LiPo Battery Disharge Curve. ESR = 0.05Ohms

5.6 On-Line Parameter Estimation

With the set of parameters identified from the previous section, we can setup an

on-line parameter estimation framework that utilizes the µAUV’s on-board sensors

to estimate the hydrodynamic damping coefficients, the added mass matrix coeffi-

cients, the thruster dynamics, as well as calibrate the geometrical offsets between

the CoM and CoB~rB/G.

In [55] an Extended Kalman Filter is proposed to perform on-line parameters es-

timations, the simulation results in the cited work showed positive outcomes for

identifying the hydrodynamic damping coefficients for an underwater vehicle in
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open-water. We will propose an approach here to perform on-online parameter esti-

mation based on the parameters we are interested in the most, using a Hybrid Ex-

tended Kalman Filter EKF, and by using the dynamic model as proposed in Chap-

ter 2.

Given the following Hydrid Extended Kalman Filter algorithm from [57], where we

have the continuous nonlinear dynamic system and associated discrete measurement

model.

ẋ = f (x, u, w, t) (5.34)

yk = hk (xk, mk) (5.35)

where x is the system state, u is the input to the system, w is the process noise and

vk is the measurement noise. The process and measurement noise are assumed to

be white, Gaussian with zero-mean: w (t) ∼ N (0, Q), mk ∼ N (0, R). Q is the

process noise covariance matrix and R is the measurements noise covariance matrix.

The goal of the Hybrid-EKF is to estimate the state x̂ and its associated covariance

matrix P. The continuous-time covariance matrix is modeled as

Ṗ = AP + PAT + LQLT (5.36)

A and L are the partial derivatives of the nonlinear dynamic function f (x, u, w, t),

with respect to the state and noise respectively, computed at the estimate x̂.

A =
∂ f
∂x
|x̂, L =

∂ f
∂w
|x̂ (5.37)

The algorithm follows a two-step update, a time-update step where the continuous

nonlinear state and covariance matrix are integrated to produce aproiri estimates
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x̂− and P̂−, followed by a measurement update step to produce the aposterior esti-

mates x̂+ and P̂+. The algorithm proceeds as summarized in Algorithm 1 below.

Algorithm 1 Hybrid EKF

Initialize x̂+
0 = E (x0) . Time-Update

Initialize P+
0 = E

[(
x0 − x̂+

0
) (

x0 − x̂+
0
)T
]

while Estimator Running do
Integrate: x̂− ← ẋ = f (x̂, u, 0, t)
Integrate: P̂− ← Ṗ = AP + PAT + LQLT

if New Measurement Received then . Measurement Update
Compute:

Kk = P−k HT
k
(

HkP−k HT
k + MkRk MT

k
)−1

x̂+
k = x̂−k + Kk (yk − hk (x̂k, 0))

P+
k = (I −KkHk) P−k (I −KkHk)

T + Kk MkRk MT
k KT

k
end if

end while

Hk and Mk are the partial derivatives matrices of the discrete measurement model

hk (xk, mk) with respect to xk and vk respectively, computed at the apriori estimate

x̂−.

For our system, we can compose our state vector, x, from the inertial pose and

body-rates:

x =

[
p
v

]
, p ∈ R7, v ∈ R6 (5.38)

The nonlinear dynamics can be defined as

ẋ =

[
ṗ
v̇

]
= f (x, τ, w, t) (5.39)

v̇, the body-rates vector derivative, can be calculated from the inverse dynamics

v̇ = M̃−1
(τ(ω)− C(v)− D(v)−G(I RB)) (5.40)

And the inertial pose vector derivate ṗ can be calculated from v̇, by the inverse
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jacobian J−1(q), described later in Chapter 6.

ṗ = J−1(q)v̇ (5.41)

With regards to measurements, this depends on the available sensors. In the µAUV,

we can at a minimum measure the angular body-rates by the gyroscope, the lin-

ear acceleration by the accelerometer. If we have a depth sensor we can measure

position along the water depth, and attitude with the fused inertial measurement

model. We can also measure the current draw and the speed of each of the thrusters.

This gives the following measurement vector

y[k] ∈ R16 =

[
v̇1[k] v2[k] IzB[k] q[k] I[k] ω[k]

]T
+ mk[k] (5.42)

The partial derivate matrices can be computed symbolically from the above given

relationships and used in the Hybrid-EKF algorithm. We are interested however

in using the above dynamic relationship and Hybrid-EKF to estimate the model

parameters. We can augment the state vector with the parameters vector Φ that

includes the desired parameters to be estimated

ẋ′ =


ṗ

v̇

Φ

+ w (5.43)

The parameter vector can be composed of the 12 diagonal elements of the hydro-

dynamic damping matrix, the 6 diagonal elements of the added mass. It can in-

clude the three elements of~rB/G, and the thrust and torque coefficients KT and KQ,

which can be divided to forward and reverse thrust, assuming a simple quadratic
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relationship in the thruster model. This gives

ΦT ∈ R25 =

 dg[MA](v̇) dg[DQ](v) dg[DL](v) rB/G(G) ...

KTF (τ, ω, I, vx) KQF (τ, ω, I, vx) KTR(τ, ω, I, vx) KQR(τ, ω, I, vx)

 (5.44)

Where dg[] denotes the diagonal elements of the matrix. DQ and DL denote the

quadratic and linear hydrodynamic elements respectively, assuming a 2nd order

polynomial model with no zero offset. And the F and R subscripts in the thrust

and torque coefficients denote forward and reverse respectively.

We can also reduce the above on-line estimation algorithm to one dimension, and

adapt it to the decay experiment presented in section 5.3.2, to improve the experi-

mental method in estimating the hydrodynamic coefficients, as well as compute the

added mass terms. With the experimental setup, measurements will also include

direct full pose measurement from the encoder.
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CHAPTER 6

UNDERWATER VISIO-DYNAMIC SITL SIMULATION

Now that the dynamic model corresponding to the realized µAUV has been de-

fined, it will be used to develop a simulation environment to carry out further con-

troller design and to assess the performance of the µAUV.

A dynamic simulation platform of the µAUV is a valuable tool for developing and

testing perception and control algorithms, as the complexities involved in testing

the µAUV underwater and applying changes are high compared to overground plat-

forms. A reasonably photo-realistic simulation of the underwater environment is

also highly valuable in generating virtual camera images to test the perception al-

gorithms. We leverage an existing open-source underwater scenery rendering tool

for underwater vehicles, from [58], along with an open-source software-in-the-loop

(SITL) controller stack, targeted toward unmanned aerial vehicles, from [59].

We leverage these two tools, and integrate other components around them, to build

a complete visual dynamic SITL simulation of the µAUV. The simulation setup is

illustrated on Figure 6.1.

The modules, or nodes, of the simulation operate and intercommunicate over the

ROS framework [60]. The visual modules group includes the visual rendering com-

ponent UWSim [58], based on Open-Scene Graph [61], as well as the structure light

projection model and the virtual camera model. The sensor modules add appropri-

ate stochastic noise, biases or drift to generate realistic sensor data to the control

and vision modules.

The vision modules emulate the on-board camera, where image processing, pose es-

timation from projected light and obstacle detection are performed. The dynamic
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SITL Modules

Sensor Modules

Visual Modules

Vision Modules

Underwater Scenery

Virtual Camera

Camera Noise Model

Dynamic Modules

IMU Noise Model

Attitude Controller

Position Controller

µ AUV Dynamics

Image Processing

Light Projection 
Model

Thruster Dynamics

Battery Dynamics

Attitude Estimator

Position Estimator

Structured Light Pose 
Estimation

Position Noise Model Obstacle Detection

Figure 6.1: Visual Dynamic Simulation Setup

modules as the name suggests include all the dynamic components associated with

the µAUV system. And finally, the SITL modules include the pose and attitude

estimators, and the controllers which can be ported directly onto the on-board con-

troller in the µAUV.
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Details of some of the components of the simulation will be discussed in this chap-

ter.

6.1 Quaternion Attitude Representation

In simulating and controlling the µAUV, quaternion operators will be used to rep-

resent attitude, perform attitude and rate frame transformations. The vehicle is ex-

pected to operated over all possible attitude angles and using quaternion rotations

will prevent the occurrence of geometric singularities. This section is only intended

to summarize the key quaternion notation and operation used in this work. For a

more comprehensive review, the reader is advised to review [62]. The right handed

convention, or Hamilton convention, of quaternion rotation will be used where the

imaginary units are defined as k = ij = −ji. A quaternion is composed of real

scalar part and an imaginary vector part.

q = qw + qv = qr + qii + qj j + qkk (6.1)

A unit quaternion is a normalized quaternion such that

qunit =
q
||q|| (6.2)

A quaternion product is defined as

q⊗ p =


prqr − piqi − pjqj − pkqk
prqi + piqr + pjqk − pkqj
prqj − piqk + pjqr + pkqi
prqk + piqj − pjqi + pkqr

 (6.3)
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A quaternion’s conjugate q∗ has the imaginary part’s sign inverted.

q∗ =

[
qw
−qv

]
(6.4)

A quaternion’s inverse is defined as giving the identity quaternion when a quater-

nion is multiplied by its inverse, and for a unit quaternion the inverse of a quater-

nion is equal to its conjugate

q⊗ q−1 = qidentity (6.5)

q−1
unit = q∗unit (6.6)

From here on, references to a quaternion will mean a unit quaternion unless other-

wise noted. Given a unit rotation vector u and associated rotation angle φ, 〈u, φ〉,
a unit quaternion can be composed as

q =

[
cos(φ/2)

usin(φ/2)

]
(6.7)

Given the vector x ∈ R3, the rotation operation of a vector in SO(3), from say

frame B to frame A, using quaternions, with its equivalent rotation operation using

Euler angles SO(3), is given as

Ax = qBA ⊗ Bx⊗ q∗BA ⇔ Ax = ARB
Bx (6.8)

qBA is the quaternion that represents a unit vector along frame B’s origin, in frame

A

The rotation matrix R ∈ SO(3) can be defined from the unit rotation vector and
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angle 〈u, φ〉 by Rodrdigues Rotation Formula

R = I + sinφ[u]x + (1− cosφ)[u]2x (6.9)

The operator [ ]x is denotes the skew symmetric matrix [v]x ∈ R3×3 of a vector in

v ∈ R3, such that

[v]x =

 0 −vx vy
vz 0 −vx
−vy vx 0

 (6.10)

The rotation matrix R ∈ SO(3) can also be defined, in a more useful format, using

the unit quaternion

R =


−2q2

j − 2q2
k + 1 2qiqj + 2qkqr 2qiqk − 2qjqr

2qiqj − 2qkqr −2q2
i − 2q2

k + 1 2qiqr + 2qjqk

2qiqk + 2qjqr −2qiqr + 2qjqk −2q2
i − 2q2

j + 1

 (6.11)

, and its inverse

R−1 =


−2q2

j − 2q2
k + 1 2qiqj − 2qkqr 2qiqk + 2qjqr

2qiqj + 2qkqr −2q2
i − 2q2

k + 1 −2qiqr + 2qjqk

2qiqk − 2qjqr 2qiqr + 2qjqk −2q2
i − 2q2

j + 1

 (6.12)

The mapping between quaternion and Euler rotation matrices is a single mapping,

while the reverse, mapping from quaternion space to Euler angles, is not, and pro-

duces a double mapping. This can be directly observed by looking at equation 6.7,

where solving for φ/2, the angle between a quaternion vector and the origin unit

vector, from cos(φ/2), in the range 0 < φ < 4π we get two possible solutions.

The µAUV attitude can be represented in SO(3) using unit quaternions as pre-

sented above. The double mapping from quaternions to Euler angles becomes an

issue only when performing attitude control, but it can be mitigated by carrying

the sign of the real parts, this will be discussed in Chapter 9.
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To represent attitude rates with quaternions, quaternion derivatives and integrals

are used. The time derivative of a quaternion given its angular rate vector Ω(t) ∈
R3, is given as

q̇ = q⊗Ω(t) (6.13)

And its integral, for a constant Ω can be expressed as

q(t) = q(0)⊗ eΩt (6.14)

In discrete-form, assuming constant Ωc in the interval δt, the integral using Zeroth

order integration can be expressed as

q[k + 1] = q[k]⊗ q{Ωc∆t} (6.15)

q{Ωc∆t} =

[
cos(||Ωc||∆t

2 )
Ωc
||Ωc|| sin(||Ωc||∆t

2 )

]
(6.16)

Equation 6.15 can be used to express and integrate attitude rates in the inertial

frame, without the need to handle Euler angles ranges, as will be shown in the next

section on the µAUV dynamics simulation.

While visual interpretations are not easily deduced from quaternion values, key ro-

tations configurations are represented on Figure 6.2, and they can aid in providing

a sanity check on the quaternion operations.
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Figure 6.2: Visualizing Simple Quaternion Representations

To transform frame rates from frame A to frame B, the Jacobian operator J(q) can

be used such that

B ẋ ∈ R3 = J(qBA)A ẋ, J(q) =



0.5qr −0.5qk 0.5qj

0.5qk 0.5qr −0.5qi

−0.5qj 0.5qi 0.5qr

−0.5qi −0.5qj −0.5qk


(6.17)

To convert between Euler angles and Quaternions, we first have to define the Eu-

ler rotation sequence used. Out of the 12 possible sequences, a common sequence

is the Tait-Bryan ZYX, or 3-2-1, sequence, in which the full rotation expression is

composed of a yaw ψ, pitch θ and then followed by roll φ: R(φ, θ, ψ) ∈ R3×3 =

R(φ)R(θ)R(ψ).
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Given the rotation matrix R(q) 6.11 the Euler angles can be obtained by


φ

θ

ψ

 =


tan−1 R23(q)

R33(q)

−sin−1R13(q)

tan−1 R12(q)
R11(q)

 (6.18)

To convert from Euler angles to Quaternion representation the ZYX Tait-Bryan

sequence can be applied in with unit vector rotations as given by equation (6.7)

6.2 µAUV Dynamics

The µAUV dynamics stack is summarized in Algorithm 2. Throttle setpoints, ex-

ternal forces and an in-pipe mapping function are updated into the dynamics loop.

The throttle setpoints are mapped into speed setpoints using the mapping model

discussed in Chapter 5.

From the speed setpoint, the thruster dynamics and output forces are calculated.

The motor speeds are used to update the battery charge level. Then, the inverse

dynamics is performed where the model parameters are computed based on the

model presented in Chapter 2 and the parameters derived in Chapter 5. And fi-

nally, the inverse kinematics step updates the pose of the vehicle, and the states are

published to simulator network.

The step response of the µAUV is summarized on Figure 6.3. The figure compares

the response between implementing ideal nominal thrust forces compared to the

advance-velocity-adjusted case. The figure also shows the surge response when in-

pipe drag effects are added.

There are two opposing actions observed here. As the vehicle increases in its veloc-

ity, the effective thrust decreases due to the advance velocity effect, but in the pipe,
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Algorithm 2 µAUVDynamics

1: procedure Dynamics(Th, τext, f̂D)
2: Initialize M, B . Initialize Mass Matrix & Thruster Allocation Matrix
3: Callback Interrupt: Th . Throttle Setpoint Update
4: Callback Interrupt: τext . Environment Forces Update
5: Callback Interrupt: f̂D . In-Pipe Mapping Update
6: while Simulation Running do
7: ωsp = f (Th) . Throttle to Speed Setpoint
8: τm, ω = f (ωsp, B, v) . Thruster Dynamics
9: Vnom = f (ω) . Battery Dynamics

10: v =
∫

Dynamics(q, v, τ)dt . Inverse Dynamics
11: q = Kinematics(q, v) . Inverse Kinematics
12: end while
13: end procedure

14: function Dynamics(q, v, τ)
15: D = Damping(v)
16: C = Coriolis(v)
17: g = gravity(q)
18: v̇ = M−1(τ − D− C− g) . Inverse Dynamics Model
19: return

∫
v̇dt

20: end function

21: function Kinematics(q, v)
22: q̇1 = R−1

q (q2)v1 . From Body-Frame to Inertial-Frame

23: q1 =
∫

q̇1dt
24: q2 = q2 EXPq(v2, dt) . Quaternion Attitude Propagation

25: return q =
[q1q2

]
26: end function
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and due to the higher drag forces, the steady state velocity is lower, so for the same

throttle setpoint, the steady state thrust achieved is effectively higher in the pipe,

this results in the reduction in the gap between the maximum surge velocity of the

µAUV in open water compared to concentric surge motion in the pipe.

The simulation also keeps track of the estimated current drawn, the remaining bat-

tery capacity, and the effective nominal battery voltage, as modeled in Section 5.5.
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Figure 6.3: Dynamic Simulation Step Response

6.3 Sensor Models

The attitude of the µAUVis estimated by using an on-board 9DOF Inertial Mea-

surement Unit (IMU), which is composed of a gyroscope, accelerometer and a mag-

netometer. Sensor data are fused through an Extended Kalman Filter to estimate
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the attitude as part of the SITL controller. Here, we are interested in simulating

the three IMU sensors from the real dynamic output.

The Gyroscope and Accelerometer are mounted with an orientation as shown on

Figure 6.4, in which the IMU frame is rotated 180◦ around the xB axis from the

body-frame. The simulated gyroscope sensor data are derived from the angular ve-

locity state, inverted about the xB axis then noise is added.

The simulated accelerometer data is derived from the linear acceleration state in

the body frame, added to the gravity element transformed into the body frame,

then inverted to match the sensor orientation, and noise is added to the data. The

noise model used for the gyroscope and the accelerometer is composed of a white

noise element and a bias, or drift, element, as proposed in [63].

The discrete form of the gyroscope and accelerometer models are given as:

Gsen[k] = qdm
q~vB2 [k] q−1

dm + bd[k] + n[k] (6.19)

Asen[k] = qdm
q~̇vB1 [k] q−1

dm + qdm qud
q~g q−1

ud q−1
dm + bd[k] + n[k] (6.20)

qdm represents the quaternion operator that performs the transformation between

the body-frame to the sensor-frame. qud is the quaternion operator that transforms

from the inertial frame to the body frame. q~ denotes a quaternion vector. bd[k] is

the bias error term, it is a Brownian “Colored” Noise defined in discrete-form as:

bd[k] = bd[k− 1] + σg
√

dt w[k] (6.21)

where σg is the random walk constant in rad
s2

1√
Hz

for the gyroscope and m
s3

1√
Hz

for

the accelerometer. The random walk coefficients are often supplied by the sensor
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manufacturers. w[k] is a unity normal-distribution zero-mean white-noise, and n[k]

is the white noise term defined as:

n[k] = σw
1√
dt

w[k] (6.22)

σw is the white noise density constant, in rad
s
√

Hz
for the gyroscope and

µm
s2
√

Hz
for

the accelerometer. It is assumed that the noise characteristic is uniform across the

three axes for both the gyroscope and the accelerometer.

GYROACCELEROMETER

Figure 6.4: Gyroscope and Accelerometer Sensors Coordinate Frames

The magnetometer is simulated by first assuming that true north is coincident with

the inertial frame’s x axis. Magnetic Inclination δi and Declination δd offsets, as

shown on Figure 6.5, are added to the true north direction vector to simulate a

magnetometer sensor in the inertial-frame, this resultant vector is then rotated into

the body-frame, and then white noise is added onto the data. The simulated mag-

netometer is expressed in discrete-form as:

Msen[k] = qud q f u
qqnorth q−1

f u q−1
ud + wm[k] (6.23)
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qqnorth is the magnetic north quaternion vector, a unity k direction vector. q f u is

the quaternion operator that transforms the coordinates from the magnetic north

to the true north frame. qud is the quaternion operator that transforms the coor-

dinates from the inertial-frame to body-frame. Finally, wm[k] is a normally dis-

tributed zero-mean white noise term.

TRUE NORTH

MAG NORTH

MAG NORTH

Figure 6.5: Magnetometer Coordinate Frame

The outputs of the dynamic simulation in addition to the simulated sensors are

shown on Figure 6.6. The response is simulated using a bang-bang command in

each of the four surge, roll, pitch, yaw directions respectively. The sensor data are

generated at 50Hz, the
√

dt scaling assumes an ideal low-pass filter applied to the

sensor measurements. Otherwise the “white noise” exhibited by the gryo and ac-

celerometer sensor data would be more noticeable.
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Figure 6.6: Mixed Bang-Bang Response with IMU Simulated Sensor
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A barometer, as a water depth sensor, is also simulated with added white noise. A

generic position estimator is provided too with an option to set the noise character-

istics. Both would use the µAUV position state to simulate the sensor readings.

6.4 SITL Controller

The overall control architecture of the µAUV is illustrated on Figure 6.7. The con-

troller is divided into a attitude rate controller, on top of it an attitude controller

and then a position controller. Details of the control algorithms will be discussed in

Chapter 9.
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Figure 6.7: Overall µAUVControl System Architecture

The attitude estimation algorithms as well as the vehicle control algorithms are

programmed on the PX4 [59] platform. The platform provides a software in the

loop, SITL, framework for executing the same code as part of a software simula-

tion or on the µAUV’s autopilot microcontroller. A MAVROS [64] bridge is used to

relay the Visual-Dynamic simulator data and emulate them as real sensor data to

the autopilot and to receive output commands back into the dynamic model. And

manual control input is relayed to the SITL controller via QGroundControl [65].
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Depending on the attitude control mode, the manual input may map into thrust

plus angular rates command, or to thrust plus attitude setpoint commands, or if a

full attiude-pose controller is used the attitude controller would output all the rate

commands.

The nodes for the different components of the simulation, such as the dynamics,

sensor or SITL controllers, are built in a service-node control-block fashion. The

service-node serve to execute and communicate with other nodes while the control

blocks are abstracted and made modular. Algorithm 3 highlights the basic program

flow structure. This also allows for rapidly restructuring the components for differ-

ent simulation purposes, since the blocks have a well defined and consistent func-

tional interface.

Algorithm 3 Service-Node Control-Block Generic Structure

1: procedure Simulation Node
2: Get Initial State, Constants and Other Configuration
3: Block → setInitialState()
4: Block → setConstants()
5: while Node Running do
6: Receive Input for Block
7: Block → setInputs()
8: Block → iterate(dt)
9: Block → getOutput()

10: Send Output from Block
11: Service Node
12: end while
13: end procedure
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CHAPTER 7

DESIGN PERFORMANCE AND DESIGN IMPROVEMENT

We can now assess the performance of the nominal µAUV design based on the

identified parameters and using the simulation environment developed. The goal

is to produce a performance benchmark that can be used as a step into improving

the various design parameters based on the desired performance and response char-

acteristics.

7.1 µAUVPerformance - Nominal Design

A key performance measure is the range and speed the µAUV is capable of. If we

assume the µAUV is traversing a 160mm internal diameter pipe, maintaining con-

centric motion with the pipe at all times. We observe the following: for a choice of

30◦ pitch angle thruster profile, the peak efficiency speed is approximately 0.6m/s,

and with the installed battery capacity of 1500mAh, the range is approximately

1800 meters, as shown on Figure 7.1
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Figure 7.1: Range and Efficiency of Nominal µAUVDesign
Varying Propeller Pitch Angle, 30mmD profile. Battery capacity of 1500mAh

Assessing the agility of the vehicle, the maximum speed, brake times and reverse

accelerations for surge and the three angular motions are illustrated on Figure 7.2.
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7.2 Shell Design Improvement

We can see from the previous performance results that the volume of the µAUV

shell significantly impacts the performance of the µAUV in the pipe, much more so

than in the open water. In other words, the cost of attaining a smooth surface ge-

ometry (by generally, increasing the volume of the shell) is high due to the Venturi

Effects in the pipe.

Given this insight, we now attempt to relax our constraint for a smooth surface ge-

ometry and shrink the shell to fit around the internal components of the µAUV.

The resulting neutrally buoyant shell has a mass reduction of 50% and only re-

quires 10 grams of ballast weight on top of the functional internals, compared to

200 grams of ballast weight for the nominal design.

The resulting shell design is smaller in volume but has a complex and “non-smooth”

surface geometry. The resulting shell design (R2) is illustrated on Figure 7.3.
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R1 R2

Figure 7.3: Realized Design - Revision 2 vs. Revision 1

Comparing the surge drag between the two shells, there is little difference between

them, for both open-water or in-pipe. Figure 7.4 compares the surge drag between

the nominal design R1 and the revised shell R2. A complex surface geometry is

compensated for by an overall smaller cross-sectional area.
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Figure 7.4: Surge Hydrodynamic Force In-Pipe. Shell Revision 1 vs Revision 2

The range and peak-range efficiency speed is not expected to change between the

two shell designs, since this is a property of the thrusters at steady state, as com-

pared on Figure 7.5. However, realistically the µAUV will continuously be varying

its speed and a lower mass will clearly expend less energy. The shell can now be ex-

panded again to house a larger capacity battery with only an incremental cost asso-

ciated with the battery’s mass and not necessary the expanded volume to maintain

a smooth surface geometry.

7.3 Neutral Buoyancy & Surface Geometry Control

While the volume and mass of the vehicle can be controlled by design, it is not al-

ways convenient to precisely attain neutral buoyancy due to a number of reasons,

and it is even more complex to control the location of center of buoyancy with re-

spect to the center of mass. On the other hand, the fitted shape of the shell devised

in the previous section, while it reduces the mass and volume, it does not generate

an optimal surface geometry from the perspective of hydrodynamic drag.
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Figure 7.5: Range and Efficiency. Nominal µAUVDesign vs With Revised Shell De-
sign

Using the same thruster profile of: 30mmD, 30◦ blade pitch angle. Battery capacity of
1500mAh

We therefore devise a simple rapid prototyping method to create a sleeve that serves

multiple design functions. The design method would produce a sleeve that form-fits

around the shell, and has controllable density, thickness, mass and volume distribu-

tion. Independent from the shell design but fabricated around it. The flexibility in

selecting the form and density of the sleeve provides a way to fine tune the µAUV’s

mass and CoM to CoB relationship.

A 3-piece sleeve mold created from the shape of the µAUV’s shell with a specified

form and thickness is designed and printed. The cast material can be that of silicon

or urethane rubber. The specific density of the cast materials would be measured,

and as required, brass powder is added to the mix to increase the specific density of

the cast. The setup and an example output result is shown on Figure 7.6.

The density of the cast can also be layered by selectively adding a different density

mix, within the resin work-time window to ensure bonding between the segments,

as shown on Figure 7.7.
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3-Part Mold

Rubber Sleeve

Figure 7.6: µAUV Sleeve Mold

With the sleeve added to the shell, the shell surface geometry shape optimization

can now move on to the sleeve outer shape rather than the hard shell itself. This

allows for rapid testing and replacement of the sleeve to account for changes in the

mass of the core µAUV minimizing the risk of breaking the water tight seal of the

shell and complex design changes. Control surfaces can now be added as well with

the flexible material without risking damage to µAUV when it collides with the

enclosed space structure.

Performing the CFD analysis and experimentation presented earlier on the modi-

fied shell and sleeve design. We get the following results. The hydrodynamic drag

from the CFD analysis in-pipe is shown on figure ??. A key improvement in the

new shell is seen by the reduced heave drag, and overall heave cross-sectional area.

This is beneficial in reducing the large variation in axial drag when the µAUV ex-

periences a pitching motion within the pipe. As noted early, the increase in axial
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drag in the pipe is exponential with the increase in the cross sectional area ratio

between the vehicle and the pipe’s cross section. Figure 7.8 compares the transla-

tional drag in open water between the two design revisions.

This concludes the design part of the thesis. Next, the attitude control and trajec-

tory control of the µAUV will be treated.
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with the Redesigned Shell
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CHAPTER 8

POSE ESTIMATION

A core component of the robot design is giving it the ability to perceive its envi-

ronment. In order for the vehicle to navigate within a confined space it needs to

estimate its position with respect to its surrounding and determine an obstacle free

path to follow. We propose a method here to perform pose estimation and conse-

quently localization using structured light.

8.1 Pose Estimation

In this work we propose using a monocular vision camera coupled with an IMU to

tackle the pose estimation problem. Other methods using a stereovision camera

have also proven to be effective in autonomous navigation and environmental scan-

ning. Stereovision; however, requires a set of calibrated cameras and a larger pro-

cessing power. The robot is intended for use in confined spaces, and naturally, such

spaces have poor illumination, if any, and lack distinguishable features that allow

existing feature based visual servoing techniques to be applied. We propose instead

the use of structured light, projecting known patterns on the surrounding surfaces

of the robot environment, taking advantage of the fact that in confined spaces and

in near proximity to surfaces, the projected patterns are limitedly scaled and can

remain in full view of the camera. Such known projected features will be used to

aid in estimating the robots attitude with respect to its surrounding.

There are two main approaches to performing visual servoing, image based visual

servoing (IBVS) and feature based visual servoing (FBVS). The latter requires a

well calibrated camera and the control law lies in the Cartesian space, the former
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is considered more robust to camera calibration and would be more suitable in sys-

tems with limited image quality and processing power [39].

Many confined space environments have well-structured shapes, such as cylindrical

in the case of pipes and pipelines for instance, or rectangular in the case of venting

ducts or subsea risers. These shapes provide either a curved cylindrical surface or a

plane onto which the projected light patter will intersect and form a distinguishable

feature, which can be used in visual servoing.

A perspective camera model is used for the monocular vision camera. A simple

projected light pattern would be a collimated light that forms a cone, a member

of natural quadric surfaces as shown in Figure 8.1. The other light pattern would

be a collimated set of orthogonal lines forming a grid pattern. We will discuss how

each pattern forms a feature when projected onto both a flat plane and a cylindri-

cal curved surface and how it can be used to estimate the attitude of the vehicle.

In this chapter, the following specific notations listed in table 8.1 will used. Adopted

primarily from [66]

8.1.1 Cone Plane Intersection

Let us take the case where the robot navigates through a rectangular channel as

shown in Figure 8.2. A collimated LED light projected onto one of the planes of

the rectangular channel will represent a cone intersecting a plane, resulting in a

conic section, and for our case, where the apex of the cone is constrained to within

a certain distance and angle from the plane, the result would be an ellipse (or a cir-

cle if the projection axis is normal to the plane). Before we discuss the particulars

of our pose analysis lets review some basic geometric properties.
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Figure 8.1: Single Ellipse Projection on Plane

Table 8.1: Notations

Inhomogeneous Homogeneous

Element 2D 3D 2D 3D

Points x, y, ... X, Y, ... x, y, ... X, Y, ...

Lines l, m, ... L, M, ... l, m, ... L, M, ...

Planes / Surfaces A, B, C, ... A, B,C, ...

Reference Frames O, P , Q,V ,W

Transformation
(from O to W)

WROx + WTO WHOx, WHO =

WRO WTO

0 1


Vectors / Matrices x, y, z, R, H,...

Sub/Superscripts Vector of object C expressed in O frame: OzC
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Figure 8.2: Robot Entering a Rectangular Channel

A general quadric surface E has the implicit polynomial form

f (x, y, z) = ax2 + by2 + cz2 + 2hxy + 2 f yz + 2gxz + 2px + 2qy + 2rz + d = 0 (8.1)

With the following homogeneous form

E : E =



a h g p

h b f q

g f c r

p q r d


, XTEX = 0 , X =



x

y

z

1


(8.2)

A cone C with its apex at the origin and its axis aligned with the z-axis and cone

angle α, reduces the general quadratic form to the following implicit and homoge-

neous form.

x2 + y2 − C2z2 = 0 , Cone Height ≥ z ≥ 0 , α = 2tan−1(C) (8.3)
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C : C =



1 0 0 0

0 1 0 0

0 0 −C2 0

0 0 0 0


, XTCX = 0 , X =



x

y

z

1


(8.4)

A plane with a normal vector N and distance s from the origin has the following

implicit and homogeneous form

ax + by + cz− d = 0 , XTN = 0 , N =
√

a2 + b2 + c2



n1

n2

n3

−s


(8.5)

An intersection between a cone and plane in the configuration shown in Figure 8.1,

results in a conic section. A conic section is a planar curve and has the following

implicit and homogeneous form. The conic section can take different geometrical

forms including an ellipse or a circle.

f (x, y) = ax2 + 2hxy + by2 + 2gx + 2 f y + c = 0 (8.6)

e : e =


a h g

h b f

g f c

 , xTex = 0 , x =


x

y

1

 (8.7)

Lets consider one of the 4 planes in the rectangular channel in our analysis. As

shown in Figure 8.1

We have the quasi-inertial frame W with its y− axis along the gravity vector and

the z − axis parallel to plane F and collinear with the channel center axis. Our
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robot is represented by the camera frame O for simplicity. The cone representing

the collimated light is positioned at C and is rigidly attached to the robot with a

determined homogeneous transformation matrix from the camera origin CHO. The

cone axis is zC .

The q-inertial global frame W moves along its z − axis such that the robot co-

ordinate O is always coincident with the xy − plane of W . The plane F has the

normal zF and lies distance s from W in the normal direction. The ellipse formed

by the intersection of the cone and the plane, has the object centered coordinate

E with its x − axis, xE along the major axis of the ellipse and the y − axis, yE

along the ellipse minor axis. The ellipse projects into another ellipse A on the im-

age plane.

Using a calibrated perspective camera model, with the image plane a distance z =

1 from the camera origin, objects expressed in camera coordinates can be scaled

into the image plane using the ray projection assumption X = λx. Transforming

the ellipse e gives

GTEG = λA (8.8)

where G ∈ 3x3 is the first to columns of ORE ∈ SO(3) and OTE ∈ 3x1, and for an

ellipse or circle E =


1/a2 0 0

0 1/b2 0

0 0 −1

 where a is the major ellipse axis and b is

the minor axis.

We are interested in finding, from our knowledge of the light source location with

respect to the camera, its projection angle, and find from the ellipse parameters in

the image, the transformation matrix from the camera O to the global coordinate

W , our absolute pose.
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Algebraic Approach

To solve for the pose parameters, we can find the implicit equation that describes

the intersection of the cone (8.3) and plane (8.5) and describe the elliptical conic

section (8.6) in R3 with respect to the camera frame. This method is cumbersome

and results in a numerically unstable set of equations that are sensitive to measure-

ment errors. A better and more intuitive approach would be to employ a hybrid

mix of geometrical and algebraic analysis.

Hybrid Approach

We know that the ellipse major axis xE lies in the same plane formed by the cone

axis zC and the ellipse normal zE (in the same direction as the plane normal zF )

and since we are always projecting light toward the forward sphere in relation to

the camera coordinate we also know their relative sign. This gives 8.9, and conse-

quently 8.10

yE =
−zC × zE
‖−zC × zE‖

(8.9)

xE =
yE × zE
‖yE × zE‖

(8.10)

The cone projection angle α is a known property of the calibrated and collimated

light system. The distance between the cone apex and the ellipse center
∥∥CTE

∥∥ and

α determine the ellipse’s minor diameter as seen in Figure 8.3.

b2 = tan(α/2)
∥∥∥CTE

∥∥∥2
(8.11)

The first two columns of the ellipse to image transformation matrix G from (8.8)

can be defined as the normalized major and minor axis vectors of the ellipse ex-

pressed in camera coordinates, thus G =

[
OxE OyE OTE

]
. From (8.8) we have 6
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Figure 8.3: Ellipse Formed by Cone and Plane Intersection

constraints

OxT
EEOxE = λa11, OxT

EEOyE = λa12, OxT
EEOTE = λa13

OyT
EEOyE = λa22, OyT

EEOTE = λa23, OTT
EEOTE = λa33

(8.12)

We have 9 independent unknowns, 6 in G plus λ, and the ellipse major and miner

axes a and b. We have 8 constraints so far in (8.12), (8.11) and (8.9). The 9th con-

straint can be derived by knowing that the angle between the cone axis zC and the

ellipse (plane) normal zE determine the ratio of the major to minor ellipse axis.

a/b ∼ cos−1(
zE · zC
‖zE‖ ‖zC‖

) (8.13)

We still want to resolve the absolute pose of our robot with respect to the q-inertial

frame. We can compute the gravity vector gO in the camera frame using the on-

board IMU, which is aligned to the yW ≈ gO axis. zW can be found by zW =

zE×yW
‖zE×yW‖ and consequently xW = yW×zW

‖yW×zW‖
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The absolute pose to the q-inertial frame would then be

OHW =

OxW OyW OzW
OTW

0 1

 (8.14)

where OTW = OTE + ETW , ETW · zE = −S, ETW · (zE × zW ) = 0 and OTW (3) =

0

Multiple Projections

So far weve discussed a single light projection on a single surface. But we can em-

ploy the symmetry in a square channel or a narrow corridor and project a second

light onto another parallel and opposing surface, or a surface normal to the first.

The new ellipse will introduce the same set of constrains and equations as above,

but in addition to that, we know the relationship between the plane normal and our

inertial frame, which is fixed to the center of the channel. We can project 4 differ-

ent lights on the four surfaces of the square channel as well as seen in Figure 8.4
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Figure 8.4: Robot Navigating a Rectangular Channel with 4 Light Projections

8.1.2 Cone Cylinder Intersection

One specific application targeted by this research is navigation within a water pipe.

Unlike with a flat plane, the intersection of a cone with a quadric surface, such as

a cylindrical pipe as shown in Figure 8.5, forms a non-planer quartic curve; a poly-

nomial with degree 4. There is no simple implicit representation of the resultant

curve. There are number of methods to tackle this problem.

Ruled Surface Assumption and Planar Equivalence Approach

The intersection of any two natural quadrics, results in at least one ruled surface

along an axis [67]. For our specific application, the ruled surface would be along the

pipe axis. This can be used to decouple the curve effect on the light projection. We

can assume the projected ellipse is curved along the pipe’s tangential axis and, if

we know apriori the pipe diameter, then we can determine the curvature. We can

also add the curvature effect as a variable. The pipe naturally has an infinite num-
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Figure 8.5: Single Light Projection on a Cylindrical Surface

ber of symmetric surfaces radially, and this can be used to estimate the pose with

multiple light projections along any plane coincident with the camera’s z− axis.

Image Based Visual Servoing

In a pipe, we are interested in maintaining the robot’s position in the center of the

pipe radially. If we project 3 or 4 lights radially-forward, then we will get 3 or 4

ellipses in our image plane. We can derive a control law in the image plane to po-

sition the ellipses in the image to a specific location corresponding to the attitude

with respect to the pipe. This method can be particularly useful in our application

since we will be using a fish-eye lens in an underwater environment, and distortion

in this situation is large and requires us to have a reliable camera calibration. A

calibrated camera may not be required to the same degree of accuracy, if we use

Image Based Visual Servoiing (IBVS).
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8.1.3 Projected Patterns

We can use a light pattern other than a simple cone. For example, we can project a

grid pattern onto the surrounding surfaces. This results in a set of lines that can be

used to estimate our absolute pose, as shown in Figure 8.6 . This method is compu-

tationally more efficient in theory, but suffers from several application-specific lim-

itations. One limitation is that we are restricted within the robots physical space

and the grid pattern projection may require a larger lens than the regular cone pro-

jection. The other limitation is that projecting a pattern would naturally mean

most of the light is blocked and refracted at the pattern plate. This effect greatly

reduces the intensity of the light being projected.
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Figure 8.6: Single Grid Projection on a Cylindrical Surface

8.1.4 Attitude Estimation

The previous discussion focused on estimating the absolute pose of the robot with

respect to a defined global reference frame, using projected features. However, the

robot will be moving constantly. Therefore, an estimate of the pose will require

taking into account the motion of the robot between each frame, defined as the rel-
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ative pose kPk−1.

kPk−1 =

 kRk−1
kTk−1

0 1

 (8.15)

The global pose estimate is computationally burdensome. Relying on it only to es-

timate the global pose, will result in a low sample rate that leads to drift in the po-

sition estimate. Faster methods can be used to estimate the relative motion. How-

ever, these methods generally require a fixed scenery in space. They boil down to

tracking the position of pixels in the image and matching their correspondence from

frame to frame.

In [68], optical flow is used via a monocular vision system pointed down, to esti-

mate the relative horizontal position of a multi-rotor in a GPS-denied environment.

And in [69], the global pose estimate is initially used to initialize a tracking EKF

prediction filter, employed to track the position of a pole while flying in close prox-

imity to it with a multirotor.

With relative pose estimation algorithms, the global pose can then be calculated

by concatenating the relative pose with the previous global pose estimate kH0 =

kPk−1
k−1H0. The relative pose estimation can occur in parallel to estimating the

global pose as shown in Figure 8.7.

1

0H

0 1 2 3 k

1

0P
2

1P
3

2P 1

k

kP

Figure 8.7: Parallel Global Pose Estimation with Relative Pose from Motion
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CHAPTER 9

ATTITUDE CONTROL

In this chapter we will present a nonlinear attitude control method for the µAUV

based on quaternion error kinematics. Given that the vehicle is expected to maneu-

ver over the complete attitude space SO(3), a globally stable attitude controller is

required, and using an Euler Angles based attitude representation results in mathe-

matical singularities at some kinematic configurations.

It is also the case with computing attitude rates in the inertial frame that using

Euler angles limits the numerical computation of the Jacobian transformation as

seen in Chapter 6. Quaternion error representations are also numerically stable un-

der the condition of unity of magnitude, compared to rotations matrices.

In the full pose R6 space, the µAUVis under-actuated, but for a neutrally buoyant

underwater vehicle and zero restoring forces; where the CoM and CoB are coinci-

dent, the unforced underwater vehicle is globally asymptotically stable.

ṗ(t) ∈ R6 ≤ 0 , ∀ τ ∈ R6 = 0 , t > 0 (9.1)

For sufficiently small rotational restoring forces G2(I RB) ≤ C ∈ R3, the unforced

µAUVis locally asymptotically stable around the equilibrium point and is fully ac-

tuated in the attitude space R3. The µAUVis controllable in the surge + attitude

space R4.

First, an attitude rates controller and an output mixer algorithm as are presented.

The attitude rates controller composes the inner loop of the attitude controller.

Next, quaternion based segmented attitude controller will be presented, followed

by a full model-based controller will be presented.
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9.1 Attitude Rates Control

The rates controller implemented is a proportional-integrate-derivative controller

with a feed-forward compensation term. The feed-forward term is useful for re-

sponding to the first order dynamics of the attitude rates, particularly to the slower

dynamic response of roll motion, since roll motion is induced by the reaction torque

of the thrusters, and for low torque thrusters relative to the roll hydrodynamic drag

and the magnitude of the restoring forces term in roll, the first order response time

constant τroll may be large.

There are two saturation limit conditions applied to the integral term, for each ro-

tation axis respectively. The first condition is that there is a non-zero torque set-

points and that the torque setpoints are not saturated for the specific axis. The

second condition is a hard limit imposed on the maximum integral term value.

The output of the PID + Feedforward controller is a torque setpoint. A satura-

tion limit is applied to the torque setpoints based on the the estimated maximum

achievable torques by the thrusters. An inverse thruster dynamics model is then

used to map the thrust setpoint along with the torque setpoints to voltage setpoints

as illustrated in algorithm 4, which are finally mixed into scaled voltage setpoints

as the output for each thruster motor.

The output mixer maps the individual rates into actuator specific set-points. Ide-

ally the rates are superimposed algebraically and divided over the actuators, but

it is often that after mixing the compensated torque rates, one or more thruster

setpoint becomes saturated. The mixer scales and shifts the output accordingly,

to achieve the desired rates. The mixer can also be used to prioritize the rates by

assigning specific relative scaling to each rate element. For instance, the thrust set-

point can be lowered to accommodate the desired attitude rates setpoints. Note
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Figure 9.1: Attitude Rates Controller

The desired attitude rates and thrust are calculated upstream, the actual rates are estimated
directly from the gyro sensor. The integral term is updated only when rate set-points for
the specific axis of rotation are non-zero. The torque setpoint saturation limits may not
be in effect since the rate limits are based on the maximum modeled thruster forces and
torques.

that when the mixer scales and shifts the output in the case of saturation, the actu-

ator commands no longer map accurately to the desired torque set-points, this may

result in an unmapped behavior when implementing a trajectory controller. The

rate controller gains and limits can be balanced and tuned to minimize the occur-

rence of mixer output inaccuracies.

The simulation output of the rate controller is illustrated in Figure 9.2. A yaw rate

Algorithm 4 Thruster Dynamics Compensation

1: function B−1(u, Thrustsp, Vbattery)

2: Troll ← u1
Nrotors

. Torque per thruster

3: Froll, Froll ← u2
NrotorsR , u3

NrotorsR . Thrust force per thruster

4: Vroll, Vpitch, Vyaw ← fT(Troll), fF(Fpitch), fF(Froll) . Map forces/torques to

voltages

5: Vthrust ← fN(Thrustsp) . Linearize thrust and map to voltage

6: return Vroll, Vpitch, Vyaw, Vthrust . Return voltages scaled by battery voltage

7: end function
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command through a joystick is given, there imperfect command also produces a

noticeable pitch command as well. The output is not of a well tuned rate controller,

but it illustrates the potential response rate of the controller.

A major concern with the control behavior seen here is the rapid reversal of motor

commands, inducing jitter, energy loss in the system and degrading the high speed

motor bearings. The rate input is scaled by a maximum rate gain as well, for yaw

in this example it is scaled up to 2π(rad/s)
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9.2 Model-Based Quaternion Attitude Control

We can exploit the parameterized and validated dynamic system model of the µAUVto

implement a model-based attitude controller. A model-based attitude controller for

underwater vehicles is proposed by [70]. We would like to implement a controller

that is potentially adaptive to dynamic changes in the model parameters, primarily

that of the hydrodynamic damping effects inside the pipe. A case where an adap-

tive model-based controller is arguably more robust in performance compared to a

tuned PID controller.

Given the 6DOF pose error p̃, where p =


x
y
z
q

, let’s define the rates control track-

ing error s

s ∈ R7 = KP ˜̇p + KI

∫
˜̇p(t)dt + KD

˙̇̃p (9.2)

Let’s consider the quadratic Lyapunov candidate function

V ∈ R7 =
1
2

sT I MB sT > 0 (9.3)

Where I MB ∈ R7 is the body µAUVmass matrix expressed in the inertial frame

by the Jacobian rotation operator J+(q) ∈ R6×7 given in section 6.1. [70] proofs

that the candidate function V has a derivative V̇ that is strictly negative and V̈ is

bounded. Resulting in the following model-based rate control law expressed in the

inertial frame.

IτB = I MB p̈r + ICB(ṗr) + I DB(ṗr) + IG− Kss (9.4)

The strictly negative condition of V̇ is held with a choice of Ks ∈ R7×7 that is

151



strictly positive, such that

Kss 6= 0 (9.5)

And using Barbalat’s Lemma, the tracking error is shown to globally converge to

zero.

The condition 9.5 is not valid with our controller for the full 6DOF tracking error.

For a reduced 4DOF attitude + surge tracking error ŝ ∈ R4, the condition is sat-

isfied. In an ideal environment and non-coupled motion the sway and heave can be

assumed stable, but as these assumptions break down, especially in confined spaces

when lift forces and coupled hydrodynamic drag affects the sway and heave motion.

For that, a trajectory planner would have to be developed to take into account min-

imizing these effects. Reducing 9.4 gives the model based control law expressed in

the body frame and the associated tracking error

τ̂ ∈ R4 = M̂B( ˙̂vr) + ĈB(v̂r) + D̂B(v̂r) + BĜ− Ĵ(q)K̂sŝ (9.6)

ŝ ∈ R4 = KP
˜̂̇p + KI

∫
˜̂̇p(t)dt + KD

˙̂̇̃p (9.7)

Where v̂r ∈ R4 =


v1r

v4r

v5r

v6r

 is the reduced desired body velocity rates. The controller

block diagram is illustrated on Figure 9.3.

Note, that to implement the controller in this form, the estimated µAUVattitude

has to be provided as quaternion rates, or calculated as such, by the following rela-

tionship

q̇ =
1
2

q⊗ v2 (9.8)
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The linear position error can be calculated by subtraction between the desired and

measured positions, and the quaternion attitude error can be calculated by the fol-

lowing quaternion product rule

q̃ = q∗ ⊗ qd (9.9)

The quaternion rate can be calculated from the quaternion error by the following

product rule

q̇r =
1
2

q̃⊗ K , K ∈ R4 =


0

Kr
Kp
Ky


Proportional Gain

(9.10)

The choice of a P controller for the attitude assumes a well tuned inner loop rate

control and the attitude response exhibits a first-order response behavior, and the

gains can be chosen to correspond to the rate controlled closed loop system’s time

constant. The inner rate control loop is assumed to run at a higher sample rate
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than the attitude control loop. Similarly, the torque set-points from the quaternion

rates error, can be calculated with a quaternion product rule for each of the propor-

tional, integral and derivative gains and the following quaternion product rule can

be applied to transform the quaternion rates to torque set-points.

τ =
1
2

˜̇q⊗ K , K ∈ R4 =


0

Kroll
Kpitch
Kyaw


P, I Gains

(9.11)

τ =
1
2

q̇⊗ K , K ∈ R4 =


0

Kroll
Kpitch
Kyaw


D Gain

(9.12)

In the case of the µAUVthe angular rates are calculated directory by the onboard

sensors, so while the quaternion rate reference can be computed as above, the rate

controller can conveniently be implemented as in the previous section, where the

angular rate references are expressed in Euler angles. This can be implemented eas-

ily by applying the left inverse Jacobian J+(q) upstream of the rate controller as

shown on Figure 9.4.

The resulting rate controller is similar to the one applied earlier in section 9.1, ex-

cept that a model based feed-forward controller implemented and the thrust set-

point is now a surge velocity setpoint. The latter assumes a linear velocity estima-

tor is running on the controller.

The quaternion attitude error can be calculated directly as q̃ = q∗ ⊗ qd, but this

can correspond to two quaternions in H. We are interested in the shortest path

to the desired attitude, this can be ensured by taking carrying the sign of the real

part, q̃r so that unit rotation angle is always less than or equal to 180◦

q̃ ∈H = sign(q̃r)(q∗ ⊗ qd) (9.13)
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This sign carrying operation results in discontinuities when the desired attitude is

180◦ from the µAUV’s attitude, producing a singularity and a non-converging con-

troller near that point as shown by [71], specifically in the presence of measurement

noise. As an example, consider the case where the vehicle is desired to pitch 180◦

as shown on Figure 9.5.

Ideally, both rotation directions would result in the same command, but in the

presence of measurement noise, the resulting error direction can oscillate. This is

only a momentary situation in the controller and one way to handle it is by com-

manding the rotation to follow the angular velocity sign if the quaternion error

angle is close to 180◦, since this is the minimum energy path, in the case of open

water motion or with no trajectory constraints.
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Figure 9.5: Quaternion Error Discontinuity
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9.3 Geometric Quaternion Attitude Error

We can also exploit the geometry of the µAUVthrusters to compute the attitude

error. Observe that thrust is always aligned with the surge direction ~x, and that

the roll angle is inconsequential in tracking a trajectory for the µAUV, but it may

be required to orient the perception sensors with a full attitude setpoint. The pitch

and yaw rotation between the current and desired attitude can be expressed as the

rotation of the surge vector ~x by angle α around~er as shown on Figure 9.6.

Figure 9.6: Attitude Error Representation

The roll rotation can then be performed over the rotated thrust vector ~xd by an-

gle φ. Segmenting the controller into these two steps is useful in prioritizing pitch

and yaw over roll, since the actuation effort is limited and it is useful to be able to

achieve minimal pitch and yaw error tracking by not running into the risk of scaling
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down the thrust effort by the mixer.

q̃ ∈H = q̃roll ⊗ q̃p , y (9.14)

q̃p , y = 〈~er, α〉, ~er =
~x×~xd
||~x×~xd||

, α = cos−1 ~x ·~xd
||~x|| · ||~xd||

, 0◦ ≤ α ≤ 180◦ (9.15)

q̃r = 〈~xd, φ〉 (9.16)

A summary of the attitude control algorithm is presented in algorithm 5. The dis-

continuity experienced when the thrust set-point is completely opposite the current

thrust vector, can be handled by assigning the pitch-yaw error, or thrust vector er-

ror the full desired attitude vector, in the direction of the thrust vector rotation

velocity. This will reduce the chance the µAUV jerks in the opposite direction, even

if the motion is not path-optimal. It will be time-optimal and energy-optimal.

A useful attitude controller design tool is to treat the µAUVwith the the tuned rate

controller as a closed loop system with a first-order response as shown on Figure

9.7. This allows for rapid development and testing of attitude controller algorithms

and higher level algorithms. The closed-loop first-order time response characteris-

tics of the real system can be calculated experimentally and used in the simulation.

Attitude Controller K
1+τs

1
s

Attitude Estimator

yqd vsp

q

Figure 9.7: Attitude Controller with a First-Order Closed-Loop Rate Controller
The µAUVwith a well tuned rate controller behaves like a first-order closed loop system,

allowing for a simplified attitude controller design process.
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Algorithm 5 Attitude Controller

1: procedure Att Control(qd, q)
2: if Full Attitude Control then
3: qd ← qd
4: else if Segmented Attitude Control then
5: Bqpy ← 〈~e, α〉
6: if α ≈ 180◦ then
7: Iqpy ← sign(α̇)qd . Handle discontinuity

8: else
9: Iqpy ←B qpy ⊗ q . Rotate to I frame

10: end if
11: B′qroll ← 〈~xd, kφ〉 . Scale roll error

12: qd ← Iqpy ⊗B′ qroll
13: end if
14: q̃← q∗ ⊗ qd . Attitude error

15: q̇sp ← 1
2 sign(q̃r)q̃⊗ K . Rates set-point to rate controller

16: vsp ← J+(q)q̇sp . Euler rates set-point in B frame

17: end procedure

Looking at one example where the vehicle is commanded by ramp-step command,

to move 180◦ in the yaw direction and 45◦ in the pitch direction, we can see the

response of the attitude controller shown on Figure 9.8. The figure displays key ma-

neuver frames undertaken by the vehicle to reach the desired pose in an optimal-

path.

The response to the SITL simulation with the above controller is illustrated in the

following figures. Figure 9.9 shows the response to a yaw control command through

a joystick and Figure 9.10 show the response to another command with mixed atti-

tude set-points.
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CHAPTER 10

CONCLUSION AND FUTURE WORK

In this work we developed a mechatronic design methodology for design a micro au-

tonomous underwater vehicle µAUV, targeted specifically to the confined space of a

water pipe network. We derived a parameterized set of model parameters with re-

spect to design variables and devised a design architecture for the µAUV. A fully

functioning design realization was produced and termed a nominal design. This

nominal design was then used to devise tools for estimating key model parameters,

mainly the hydrodynamic drag coefficients and the thrust dynamics. The methods

were validated experimentally.

The dynamic model and validated model parameters were used to develop a visual

dynamic software-in-the-loop simulation platform. The simulation platform inte-

grated a visual underwater simulation tool, together with an image processing mod-

ule, a controller, and sensor dynamics around the dynamic model of the µAUV.

This platform allows for further development of control algorithms, and expansion

of the µAUV dynamics as well as for developing perception based pose estimation

and obstacle detection algorithms.

A structured light projection based approach was proposed as a method to perform

pose estimation in confined spaces with well defined structures, such as rectangular

channels. The method can be extended to cylindrical sections such as pipes.

Finally a quaternion based attitude controller was implemented, on top a model-

based attitude rate controller. This research opens the opportunity to a number

of tangential developments in each of the areas investigated. We will summarize

possible future work in the following sections
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10.1 Design Architecture

Different design architecture with alternative thruster allocations can be explored

as well, to tackle the problem of in-pipe navigation. For instance, thrusters with a

radial component that compensate for heave and sway error may be beneficial in

centering the vehicle in the pipe and minimizing the drag effects cause by deviating

away from the center.

10.2 Electromechanical Design

Using UHF communication still offers a limited operational range. Investigating

the use of ultrasonic communication on the scale of the µAUV is an active research

area and is worth exploring for intended application of this work. With regards

to design realizations, a method to wirelessly charge the onboard battery can be

highly beneficial, it can allow for flexibility in designing the seals as they don’t have

to be temporary.

10.3 Parameter Estimation

The added mass matrix elements highly affect the accuracy of the dynamic model,

especially with agile type motion. It is worth investigating methods for identifying

those parameters for the µAUV beyond the use of basic spheroidal shape assump-

tions. It will be even more useful to study the effect of motion near other rigid bod-

ies on the added mass.

A Hybrid Extended Kalman Filter approach was proposed for identifying the model

parameters online. Performing experimentations to validate the proposed approach

and improve it would be useful. The method can be extended by using particle fil-

ters and implementing the particle filter on GPU capable microprocessors, which
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can be acquire and installed on similar scale µAUVs.

With regards to the thruster dynamics, the experimental profiling can be expanded

to test propellers of varying blade geometries and diameters. A dynamometer can

be devised to accurately measure torque underwater to result in more robust ex-

perimentation. It is useful to look at the effects of proximity of the pipe wall to the

thruster, and its performance gets affected.

10.4 Simulation

The collision dynamics applied in the simulation can be improved to capture the

elasticity of the shell material as well is a more accurate geometric representation

of the vehicle. Since it is likely that the vehicle will collide with the pipe wall, it

would be useful to simulate and test the controller under this scenario.

The hydrodynamic in-pipe model can also be investigated in more depth, including

the affect of near wall motion and at bends and tees in the pipe.

The visual simulation platform can be replaced with a more realistic environment,

such as with using the Unity3D gaming environment [72].

10.5 Perception

Alternative to the conic light projection, a different pattern, such as a grid pattern

can be investigated as a method for visualizing the internal of the pipe and per-

forming pose estimation as well. It is also worth investigating the use of surface

mounted ultrasonic sensors as a method to perform pose estimation and obstacle

detection.
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10.6 Control

Trajectory generation has not been discussed in this work. Trajectory generation

techniques such as differential flatness can be investigated to produce agile trajec-

tories in the pipe. The model-based rate controller can be tested further against

highly varying hydrodynamic drag in the environment.
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APPENDIX A

EXPLORATORY DESIGNS
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APPENDIX B

µAUV DESIGN R1
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APPENDIX C

µAUV DESIGN R2
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