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SUMMARY

Essentially, all models are wrong, but some are useful.

GEORGE E. P. Box|14]

The current national security environment and fiscal tightening make it necessary
for the Department of Defense to transition away from a threat based acquisition
mindset towards a capability based approach to acquire portfolios of systems. This
requires that groups of interdependent systems must regularly interact and work
together as systems of systems to deliver desired capabilities. Technological advances,
especially in the areas of electronics, computing, and communications also means that
these systems of systems are tightly integrated and more complex to acquire, operate,
and manage. In response to this, the Department of Defense has turned to system
architecting principles along with capability based analysis. However, because of the
diversity of the systems, technologies, and organizations involved in creating a system
of systems, the design space of architecture alternatives is discrete and highly non-
linear. The design space is also very large due to the hundreds of systems that can
be used, the numerous variations in the way systems can be employed and operated,
and also the thousands of tasks that are often required to fulfill a capability. This
makes it very difficult to fully explore the design space. As a result, capability based
analysis of system of systems architectures often only considers a small number of
alternatives. This places a severe limitation on the development of capabilities that
are necessary to address the needs of the war fighter.

The research objective for this manuscript is to develop a Rapid Architecture
Alternative Modeling (RAAM) methodology to enable traceable Pre-Milestone A de-
cision making during the conceptual phase of design of a system of systems. Rather
than following current trends that place an emphasis on adding more analysis which

tends to increase the complexity of the decision making problem, RAAM improves on

Xvi



current methods by reducing both runtime and model creation complexity. RAAM
draws upon principles from computer science, system architecting, and domain spe-
cific languages to enable the automatic generation and evaluation of architecture
alternatives. For example, both mission dependent and mission independent metrics
are considered. Mission dependent metrics are determined by the performance of
systems accomplishing a task, such as Probability of Success. In contrast, mission
independent metrics, such as acquisition cost, are solely determined and influenced
by the other systems in the portfolio. RAAM also leverages advances in parallel com-
puting to significantly reduce runtime by defining executable models that are readily
amendable to parallelization. This allows the use of cloud computing infrastructures
such as Amazon’s Elastic Compute Cloud and the PASTEC cluster operated by the
Georgia Institute of Technology Research Institute (GTRI). Also, the amount of data
that can be generated when fully exploring the design space can quickly exceed the
typical capacity of computational resources at the analyst’s disposal. To counter this,
specific algorithms and techniques are employed. Streaming algorithms and recursive
architecture alternative evaluation algorithms are used that reduce computer memory
requirements. Lastly, a domain specific language is created to provide a reduction in
the computational time of executing the system of systems models. A domain specific
language is a small, usually declarative language that offers expressive power focused
on a particular problem domain by establishing an effective means to communicate
the semantics from the RAAM framework. These techniques make it possible to in-
clude diverse multi-metric models within the RAAM framework in addition to system
and operational level trades.

A canonical example was used to explore the uses of the methodology. The canoni-
cal example contains all of the features of a full system of systems architecture analysis
study but uses fewer tasks and systems. Using RAAM with the canonical example it

was possible to consider both system and operational level trades in the same analysis.
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Once the methodology had been tested with the canonical example, a Suppression of
Enemy Air Defenses (SEAD) capability model was developed. Due to the sensitive
nature of analyses on that subject, notional data was developed. The notional data
has similar trends and properties to realistic Suppression of Enemy Air Defenses data.
RAAM was shown to be traceable and provided a mechanism for a unified treatment
of a variety of metrics. The SEAD capability model demonstrated lower computer
runtimes and reduced model creation complexity as compared to methods currently
in use. To determine the usefulness of the implementation of the methodology on
current computing hardware, RAAM was tested with system of system architecture
studies of different sizes. This was necessary since system of systems may be called
upon to accomplish thousands of tasks. It has been clearly demonstrated that RAAM
is able to enumerate and evaluate the types of large, complex design spaces usually
encountered in capability based design, oftentimes providing the ability to efficiently
search the entire decision space. The core algorithms for generation and evalua-
tion of alternatives scale linearly with expected problem sizes. The SEAD capability
model outputs prompted the discovery a new issue, the data storage and manipu-
lation requirements for an analysis. Two strategies were developed to counter large
data sizes, the use of portfolio views and top ‘n’ analysis. This proved the usefulness
of the RAAM framework and methodology during Pre-Milestone A capability based

analysis.
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CHAPTER 1

INTRODUCTION

Any intelligent fool can make things bigger and more
complex ... It takes a touch of genius — and a lot of courage

— to move in the opposite direction.

ALBERT EINSTEIN!

Andrew P. Sage discusses in 1982 [125] how large models and optimization efforts
are expensive and difficult to understand and interpret. The issues that he describes
not only still exist thirty years later, but have become more prominent with techno-
logical developments and design needs. The research detailed with this manuscript
focuses on the conceptual phase of design. A well known motivation for improving the
conceptual phase of design is that the early decisions have a disproportionately large
impact on program cost and schedule. Military system procurement has witnessed
an increase in complexity over the past years which also has increased program cost
and stretched program schedules. To understand the required trade-offs the system
must be considered holistically with the different systems that it interacts with. The
collection of interacting systems are known as systems of systems.

The motivations and background come from two main sources, architecture related
and Department of Defense related. The knowledge about architectures and their use
in the DoD provides context for RAAM. Unique characteristics and challenges in
designing military system of systems provide the backdrop of the RAAM research

effort.

Commonly attributed to Albert Einstein



1.1 Department of Defense Related Motivations

The Quadrennial Defense Review promotes reforming how the Department of Defense
(DoD) does business. Related to this research it recommends reforming how we buy
systems. The conventional acquisition process is noted as too long and cumbersome
to fit the needs of the Department of Defense. Maintaining disciplines such as system
engineering approaches is mentioned as a potential area for improvement. There
will be hard choices in the future of our capability needs that will require practical
and efficient procurement processes. The Quadrennial Defense Review 2010 notes
that, “we must demand cost, schedule, and performance realism in our acquisition
process.” It also mentions that a comprehensive design review will be required to
reduce technical risk. [51]

Major acquisition programs tend to take too long to deliver a product to the
warfighter. An example of the problems affecting defense acquisition, during World
War I and the early Cold War major systems were delivered in fewer than six years.
The major systems included the Manhattan Project, the Defense Support Program,
the intercontinental ballistic missile, and the U-2. In the current acquisition environ-
ment, one will see major programs requiring an average of ten to twenty years. By
improving the analysis of system of systems, it is hoped that the defense industry
can reduce the number of years required to deliver new capabilities to the American
warfighter.

In an effort to rapidly acquire or modify special purpose weapon system, the
Department of Defense recently has used accelerated acquisition models like Big Sa-
fari. Big Safari is an Air Force program responsible for the recent MC-12W Liberty
Project aircraft for Intelligence, Surveillance, and Reconnaissance (ISR) in Iraq and
Afghanistan. Lt. General David A. Deptula, the U.S. Air Force Deputy Chief of Staff
for Intelligence, Surveillance, and Reconnaissance, has said during an Aviation Week

and Space Technology interview [70],



Major acquisition reform will be required. We are going to have to shed
layers and layers of process and eliminate excessive legislative and bureau-
cratic oversight, replacing them with judgment and accountability if we

are going to achieve real reform.

The fact that a program such as Big Safari has to exist points to a problem. Acquisi-
tion has become so unwieldy and cumbersome that the very organization that imposes
the rules has created a way to get around the rules. Big Safari is not the only group
created to deal with novel systems. A non-exhaustive list includes the Joint Rapid
Acquisition Cell, Army Rapid Equipping Force, Air Force Quick Reaction Cell, Rapid
Reaction Technology Office, DARPA, and Air Force Battle Labs (closed). Problems
during the system development process are often from poor organization and commu-
nication of information. Management of project complexity can have a bigger impact
than technological concerns of subsystems [91].

Charette begins his article, What’s Wrong With Weapons Acquisitions? [20], with

the following quote:

Escalating complexity, a shortage of trained workers, and crass politiciza-
tion mean that most programs to develop new military systems fail to

meet expectations.

The research hopes to make a small contribution toward being able to deal with the
escalating complexity. Training workers and politics will be outside of the scope. The
complexity arises from the connections between the systems. An example from the
article is that the Future Combat Systems (FCS) program had a 28 percent chance
of success when it was approved. The Department of Defense needs better tools to

assess the ability of programs to meet performance, schedule, and cost.



1.1.1 Weapons System Acquisition Reform Act of 2009

The Weapons System Acquisition Reform Act of 2009 was signed into law on May 2274
2009 as Public Law 111-23. [1] The act is designed to reform how defense acquisition
occurs. The act changes how acquisition is organized and a variety of acquisition
policies. [95]

The organizational changes include changes to system engineering capabilities,
developmental testing, technological maturity assessments, independent cost assess-
ment, and the role of combatant commanders. System engineering capabilities will be
improved by requesting that the DoD assess the extent of system engineering capa-
bilities and establishing organizations and people to fix any deficiencies in the system
engineering capabilities. Developmental testing has been allowed to atrophy and the
bill requests the DoD to remedy any deficiencies in developmental testing and to es-
tablish the position of Director of Developmental Test and Evaluation. The bill does
not explain how to fix the deficiencies in developmental testing which is an active
area of research. Technological maturity assessments are now the responsibility of
the Director of Defense Research and Engineering. Independent cost assessment will
see more use with the establishment of the position of Director of Independent Cost
Assessment. The role of combatant commanders will be expanded to create more
influence into the acquisition process to ensure that long term needs are met.[95]

The acquisition policy changes include changes to trade-offs of cost, schedule and
performance; the Preliminary Design Review (PDR); Lifecycle Competition; Nunn-
McCurdy breaches; organizational conflicts of interest; and acquisition excellence.
Trade-offs of cost, schedule, and performance will now include more analysis to de-
termine the impact of requirements change on cost, schedule, and performance. The
barriers between the budget, requirements, and acquisition stovepipes should be re-

moved. The PDR will be required and a post-PDR assessment will be done before



Milestone B approval. Lifecycle competition should improve the incentives for keep-
ing costs low. The new measures should encourage competition throughout the life
of the program. Cost growth has become almost expected and acceptable in major
weapon systems. Any Nunn-McCurdy breaches will require Secretary certification
and new Milestone approval using independent cost estimates. Organizational con-
flicts of interest should be avoided. System engineering contractors will be prohibited
from participating in the development or construction of a major weapon system in
which they are system engineering contractors. The new policies will require highly
skilled and capable acquisition specialists. The act establishes an awards program to
reward exemplary employees. [95]

Along with the increased complexity of systems of systems, continued financial
pressure has forced the political and military leadership in the United States to be
interested in acquisition reform. The Weapon Systems Acquisition Reform Act of
2009 includes organizational and acquisition policy changes including improvements
to system engineering capabilities and the process for cost, schedule, and performance
trade-offs. Further progress is needed, however, to continue improving the DoD ac-
quisition process. The DoD breaks the acquisition process up into three main phases:
pre-systems acquisition, systems acquisition, and sustainment. This dissertation is
concerned with Pre-Milestone A activities in the pre-system acquisition phase. [50]
These are activities that occur in the conceptual phase of design before technology
development occurs. Efforts have been focused on this phase because decisions made
at the beginning of the process have been shown to have the greatest influence on

performance, cost, and schedule. [28]
1.1.2 Analysis of Alternatives

DoD instruction for the operation of the defense acquisition system explains the im-

portant aspects of an analysis of alternatives. The Analysis of Alternatives (AoA)



should, “focus on identification and analysis of alternatives, measures of effectiveness,
cost, schedule, concepts of operations, and overall risk.” The DoD Instruction rec-
ommends that emphasis is placed on innovation and competition during the analysis
of alternatives. An AoA is evaluated by the DPA&E (Director, Program Analysis
& Evaluation) with the OSD (Office of the Secretary of Defense) and Joint Staff. It
is evaluated with a focus on whether or not the AoA illuminated capability advan-
tages and disadvantages, considered joint operational plans, examined sufficient fea-
sible alternatives, discussed key assumptions and variables and sensitivity to changes,
calculated costs, assessed technology risk and maturity, assessed alternative way to
improve the energy efficiency, and assessed the appropriate system training. [40]

In their Pre-Milestone A /B checklist, the Committee on Pre-Milestone A Systems
Engineering mentions the importance of alternative concepts in the decision process.
[28] By comparing alternative concepts, the decision maker is made fully aware of the
strengths and weaknesses of a course of action. Without analyzing alternatives, the

decision process is predetermined and of little value.
1.1.3 Architecture Framework Deficiencies

Recently the new version of DoDAF (version 2.0 [48]) was released. DoDAF is the
Department of Defense’s Architecture Framework which is used to document and rep-
resent military architectures. The Architecture Frameworks Working Group from the
National Defense Industrial Association recommended changes and additions. They
identified eight different systems engineering needs, a standard architecture mod-
eling methodology, greater definition and standardization of architecture elements,
executable/simulatable architecture models, composable/decomposable models, stan-
dard architecture alternatives analysis method, standard architecture modeling notion
and symbology, and the auto-generation of systems engineering artifacts. They con-

clude that “DoDAF v2 improves on satisfaction of SE [Systems Engineering] needs,



but systems engineers need greater definition and standardization of semantics and
methods that are important to them.” [129] The solutions that they propose are based
on the current UML, SysML, and UPDM stack for modeling military architectures.
For more information on these architecture frameworks see Chapter 4. They are con-
cerned with the creation of detailed architecture artifacts and models that can be
shared at multiple levels of scope. It is the authors assertion that the conceptual
development of system of system architectures can use many of the same recom-
mendations. The recommendations enable a traceable analysis of alternatives that
provides an architecture alternative that can be developed further in the next steps

of design.
1.1.4 Need for better ways to do early SE

In 2008 the National Research Council formed a committee on Pre-Milestone A sys-
tems engineering to look at the past and future benefits of system engineering for
Air Force acquisition. [28] The potential role of systems engineering in the defense
acquisition life cycle to address causes of program failure in the early phases of the
program were analyzed in the report. As noted in the report, “Recent years have seen
a serious erosion in the ability of U.S. forces to field new weapon systems quickly in
response to changing threats, as well as a large increase in the cost of these weapon
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systems.” The report finds it puzzling that as we have increased in technology and
experience that we are worse at developing systems than thirty years ago by two to
three times. Figure 1 shows the contrast between historical and existing systems.

In the 1990s the development planning function within the Air Force Systems
Command was removed. The 2008 report also states, “Currently, few formal SE
[System Engineering] processes are applied to Air Force development programs before

the Milestone A review.” [28] A main finding that motivated the creation of RAAM

was that:
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Figure 1: Program Development Times for Major Programs adapted from tabular data in [28]

Attention to a few critical systems engineering processes and functions
particularly during preparation for Milestones A and B is essential to
ensuring that Air Force acquisition programs deliver products on time

and on budget.

The long development cycles as shown in Figure 1 can place the U.S. warfighter
at a distinct disadvantage. The rapid advancement of adversary technology needs
to be considered in contrast to the long cycle times of system development. The
increase in cycle time, however, is not unavoidable. The report also comments that
like military systems, the complexity of private sector systems has increased over the
years. Unlike the military counterpart, however, the private sector systems cycle time
has decreased. [28]

The Defense Science Board [39] identified six causes of increased cycle times for

defense acquisition. They are:

1. Overly ambitious initial requirements often exacerbated by requirements growth



during development
2. Over optimistic cost and schedule estimates
3. Immature technology
4. Lack of flexibility to adjust requirements when problems arise
5. Funding instability

6. Lack of consideration of affordability, producibility, or sustainability during

early development.

The Defense Science Board noted many challenges to overcome within the defense
enterprise. They include the decline in technical and program management expertise,
budget pressure, bureaucracy and process replacing executive leadership, cultures that
favor familiar approaches, and quality of workforce issues. The committee believes
that high quality Pre-Milestone A system engineering almost certainly contribute to
positive outcomes for a project.

John Griffin, a member of the Defense Science Board Committee on Pre-Milestone
A Systems Engineering [39], identified thirteen important steps in the acquisition

process. The steps are:
1. Defense Strategy
2. Joint Warfighting
3. Capabilities — Attributes Measures of Effectiveness
4. Gaps
5. Conceptual Studies

6. Concept/Systems



7. System Requirements
8. System Design

9. Build

10. Integrate

11. Test/Verify/Validate
12. Production
13. Operation

The idea is that there is a common thread starting from Defense Strategy (strategy) to
Concept/System (Concept) to Operation (Initial Operating Capability). If the thread
is broken, the result is often cost and schedule overruns or performance degradation.

A method called Workload Task Analysis (WLTA) has been created to guide train-
ing planning for new weapon systems. [61] WLTA is designed to address shortcomings
in the early system engineering phase as is applicable to training. The method uses
a missions-functions-tasks hierarchy which is similar to the task hierarchy used in
RAAM.

70% is an often quoted number for the amount of life cycle costs that are accounted
for with decisions that occur during system concept studies. Only 85% and 95% of
life cycle costs are accounted for at the end of system design definition and full scale
development respectively. [6] With such a large percentage of life cycle costs occurring

during the conceptual phase it is critical to make the right decisions early.

1.1.5 Problems with the Acquisition Process
1.1.5.1 Lead Systems Integrators

A Lead System Integrator is a company that takes on the role of acquiring and inte-

grating a collection of systems that may not be created by the company. Traditionally,
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the government is responsible for system selection in a system of systems. The au-
thor believes that the Lead System Integrator concept has led to the failure of at least
two System of Systems programs. The Coast Guard’s Deep Water program and the
Army’s Future Combat System (FCS) both have failed. The Deep Water program
was reorganized to be under the Government’s supervision. Another example of the
failure of a lead system integrator is found in [28]. The total system performance
responsibility (TSPR) of the Space Based Infrared Systems (SBIRS) program was
delegated to the prime contractor. The government was reduced to asking the prime
contractor for information about program execution and decisions. In the same doc-
ument, the committee was not completely sold on the Lead System Integrator (LSI)
concept but was hopeful. The Future Combat Systems program failed in part due to
the disregard of good system development concepts detailed in the System Engineer-
ing checklist from [28].

The research detailed in subsequent chapters is focused on conceptual design and
Pre-Milestone A activities because many of the problems with system of systems
architectures have been a result of improper conceptualization. The Committee on
Pre-Milestone A Systems Engineering [28] declared, “The government’s focus should
be on developing requirements, on Pre-Milestone A activities, and on monitoring
and assessing the contractor’s performance during Pre-Milestone A and throughout
programs.” These statements are partially in response to the issues that came up

with Lead System Integrators.
1.1.5.2 Nowel Systems

This research will also address issues with trying to analyze novel systems. The
following definition of a novel system is drawn from [10]. There is an increase in
uncertainty and new challenges for the acquisition system when procuring a novel

system. Novel systems are different from conventional systems in five dimensions.
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The five dimensions are:

e Design

Operational Employment

Outcomes

Production Run

Operational Life

The outcomes, production run, and operational life are all uncertain. The design is
necessarily new and the technology is disruptive. The military does not completely
understand how to operationally use the systems. There should be an environment
that, “fosters new concepts for systems and new concepts of operations.” [10]

The research will attempt to provide an analysis framework that helps prove the
case for novel systems by allowing for an apples to apples comparison of novel systems
and their operation to be compared in the same framework as existing conventional

systems.

1.2 Transition from Threat Based to Capability Based Plan-
ning

The Department of Defense has been transitioning from a threat based planning pro-

cess to a capability based planning to address current and perceived future conflicts.

The National Academies writes:

In the past 15 years, the Department of Defense (DOD) has faced a con-
stant stream of new challenges. Now, rather than being prepared to face
a major Soviet threat and a few major regional contingencies (e.g., North
Korea) in conventional warfare scenarios, the United States must be pre-

pared both to deal with a larger number of more diverse threats with
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varied attributes and to do so in circumstances involving complex and

uncertain risks. [29]

With the increase in complexity and uncertainty of threats to the nation, the
Department of Defense is interested in ways to use system of systems to counter the
variety of future threats with a diverse set of capabilities.

Military systems such as command and control have been known to be complex
and require special attention. Long range requirements may be elusive and may be
best satisfied with an evolutionary approach. [65] Greene and Mendoza document
the transition from a stovepipe development to an interoperable system of systems

for command and control. [73]

1.3 Concept Generation and Selection

To properly manage the increased complexity of systems of systems, military systems
of systems architectures are becoming the norm. The system of systems is described
by its architecture, which the Institute of Electrical and Electronics Engineers (IEEE)
defines as, “The fundamental organization of a system embodied in its components,
their relationships to each other, and to the environment, and the principles gquiding
its design and evolution” [78]. Also, Taylor, Medvidovic, and Dashofy define an
architecture for software systems to be, “the set of principal design decisions made
about the system” [136]. The common thread between these definitions is that the
analysis of a system of systems architecture can involve numerous types of different
trades when making architectural design decisions. A large number of alternatives can
be the result of military system of systems architectures having thousands of tasks.
Often, the analyst is interested in which system does which task and they create a
model to explore the different options. This leads to large design spaces that suffer
from the combinatorial explosion of alternatives. Assuming that only two systems

are vying for each of one thousand tasks then 2! or a number with three hundred
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and two digits, different architectures are available to analyze. For the remainder
of this manuscript, the aspects of an architecture related to the ways and means,
described by the task hierarchy and the system to task assignments, will be included
in the architecture alternative space. In this way, both the organizational structure
(task hierarchy) and the system to task mappings are able to be modified, further
increasing the number of available options that must be analyzed. For example, more
alternatives are created when different task hierarchies are modeled.

Fortunately, real world analyses are not as bleak. Only millions or billions of alter-
natives must be analyzed, because compatibility constraints can significantly reduce
the number of possible combinations. This takes the 302 digit number (2109 =
1071508607186267320948425049060001810561404811705533607443750388370351051
1249361224931983788156958581275946729175531468251871452856923140435984577
5746985748039345677748242309854210746050623711418779541821530464749835819
4126739876755916554394607706291457119647768654216766042983165262438683720
5668069376) to something more manageable that is only in the billions (such as
2087228160). However, the design space is discrete and the system of systems per-
formance can vary widely depending on the constituent systems. For these reasons,

both computational and manpower resources become heavily taxed by this class of

design exploration problem.

1.4 Financial Pressure

The current economic climate is forcing a review of the roles and missions of the
United States military. With the national debt at 13.5 billion dollars in 2010, or
93.4% of the national GDP, there is less tolerance for failing or inefficient military
systems. It is likely that the military budget will be cut in the future in an attempt
to reduce the yearly deficit and national debt. The potential reductions in funding

require that system acquisitions have better justification of need. Military decision
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makers will need more certainty that the right system or collection of systems is being

acquired.

1.5 Complexity

One of the issues facing the acquisition and design of system of systems is increased
complexity. The dictionary definition of complex is, “a whole made up of complicated
or interrelated parts” [30]. The definition is not very useful as it depends on the word
complicated. Complicated is defined as either, “consisting of parts intricately com-
bined” or “difficult to analyze, understand, or explain”.[31] Neither of the definitions
really distinguish something complex from a system. Complicated is also problematic
because it is solely descriptive. Using the definition for complicated, we can not know
if something is complicated until we attempt to analyze, understand, or explain it.
Bar-Yam describes complex systems as having six characteristics.[7] The six char-

acteristics are
e Flements

Interactions

Formation/Operation

Diversity /Variability
e Environment

Activities

Complex systems have components that are interdependent. Subsets of a complex
system require more information to characterize than the whole, perhaps more clearly,
“the smaller the parts that must be described to describe the behavior of the whole,

the larger the complexity of the entire system.” [7]
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Many definitions of complexity start with how to measure complexity. Gell-
Mann’s paper, What is Complexity? [71], adds to our understanding of complexity.
People measure computational complexity with time and space measures. Informa-
tional complexity is measured with information content measures. The complexity
measures depend on the level of detail used to describe the entity.

Acquisition practitioners are worried about current requirements that may be
pushing systems toward overwhelming integration. Acquiring the complex capability
as a service is appealing but may lead to headaches later on. A soft start of the
program is recommended for IT systems. [122] In addition, cultural differences can
impact computational models. Cognitive dimensions may be required to estimate the
impact of complexity arising from the human element in the phenomena of interest.
[92]

A phenomenon is complex when it emerges from a collection of interacting objects.
[83] Emergence is another hard to define word which depends on context and human
understanding of a phenomenon. Complex systems are often associated with emergent
effects.

Complexity is always determined by your frame of reference. It is often hard to
separate the difference between the complexity of the way of describing something and
the complexity of the description. The complexity of analyzing a system of systems

architecture is reduced by intelligent additions of complexity to the analysis method.

1.6 Computer Advances

Improvements in runtime of analysis come from two main sources; improvements in
computing power and improvements in the underlying algorithms. In one study of
linear programming problems, computing power improvements led to three orders of
magnitude improvement in runtime. Algorithmic improvements made the other three

orders of magnitude for a speed up of near one million times. [11] Martin Grotschel
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has documented a speedup of 43 million times over 15 years, with approximately
three orders of magnitude due to improvements in computing power and a factor
43,000 due to algorithmic improvements [120]. This clearly demonstrates that there
is a great potential for algorithmic improvements.

The paradigm of increasing processor clock speed to improve performance has
ceased to work in modern processors. CPU manufacturers have turned to other
technologies such as pipelining to improve processor performance. Those technologies
are reaching their limits and current increases in computing power are coming from
using multiple processors. The advantages of new computing systems are going to
come from devising ways to transform our problems into parallelizable problems, or
problems that can be run on multiple processors.

Properly structuring your problem can free it from the shackles of serial com-
putation. The current research takes advantage of the recent advances in parallel
computing by a judicious application of parallel computing principles that drive al-

gorithmic changes.

1.7 Architecture Related Definitions

The manuscript will cover two main types of definitions:
e Architecture Related
e DoD Related

The architecture related definitions are discussed in this section. DoD related defini-
tions are described in Section 2.1.

Many readers will be familiar with a subset of these areas but will require a
refresher of the nomenclature and jargon used in this manuscript. There may be
multiple accepted definition of a term. In these instances, the applicable one for the

research herein has been clearly denoted as such.
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Framework The Merriam-Webster Online Dictionary defines a framework as, “a

basic conceptual structure (as of ideas).” [69]
For the purposes of the research the word framework means a conceptual structure

of ideas that provides a way to think about a problem.

Methodology The Merriam-Webster Online Dictionary defines a methodology as,
“a particular procedure of set of procedures.” or “a body of methods, rules, and
postulates employed by a discipline.” [106]

Methodology is defined by Sage [125] as, “an open set of procedures for problem
solving”, he continues, “a methodology involves a set of methods, a set of activities,
and a set of relations between the methods and the activities.”.

For the purposes of the research a methodology is a set of procedures used to solve

a specific problem.

1.8 Architectures
1.8.0.3 Model

Dori defines a model as, “an abstraction of a system, aimed at understanding, com-
municating, explaining, or designing aspects of interest of that system.” [58]

The DoD Architecture Framework considers a model to be, “a template for col-
lecting data.” [48]

Bouvier, Cohen, and Najam [13] discuss how a model is a reduction and an ab-
straction of the system that you are attempting to model. The model is simpler than
the system itself so that we can solve the problem.

For this work, a model is an abstraction of a system (or system of systems) that

provides a way to simulate metrics of interest about the system.
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1.8.0.4 System Engineering

The report Pre-Milestone A and Early Phase System Engineering considers system
engineering to be, “the translation of a user’s needs into a definition of a system and
its architecture though an iterative process that results in an effective system design”.
Later it breaks down system engineering into a detailed three part definition based on
the Systems Design and Operational Effectiveness 625 Class Notes from the Stevens

Institute of Technology. The extended definition is:

1. SE [Systems Engineering] is the translation of a need or deficiency into a system
architecture through the application of rigorous methods to the iterative pro-
cess of functional analysis, allocation, implementation, optimization, test, and

evaluation.

2. SE is the incorporation of all technical parameters to ensure compatibility
among physical and functional interfaces, and hardware and software interfaces,

in a manner that optimizes system definition and design.

3. SE is the integration of performance, manufacturing, reliability, maintainability,
supportability, global flexibility, scalability, interoperability, upgradability, and

other special capabilities into the overall engineering effort.
NASA defines system engineering as:

a methodical, disciplined approach for the design, realization, technical

management, operations, and retirement of a system. [111]
1.8.0.5 Architectures

Architectures and architecting are fundamental to the current discussion. As such,a
definition of an architecture is in order.
Maier defines architecting as, “the art and science of designing and building sys-

tems”. The deliverable is a set of abstracted designs of the system. [121]
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The Department of Defense considers a systems architecture to be: “(DOD) De-
scriptions, including graphics, of systems and interconnections providing for or sup-

bM

porting warfighting functions.” An architecture is, “A framework or structure that

portrays relationships among all the elements of the subject force, system or activity.”
[34]

Dori defines architecture as, “The combination of structure and behavior”. [58]

IEEE standard definition for architecture is, “The organizational structure of a
system or component”. [79] A slightly more in depth definition from IEEE (in IEEE
1471) for software intensive systems defines an architecture as, “the fundamental
organization of a system embodied in its components, their relationships to each
other and to the environment and the principles guiding its design and evolution”
[78]. The IEEE 1471 document has been updated to an ISO/IEC/IEEE standard,
ISO/IEC/IEEE 42010:2011(E) [80]. The definition of architecture in the new docu-
ment is, “fundamental concepts of properties of a system in its environment embodied
in its elements, relationships, and in the principles of its design and evolution.”

The ISO/IEC/IEEE 42010:2011 standard is concerned with architecture frame-
works and architecture description languages. A distillation of the ISO/IEC/IEEE
42010:2011 standard is contained in the ISO/IEC/IEEE 42010 FAQ. [98] They share

five insights from the document:

e The architecture of a system of interest is what is considered fundamental about

that system in the context of its environment
e An architecture description documents an architecture

e architecture descriptions should demonstrate how an architecture meets the

needs of the system’s diverse stakeholders

e The architecture concerns of the diverse stakeholders can be addressed by an
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architecture description constructed with multiple architecture views of the sys-

tem, where each view covers an identified set of those concerns

e The rules for well-formedness, completeness and analyzability of each architec-
ture view should be explicit to readers of an architecture description via an

architecture viewpoint

e These ideas can be captured via a conceptual model or, metamodel, establishing
the key concepts and terms for talking about architectures and architecture

descriptions

The standard recognizes that an architecture is a conception of a system. An archi-
tecture is distinct from its description. The description is a concrete object, but the
architecture is something that exists in the human mind.

In Pre-Milestone A System Engineering [28] architecture is defined as, “the parti-
tioning of the system into separately definable and procurable parts, the structuring
of interfaces between the system and the outside world, and the structuring of in-
terfaces (physical, function, and data among the segments.” Later in the document,
an architecture is defined as, “multidimensional representations or combinations of
‘what, how, where, who, when, and why’.”

Mavris and Dickerson [43] define architecture as, “The fundamental organization
of a system, embodied in its components, their relationships to each other and the
environment, the principles governing its design and evolution, its purpose, and its
attractiveness.”

For this dissertation, we will consider the architecture to be the complete descrip-

tion of a system of systems including the tasks, systems, and connections between

the tasks and systems. This allows for further system design and acquisition.
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1.8.0.6 System of Systems

Before discussing the definition of a system of systems we need to determine the

characteristics of a singular system.

System Dieter defines a system as, “the entire combination of hardware, informa-
tion, and people necessary to accomplish some specified mission.” [44]

The IEEE in IEEE Std 610.12-1990 defines a system as, “A collection of compo-
nents organized to accomplish a specific function or set of functions.” [79] Their focus
was for software engineering but the definition is useful in the general case.

The International Council on Systems Engineering (INCOSE) definition for a
system is: “a combination of interacting elements organized to achieve one more
stated purposes” and “an integrated set of elements, subsystems, or assemblies that
accomplish a defined objective”. Their definition clarifies that the elements can be
products, processes, people, information, techniques, facilities, services and other
support elements. [135]

Maier and Rechtin state: “System: a set of different elements so connected or
related as to perform a unique function not performable by the elements alone.” [121]

Chen and Stroup define a system as, “an ensemble of interacting parts, the sum
of which exhibits behavior not localized in its constituent parts.” [22]

The Department of Defense defines a system as, “a functionally, physically, and/or
behaviorally related group of regularly interacting or interdependent elements; that
group of elements forming a unified whole.” [84] The same definition appears in the
DoDAF v2.0 Manager’s Guide [48].

Dov Dori explains that, “All systems exhibit a common feature: they carry out
some function.” He continues, “A system consists of a collection of related objects,
represented by the system’s structure that interact with each other via processes in a

coordinated way, accounting for the system’s behavior.” He also comments on how,
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“system is relative to the domain of discourse or task at hand.” A key point that
Dori highlights about systems is the subjective nature of the categorization of an
object into the class system. A system’s definition is dependent on a function which
is subjective. [58] The proposal will revisit the relative nature of the concept of a
system when the issues with scope are discussed.

NASA defines a system as, “ a construct or collection of different elements that
together produce results not obtainable by the elements alone.” [111]

The definitions include the requirement to have a mission, specific function, or a
purpose. The definitions all mention a variety of smaller parts, elements, or compo-
nents that come together for the purpose. A system of systems is an extension on

the definition of a system.

System of Systems FEven though there have been attempts at defining a system
of systems, different fields have their own definitions. For the purposes of this disser-
tation, the following definitions and concepts will be used.

Maier defined a system of systems [99] as having two characteristics of its compo-
nent systems, both “valid purposes in their own right and continue to operate to fulfill
these purposes if disassembled from the overall system” and “the component systems
are managed (at least in part) for their own purposes rather than the purposes of
the whole”. He distills this into the “operational and managerial independence of the
system components”. The component systems must both be capable of and actually
operate independently.

Maier further proposed four architectural design heuristics for system of systems
based on previous work. They are shown in bold in the current paragraph. Stable
Intermediate Forms, where at each stage of the development both the compo-
nent systems and the system of systems should be usable. Policy Triage, where

there must be a balance between over and under design of the component systems.
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Leverage at the Interfaces, where Maier states, “The greatest leverage in system
architecting is at the interfaces. The greatest dangers are also at the interfaces.”
Ensuring Cooperation, where Maier states, “If a system requires voluntary col-
laboration, the mechanism and incentives for that collaboration must be designed
in”.

These heuristics will be useful when designing a system of systems architecture in
the conceptual phase. They will also serve to determine if the studied architecture is
a system of systems.

Sage and Cuppan [126] build on Maier’s definition of a system of systems. The col-
lection of systems is “often formed from a variety of component systems: newly engi-
neered from the “ground up” custom systems, potentially tailored existing Commercial-
Off-The-Shelf[COTS] systems, and existing or legacy systems” (emphasis in original).
He mentions that formally, anything can be a system of systems. They further sum-

marize Maier’s paper into five characteristics:

e Operational Independence of the Individual Systems

Managerial Independence of the Systems

Geographic Distribution

Emergent Behavior

Evolutionary Development.

Despotou, Alexander, and Hall-May [41] discuss different definitions of system of

systems. They identify a list of eight characteristics that define a system of systems:
e Autonomy
e Collaboration
e Complexity
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Heterogeneity

Adaptability

Emergent Behavior

Dependability

Distributed

They conclude that “a System of Systems is an organised|[sic] complex unity assembled
from distributed autonomous systems (capable of independent provision of services)
collaborating to achieve an overall system purpose.”

The Department of Defense has begun to synchronize its definition of a system of
systems. Previously the Defense Acquisition Handbook [50] and the Joint Capability
and Integration System Manual. [25] In the Systems Engineering Guide for System
of Systems [116], the Defense Acquisition Guidebook, and the JCIDS Manual it is
defined as:

a set or arrangement of systems that results when independent and useful
systems are integrated into a larger system that delivers unique capabili-

ties.

The Committee on Pre-Milestone A System Engineering defined a system of sys-
tems as, “groups of systems, each of which individually provides its own mission
capability, that can be operated collectively to achieve an independent, and usually
larger, common mission capability.” [28]

The previous definitions show general themes that define a system of systems. A
component system within a system of systems has a certain degree of independence
from the system of systems. The components systems are not defined by being in-
cluded in a system of systems, but do work together for the purpose of the system of

systems and are autonomous. The effects of a system of systems are often non-linear.
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CHAPTER 11

DOD BACKGROUND

2.1 DoD Related Definitions

To deliver a capability to the warfighter three different processes must work together.

[19] These processes are as follows:
e Requirements process
e Acquisition process
e Planning, Programming, Budget, and Execution (PPBE) process

The following definitions will cover all three elements of a successful delivery of a

capability to a warfighter.
2.1.0.7 Capability

Within the Department of Defense (DoD), capability is defined as:

The ability to achieve a desired effect under specified standards
and conditions through combinations of means and ways across
the doctrine, organization, training, materiel, leadership and ed-
ucation, personnel, and facilities (DOTMLPF) to perform a set
of tasks to execute a specified course of action. It is defined by an
operational user and expressed in broad operational terms in the format
of an initial capabilities document or a joint DOTMLPF change recom-
mendation. In the case of materiel proposals/documents, the definition

will progressively evolve to DOTMLPF performance attributes identified
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in the capability development document and the capability production

document. [19] [emphasis added to the core definition]

It is important to note that the definition includes what is trying to be accom-
plished (the desired effect), how difficult the capability is (standards and conditions),
what will be used (means), how the system will be used (ways), and a plan for their
use (the course of action).

There are many ways to accomplish a capability. For example, for the capabil-
ity of global strike can be accomplished with submarine launched missiles, precision
weapons delivered by bombers, sabotage missions conducted by Special Forces, or
other combinations of systems. Each of the options requires a system of systems
architecture made up of a portfolio of systems to accomplish the capability.

Capabilities are important because of the capabilities-based assessment (CBA)
process. The CBA process is mandated the DoD. By using capabilities, the DoD de-
sign community believes that better systems will be acquired. The Joint Capabilities

Integration and Development System (JCIDS) defines capability based assessment:

The CBA is the Joint Capabilities Integration and Development System
analysis process. It answers several key questions for the validation au-
thority prior to their approval: define the mission; identify capabilities
required; determine the attributes/standards of the capabilities; identify
gaps; assess operational risk associated with the gaps; prioritize the gaps;
identify and assess potential non-materiel solutions; provide recommen-

dations for addressing the gaps. [19]

A capability portfolio is defined as, “A collection of grouped capabilities as defined
by JCAs and the associated DOTMLPF programs, initiatives, and activities.” [47]
A JCA is a Joint Capability Area. JCAs are a standardized set of definitions that

cover the complete range of military activities.
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Capability portfolio management is defined as:

The process of integrating, synchronizing, and coordinating Department
of Defense capabilities needs with current and planned DOTMLPF in-
vestments within a capability portfolio to better inform decision making

and optimize defense resources. [47]

The DoD uses capability portfolio management to optimize capability investments
across the defense enterprise and to minimize risk.

The intelligence community is pushing for making decisions based on capabilities
rather than individual programs [102]. The Army desires unified capability sets rather
than program driven planning and acquisition. The warfighter sees inefficiencies and
capability gaps. There is a need for "back of the envelope analysis” that is sufficient

for beginning architecture development [148].

2.1.0.8 DOTMLPF

DOTMLPF is an acronym commonly used to refer to the multitude of things that
you can change to enable or improve capabilities. The seven things are Doctrine,
Organization, Training, Materiel, Leadership, Personnel, and Facilities.

The current research will focus on materiel solutions. The decomposition is not
orthogonal because different elements combine and the distinctions may be fuzzy. As
you introduce new materiel, you often get changes in doctrine, organization, training,
leadership, personnel, and facilities. For example, the new materiel of F-22s has
influenced a change in the other elements. For this research we will assume that the
analysis of materiel changes includes some of the second order effects from changing

the other elements.

2.1.0.9 Capability Based Planning

Dori is quick to caution against going straight from the goals or requirements to

systems. [58] The same ideas are seen in DoD documents establishing capability
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based planning. There should be a process that converts capabilities into a portfolio
of systems to procure.

Paul Davis defines capability based planning as, “planning, under uncertainty,
to provide capabilities suitable for a wide range of modern-day challenges and cir-
cumstances while working within an economic framework that necessitates choice.”
[36] The concept was discussed in the 2001 Quadrennial Defense Review [46] where
the report was designed to shift defense planning from a ‘threat based’” model to
a ‘capability based” model. The distinction is focusing on how the adversary will
fight, rather than who they are. The capabilities reflect a set of desired effects on
adversaries. With the Cold War over, creating American defense related systems
specifically to counter the Soviet (which no longer exists) thr