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#### Abstract

We employ KAM theory to rigorously investigate the transition between quasiperiodic and chaotic dynamics in cigar-shaped Bose-Einstein condensates (BEC) in periodic lattices and superlattices. Toward this end, we apply


[^0]a coherent structure ansatz to the Gross-Pitaevskii equation to obtain a parametrically forced Duffing equation describing the spatial dynamics of the condensate. For shallow-well, intermediate-well, and deep-well potentials, we find KAM tori and Aubry-Mather sets to prove that one obtains mostly quasiperiodic dynamics for condensate wave functions of sufficiently large amplitude, where the minimal amplitude depends on the experimentally adjustable BEC parameters. We show that this threshold scales with the square root of the inverse of the scattering length, whereas the rotation number of tori above this threshold is proportional to the amplitude. As a consequence, one obtains the same dynamical picture for lattices of all depths, as an increase in its amplitude essentially only affects scaling in phase space. Our approach is applicable to periodic superlattices with an arbitrary number of rationally dependent wave numbers.
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## 1 Introduction

Bose-Einstein condensates (BECs) have generated considerable excitement in the physics community both because their study allows one to explore new regimes of fundamental physics and because of their eventual engineering applications. They constitute a macroscopic quantum phenomenon, and their analysis has already lead to an increased understanding of phenomena such as superfluidity and superconductivity. Of particular interest are BECs in optical lattices (periodic potentials), which have already been used to study Josephson effects, ${ }^{1}$ squeezed states, ${ }^{37}$ LandauZener tunneling and Bloch oscillations, ${ }^{31}$ and the transition between superfluidity and Mott insulation. ${ }^{9,18,44}$ With each lattice site occupied by one alkali atom in its ground state, BECs in periodic potentials also show promise as a register in a quantum computer. ${ }^{43,46}$

In the present paper, we generalize recent work on near-autonomous dynamics in BECs ${ }^{40,41}$ to study chaotic behavior in BECs in periodic lattices, which can have shallow, intermediate, or deep wells. We present our methodology and results in section 1.1. In section 2, we discuss the physics of BECs and use a coherent structure ansatz to derive a parametrically forced Duffing oscillator describing the spatial dynamics of the condensate. The transition in phase space from quasiperiodic dynamics to chaotic dynamics of parametrically forced Duffing oscillators is rigorously investigated in section 3. Sections 3.1 and 3.2 then describe applications to BECs in periodic lattices and periodic superlattices, respectively. The KAM theorem used in this analysis is proven in section 4.

### 1.1 Methodology and results

The spatial dynamics of standing wave solutions in BECs in periodic optical lattices can be described by a parametrically forced Duffing equation, where the periodic forcing is given by an external potential due to the lattice., ${ }^{7,40,41}$ This constitutes a $1 \frac{1}{2}$ degree of freedom Hamiltonian system, and we employ KAM theory and Aubry-Mather theory to study its quasi-periodic dynamics and to find the phase space boundaries between quasiperiodic and chaotic behavior. Previous studies concerning KAM transitions in BECs took a heuristic approach and considered only near-autonomous situations. ${ }^{40,41}$ The approach of this paper, however, is especially versatile in that shallow, deep, and intermediate lattice wells can all be considered using the same mathematical framework. That is, we consider the near-autonomous and far-from-autonomous settings simultaneously.

Theorem 5 proves that for any (analytic) external periodic potential, any negative scattering length, and any chemical potential, one obtains mostly 2 -quasiperiodic dynamics for condensate wave functions of sufficiently large amplitude, where the minimal amplitude depends on the experimentally adjustable BEC parameters. In particular, the threshold amplitude is proportional to the reciprocal of the square root of the scattering length. Any 2-quasiperiodic wave function above the threshold has one fixed frequency and one proportional to its amplitude. We also demonstrate numerically that one obtains the same dynamical picture for lattices of all depths, as an increase in lattice amplitude essentially only affects scaling in phase space. These numerical results support the theoretically predicted scaling of the threshold amplitude. Our theorem applies to periodic superlattices with an arbitrary number of rationally dependent wave numbers.

The system that we investigate is given by a Hamiltonian of the form $H(R, S, \xi)=\frac{1}{2} S^{2}+U(R, \xi)$, where $|R|$ is the amplitude of the wave function, $R$ and $S$ are conjugate variables, $\xi \in \mathbb{R} / \mathbb{Z}$ with $\xi^{\prime}=1$, and $U$ is a polynomial in $R$ and 1-periodic in $\xi$. We also consider its Poincaré map, defined to be the return map on the section $\xi=0$.

One can show that such systems have invariant tori sufficiently far from the origin $(R, S)=(0,0)$, even when they are far from autonomous (that is, even when $H$ is a large perturbation of an $\xi$-independent system). In the present case, this implies the existence of invariant tori for any optical lattice depth. The key condition is that $U(R, \xi) / R^{2} \rightarrow+\infty$ as $R \rightarrow \pm \infty$, as this guarantees that the set of frequencies corresponding to rotation around the origin is unbounded; indeed, the frequency goes to infinity with the distance to the origin. The first result of this type can be found in the equivalent context of adiabatic theory. ${ }^{3}$ Another strand goes back to the question of boundedness of solutions (which is implied by the existence of invariant tori in this low-dimensional situation). ${ }^{24}$ These qualitative results have been extended to more general mathematical settings. ${ }^{14,23,25,33,34,48}$

A typical system of this type exhibits a phase space divided into two clearly distinct regions. See figures $1-3$, which show numerical experiments in the present


Figure 1: Phase portraits of the Poincaré map $P$ for the example of section 3.1, with horizontal axis $R$ and vertical axis $S$. In this case the Hamiltonian is of the form $H=\frac{1}{2} S^{2}-\frac{1}{2}\left(1+V_{1} \cos (\xi)\right) R^{2}+\frac{1}{4} R^{4}$. Observe the invariant curves for large $R$ in these figures. Generically, the invariant manifolds of the central saddle point intersect transversally, creating a homoclinic tangle and thereby implying the existence of horseshoes of measure zero. By conjecture, the closure of these horseshoes is a "chaotic sea" of positive measure, corresponding to the dots in the figures. As the size of the perturbation $V_{1}$ is increased to $+\infty$, the size of each of the remaining integrable islands vanishes, but their total measure remains $O(1)$. The values of $V_{1}$ are (a) $V_{1}=0.1$, (b) $V_{1}=0.5$, and (c) $V_{1}=1$.


Figure 2: Continuation of figure 1. Phase portraits of the Poincaré map $P$ at (d) $V_{1}=10$, (e) $V_{1}=25$, and (f) $V_{1}=100$.
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Figure 3: Continuation of figure 2. Phase portraits of the Poincaré map $P$ at (g) $V_{1}=200,(\mathrm{~h}) V_{1}=1000$, and (i) $V_{1}=10000$.
setting. One region, bounded away from the origin, consists largely of invariant tori, with small layers of chaotic dynamics between them. Indeed, one can show that the measure of these layers vanishes exponentially fast as the distance to the origin goes to infinity. ${ }^{6,35}$ The other region has mainly chaotic dynamics.

In this paper, we employ a quantitative existence result ${ }^{11}$ to obtain bounds on the location and frequencies of invariant tori and consequently on the transition between regular and chaotic motion.

## 2 Physical Background and Coherent Structures

At low temperatures, particles in a dilute boson gas can reside in the same quantum (ground) state, forming a Bose-Einstein condensate (BEC). ${ }^{12}$ This was first observed experimentally in 1995 with vapors of rubidium and sodium. ${ }^{2,13}$ In these experiments, atoms were confined in magnetic traps, evaporatively cooled to temperatures on the order of fractions of microkelvins, left to expand by switching off the confining trap, and subsequently imaged with optical methods. ${ }^{12}$ A sharp peak in the velocity distribution was observed below a critical temperature, indicating that condensation had occurred. BECs are inhomogeneous, allowing condensation to be observed in both momentum and position space. The number of condensed atoms $N$ ranges from several thousand to several million.

A BEC has two characteristic length scales: the harmonic oscillator length $a_{h o}=$ $\sqrt{\hbar /\left[m \omega_{h o}\right]}$ (which is about a few microns), where $\omega_{h o}=\left(\omega_{x} \omega_{y} \omega_{z}\right)^{1 / 3}$ is the geometric mean of the trapping frequencies, and the mean healing length $\chi=1 / \sqrt{8 \pi|a| \bar{n}}$, where $\bar{n}$ is the mean density and $a$, the (two-body) $s$-wave scattering length, is determined by the atomic species of the condensate. Interactions between atoms are repulsive when $a>0$ and attractive when $a<0$. For a dilute ideal gas, $a \approx 0$. The length scales in BECs should be contrasted with those in systems like superfluid helium, in which the effects of inhomogeneity occur on a microscopic scale fixed by the interatomic distance. ${ }^{12}$

When considering only two-body interactions, the BEC wave function ("order parameter") $\psi(x, t)$ satisfies the Gross-Pitaevskii (GP) equation,

$$
\begin{equation*}
i \hbar \psi_{t}=-\left[\hbar^{2} /(2 m)\right] \psi_{x x}+g|\psi|^{2} \psi+V(x) \psi \tag{1}
\end{equation*}
$$

where $|\psi|^{2}$ is the number density, $V(x)$ is an external potential, $g=\left[4 \pi \hbar^{2} a / m\right][1+$ $\left.\mathcal{O}\left(\zeta^{2}\right)\right]$, and $\zeta=\sqrt{|\psi|^{2}|a|^{3}}$ is the dilute gas parameter. ${ }^{12}$ BECs are modeled in the quasi-one-dimensional (quasi-1D) regime when the transverse dimensions of the condensate are on the order of its healing length and its longitudinal dimension is much larger than its transverse ones. ${ }^{7}$ In the quasi-1D regime, one employs the 1D limit of a 3D mean-field theory rather than a true 1D mean-field theory, which would be appropriate were the transverse dimension on the order of the atomic interaction length or the atomic size. Because the scattering length $a$ can be adjusted using
a magnetic field in the vicinity of a Feshbach resonance, ${ }^{16}$ the contribution of the nonlinearity in (1) is tunable.

Potentials $V(x)$ of interest include harmonic traps, periodic lattices and superlattices (i.e., optical lattices with two or more wave numbers), and periodically perturbed harmonic traps. The existence of quasi-1D cylindrical ("cigar-shaped") BECs motivates the study of periodic potentials without a confining trap along the dimension of the periodic lattice. ${ }^{27}$ Experimentalists use a weak harmonic trap on top of the periodic lattice or superlattice to prevent the particles from spilling out. To achieve condensation, the lattice is typically turned on after the trap. If one wishes to include the trap in theoretical analyses, $V(x)$ is modeled by

$$
\begin{equation*}
V(x)=V_{1} \cos \left(\kappa_{1} x\right)+V_{2} \cos \left(\kappa_{2} x\right)+V_{h} x^{2} \tag{2}
\end{equation*}
$$

where $\kappa_{1}$ is the primary lattice wave number, $\kappa_{2}>\kappa_{1}$ is the secondary lattice wave number, $V_{1}$ and $V_{2}$ are the associated lattice amplitudes, and $V_{h}$ represents the magnitude of the harmonic trap. (Note that $V_{1}, V_{2}, V_{h}, \kappa_{1}$, and $\kappa_{2}$ can all be tuned experimentally.) When $V_{h} \ll V_{1}, V_{2}$, the potential is dominated by its periodic contributions for many periods. BECs in optical lattices with up to 200 wells have been created experimentally. ${ }^{38}$

In this work, we let $V_{h}=0$ and focus on periodic lattices and superlattices. Spatially periodic potentials have been employed in experimental studies of BECs ${ }^{1,19}$ and have also been studied theoretically. ${ }^{7,8,28,47}$ In recent experiments, BECs were created in superlattices with $\kappa_{2}=3 \kappa_{1} \cdot{ }^{39}$ However, there has thus far been almost no theoretical research on BECs in superlattices. ${ }^{15,17,26,42}$

As mentioned in section 1.1 and proven below, we obtain bounds on the location and frequencies of invariant tori and consequently on the transition between regular and chaotic motion. The importance of investigating the onset of chaotic dynamics in BECs has been noted previously. ${ }^{8,10,40,41,45}$ In the present framework, the presence of chaos reflects an irregular spatial profile $R(x)$ (where $|R(x)|=|\psi(x, t)|$ is the amplitude of the BEC wave function) and invariant tori correspond to regular spatial profiles.

Remark 1 : When the optical lattice has deep wells (large $\left|V_{1}\right|$ or $\left|V_{2}\right|$ ), one can also obtain an analytical description of BECs in terms of Wannier wave functions using the so-called "tight-binding approximation". ${ }^{30}$ In this regime, the BEC dynamics are described using what is known as the Bose-Hubbard model, which is derived by expanding the field operator in a Wannier basis of localized wave functions at each lattice site.

Coherent structures solutions are described with the ansatz

$$
\begin{equation*}
\psi(x, t)=R(x) \exp (i[\theta(x)-\mu t]) \tag{3}
\end{equation*}
$$

where $R \in \mathbb{R}$ gives the amplitude dynamics of the wave function $[|R(x)|=|\psi(x, t)|]$, $\theta(x)$ gives the phase dynamics, and the "chemical potential" $\mu$, defined as the energy
it takes to add one more particle to the system, is proportional to the number of atoms trapped in the condensate. When the (temporally periodic) coherent structure (3) is also spatially periodic, it is called a modulated amplitude wave (MAW). ${ }^{41}$ The orbital stability of MAWs for the cubic NLS with elliptic potentials has been studied by Bronski and co-authors. ${ }^{7}$ To obtain stability information about sinusoidal potentials, one takes the limit as the elliptic modulus approaches zero.

Inserting (3) into the NLS (1) and equating real and imaginary parts, one obtains

$$
\begin{align*}
\hbar \mu R(x) & =-\frac{\hbar^{2}}{2 m} R^{\prime \prime}(x)+\left[\frac{\hbar^{2}}{2 m}\left[\theta^{\prime}(x)\right]^{2}+g R^{2}(x)+V(x)\right] R(x)  \tag{4}\\
0 & =\frac{\hbar^{2}}{2 m}\left[2 \theta^{\prime}(x) R^{\prime}(x)+\theta^{\prime \prime}(x) R(x)\right]
\end{align*}
$$

which gives the following nonlinear ordinary differential equation:

$$
\begin{equation*}
R^{\prime \prime}=\frac{c^{2}}{R^{3}}-\frac{2 m \mu R}{\hbar}+\frac{2 m g}{\hbar^{2}} R^{3}+\frac{2 m}{\hbar^{2}} V(x) R \tag{5}
\end{equation*}
$$

The parameter $c$ is defined via the relation

$$
\begin{equation*}
\theta^{\prime}(x)=\frac{c}{R^{2}(x)}, \tag{6}
\end{equation*}
$$

which plays the role of conservation of "angular momentum," as discussed by Bronski and coauthors. ${ }^{7}$ Constant phase solutions (i.e., standing waves) constitute an important special case and satisfy $c=0$. In the rest of the paper, we consider only standing waves, so that

$$
\begin{equation*}
R^{\prime \prime}=-\frac{2 m \mu R}{\hbar}+\frac{2 m g}{\hbar^{2}} R^{3}+\frac{2 m}{\hbar^{2}} V(x) R \tag{7}
\end{equation*}
$$

Remark 2: The case $c \neq 0$ describing coherent structures with nonzero angular momentum exhibits the same qualitative behavior for large $R$ as do the standing waves. Furthermore, we expect the estimates we prove below to hold in this more general case, as the additional term in (5) is very small in this regime. However, this situation is more difficult technically, so we omit it.

Remark 3 : When $V(x) \equiv 0$, the dynamical system (7) is the autonomous, integrable Duffing oscillator. Its qualitative dynamics in the physically relevant situation of bounded $|R|$ are illustrated in figure 4. The methodology developed in the present paper can handle attractive BECs $(g<0)$ with either $\mu<0$ or $\mu>0$ but not repulsive BECs, as equation (7) has unbounded solutions when $g>0$.


Figure 4: Phase portraits of coherent structures in BECs with no external potential. The signs of $\mu$ and $g$ determine the dynamics of (7). (a) Repulsive BEC with $\mu>0$. Orbits inside the separatrix have bounded amplitude $|R(x)|$. The period of such orbits increases as one approaches the separatrix. In this case, the dynamical system can be rescaled so that $R^{\prime \prime}=-R+R^{3}$. (b) Attractive BEC with $\mu>0$. The dynamical system can be rescaled so that $R^{\prime \prime}=-R-R^{3}$. (c) Attractive BEC with $\mu<0$. Here there are two separatrices, each of which encloses periodic orbits satisfying $R \neq 0$. The dynamical system can be rescaled so that $R^{\prime \prime}=R-R^{3}$.

## 3 Main Result

This section states the main theorem of this paper, which concerns the existence of quasiperiodic dynamics in a class of systems of the form (7), including the cases of periodic lattices and superlattices. Applications to these cases are subsequently given in two subsections.

The equation of motion (7) describes a $1 \frac{1}{2}$ degree of freedom Hamiltonian system with periodic forcing. We will allow arbitrary analytic periodic potential functions $V$. We first rescale the period of the forcing to 1 . Introduce the phase variable $\xi=T^{-1} x(\bmod 1)$, where $T>0$ is the minimal period of $V$. Letting ' denote derivation with respect to $\xi$, we define $S=R^{\prime}$, and

$$
z_{2}(\xi)=T^{2}\left(\frac{m \mu}{\hbar}-\frac{m}{\hbar^{2}} V(x)\right), \quad z_{4}=-T^{2} \frac{m g}{2 \hbar^{2}}, \quad U(R, \xi)=z_{2}(\xi) R^{2}+z_{4} R^{4}
$$

This gives the suspended dynamical system

$$
\begin{align*}
R^{\prime} & =S \\
S^{\prime} & =-\frac{\partial U}{\partial R}(R, \xi), \\
\xi^{\prime} & =1 \tag{8}
\end{align*}
$$

with Hamiltonian

$$
\begin{equation*}
H(R, S, \xi)=\frac{1}{2} S^{2}+U(R, \xi) \tag{9}
\end{equation*}
$$

Remark 4: As $z_{4}>0$, the potential function $U$ is a well; that is, $U \rightarrow+\infty$ as $R \rightarrow \pm \infty$ for all $\xi$. It is even in $R$, which has important ramifications for the sizes of the perturbations in our subsequent analysis. (See, for example, lemma 14 below, where the leading term in the nonintegrable parts $F_{1}$ and $F_{2}$ would have been order one instead of going to zero as $R \rightarrow+\infty$, were it not for this symmetry.)

We introduce action-angle coordinates as follows. (The details are in section 4.) Let $H_{0}(R, S)=\frac{1}{2} S^{2}+z_{4} R^{4}$. For $h>0$, define the action $I=I(h)$ to be the area in the $(R, S)$-plane enclosed by the curve $H_{0}(R, S)=h$. Let the angle $\phi=\phi(R, S) \in \mathbb{R} / \mathbb{Z}$ be such that the transformation $(R, S) \mapsto(\phi, I)$ is symplectic. This defines $\phi$ uniquely if we set $\phi(0, S) \equiv 0$ for $S>0$.

In action-angle coordinates, the Hamiltonian takes the form $K(\phi, I, \xi)=K_{0}(I)+$ $K_{1}(\phi, I, \xi)$, where $K_{0}(I)=H_{0}(R, S)$. We consider $K$ as a perturbation of $K_{0}$. For any $I_{0}>0$, the unperturbed system $K_{0}$ has an invariant torus $I=I_{0}$ with frequency $\omega=K_{0}^{\prime}\left(I_{0}\right)$ in $\phi$. We say that this frequency is of constant type with parameter $\gamma>0$ if

$$
\begin{equation*}
\left|\omega-\frac{p}{q}\right| \geq \gamma q^{-2} \quad \text { for all } \quad \frac{p}{q} \in \mathbb{Q} \tag{10}
\end{equation*}
$$

This is a special type of Diophantine condition. ${ }^{20,21}$
For a function $f$ defined on a set $\mathcal{D}$, we define $\|f\|_{\mathcal{D}}=\sup _{\mathcal{D}}|f|$. If $f$ is vectorvalued, then $\|f\|_{\mathcal{D}}$ is the maximum of the norms of the components. For $d>0$, let $\overline{\mathcal{D}}(d)=\{\xi \in \mathbb{C} / \mathbb{Z}:|\operatorname{Im}(\xi)| \leq 2 d\}$.

With the additional notation $\eta=18 \gamma, M=z_{4} I_{0}, c=126 / 25=5.04$, and $b_{1}=\int_{0}^{1}\left(1-u^{4}\right)^{1 / 2} \mathrm{~d} u=0.874019 \ldots$, the main result of this paper can now be stated as follows.

Theorem 5 The Hamiltonian $K$ has an invariant torus with frequency $\omega=K_{0}^{\prime}\left(I_{0}\right)$ in $\phi$ if there exist $\nu, \gamma, d>0$ and $b_{2}>0$ with $0 \leq \nu \leq \frac{1}{9} 2^{-7 / 3}$ and $0<\gamma \leq \frac{49}{72}$, such that $\omega$ is of constant type with parameter $\gamma$ and the following conditions hold:

$$
\begin{align*}
A\left(1+\frac{3 \log B}{\log M}\right) & \leq 2^{-4 / 3} b_{1}^{-4 / 3} \log (2)  \tag{11}\\
1 & <M  \tag{12}\\
L & \leq \frac{47}{200}  \tag{13}\\
b_{2} & \leq 18\left(1+24 b_{1}(\eta+2 d)\right)(1+L)^{2 / 3}(1-L)^{1 / 3} \log (M)  \tag{14}\\
2 & \leq B M^{1 / 3}  \tag{15}\\
\left\|z_{2}\right\|_{\overline{\mathcal{D}}(d)} & \leq \delta \frac{M^{2 / 3}}{\log ^{2}(M)} \tag{16}
\end{align*}
$$

where

$$
\begin{aligned}
L= & 2^{4 / 3} \cdot 3 b_{1}^{4 / 3} \eta M^{-1 / 3}+\frac{2 b_{2} d}{\log (M)} \\
A= & \frac{1+4(\eta+2 d)}{d} \max \left\{\frac{2 \eta}{3} M^{-1 / 3} \log (M)+\left(\frac{2^{2 / 3}}{9}+\frac{7 \nu}{2}\right) d b_{1}^{-4 / 3} b_{2}+\right. \\
& \left.\frac{2^{-1 / 3}}{27} b_{1}^{-4 / 3}(1-L)^{-5 / 3} L^{2} \log (M), 2 M^{-1 / 3} \log (M)+\frac{3 \nu}{2} d b_{1}^{-4 / 3} b_{2}\right\} \\
B= & 2^{-13 / 3} 3^{3} 7^{8} c^{-1} d b_{1}^{-4 / 3} b_{2} \eta^{-6}\left(\frac{1}{\log (M)}+\frac{2^{-7 / 3}}{3} b_{1}^{-4 / 3} b_{2} \frac{M^{1 / 3}}{\log ^{2}(M)}\right) \\
\delta= & \frac{2^{-1 / 3}}{3} \nu d b_{2}^{2} b_{1}^{-5 / 3}(1+L)^{-2 / 3}\left(1+24 b_{1}(\eta+2 d)\right)^{-3} .
\end{aligned}
$$

The torus lies in the region given by $\left|I-I_{0}\right| \leq b_{2} I_{0}\left(\log \left(z_{4} I_{0}\right)\right)^{-1}\left(\frac{11}{19} d+\rho\right)$.
Remark 6: Conditions (11) - (15) are satisfied for $M$ sufficiently large, while (16) is a restriction on $z_{2}$ and hence on $V$. The theorem implies that $\left\|z_{2}\right\|_{\bar{D}(d)}$ can be taken roughly proportional to $z_{4}^{2 / 3} I_{0}^{2 / 3}$. Equation (23) below shows that $z_{4}^{-1 / 6} I_{0}^{1 / 3}$ is proportional to the maximal $R$ coordinate $R_{\max }$ on the torus $H_{0}(R, S)=K_{0}\left(I_{0}\right)$, so $\left\|z_{2}\right\|_{\bar{D}(d)}$ is roughly proportional to $z_{4} R_{\max }^{2}$. This fits with the numerically computed phase portraits in figures $1-3$.

In terms of physical parameters, this implies that for an attractive BEC with given scattering length $a<0$ and chemical potential $\mu$ loaded into an arbitrary periodic lattice of amplitude $\|V\|$ (with any number of wave numbers), the wave function's spatial component $R(x)$ is quasiperiodic with two frequencies (rather than chaotic) if its maximum $R_{\max }$ is large enough, its frequencies satisfy the Diophantine condition (10), and the amplitude $\|V\|$ of the lattice potential is sufficiently small. The lower bound on $R_{\max }$ scales as $\kappa / \sqrt{|a|}$, where $\kappa=2 \pi / T$ is the lattice wave number, whereas the upper bound on $\|V\|$ scales as $a R_{\max }^{2}$. All frequency ratios that are algebraic numbers of index 2 satisfy the Diophantine condition (for some $\gamma>0$ ).

Remark 7: The conditions of the theorem imply that $M$ should be larger than roughly $10^{6}$. Indeed, from $A \geq 8 \cdot 2 M^{-1 / 3} \log (M)$ and $B M^{1 / 3} \geq 2$, it follows that $A(1+3 \log (B) / \log (M)) \geq 48 M^{-1 / 3} \log (2)$. Hence condition (11) implies that $M \geq 2^{16} 3^{3} b_{1}^{4} \approx 10^{6}$.

As an illustration, we choose $M$ and the parameters $b_{2}, \gamma, d, \nu$ based on a numerical experiment where we evaluate the conditions of the theorem on a Cartesian grid of $360 \times 180 \times 120 \times 120 \times 20$ points in the cube $\left[10^{6}, 10^{18}\right] \times\left[10^{-6}, 1\right] \times\left[10^{-3}, 10\right] \times$ $\left[10^{-3}, 10\right] \times\left[10^{-3}, \frac{1}{9} 2^{-7 / 3}\right]$ in $\left(M, b_{2}, \gamma, d, \nu\right)$ space, taking a logarithmic scale in the first four components and a linear scale in the last. For each $M$, we compute the largest value of the coefficient $\delta$ over all grid points where all the conditions hold in
order to obtain a good choice of parameter values. Figure 5 shows for a range of $M$ the largest $\delta$ one can obtain.


Figure 5: Log-log plot of $M$ against the largest value of $\delta$ found by a numerical computation.

Corollary 8 If $K$ has an invariant torus with frequency $K_{0}^{\prime}\left(I_{0}\right)$ then the return map of $K$ on the surface of section $\xi=0$ has an Aubry-Mather set with rotation number $\omega$ for any $\omega>K_{0}^{\prime}\left(I_{0}\right)$.

The corollary follows immediately from Aubry-Mather theory ${ }^{4,29,32}$ and the monotonicity of $K_{0}^{\prime}$. It implies that the region outside the innermost invariant torus is very regular: it consists largely of invariant tori that are either continuous or of Cantor-type. By contrast, the region on the inside exhibits chaotic dynamics, as can be seen in figures $1-3$. In the near-autonomous setting (i.e., for small-amplitude $V)$, the figures show large domains of integrable dynamics in the interior region. As the amplitude of $V$ goes to infinity, the sizes of these islands vanish, but their number increases reciprocally, so that an integrable set of measure $O(1)$ remains. ${ }^{36}$

In the next two sections, we consider potential functions $V(x)$ with one and two wave numbers. The former case describes BECs in periodic lattices, ${ }^{7,8,28,40,41}$ and the latter case, which is still sparsely studied even though it is now experimentally accessible, describes BECs in periodic superlattices. ${ }^{15,17,26,39,42}$

### 3.1 Example 1: BECs in Periodic Lattices

Optical lattice potentials are created experimentally as interference patterns of counter-propagating laser beams. In the periodic case, the external potential is typically taken to be sinusoidal,

$$
\begin{equation*}
V(x)=-V_{1} \cos (\kappa x), \tag{17}
\end{equation*}
$$

where $\kappa=2 \pi / T$ is the lattice wave number.
We write equation (7) in the form

$$
\begin{align*}
R^{\prime} & =S \\
S^{\prime} & =-\alpha_{1} R+\alpha_{3} R^{3}+V_{1} R \cos (\kappa x), \\
x^{\prime} & =1, \tag{18}
\end{align*}
$$

where $\alpha_{1} \propto \mu, \alpha_{3} \propto g$, and ' denotes derivation with respect to $x$. The parameters $V_{1}, \alpha_{1}, \alpha_{3} \in \mathbb{R}$, and $\kappa>0$ can all be adjusted experimentally. The phase variables are $(R, S) \in \mathbb{R}^{2}$ and $x \in \mathbb{R} /\left(2 \pi \kappa^{-1} \mathbb{Z}\right)$. The associated Poincaré map $P$, which is defined to be the first return map on the section $x=0$, corresponds to the flow over $2 \pi \kappa^{-1}$.

Equation (18) has two reversible symmetries:

$$
(R, S, x) \mapsto(-R, S,-x), \quad(R, S, x) \mapsto(R,-S,-x) .
$$

The map $P$ is thus reversible under reflection in both coordinate axes,

$$
R_{j} \circ P \circ R_{j}=P^{-1}, \quad j=1,2,
$$

where $R_{1}$ and $R_{2}$ are the reflections with respect to the axes.
Additionally, (18) is invariant under two rescalings:

$$
\begin{align*}
& \left(R, S, x ; \alpha_{1}, \alpha_{3}, \kappa, V_{1}\right) \mapsto\left(R, \lambda S, \lambda^{-1} x ; \lambda^{2} \alpha_{1}, \lambda^{2} \alpha_{3}, \lambda \kappa, \lambda^{2} V_{1}\right),  \tag{19}\\
& \left(R, S, x ; \alpha_{1}, \alpha_{3}, \kappa, V_{1}\right) \mapsto\left(\mu R, \mu S, x ; \alpha_{1}, \mu^{-2} \alpha_{3}, \kappa, V_{1}\right) . \tag{20}
\end{align*}
$$

The corresponding invariants for the Poincaré map are obtained by dropping the $x$ components.

One can rescale (18) using these invariants to reduce to the cases where $\alpha_{1}=0, \pm 1$ and $\alpha_{3}=0, \pm 1$. We look in detail at the case $\alpha_{1}=-1, \alpha_{3}=-1$, corresponding to an attractive BEC with a negative chemical potential, where the underlying integrable system (with $V_{1}=0$ ) is a "figure eight" (consisting of a central saddle point and two exterior centers, as shown in figure 4c).

Because of the second rescaling (20), the parameter $\alpha_{3}$ simply measures the size of phase space. The first rescaling (19) shows that decreasing $\kappa$ increases the nonintegrable perturbation by a square law. Intuitively, a large lattice wave number $\kappa$ implies that the Poincaré map corresponds to short-" time" integration in $x$ and is thus "near" the vector field. With $\kappa$ rescaled to 1 , as was done in stating and proving our main result, the perturbation $V(x)$ in (18) has unit period.

Figures $1-3$ show phase portraits of $P$ at several amplitudes of the potential function for $\left(\alpha_{1}, \alpha_{3}, \kappa\right)=(-1,-1,1)$. One obtains qualitatively similar results for other values of the lattice depth $V_{1}$ if the wave number $\kappa$ is rescaled, as indicated above. As remarked previously, the phase space in these phase portraits is divided into two clearly distinct regions: an outer one in which the dynamics consists in
large measure of invariant circles and Cantor-like Aubry-Mather sets (that wind around the origin at large distance) and an inner one in which the dynamics is mostly chaotic. Our numerical simulations, which show the same scaling that our theoretical results indicate, suggest the presence of (parameter-dependent) integrable dynamics of positive but small measure inside the "chaotic sea." ${ }^{36}$

Remark 9: A similar combination of islands of invariant tori within a chaotic sea occurs in the example of a parametrically forced planar pendulum. ${ }^{5}$ The division of phase space into a most quasi-periodic and a mostly chaotic region is the typical behavior that one expects to observe in a large class of forced one dof Hamiltonian systems. ${ }^{11}$

Applying theorem 5 for $V(x)$ given by (17) implies that the system (18) has an invariant torus with frequency vector $(\omega, 1)$ provided $\omega$ satisfies the conditions of theorem 5. The $R$-amplitude is roughly equal to $R_{\text {max }}$, given by

$$
R_{\max }=3 b_{1} \frac{\hbar \kappa \omega}{\pi \sqrt{-m g}},
$$

where $g<0$ for the case of attractive BECs at hand [see equation (23) and lemma 11].

### 3.2 Example 2: BECs in Periodic Superlattices

Optical superlattices consist of small-scale lattices subjected to a long-scale periodic modulation. In recent experiments, BECs were created in superlattice potentials with a length scale (wave number) ratio of 1:3.39 However, theoretical research concerning BECs in superlattices has thus far been sparse. ${ }^{15,17,26,42}$

To consider the case of (symmetric) periodic superlattices, we take the potential

$$
\begin{equation*}
V(x)=-\left[V_{1} \cos \left(\kappa_{1} x\right)+V_{2} \cos \left(\kappa_{2} x\right)\right] \tag{21}
\end{equation*}
$$

where $\kappa_{2}>\kappa_{1}$ without loss of generality and $\kappa_{2} / \kappa_{1} \in \mathbb{Q}$. The minimal period is $T=2 \pi / \kappa$, where $\kappa:=\operatorname{gcd}\left(\kappa_{1}, \kappa_{2}\right)$.

Equation (7) is then written

$$
\begin{align*}
& \frac{d R}{d x}=S \\
& \frac{d S}{d x}=-\alpha_{1} R+\alpha_{3} R^{3}+V_{1} R \cos \left(\kappa_{1} x\right)+V_{2} R \cos \left(\kappa_{2} x\right) \\
& \frac{d x}{d x}=1 \tag{22}
\end{align*}
$$

where all the parameters are again experimentally adjustable.
Applying theorem 5 for $V(x)$ given by (21) with $\kappa_{2} / \kappa_{1} \in \mathbb{Q}$ (i.e., for periodic superlattices) implies that (22) has an invariant torus with frequency vector ( $\omega, 1$ )
provided $\omega$ satisfies the conditions of theorem 5. As in the lattice case, the $R$ amplitude is roughly equal to $R_{\max }$, where

$$
R_{\max }=3 b_{1} \frac{\hbar \kappa \omega}{\pi \sqrt{-m g}},
$$

and we recall that $2 \pi / \kappa$ is the period of $V(x)$ and $g<0$ for attractive BECs.
Remark 10 : If $\kappa_{2} / \kappa_{1}$ is not rational, then the potential function $V$ is not periodic. If $\kappa_{1}$ and $\kappa_{2}$ satisfy a Diophantine condition, then one can prove the existence of invariant tori at large distance from the origin. ${ }^{23}$ We conjecture that it is possible to quantify this existence result analogous to the periodic case. ${ }^{11}$ If $\kappa_{1}$ and $\kappa_{2}$ are not Diophantine - for example if $\kappa_{2} / \kappa_{1}$ is a Liouville number-then one expects unbounded solutions and no invariant tori. ${ }^{22}$

## 4 Proof of the main result

To prove Theorem 5, we first construct action-angle coordinates explicitly. Then the KAM theorem of Chow et al. ${ }^{11}$ will be employed to complete the proof after a suitable transformation of the action variable.

### 4.1 The action and $K_{0}$

Define the action by

$$
I(h)=\int_{H_{0}=h} S \mathrm{~d} R=4 \int_{0}^{R_{\max }} \sqrt{2 h-2 z_{4} R^{4}} \mathrm{~d} R,
$$

where $H_{0}(R, S)=\frac{1}{2} S^{2}+z_{4} R^{4}$ and $R_{\max }=R_{\max }(h)>0$ is the solution of $H_{0}\left(R_{\max }, 0\right)=h$; that is, $R_{\max }=z_{4}^{-1 / 4} h^{1 / 4}$. With the substitution $u=R / R_{\max }$ and the relation $h=z_{4} R_{\text {max }}^{4}$, the above integral reduces to

$$
\begin{equation*}
I(h)=4 \sqrt{2} b_{1} z_{4}^{1 / 2} R_{\max }^{3}=4 \sqrt{2} b_{1} z_{4}^{-1 / 4} h^{3 / 4} \tag{23}
\end{equation*}
$$

Lemma 11 The unperturbed Hamiltonian in action-angle coordinates is given by

$$
K_{0}(I)=2^{-10 / 3} b_{1}^{-4 / 3} z_{4}^{1 / 3} I^{4 / 3}
$$

The proof follows from the calculation above, noting that the unperturbed Hamiltonian $K_{0}$ is the inverse of the function $I$ [because $H_{0}(R, S)=K_{0}(I)$ for $\left.I=I\left(H_{0}(R, S)\right)\right]$. The function $I$ is invertible, as

$$
\frac{\partial I}{\partial h}=3 \sqrt{2} b_{1} z_{4}^{-1 / 4} h^{-1 / 4}>0 .
$$

Remark 12: One could also define the action to be the area enclosed by the curve $\frac{1}{2} S^{2}+\bar{z}_{2} R^{2}+z_{4} R^{4}=h$, where $\bar{z}_{2}$ is the average of $z_{2}$, or even the area enclosed by $H=h$ where $\xi$ is considered as a parameter (i.e., $\xi^{\prime}=0$ in the unperturbed system). In the latter case the action and angle will depend on $\xi$. Although these two approaches leave a smaller term in the perturbation than our choice, and are therefore theoretically more pleasing, they lead to technical difficulties in the estimates we need to perform as the expressions for the action and angle will involve elliptic integrals that depend on the phase variables.

### 4.2 The angle

In the upper half plane ( $S \geq 0$ ), we define the angle by

$$
\phi(h, R)=\left(\frac{\partial I}{\partial h}\right)^{-1} \int_{0}^{R} \frac{1}{\bar{S}(h, w)} \mathrm{d} w(\bmod 1)
$$

where $\bar{S}(h, R)=\sqrt{2 h-2 z_{4} R^{4}}$ is the positive solution of $H_{0}(R, \bar{S}(h, R))=h$. Note that $\frac{\partial I}{\partial h}=\oint_{H_{0}=h} S^{-1} \mathrm{~d} R$. A similar definition holds in the lower half plane, where $\phi=\frac{1}{2}-\left(\frac{\partial I}{\partial h}\right)^{-1} \int_{0}^{R} \bar{S}^{-1} \mathrm{~d} w(\bmod 1)$. From here on, we restrict to the upper half plane without loss of generality.

## Lemma 13

$$
\begin{aligned}
\phi(h, R) & =\frac{1}{6 b_{1}} \int_{0}^{R / R_{\max }}\left(1-u^{4}\right)^{-1 / 2} \mathrm{~d} u \\
\bar{S}(h, R) \frac{\partial \phi}{\partial h}(h, R) & =-\frac{\sqrt{2}}{24 b_{1}} h^{-1 / 2} \frac{R}{R_{\max }} .
\end{aligned}
$$

Defining $r=r(h, R)=R / R_{\max }(h)$, the lemma shows that $\phi$ depends only on $r$ :

$$
\phi(h, R)=\bar{\phi}(r(h, R)), \text { where } \bar{\phi}(r)=\frac{1}{6 b_{1}} \int_{0}^{r}\left(1-u^{4}\right)^{-1 / 2} \mathrm{~d} u .
$$

In particular, $\bar{\phi}(1)=1 / 4$.
Proof: Using the definition of $\phi$ and the substitution $w=R_{\max } u$, we obtain

$$
\begin{aligned}
\phi & =\left(\frac{\partial I}{\partial h}\right)^{-1} \frac{1}{\sqrt{2}} z_{4}^{-1 / 2} R_{\max }^{-1} \int_{0}^{r}\left(1-u^{4}\right)^{-1 / 2} \mathrm{~d} u \\
& =\frac{1}{6 b_{1}} z_{4}^{-1 / 4} h^{1 / 4} R_{\max }^{-1} \int_{0}^{r}\left(1-u^{4}\right)^{-1 / 2} \mathrm{~d} u
\end{aligned}
$$

which proves the first formula. Furthermore,

$$
\begin{aligned}
\bar{S}(h, R) \frac{\partial \phi}{\partial h} & =-\left(2 h-2 z_{4} R^{4}\right)^{1 / 2} \frac{1}{6 b_{1}}\left(1-r^{4}\right)^{-1 / 2} R R_{\max }^{-2} \frac{\partial R_{\max }}{\partial h} \\
& =-\frac{\sqrt{2 h}}{24 b_{1}} R_{\max }^{-1} z_{4}^{-1 / 4} h^{-3 / 4} r \\
& =-\frac{\sqrt{2}}{24 b_{1}} h^{-1 / 2} r .
\end{aligned}
$$

### 4.3 Localization and rescaling

The system corresponding to $K$ can be computed directly and is given by

$$
\begin{aligned}
\phi^{\prime} & =K_{0}^{\prime}(I)+f_{1}(\phi, I, \xi) \\
I^{\prime} & =f_{2}(\phi, I, \xi) \\
\xi^{\prime} & =1
\end{aligned}
$$

where $f_{1}(\phi, I, \xi)=-S \frac{\partial \phi}{\partial h} \frac{\partial H_{1}}{\partial R}$ and $f_{2}(\phi, I, \xi)=-S \frac{\partial I}{\partial h} \frac{\partial H_{1}}{\partial R}$.
For a fixed $I_{0}$, we define a localization transformation $(\phi, I, \xi) \mapsto(\phi, J, \xi)$ by $I=I_{0}+\beta\left(I_{0}\right) J$, with $\beta\left(I_{0}\right)=b_{2} I_{0}\left(\log \left(z_{4} I_{0}\right)\right)^{-1}$, where $b_{2} \in \mathbb{R}_{>0}$ will be determined later. This takes the unperturbed torus $I=I_{0}$ to $J=0$ and rescales the action variable, so that the components $f_{1}, f_{2}$ of the perturbation are roughly the same size after rescaling and some other conditions are met (see remark 19 below). Although it is not a symplectic transformation, it nonetheless maps Hamiltonian systems to Hamiltonian systems.

Define $\omega=K_{0}^{\prime}\left(I_{0}\right)$ and $m=\beta\left(I_{0}\right) K_{0}^{\prime \prime}\left(I_{0}\right)$, so that

$$
\begin{align*}
\omega & =\frac{1}{3} \cdot 2^{-4 / 3} b_{1}^{-4 / 3} z_{4}^{1 / 3} I_{0}^{1 / 3}  \tag{24}\\
m & =\frac{1}{9} \cdot 2^{-4 / 3} b_{1}^{-4 / 3} b_{2} \frac{z_{4}^{1 / 3} I_{0}^{1 / 3}}{\log \left(z_{4} I_{0}\right)} \tag{25}
\end{align*}
$$

Lemma 14 In $(\phi, J, \xi)$ coordinates, the system is written

$$
\phi^{\prime}=\omega+m J+g(J)+F_{1}(\phi, J, \xi), J^{\prime}=F_{2}(\phi, J, \xi), \xi^{\prime}=1
$$

where, for some $J_{*}, J^{*} \in(0, J)$,

$$
\begin{aligned}
g(J) & =\frac{1}{2} \beta\left(I_{0}\right)^{2} K_{0}^{\prime \prime \prime}\left(I_{0}+\beta\left(I_{0}\right) J_{*}\right) J^{2} \\
& =-\frac{1}{27} \cdot 2^{-4 / 3} b_{1}^{-4 / 3} z_{4}^{1 / 3} I_{0}^{1 / 3}\left(1+\frac{b_{2} J_{*}}{\log \left(z_{4} I_{0}\right)}\right)^{-5 / 3}\left(\frac{b_{2} J}{\log \left(z_{4} I_{0}\right)}\right)^{2} \\
\frac{\partial g}{\partial J}(J) & =\beta\left(I_{0}\right)^{2} K_{0}^{\prime \prime \prime}\left(I_{0}+\beta\left(I_{0}\right) J^{*}\right) J \\
& =-\frac{1}{27} \cdot 2^{-1 / 3} b_{1}^{-4 / 3} b_{2} \frac{z_{4}^{1 / 3} I_{0}^{1 / 3}}{\log \left(z_{4} I_{0}\right)}\left(1+\frac{b_{2} J^{*}}{\log \left(z_{4} I_{0}\right)}\right)^{-5 / 3} \frac{b_{2} J}{\log \left(z_{4} I_{0}\right)}, \\
F_{1}(\phi, J, \xi) & =f_{1}\left(\phi, I_{0}+\beta\left(I_{0}\right) J, \xi\right) \\
& =\frac{1}{3} \cdot 2^{-2 / 3} b_{1}^{-2 / 3} z_{2}(\xi) r^{2} z_{4}^{-1 / 3} I_{0}^{-1 / 3}\left(1+\frac{b_{2} J}{\log \left(z_{4} I_{0}\right)}\right)^{-1 / 3} \\
F_{2}(\phi, J, \xi) & =\beta\left(I_{0}\right)^{-1} f_{2}\left(\phi, I_{0}+\beta\left(I_{0}\right) J, \xi\right) \\
& =-3 \cdot 2^{1 / 3} b_{1}^{1 / 3} z_{2}(\xi) r\left(1-r^{4}\right)^{1 / 2} b_{2}^{-1} \frac{\log \left(z_{4} I_{0}\right)}{z_{4}^{1 / 3} I_{0}^{1 / 3}}\left(1+\frac{b_{2} J}{\log \left(z_{4} I_{0}\right)}\right)^{2 / 3} .
\end{aligned}
$$

The lemma shows that the nonintegrable parts $F_{1}$ and $F_{2}$ are order $I_{0}^{-1 / 3}$ in leading term; this would have been order 1 in case the original potential $U$ had had a cubic term.
Proof: Write $\Omega(J)=K_{0}^{\prime}\left(I_{0}+\beta\left(I_{0}\right) J\right)$, so that $\omega=\Omega(0)$ and $m=\Omega^{\prime}(0)$. By Taylor's theorem,

$$
g(J)=\Omega(J)-\omega-m J=\frac{1}{2} \Omega^{\prime \prime}\left(J_{*}\right) J^{2}, g^{\prime}(J)=\Omega^{\prime}(J)-m=\Omega^{\prime \prime}\left(J^{*}\right) J
$$

Furthermore, $\beta\left(I_{0}\right) J^{\prime}=I^{\prime}$. The expressions for $g, g^{\prime}, F_{1}$, and $F_{2}$ follow by direct calculation from (23) and lemma 13.

### 4.4 Proof of Theorem 5

The rescaled system is a perturbation of $\phi^{\prime}=\omega+m J+g(J), J^{\prime}=0$. The unperturbed system has an invariant torus $J=0$ with $\phi$-frequency $\omega$. Assume that $\omega$ is of constant type with parameter $\gamma>0$. We now study the persistence of this torus under the perturbation $F=\left(F_{1}, F_{2}\right)$.

For $d>0, \eta=18 \gamma$, and $\rho=(3 m)^{-1} \eta$ we define a (complex) neighborhood $\mathcal{D}_{0}$ of the unperturbed torus by

$$
\mathcal{D}_{0}=\mathcal{D}_{0}(\eta, \rho, d)=\{(\phi, J, \xi) \in \mathbb{C} / \mathbb{Z} \times \mathbb{C} \times \mathbb{R} / \mathbb{Z}:|\operatorname{Im}(\phi)| \leq \eta,|J|<\rho\}+2 d
$$

The KAM theorem of Chow et al. ${ }^{11}$ now shows that the perturbed system has an invariant torus with frequency $\omega$, satisfying $|J| \leq \frac{11}{19} d+\rho$, provided

$$
\begin{align*}
\left\|\frac{\partial g}{\partial J}\right\|_{\mathcal{D}_{0}} & <m / 4  \tag{26}\\
\omega_{0} & \leq \omega \tag{27}
\end{align*}
$$

The first of these conditions is a twist condition, and the second states that the perturbation is small enough, where $\omega_{0}$ is defined as follows. Let $c=5.04$, and $\|F\|_{\mathcal{D}_{0}}=\max \left\{\left\|F_{1}\right\|_{\mathcal{D}_{0}},\left\|F_{2}\right\|_{\mathcal{D}_{0}}\right\}$. Let $L_{W}$ denote the Lambert $W$ function (i.e., the inverse of $\left.W \mapsto W e^{W}\right)$. Then,

$$
\begin{align*}
\omega_{0} & =\alpha_{0} \max \left\{1, \frac{1}{\log 2} L_{W}(b \log 2)\right\} \\
b & =\frac{2+3 m}{c \gamma^{2}} \max \left\{12, \frac{7^{8}}{108(\eta-6 \gamma)^{4}}\right\} \max \left\{m d, 2\|F\|_{\mathcal{D}_{0}}\right\}  \tag{28}\\
\alpha_{0} & =\frac{3+12(\eta+2 d)}{2 d}\left(\|F\|_{\mathcal{D}_{0}}+2 C \max \left\{1, \frac{2\|F\|_{\mathcal{D}_{0}}}{m d}\right\}\right) \\
C & =\frac{2}{3} \max \left\{m(2 d+\rho)+\|g\|_{\mathcal{D}_{0}}+\|F\|_{\mathcal{D}_{0}}, 1\right\}
\end{align*}
$$

Lemma's $15-18$ show that the twist and smallness conditions follow from conditions (11) - (16) of Theorem 5.

Lemma 15 Condition (26) follows from (13).
Proof: For $|J| \leq \rho+2 d$, it follows that

$$
\left\|\frac{b_{2} J}{\log (M)}\right\|_{\mathcal{D}_{0}} \leq b_{2} \frac{\rho+2 d}{\log (M)}=L \leq \frac{47}{200}
$$

Hence, for $J^{*}$ as in lemma 14,

$$
\left\|\left(1+\frac{b_{2} J^{*}}{\log (M)}\right)^{-5 / 3} \frac{b_{2} J}{\log (M)}\right\|_{\mathcal{D}_{0}} \leq\left(1-\frac{47}{200}\right)^{-5 / 3} \frac{47}{200}<\frac{3}{8}
$$

The desired result now follows from lemma 14.

Lemma 16 Let $r=R / R_{\max }$ as before. Then,

$$
\begin{aligned}
\|r\|_{\mathcal{D}_{0}} & \leq 1+24 b_{1}(\eta+2 d) \\
\left\|r\left(1-r^{4}\right)^{1 / 2}\right\|_{\mathcal{D}_{0}} & \leq\left[1+24 b_{1}(\eta+2 d)\right]^{3}
\end{aligned}
$$



Figure 6: The set $\mathcal{E}$, with labels for the four parts of its boundary (two semi-circles and two line segments).

Proof: Without loss of generality, we restrict to $\phi$ with $\operatorname{Re}(\phi) \in\left[0, \frac{1}{4}\right](\bmod 1)$. Observe that $|\operatorname{Im} \phi| \leq \eta+2 d$ in $\mathcal{D}_{0}$. Thus, we can consider $\phi \in \overline{\mathcal{D}}=\{\phi \in \mathbb{C} / \mathbb{Z}$ : $\left.\operatorname{Re}(\phi) \in\left[0, \frac{1}{4}\right](\bmod 1),|\operatorname{Im} \phi| \leq \eta+2 d\right\}$.

Let $\mathcal{E}(\varepsilon)=[0,1]+\varepsilon \subset \mathbb{C}$. It is obvious that $r$ will be in $\mathcal{E}$ for large enough $\varepsilon$. Let $\varepsilon$ be the smallest number such that $r=r(\phi) \in \mathcal{E}=\mathcal{E}(\varepsilon)$ for all $\phi \in \overline{\mathcal{D}}$. Hence, there exists a $\phi_{0} \in \overline{\mathcal{D}}$ such that $r\left(\phi_{0}\right)$ is on the boundary of $\mathcal{E}$. Furthermore, $r\left(\operatorname{Re}\left(\phi_{0}\right)\right) \in[0,1]$. Therefore, by the mean value theorem,

$$
\varepsilon \leq\left|r\left(\phi_{0}\right)-r\left(\operatorname{Re}\left(\phi_{0}\right)\right)\right| \leq\left\|\frac{\partial r}{\partial \phi}\right\| \|_{\overline{\mathcal{D}}}(\eta+2 d)
$$

By definition, $\frac{\partial \phi}{\partial r}(r)=\left(6 b_{1}\right)^{-1}\left(1-r^{4}\right)^{-1 / 2}$. Thus,

$$
\frac{\partial r}{\partial \phi}(\phi)=6 b_{1}\left(1-r^{4}\right)^{1 / 2} .
$$

We will now show that $\left\|1-r^{4}\right\|_{\mathcal{E}} \leq(1+\varepsilon)^{4}$. By the maximum modulus theorem, $\left\|1-r^{4}\right\|_{\mathcal{E}}$ is attained on the boundary of $\mathcal{E}$, which looks like a stadium and consists of four parts (see figure 6). Part 1 is parametrized by $r=\varepsilon \exp (i \theta)$, where $\theta \in$ $[\pi / 2,3 \pi / 2]$. Hence, $\left|1-r^{4}\right| \leq 1+\varepsilon^{4} \leq(1+\varepsilon)^{4}$. Part 2 is parametrized by $r=u-\varepsilon i$, with $u \in[0,1]$. Consequently, $\left|1-r^{4}\right| \leq 1-u^{4}+4 u^{3} \varepsilon+6 u^{2} \varepsilon^{2}+4 u \varepsilon^{3}+\varepsilon^{4} \leq$ $1+4 \varepsilon+6 \varepsilon^{2}+4 \varepsilon^{3}+\varepsilon^{4} \leq(1+\varepsilon)^{4}$. Part 3 is parametrized by $r=1+\varepsilon \exp (i \theta)$, where $\theta \in[-\pi / 2, \pi / 2]$. Hence, $\left|1-r^{4}\right| \leq 4 \varepsilon+6 \varepsilon^{2}+4 \varepsilon^{3}+\varepsilon^{4} \leq(1+\varepsilon)^{4}$. Part 4 is similar to part 2.

Thus, we have found that

$$
\varepsilon \leq 6 b_{1}\left\|1-r^{4}\right\|_{\mathcal{E}}^{1 / 2}(\eta+2 d) \leq 6 b_{1}(\eta+2 d)(1+\varepsilon)^{2}
$$

A straightforward calculation with this result then shows that $\varepsilon \leq 24 b_{1}(\eta+2 d)$, which implies the first statement of the lemma. To prove the second statement, we use the fact that $\left\|1-r^{4}\right\|_{\mathcal{D}_{0}}^{1 / 2} \leq(1+\varepsilon)^{2} \leq\left[1+24 b_{1}(\eta+2 d)\right]^{2}$, as already shown.

Lemma 17 Assume that (12), (13), (14), and (16) hold. Then,

$$
\begin{align*}
\|g\|_{\mathcal{D}_{0}} & \leq \frac{2^{-4 / 3}}{27} b_{1}^{-4 / 3}(1-L)^{-5 / 3} L^{2} M^{1 / 3}  \tag{29}\\
\|F\|_{\mathcal{D}_{0}} & \leq \nu d b_{1}^{-4 / 3} b_{2} \frac{M^{1 / 3}}{\log (M)} \tag{30}
\end{align*}
$$

Proof: The assumption on $M$ implies that $\log M>0$. As in the proof of lemma $15,\left\|\frac{b_{2} J}{\log (M)}\right\|_{\mathcal{D}_{0}} \leq L<1$, and the result then follows from lemma 14 and lemma 16. Condition (14) implies that $\left\|F_{1}\right\|_{\mathcal{D}_{0}} \leq\left\|F_{2}\right\|_{\mathcal{D}_{0}}$, and (16) bounds $\left\|z_{2}\right\|_{\mathcal{D}_{0}}$.

Lemma 18 Assume that $\nu \leq \frac{1}{9} \cdot 2^{-7 / 3}$ and $\gamma=\eta / 18 \leq \frac{49}{72}$ as in Theorem 5. If conditions (12) - (16) hold, then

$$
\omega_{0} \leq \frac{A}{\log (2)}\left(\frac{1}{3}+\frac{\log (B)}{\log (M)}\right) M^{1 / 3}
$$

Theorem 5 now follows immediately from this lemma and the expression for $\omega=$ $K^{\prime}\left(I_{0}\right)$.
Proof: By the previous lemma,

$$
C \leq \frac{2}{3} \max \left\{\frac{\eta}{3}+\left(\frac{2^{-1 / 3}}{9}+\nu\right) d b_{1}^{-4 / 3} b_{2} \frac{M^{1 / 3}}{\log (M)}+\frac{2^{-4 / 3}}{27} b_{1}^{-4 / 3}(1-L)^{-5 / 3} L^{2} M^{1 / 3}, 1\right\}
$$

A straightforward calculation shows that $\nu \leq \frac{1}{9} \cdot 2^{-7 / 3}$ implies $2\|F\|_{\mathcal{D}_{0}} \leq m d$. Hence,

$$
\begin{aligned}
\alpha_{0}= & \frac{3+12(\eta+2 d)}{2 d}\left(\|F\|_{\mathcal{D}_{0}}+2 C\right) \\
\leq & \frac{1+4(\eta+2 d)}{d} \max \left\{\frac{2 \eta}{3} M^{-1 / 3} \log (M)+\left(\frac{2^{2 / 3}}{9}+\frac{7 \nu}{2}\right) d b_{1}^{-4 / 3} b_{2}+\right. \\
& \left.\frac{2^{-1 / 3}}{27} b_{1}^{-4 / 3}(1-L)^{-5 / 3} L^{2} \log (M), 2 M^{-1 / 3} \log (M)+\frac{3 \nu}{2} d b_{1}^{-4 / 3} b_{2}\right\} \frac{M^{1 / 3}}{\log (M)} \\
= & A \frac{M^{1 / 3}}{\log (M)} .
\end{aligned}
$$

From $\gamma=\eta / 18 \leq 49 / 72$, it follows that $12 \leq \frac{1}{108} 7^{8}(\eta-6 \gamma)^{-4}$. We observe that $\gamma$ does not appear in any other quantity except for $b$. The choice $\gamma=\eta / 18$ minimizes b. We obtain

$$
\begin{aligned}
b & =\frac{7^{8} \cdot 18^{2} \cdot 3^{4}(2+3 m)}{108 \cdot 2^{4} c \eta^{6}} m d \\
& =2^{-4} \cdot 3^{5} \cdot 7^{8} c^{-1} \eta^{-6}(2+3 m) m d \\
& =2^{-13 / 3} \cdot 3^{3} \cdot 7^{8} c^{-1} d b_{1}^{-4 / 3} b_{2} \eta^{-6}\left(\frac{1}{\log (M)}+\frac{2^{-7 / 3}}{3} b_{1}^{-4 / 3} b_{2} \frac{M^{1 / 3}}{\log ^{2}(M)}\right) M^{1 / 3} \\
& =B M^{1 / 3} .
\end{aligned}
$$

From $b \geq 2$, we see that $L_{W}(b \log (2)) \leq \log (b)$. The result follows.

Remark 19: The transformation $I \mapsto J$ is chosen such that $\omega$ and $\omega_{0}$ have the same growth rate in $I_{0}$ and $z_{4}$ (i.e., in the leading term). Independent of the rescaling, $\omega$ grows as $I_{0}^{1 / 3}$. On the other hand, $\omega_{0} \leq \alpha_{0} \log (b) / \log (2)$ (if $b \geq 2$ ). Because $b$ grows as some power of $I_{0}$, it follows that $\alpha_{0}$ must grow as $I_{0}^{1 / 3} / \log \left(I_{0}\right)$. Analysis of the dependence on $z_{4}$ then leads to the chosen rescaling.
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