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SUMMARY

News data is a super large-scale dataset. It covers a wide range of topics ranging from

heavy topics such as politics and society to beauty and entertainment, relatively light topics.

At the same time, it is also the most accessible source of information for the general public

to obtain information.

Thus, how is this large amount of data used by the general public being utilized? Cur-

rently, services provided by news platforms are just full article searches and related news

recommendations. It uses only a fraction of the vast news dataset, and there is still a lack

of systems to fully utilize and analyze it.

As mentioned above, news datasets which contain a wide range of topics and super-

large scales of data, record everything that happened in the past and present, so analyzing

and visualizing them can track how trends in real-world change over time and even discover

what the topics of the large dataset are without reading the full text through topic modeling.

For this objective, in this thesis, we propose a novel interactive visualization interface for

the news data based on NMF to analyze, visualize, and utilize datasets more practically

than simply searching the articles.

Through this thesis, We first suggest a prototype visual interface that visualizes the

topic modeling results of the news dataset over time. This interface is a novel approach

that connects news data, visual interfaces, and topic modeling at once. Then, the most

suitable method for the interactive visual interface is presented by comparing various topic

modeling methods. Finally, we present use cases on how this study can be used practically

and present their applicability in various fields.
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CHAPTER 1

INTRODUCTION

News data is one of the most accessible sources for the public to gain information and

knowledge. In particular, due to the nature of news data that deals with various topics and

accumulates more than a thousand articles per day, the scale of data continuously increases.

Therefore, the systems which analyze it are essential to handle and fully understand such

information.

Compared to the potential power of the vast dataset, current users’ use of news data

is limited to news searches, and services provided by current platforms are also limited to

providing search results and recommending articles. However, it uses only a fraction of

the information obtained from the dataset. Users can analyze the impact of a specific event

through the increase or decrease in the number of articles related to that event or analyze

detailed topic keywords that are not well revealed by major categories such as politics,

society, and sports. There are many other ways to use it, but the systems and interfaces that

support it are insufficient.

This thesis focuses on topic modeling and trend visualization of news data to help users

understand it. To this end, NMF is selected and applied as the back-end method through

the comparison experiment of the related work and the processing speed comparison ex-

periment performed in this study, and a novel visual interface is developed to illustrate the

result.

NMF is Nonnegative Matrix Factorization, which is a main method used for clustering

and topic modeling in this study. The mathematical principle of NMF is straightforward.

When we have a matrix A∈Rm×n, factorize it into two nonnegative matrices W and H such

that

A≈WH s.t. W,H ≥ 0
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It is a straightforward principle, but there are numerous applicable fields, including im-

age processing [1], subsystem identification [2], cancer class discovery [3], and text data

mining [4], and this study focuses on text data mining among them. Due to the character-

istic of the unsupervised method, target text data such as papers and articles do not require

additional labeling or annotations for applying this algorithm. Therefore this method can

save time and cost for the task. In this study, a matrix consisting of news data articles and

the term included therein is constructed. Based on NMF results, finding the top-N-keyword

is performed by analyzing W , and document clustering is performed using H to determine

which topic each article belongs to, which is described in more detail in Chapter 3.

Even if algorithms or methods running on the back-end perform well, it can be some-

what complicated for the general public, the primary users of news data. In fact, there has

been continuous research on data mining using news data [5] [6] [7], and in particular, there

is a study in which topic modeling has been performed by applying the NMF method to

news data [8]. Nevertheless, it is scarce for studies to connect all three: news data, NMF

algorithm, and Visualization. To this end, we develop a more intuitive and user-friendly

visual interface that can show information and trends in news data and topic modeling re-

sults at once. Users can explore the topic modeling result and analyze the trends over time

through the visual interface and check the whole text of the article. Significantly, the trend

is effectively shown by visualizing the increase or decrease in the number of articles cor-

responding to each topic in two ways: 3d bar plot and stack area plot. Through this, the

user can analyze a specific topic by checking a graph that shows dramatic changes at a

specific point in time, explore keywords corresponding to the topic, and obtain additional

information through articles belonging to the topic.

In this thesis, we suggest three contributions to this study. First of all, we developed

a novel prototype visual interface that combines three elements: (1) news data, (2) topic

modeling, and (3) Visual Interface. This visual interface also includes two effective topic

visualization features, a stack area plot and a 3-D plot to realize better data analysis. The

2



second is the back-end method. Among the various methods, we demonstrated the NMF’s

superior accuracy and processing speed performance and applied it to the interactive sys-

tem. The third is practicality. Through a use case study, this thesis suggests what scenarios

this study can use in practice.

The rest of the paper is as follows. Chapter 2 introduces related works on topic mod-

eling and visual analysis of text data over time. Chapter 3 explains the main algorithm,

NMF, and other efficient computation methods used in this study. Chapter 4 presents the

design structures of the visual interface and its various features. Chapter 5 is a section that

explains the performance of the method and the interface. It also includes user cases, which

can be an example of actual use. In the end, chapter 6 presents the conclusion of this thesis.
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CHAPTER 2

RELATED WORK

This chapter describes related work on the three most important concepts in this study. As

can be observed from the below, each concept is being actively researched, and research

in which the two concepts are correlated, such as topic modeling and news data, topic

modeling and visualization, and news data and visualization, is being actively conducted.

However, not many studies include all of them, so this point motivates us to conduct this

study.

2.1 Topic modeling method

Research to interpret documents or text data mathematically and computationally has been

steadily conducted in the past. In particular, attempts to interpret semantic relationships

through probabilistic models were made [9] [10]. Probabilistic topic modeling was intro-

duced to take advantage of the increasing scale of data. This concept discovers themes

based on the statistical information of documents and words contained in the documents

[11]. Since topic modeling was introduced, various models have been proposed to imple-

ment it.

The first approach is utilizing Singular Value Decomposition (SVD). Since the method

using decomposition of term-document matrices with SVD was suggested [12], many stud-

ies relied on the method. But the studies with SVD has limitations : (1) it needs the as-

sumption that documents have just one topic, and (2) It is not able to find topic vector

themselves but only finds the span of the topic vectors [13]

Another model is Probabilistic Latent Semantic Analysis (PLSA) [14]. It adopted a

probabilistic approach to the problem. It also has some limitations, such as overfitting.

On the other hand, one of the recently used models is LDA. The idea of LDA starts
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that the documents are a mixture of latent topics, and these topics are represented as a

distribution of words [15]. In particular, LDA is one of the most popular models, so it is

not just applied to text data analysis but has been utilized in various domains. For example,

a model using LDA is introduced and utilized for health care [16] [17], geography [18]

[19], and even music [20].

The last model is NMF, first suggested by Paatero and Tapper [21]. It is used as the

primary method in this study, and it shows excellent results as well as LDA, so this method

is also adopted in various fields. In the political field, it was used to analyze the agenda

[22], and in bioinformatics, it was used to observe cancer-related data [23] and also used for

computational biology analysis [24]. In addition to this, it has demonstrated its excellence

in computer vision [25] and other fields.

2.1.1 Evaluation over methods

As various methods, including the four methods introduced above, have been introduced,

research to compare their performance has been steadily progressing.

In a study comparing the topic coherence performance of two methods, NMF and LDA,

NMF showed a more coherent topic descriptor overall [26].

In a study comparing three topic models (NMF, LDA, SVD), an experiment was also

conducted to evaluate coherence according to the increasing number of topic numbers [27].

2.2 News data analysis

News data used in this study also been also used in various studies. Like this study, se-

mantic analysis, such as topic modeling, is also a major field. In addition to English news,

research using domestic news data such as Swedish news [8], Turkish news[28], and Ko-

rean news[29] is also being actively conducted. Semantic analysis through articles is also

a major research field [30] [5] [31] [32] [33].
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2.3 Visual interface

In the field of Natural language processing (NLP), visualization is a well-known area in

terms of showing research results more effectively and helping readers understand. VisIrr

presented an interactive visual system capable of information retrieval and recommendation

using a Large document dataset [34], and UTOPIAN presented a system that effectively vi-

sualizes the results of topic modeling [35]. Also, Architext presented an interactive system

that supports hierarchical analysis of topic modeling [36].

2.3.1 Visualization over time

Research to visualize changes over time is also being actively conducted. There is a repre-

sentative ThemeRiver, which visualizes the thematic changes of document data according

to the flow [37] [38], and research has been conducted to provide visualization correspond-

ing to the time specified in SPIRE [39]. In CiteSpace II, a system to analyze and visualize

patterns and trends of scientific documents was presented [40].

6



CHAPTER 3

WORKFLOW

As mentioned in Chapter 2, research related to the three concepts, topic modeling, visual

interface, and news dataset, has been actively conducted in the past. However, studies

such as topic modeling through news data and visualization of its trend over time, which

connects the three concepts simultaneously, are rare. One of the possible reasons we con-

sidered is that the performance of the existing methods for topic modeling is not adequate

to produce meaningful results for a large dataset. The solutions we suggest are (1) reduc-

ing the computational cost of back-end computing through pre-filtering of datasets and (2)

using the NMF method that shows superior processing speed with high quality of topic

modeling when the number of topics is small(˜ 20) compared to other existing methods. In

this section, we first define the problem and then describe our algorithm.

3.0.1 Problem Formulation

When we have a collection of the total n articles O= {o1,o2, · · · ,on}, then after the filtering

process, we can define the filtered collection of m articles as O∗ = {o1,o2, · · · ,om}(m≤n).

For this target dataset, O∗, We define two functions : (1) A function that models k topics

defined by the user from the target dataset O∗, and (2) A function that assigns each article

oi in O∗ into appropriate topics.

3.0.2 Data filtering

As mentioned at the beginning of chapter 3, we adopt filtering for the dataset to save com-

putational cost and time. This filtering process receives parameters designated by the user,

for example, time range setting, mandatory included keywords, and target categories. These

parameters are optional, and if not designated, the entire dataset will be used.
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The filtering algorithm is as follows

Algorithm 1 Algorithm for filtering dataset
Input: Article dataset O, query term q, time range input t f rom, tto, target category list C;
Output: Filtered Article dataset, O∗;
1: for ∀oi ∈ O do
2: if FILT ER1(t f rom, tto,oi) then
3: if FILT ER2(C,oi) then
4: if FILT ER3(q,oi) then
5: return oi;
6: return O∗← oi

Note that FILT ER1(t f rom, tto,oi), FILT ER2(C,oi), and FILT ER3(q,oI) from Algo-

rithm 1 are filtering functions that returns only articles within the time range from t f rom

to tto, corresponding to category list C, and containing string q in the title or the text of

articles.

Through Algorithm 1, the user’s target dataset can be set more precisely, and a higher

quality topic modeling result can be obtained.

3.0.3 Computing topic modeling using NMF

When we have a matrix A∈Rm×n, which is non-negative, and a desired rank k <min(m,n),

NMF is to approximate A into two nonnegative factors W,H [41] [4]. It can be re-written

as

A≈WH s.t. W,H ≥ 0, (3.1)

Equation 3.1 can be reformulated as the optimization problem :

min
W,H

f (W,H)≡ 1
2
∥A−WH∥2

F s.t. W,H ≥ 0 (3.2)

We solve this problem using Block principal pivoting method [42] in this study.

In Equation 3.2, W ∈ Rm×k is a basis matrix, and H ∈ Rk×n is a coefficient matrix [4].

This is the basic formulation of NMF and we can apply it to our study.

8



First, we can make a nonnegative matrix, A ∈ Rm×n, from the filtered article set, O∗. A

is a TF-IDF matrix using the bag-of-word model. A consists of m words from a dictionary

made by the article set in its rows and n documents in its columns.

Then, by solving the nonnegative least squares problem shown in Equation 3.2, we get

the nonnegative matrices W and H. Since W ∈ Rm×k is a basis matrix, and H ∈ Rk×n is a

coefficient matrix, the column vector of each document, a j , of matrix A can be interpreted

as

a j =Wh j (3.3)



a1,1 a1,2 a1,3 · · · a1,n

a2,1
. . .

a3,1

...

am,1


=



w1,1 · · · w1,k

w2,1
. . .

w3,1

...

wm,1




h1,1 h1,2 h1,3 · · · h1,n

... . . .

hk,1


(3.4)

Thus, each document, a j is a linear combination of the columns w j with coefficients

hi j. Moreover, if we normalize each column of W when we solve the nonnegative least

squares problem, we can interpret w j, the column of W , as the score of each word in the

topic j. Comparing each score, we can extract the top N words representing the topic.

3.0.4 Clustering : Assigning each article into each topic

Otherwise, coefficient matrix H consists of k rows, the number of the desired rank, and

n columns, which is the number of articles. If we interpret this matrix by column, we

can interpret which topic each article is most relevant to. From the interpretation, like

subsection 3.0.3, the values of each column vector can be considered as scores, and each

article can be clustered to the topic with the highest score.

9



For example, let us assume we have matrix A ∈ R8400×1102 and a desired rank k = 10,

then we can get a matrix W ∈ R8400×10 and H ∈ R10×1102 as a result of NMF. If the first

column of H1 is,

H1 =



0.0345

0.0115

0.0073

0.0675

0

0

0

0.3375

0

0


Then the first article of H is clustered into the eighth topic because the eighth score is the

highest.
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CHAPTER 4

VISUAL INTERFACE

We develop a visual interface to fully and effectively display the results of topic modeling

and news article trend over time. For these objectives, we summarize three objectives that

this interface focuses on as follows.

4.1 Visualization Goals

VG1 Design the interface to be simple and intuitive for the general users.

The critical thing to consider while designing the visual interface is the users of the

interface. This study set the target users as non-experts and the general public. To

this end, we try to design it intuitive and straightforward so that anyone can use it

right away without additional tutorials or guidelines. In addition, we added essential

functions to the interface from the user’s point of view. For example, suppose the

user wants to search only a specific area rather than the entire dataset. The dataset

can be filtered primarily by setting the time range, setting the topic, and entering

required keywords. In addition, all visualization components are displayed on one

screen so that the user can check the desired information at once.

VG2 Effectively show that the number of news articles belonging to each topic changes

over time. We also aim to effectively visualize the news dataset topics computed by

the NMF method. In particular, rather than showing simple results, the concept of

“time” is added to fit the characteristics of news data and how each topic modeling re-

sult changes over time. To this end, a stack area plot and a 3D plot are implemented.

A stack area plot shows the change in each topic size by month in two dimensions to

help intuitive understanding, and in the case of a 3D plot, the bar’s height changes by

11



year. In particular, in the case of a 3d plot, the user can rotate 360 degrees, enabling

two-dimensional analysis.

VG3 Directly illustrate the result of topic modeling computed by the method In ad-

dition, we also aim to effectively display the results of topic modeling through the

Visual interface. It is implemented in the Topic Detail Panel, which does not simply

list all the results of topic modeling, but shows the top 10 keywords of a topic to

show which keywords represent it at a glance.

12



A B

C E

F

Figure 4.1: UI consists of 5 panels, Parameter Panel A , Search Panel B , Topic Trend Viewer C , Topic Details E and Article Viewer
F . It is not displayed on the teaser, 3d plot is also displayed on the additional screen.
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4.2 System Overview

Figure 4.1 illustrates a design overview of the visual interface. The interface is composed

of 5 panels and will be explained in detail below.

4.2.1 Parameter Panel

Figure 4.2: Parameter Panel

Parameter Panel A is the starting point for using the UI. As shown in Figure 4.2, the

users can first set the time range that they want to check and choose categories among

eight major categories: Social, Politics, Economy, Life, IT/Science, Sports, Culture, and

Health. Filtering proceeds according to the parameter values entered into this panel, and

the processing speed of the UI using this filtered dataset can be improved. Furthermore,

the users can also set the topic number, which is set to the parameter value in the back-end

computation.

4.2.2 Search Panel

Figure 4.3: Search Panel

Search Panel B in Figure 4.3 is a panel that allows users to enter a keyword. When the

user enters the input and clicks the “Search” button, the input is delivered to the server in

14



the form of a string, and only articles containing the input are filtered. If the users leave it

blank or enter the input ‘DEFAULT’, the entire dataset will be used.

4.2.3 Topic Trend Viewer

Figure 4.4: Topic Trend Viewer

Topic Trend Viewer C in Figure 4.4 is a panel that visualizes the topic modeling result

computed through the NMF algorithm on the server based on the dataset, which is filtered

by parameters and word input given by the user in A and B . In order to show the ‘flow

of time’, which is an essential attribute of news data, a Stack area plot is shown in the main

viewer.

Each color means a topic, and the x-axis shows a specific time, which is every month,

and the y-axis shows the number of objects belonging to the topic. In other words, if the

area of the topic becomes thicker at a specific point in time, it can be interpreted that the

number of articles corresponding to the specific topic has increased at that point.

15



Figure 4.5: 3D Plot

In addition to the stack area plot displayed as the main, the UI also visualizes 3D Plot,

as shown in Figure 4.5 E on the additional screen. Unlike the Stack area plot, this 3d plot

visualizes the topic modeling result every year, and it can be rotated 360 degrees so that

this plot can be analyzed at various points of time or viewpoints that users want.

Since both 2D and 3D analysis are possible on our UI, users have the advantage of

being able to select plots suitable for individual purposes. Use cases using this panel will

be covered in detail in Chapter 5.

4.2.4 Topic Details

Figure 4.6: Topic Details

Topic Details E in Figure 4.6 is a panel displayed simultaneously with Topic Trend
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Viewer C . As the name suggests, it contains the detailed information of each topic and

shows up to 10, 15, and 20 topic information according to the desired topic number entered

in Parameter Panel A . Each list shows the number of articles belonging to a topic and the

top 10 keywords representing the topic according to the computations explained in chapter

3. This enables users to check what essential keywords of each topic are, not explicit

topics such as politics, society, and sports. Using this, users can intuitively know what

articles each topic contains only by the keywords shown in E when they choose the topic

of interest in C .

4.2.5 Article Viewer

Figure 4.7: Article Viewer

Article Viewer F is the last panel of the interface. After the users checked the change

of article numbers in each topic over time and the top-N-keyword of each topic through the

previous panels, the user can know the full text and details of the article directly from this

panel. As in A and B , time and word input can be entered as a parameter.

As shown in Figure 4.7, the list of articles is sorted in order, and the time, author, main

category, and title are displayed. The user can click the arrow displayed on the left to make

the whole text visible, as displayed in Figure 4.8, and the details are checked through it,
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Figure 4.8: Whole artilce view from Article Viewer

4.3 Implementation Details

The visual interface is implemented in Javascript, CSS, and HTML using the framework

React.js for front-end and rendering modules. The back-end computational modules consist

of Python. API calls on a Flask application conduct all data exchanges between the server

and the interface. The input data is pre-processed in a separate Python program and stored

in a database.
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CHAPTER 5

EVALUATION

This chapter illustrates the quantitative and qualitative evaluation results. We focus on the

following performance criteria: (a) Does the topic modeling results look proper? (b) Is

the processing speed of the method applied in the back-end fast enough to be used in the

interactive interface? (c) In what situations can this study be used?

5.1 Data Sets

We use the Korean news dataset, which can be downloaded from the National Institute

of Korean Language. All the data are written in Korean and mainly cover articles that

occurred in Korea.

The initial dataset consists of about 3.5 million articles from 2009 to 2018. The pri-

mary categories are labeled in eight topics: Politics, Economy, Society, Life, IT/Science,

Entertainment, Sports Culture, and Beauty/Health.

For the efficiency of the experiment and the visual interface development, about 100

articles from 2010 to 2018 are randomly selected for each month, and finally, about 10,800

sample article dataset is constructed.

In addition, many NLP models are based on English, we translated the sample dataset

using Google Translate API.

Finally, pre-processing was also performed to obtain relationship information between

articles and words of this sample dataset to make a TF-IDF matrix using a bag-of-word

model.
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Figure 5.1: Processing time comparison with LDA. Desired lower rank is specified as k.

5.2 Quantitative Evaluation

5.2.1 Evaluation Setup

First, we set LDA, one of the most popular topic modeling methods, as our baseline model.

Although accuracy and processing speed should be evaluated to compare model perfor-

mance, past studies show that NMF and LDA outperform other methods under the same

conditions as our visual interface [27] [26].

We perform all experiments for quantitative evaluations at least ten times each on a

machine equipped with two Intel(R) Xeon(R) CPU E5-2680 v3 CPUs 2.5GHz and 378GB

memory.

5.2.2 Running time

As mentioned at the beginning of the chapter, processing speed is essential in an interactive

interface. No matter how accurate the processing result is, it is not suitable for interactive

tools if the processing speed is slow. Users will not prefer an interface that requires more

than a minute processing speed each time a parameter is changed. In the case of LDA, our
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comparison method, a difference in the average topic coherence performance from NMF

is not severe when the number of topics is small at ˜20, as mentioned above. However,

as shown in Figure 5.1, the results of the topic modeling experiment for the three types of

topic numbers 10, 15, and 20 provided by the interface show that the average time is 12

times longer at k = 10, 3.14 times longer at k = 15, and 2.3 times longer at k = 20.

In particular, Table 5.1 shows that LDA takes at least 2 minutes regardless of the value

of k and is not appropriate for use in an interactive interface.

Table 5.1: Processing time comparison result of two methods.

k = 10 k = 15 k = 20
LDA 125.59sec 152sec 176sec
NMF 10.4sec 48.53sec 76sec

5.3 Qualitative Evaluation

We qualitatively demonstrate our research’s practicality by following actual use cases.

These examples suggest where and how this interface can be used.

5.3.1 Use Case Study

CASE 1 - Identify critical events The first possible use case is identifying important

keywords or events for a certain period of time using our visual interface. We can track

past events using news data because it records and maintains events daily. However, it is

not easy to identify what major events have occurred among large amounts of data.

There is a method of using external media, but there is a disadvantage in that reliability

and objectivity are low. However, if we use the interface, we can see at a glance what

significant events have occurred in a short period of one or two years and what important

keywords have occurred through the event.
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To demonstrate this use case, we conducted topic modeling to check what major events

occurred in Korea during 2014 and obtained the plot shown in Figure 5.2.

Figure 5.2: The stack area plot of Case study 1 : Topic 3 and topic 9 are displaying the
increasing trend in April 2014 and May 2014

Figure 5.2 shows that topic 3’s width increased rapidly in April 2014, and we can check

the topic keyword lists, [‘sewol’, ‘accid’, ‘ferri’, ‘polic’, ‘disast’, ‘family’, ‘ship’, ‘rescu’],

are shown as keywords of that topic. This indicates a terrible incident in April 2014. A ferry

carrying high school students on a school trip sank, and this incident killed 304 people. In

2014, this incident was handled with considerable interest in Korea.

In addition, topic 9 is also increasing in May 2014. When we check the keywords of the

topic, it displays [‘parti’, ‘elect’, ‘governor’, ‘local’, ‘polit’, ‘mayor’, and ‘vote’]. We can

say this topic indicates an event related to the election through this list. In fact, there were

simultaneous nationwide local elections in Korea from the end of May to the beginning of

June 2014.

As such, major events can be easily identified through topic modeling and the plot

without reading all the lists and texts of articles.
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CASE 2 - Identify Sub-category Contrary to CASE 1, if the time range is set wider and

the initial category range is set narrower, the users can identify which subtopics were im-

portantly handled within one category for a given time range. Moreover, users can classify

the datasets or articles in detail. They can explain how the influence of each topic changes

over time by using supported visualization methods such as 3d plots and stack area plots.

This finding detailed topics will also take a lot of time and cost and lose accuracy

without using our UI.

Among the datasets from 2010 to 2018, we conducted a topic modeling experiment on

the dataset corresponding to Sports. As a result, we identified several representative topics

as follows :

1) Golf-related subtopics represented by [‘golf’, ‘tour’, ‘genesi’, ‘cours’, ‘swing’, ‘money’,

‘prize’, ‘wood’, ‘million’, ‘golfer’]

2) Pyeongchang Winter Olympics-related subtopics represented by [‘olymp’, ‘pyeongchang’,

‘winter’, ‘host’, ‘gangwondo’, ‘ioc’, ‘committe’, ‘ice’, ‘govern’, ‘cultur’ ]

3) Korean major league players-related subtopics represented by [‘ryu’, ‘hyunjin’, ‘dodger’,

‘yoon’, ‘seokmin’, ‘pitcher’, ‘pitch’, ‘era’]

We can confirm that subtopics clearly distinguished by these results, we are also able

to analyze what sub-themes are important in the sports category during the given period.

When news platforms subdivide and classify categories, they can classify by reflecting the

interests of users by using this sub-topic information.

CASE 3 - Understand relationships between topics Finally, using this UI, we can check

the relationship between topics. More specifically, we can see how critical events in one

topic affect the other at a critical time point.

In real life, where we live, one event often has a ripple effect that causes another. For

example, events such as the Olympics and the World Cup in sports bring about the nation’s

economic growth. However, it is challenging to analyze the relationship because this is the
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domain of predictions beyond the scope of statistic analysis.

However, our novel UI allows us to achieve some of these objectives. This is because

news data includes all records from the whole topic daily. In other words, in the case of

events that have occurred in the past or have similar cases, it is possible to predict what

direct and indirect effects may occur by analyzing past event’s news articles.

Let us assume that we want to know the effects of the ‘election’ on our lives. If we try to

investigate and analyze using the whole data set, it takes much time, and objectivity is also

low, making it a very inefficient task. However, since the election is a periodic event, our

UI can perform the same task very efficiently if we focus on past election-related articles.

Figure 5.3: The stack area plot of Case study 3 : Topic 4,5,6, and 8 are increasing after the
general election in March 2016.

First, the initial parameter value is set to use the interface. In order to search for articles

related to the recent general election, which is an election for the members of the National

Assembly in Korea, the range is set from October 2014 to September 2018, and we input

the keyword ‘election ’ to get the articles related to the election.

When we look at the plot of March 2016, when the general election was held in Korea,

we can see that the number of articles on topic 0, which is represented by keywords related

to the Republican Party in Korea [‘rep’, ‘saenuri’, ‘assembl’, ‘parti’, ‘opposit’], and topic
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3, which is represented by keywords related to the Democratic Party of Korea, increases.

Not only this, but through changes in the graph from April, when the election was over,

we can also observe how the election has direct or indirect effects on our lives. Figure 5.3

displays the rapid changes in topic 4, topic 5, topic 6, and topic 8 after the election.

The top keywords of each topic are :

(1) Topic 4 : [‘citi’, ‘gwangju’, ‘budget’, ‘local’, ‘construct’, ‘citizen’, ‘urban’],

(2) Topic 5 : [‘student’, ‘school’, ‘univers’, ‘educ’, ‘admiss’, ‘subject’, ‘grade’],

(3) Topic 6 : [‘nuclear’, ‘north’, ‘trump’, ‘power’, ‘plant’, ‘missil’, ‘korea’, ‘korean’]

(4) Topic 8 : [‘car’, ‘vehicl’, ‘motor’, ‘hybrid’, ‘electr’, ‘automobil’, ‘technolog’].

The keywords belonging to Topic 4 are about the development of regions related to the

party that won the election, Topic 5 is about education, Topic 6 is about the relationship with

North Korea, and Topic 8 is about the eco-friendly automobile industry. Through this, we

can demonstrate that the results of the election lead to unequal development and interest in

certain regions in Korea, affect the education system and the situation in North Korea, and

finally, increase interest in specific industries such as the eco-friendly automobile industry.

It is possible to predict how a particular event affects other areas with this usage. It is

an analysis above the level of statistics, and it is also the main contribution of this study. It

can be practically used in various situations such as stock investment, policymaking, and

business item selection.
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CHAPTER 6

CONCLUSION

As news data’s scale and complexity increase rapidly, research for topic modeling to dis-

cover semantic relationships using news data and research to visualize news data have been

continuously conducted. However, in this thesis, we conduct research that includes all

three concepts : (1) News data, (2) Topic modeling, and (3) Visualization, and present a

prototype visual interface that can interactively utilize the result of the topic modeling and

visualization.

Also, We demonstrate the NMF method’s superior performance and apply it as a back-

end algorithm for an interactive interface. The results of topic modeling and changes over

time of topic are effectively visualized through stack area plot, 3d plot, and top N keyword.

Moreover, the study presented examples that could be used in practice rather than just

in theory through the use cases.
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