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SUMMARY 

The purpose of t h i s study i s t o develop a procedure for syn the ­

s i z i n g the optimum c o n t r o l for a plant- with a known s t r u c t u r e but with 

varying parameters which w i l l permit a p r i o r i c o n s t r a i n t s on the sys tem's 

s e n s i t i v i t y t o p l a n t parameter changes t o be imposed. 

The b a s i c problem a r i s e s from the fac t t h a t convent ional op t imi ­

za t ion schemes assume the p l an t parameters are f ixed . The c o n t r o l l e r 

der ived from these schemes may prove t o be u n s a t i s f a c t o r y i f t h e p l a n t 

parameters do, in f a c t , vary from t h e i r nominal v a l u e s . 

The s e n s i t i v i t y problem e x i s t s because of t h e n a t u r a l tendency of 

the p l an t parameters t o vary. This var iance could be caused by env i ron­

mental changes, age ing , or the inhe ren t s t o c h a s t i c na tu re of t he param­

e t e r . 

The approach of t h i s s tudy i s t o cons ider low s e n s i t i v i t y t o be a 

f igure of meri t for the system s i m i l a r t o low system e r r o r , high speed 

of r e sponse , low input energy requ i rement s , e t c . 

In order t h a t the syn thes i s method be app l i cab le t o . a wide c l a s s 

of problems, both l i n e a r and n o n - l i n e a r , time-domain v a r i a t i o n a l t e c h ­

niques are employed. The plaint e q u a t i o n ( s ) e s t a b l i s h i n g t h e b a s i c r e l a ­

t i o n s between the p l a n t input amd output are assumed t o be known. 

The s e n s i t i v i t y of a system may be descr ibed as the degree t o 

which some s t a t e v a r i a b l e of the system, u sua l ly the system ou tpu t , 

v a r i e s under changes in the values of the p lan t pa rame te r s . Mathemat­

i c a l l y , t h i s s e n s i t i v i t y could be descr ibed by a s e n s i t i v i t y c o e f f i c i e n t 
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defined as the partial derivative of the output with respect to a par­

ticular plant parameter of interest., In general, this sensitivity co­

efficient will be a function of the parameter and of time and gives an 

instantaneous measure of the variance of the output per a small change 

in the parameter value. If x. is the plant output and u is the sensitivi-
<5x_ 

ty coefficient, then u_= -— where q is the parameter of interest. 

Before an optimization scheme can be applied to the. problem, a 

measure of sensitivity must be, devised which can,be included in a per­

formance index or constrained to meet the requirements of a particular 

problem. Several sensitivity measures based on the sensitivity coeffi­

cient u(t,q) are presented and discussed. In general, these sensitivity 

measures assume a form similar to the common measures of error, e.g., 

integral square error, maximum error magnitude in a given time range, 

etc. 

In order to incorporate the sensitivity measure into the optimi­

zation procedure, a relation between the sensitivity coefficient and the 

dynamics of the plant system must be established. This is accomplished 

by means of the sensitivity equations. The sensitivity equations are 

formed by differentiating the given plant equation(s) with respect to 

the parameter of interest. If the plant is of order n, the result is an 

expanded system of order 2n consisting of the plant equations and the 

sensitivity equations derived from them. This 2n system can be thought 

of as a set of natural constraints on the sensitivity optimization 

problem. 

An additional constraint may be applied to the problem by re­

stricting the sensitivity measure to lie below some predetermined value. 
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An alternate technique for including sensitivity restrictions in 

the problem is to add the weighted sensitivity measure to the usual per­

formance functional of the system. The effect of this technique is to 

balance sensitivity against other cost functionals of the system using 

some a priori weighting scheme. The more heavily the sensitivity meas­

ure is weighted the less sensitive the system resulting from the optimi­

zation becomes. This reduction in sensitivity is, of course, gained at 

the expense of an increase in the other cost functions of the system. 

The sensitivity optimization problem has thus been put into a form 

which is amenable to solution by several well-known variational tech­

niques , e.g., Pontryagin' s and Bellmanf s optimization methods. . 

Application of Pontryaginfs method requires the solution of a 

M-n order two-point boundary value problem. Methods for solution of 

typical boundary value problems are discussed in the study. 

Application of Bellman's method requires the solution of partial 

differential equations which in turn leads to an n(2n+l) order initial 

value problem. 

Assumptions required in the derivation of the synthesis method 

limit its application to the class of problems where: 
Ex_: 9x_ 

(1) The approximation -— - --— is valid. 
Aq 3q 

(2) The performance index evaluated for the optimum input 

is continuous in all parameters throughout their range 

of variation. 

(3.) The plant parameters remain constant during a given plant 

but but are assumed to vary from run. to run. 



The overall effect of (1) and (2) above is to restrict the permis­

sible range of parameter variation. 

Various examples which demonstrate the salient features of the 

method are presented and discussed. A general result for the linear 

plant with quadratic performance.index is determined. 
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CHAPTER I 

INTRODUCTION 

Definition of the Problem 

The basic problem under study arises from the fact that conven­

tional schemes for control system optimization, which assume that the 

parameters of the controlled plant- are fixed, may yield unsatisfactory 

results if the plant parameters vary from their nominal values. The 

purpose of this study is to develop a procedure for synthesizing the 

optimum controller for a plant with a known structure but variable 

parameters. "Optimum" is defined in such a way that low sensitivity to 

plant parameter changes becomes a figure of merit for the system similar 

to low error, high speed of response, or low energy demand at the input. 

The result of the optimization scheme is a system which has reduced 

sensitivity to plant parameter changes and is "optimum" in some sense 

defined by the performance index and the constraints on the problem. 

Either the performance index includes a measure of the system's sensi­

tivity to plant parameter changes, or a priori constraints on the 

system's sensitivity are imposed. 

The plant itself is a physical system composed of various physi­

cal components, such as motors, amplifiers, passive elements, etc. The 

plant parameters are quantities such as moments of inertia, capacitance, 

resistance, inductance, amplifier gains, initial conditions on variables 

within the system, etc. 
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In Figure 1, a block diagram of a plant and i t s control ler i s 

shown. The double arrows, denoting vector quant i t ies in general , show 

the flow from input to output. The output x i s thus dependent upon the 

par t icu la r control function y selected. 

To phrase the problem in concrete terms, given a plant with an 

input vector y_ and an output vector x_, the re la t ions between y and x 

being known, find the optimum input y_ such that some performance func­

t ional of y_ i s extremized. Having determined y , a control ler for the 

plant can be inferred. 

The performance functional wi l l contain some measure of the 

system's sens i t iv i ty or constraints on the system's s ens i t i v i t y wi l l be 

imposed. Thus, the optimization wi l l tend e i ther to balance the system's 

s ens i t i v i ty against other system performance c r i t e r i a or to constrain the 

system's sens i t iv i ty to l i e below some value. 

In order that the procedure be applicable to a wide class of 

p lan t s , both l inear and non-l inear , a var ia t ional time-domain approach 

wi l l be, employed. 

The General Optimization Problem 

Before considering the sens i t iv i ty aspects of the problem, the, 

basic nature of the optimization problem wi l l be reviewed. 

In order to optimize a control ler for a p lan t , "optimum" must 

f i r s t be defined. This definit ion i s made by the select ion of a p a r t i c ­

ular performance index or performance functional of y. A typ ica l form 

for such a performance index in control system work would be: 



Control 
Functlun 
Generator 

(Controller) 

y 

\ 
Control 
Functlun 
Generator 

(Controller) 

> 

Control 
Functlun 
Generator 

(Controller) /' 
M nam: 

x = f(x,y,t) 

\ 
•N^ 

S 

Figure 1. Block Diagram of Plant and Controller. 
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T 
J[y_] = / F(x_,v_,t) dt + G(x_(T)) 

t 
o 

The system is said to be optimum when an input function y has been 

determined such that the functional J[y] is minimum or maximum. The 

functional J[y_] is often called a cost functional and is generally mini­

mized. A typical performance index might include measures of system 

error, input energy or time of response, depending upon what was impor­

tant in a particular problem. A common performance index-is the so-called 

quadratic performance index, defined as: 

T 
J[yJ = / (x_'Px_ + y/Qy_) dt 

t 
o 

where P and Q are symmetric positive definite matrices. Obviously, there 

must be a functional, dependence of J[y_] on the selection of y or there 

would be no problem; that is, if J[y] did not change for different values 

of y_, no minimum could be. obtained and no optimum value for y would 

exist. 

The plant equations impose natural constraints in the form of 

relations between x and y. Additional constraints depending on the re­

quirements of a particular problem might be imposed; for example, 

I I 5L I] < M 1 , 

or x (T ) = M 
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where M and M are known constants. Again, obviously, there must be a 

non- t r iv ia l re la t ion between a constraint imposed and the inherent dynam­

ics of the system, or else the constraint would not affect the solution 

of the problem. Mathematically, the addit ional constraints must tend to 

increase the performance functional to be minimized. 

The optimization problem as phrased above i s amenable to solution 

by a variety of known methods. Three major approaches to the problem 

are: 

1. Ut i l izat ion of the c lass ica l calculus of var ia t ions . 

2. Uti l izat ion of the .maximum principle of Pontryagin (8,10) . 

3. Ut i l izat ion of the dynamic programming approach of Bellman 

(17,18). 

Uti l izat ion of the c lass ica l calculus of var iat ions presents d i f f i cu l t i e s 

when discontinuous functions are admitted to the class of acceptable con­

t r o l functions. Ut i l izat ion of Pontryagin's maximum principle admits 

d i scon t inu i t i e s , but requires the solution of a two-point boundary prob­

lem- The dynamic programming approach requires the solution of p a r t i a l 

d i f fe ren t ia l equations which in turn leads to a one-point boundary value 

problem. Existing optimization schemes (Pontryagin's or Bellman's) wi l l 

be used in a modified form in the solution of, the basic problem presented 

by t h i s study. An outl ine of Pontryagin's and Bellman's method are found 

in Appendices I and I I . The c lass ica l calculus of variat ions approach i s 

well-documented in the l i t e r a t u r e . 
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The Sensitivity Problem 

The sensitivity problem exists because of the natural tendency of 

the parameters of a physical system to vary from their nominal values. 

This variance could be caused by aging, environmental changes, or the in­

herent stochastic nature of the parameter. These parametric variations 

will cause variations in the dynamic characteristics of the plant. A 

system's sensitivity can be defined as the degree to which these para­

metric variations affect the performance of the system. A system with 

low sensitivity is one in which parametric variations cause only slight 

or insignificant changes in some desired quantity, e.g., the plant out-

;:put;,'the plant transfer function, the performance index of the system. 

Thus, if consistency of the desired quantity for repeated runs of the 

plant is important, as in the case for most dynamic systems, a system 

with low sensitivity is desirable. 

Most optimization schemes for the synthesis of control systems 

disregard the sensitivity problem; that is, these schemes assume the 

parameters of the plant are fixed. If the plant parameters do in fact 

vary, the resulting system could well prove unsatisfactory from a sensi­

tivity point of view since the controller inferred by the optimization 

scheme is dependent upon the assumed values of the plant parameters. 

Thus, an "optimum" input which minimizes the performance functional for 

nominal values of the parameters may produce values of the performance 

functional which are no longer minimum when the parameters change slight­

ly. Constraints applied to the design of the S3rstem assuming the plant 

parameters are at their nominal values may not be met if the parameters 

change their values. 
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It is the approach of this study to take these sensitivity re­

strictions into consideration beforehand in the system design, thus 

insuring an optimum system based on all constraints imposed, including 

sensitivity. 

Before a system's sensitivity can be discussed quantitatively, 

some suitable measure of sensitivity must be defined. This measure 

could be based on various mathematical descriptions of sensitivity found 

in the literature. Once a valid sensitivity measure has been established, 

system sensitivity becomes a quantity which can be used in design, analy­

sis or comparison of systems. 

Two important mathematical descriptions of a system's sensitivity 

are found in the literature. They are the classical sensitivity function 

of Bode (1) and others and the sensitivity coefficient of Tomovic (12). 

The, classical sensitivity function is simply a normalized measure 

of the change in some desired quantity with respect to the change in some 

system parameter. If T is the desired quantity and q is a parameter, the 

classical sensitivity function is given by: 

CT AT q q dT {c .. . ̂ . x 
S = -—• ^-= ~- •• -r- (for small variations) q Aq T T dq 

Since this sensitivity measure is normalized, it yields what might 

be called an absolute_ measure of a system's sensitivity. It is particu­

larly well-suited for analysis and design in the frequency domain. It 

has recently been employed by Dorato (3), who discusses the deviation of 

the performance index with rejspect to plant parameters in the optimum 



control problem and by Cruz and Perkins (4,5) who have introduced the 

concept of comparative sensitivity, for which the deviation of some de­

sired quantity, e.g., a transfer function, with respect to plant param­

eter changes is compared for more than one implementation (open loop vs. 

closed loop) of the control scheme. They demonstrate the general 

superiority of the closed loop scheme. 

Examples of design based on classical sensitivity concepts include 

the work of Mazer (13) and Fleischer (14). Both Mazer and Fleischer 

assume linear feedback systems (frequency domain) and therefore, their 

work would not apply directly to the approach taken in this study. 

An alternate description of system sensitivity and one that will 

be used in this study as a basis for design is the sensitivity coeffi­

cient of Tomovic (12). The sensitivity coefficient is an unnormalized 

measure of the change in some desired quantity vrith respect to the change 

in some system parameters. Again, if T is the desired quantity and q is 

a parameter of the plant, the sensitivity coefficient is defined by 

AT dT 
u(t,q) = T—= "r~ (for small changes in q) 

This description of sensitivity provides a simple means of defin­

ing sensitivity in the time-domain. As will be shown in Chapter II, 

there is a natural, simple relation between the sensitivity coefficient 

and the plant equations. Also, useful and relatively simple sensitivity 

measures based on u(t,q) can be constructed. These measures are illus­

trated in Chapter III. 
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The General -Approach,-, to the Problem 

The general approach to the solution to the synthesis problem 

phrased above will be as follows: 

First, relations between the sensitivity coefficients and the 

inherent dynamics of the plant will be established. 

Second, sensitivity measures based on the sensitivity coefficients 

and satisfying the requirements of a particular synthesis problem will be 

constructed. 

Third, the sensitivity measures will be included in a performance 

index or constrained to meet the requirements of a particular problem. 

Fourth, conventional optimization techniques will be applied to 

the resulting optimization problem. 



10 

CHAPTER-II 

THE SENSITIVITY EQUATIONS 

In this chapter, the relations between the sensitivity coefficient 

and the fundamental plant relations are established. This relation is 

described by the sensitivity equation (.s) associated with a particular 

plant. 

Definition of the Sensitivity doeifficient (12) 

Let the vector x_ be the output of a particular plant and be the 

quantity of interest insofar as sensitivity is concerned. In other words 

we are concerned with the sensitivity of the output to, plant parameter 

changes. The plant parameters in question could be physical "constants" 

of the plant having some nominal value or the initial conditions on the 

plant state variables. In general, x is a function of time and the plant 

parameters, i.e., 

x =: x(t,q) 

where q is a particular plant parameter of interest. 

* Henceforth in this study, we will consider the output x_ to 
be the quantity of interest, although as far as the methods outlined 
below are concerned, the sensitivity of any quantity of the system 
could be handled. 
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Then 

Ax ••= x(t,q+Aq) - x(t9q) ; t assuiried to be fixed. 

and 

Ax x_(t,q+Aq) - x_(t,q) 
/ . A — . '• 

u(t,q) = . lim -7— = lim • 
Aq-K) A q Aq-0 A q 

A 3x_(t,q) 
or u(t,q) = 

8q 

For small changes of the parameter or regions of the domain of 

q where x_ is linear in q 

3x_ Ax_ 

^'^ = 3? = A? 

The Plant and Sensitivity Equations (12) 

Consider a system of plant equations written in vector form: 

x_ = f_(x_,y_,q,t), x_(tQ) = J^ (2.1) 

where x is an n vector and f_ is continuous in all arguments. 

If both sides of this system of equations are differentiated with 

respect to q, a plant parameter of interest9 a new system of equations 

called the sensitivity equations results. 



Thus 

dx_ df_ 

dq dq 

But 

dx_ a
 ax_ a •* 5. 

assuming the o rder of d i f f e r e n t i a t i o n can be reversed , 

By the chain r u l e , 

d £ a£ 92_ a £ 3v_ a£ 
dq 3x 3q 9y_ 3<1 9<1 

Since y , t he input t o the system, i s some e x t e r n a l l y generated 
9y_ 

funct ion and not a funct ion of t h e p l a n t pa r ame te r s , -—= 0 , and the 
9q 

second term on the right vanishes. Thus the sensitivity equation 

becomes: 

* The optimum input y is dependent upon the nominal values of 
the plant parameters, but once determined does not vary if the plant 
parameters change. Thus $ is not a function of the particular values 
of the plant parameters, and 

91 
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3f 
u = — • 
— 3x u + 

3_f 

9? (2,2) 

where != A 
3x 

3f, 9f. 

3x, 3x. 

3f« 3f, 

3x, 3x, 

3f 3f 
n i 

3x, 3x1 

5 
3x n 

3x~ 

3f 
r 

3x 

(n x n matrix) 

If the plant had a single input and single output, the plant equa­

tion could be written: 

(n) 
F( x, . . . , x, x,„ x, y, t, q) = 0 

where F is continuous in all arguments. 

Again differentiating with respect to q to obtain the sensitivity-

equation 

3F 
(n) 

3x 
(n) 3q 
3x 

3_F 3x_, 3F_ 3x_ 3F/3x_ . 9J_ 
dx 3"q 3x 3q 3x 3q 3q C 2 , 3 ) 

noting that 

(n) 
3x 
3q 

3n,3x_) 

3t" n
N3q" 

(n) 
= u , equation (2. 3). becomes : 
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3F ( n ) 3?F ..' 3F . 3F 3F 

^ T u + •••• n r u + a r u + sru = - iq-. (2-4) 

Either forms (2.2) or (2.4) are acceptable forms of the sensitivity 

equation(s). 

A general assumption made in deriving (2.2) or (2.4) was that for 

a particular input y or y_ the solutions to the plant equations are ana­

lytically dependent on the parameter in question. Insofar as the param­

eter q represents :an initial condition on x or some other parameter of 

the plant system whose variance does not increase the original order of 

the plant system, the conditions for analytical dependence of the solu­

tions on q are known. It is known from the theory of differential equa­

tions that the solutions of the plant equations depend continuously on 

the initial conditions and other parameters since F itself depends 

continuously on q (12). We shall assume, henceforth, that variation of 

the parameters does not increase the order of the plant system. 

So far, we have assumed that a single varying plant parameter is 

of interest. The concepts outlined above are easily extended to cases 

where several plant parameters are of interest to the problem. Let q. be 

a set of m such plant parameters, i=l,2,...m. Then a set of sensitivity 

equations can be obtained from the plant equations. If the plant equa­

tions are of the form 

* = £(2L»Ẑ j ^2*'"%^ 

the sensitivity equations become: 
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3 f 3f 
u. = r~ u. + TV— , i = 1,2.. .m —i 8x —l 3q. ' 

8x_ 
where u. = -— . 

-i 9q 

If the plant equation is of the form 

the sensitivity equations become: 

8F ( n )
 A -8F .. 8F-. 3F 8F 

—T-T- U. + ., . . + T-- U + -̂;- U. + -r— U. = - -r , 

3(n; i du 3x i ax I 8q. 

i = 1,2...m 

, 8x where u. = 
i 3q. * 

Initial Conditions on the Sensitivity Coefficients 

(2.5) 

(n) 
F( x, ...,x,x,x,y,q1,q2...qm) = 0 , (2.6) 

(n) 
In assigning values to the initial conditions on u. or u., we must 

distinguish between two cases: The case for which the parameter of 

interest q. is an initial condition, on the plant and the case for which 

it is not. If q. is not...an initial condition on some plant state vari-
1 8* 

able, it is clear that ^ — (t ) ™ u. (t ) = 0. That is, since the initial 
dq. O —il O 

values of x_ are fixedj the change in x_ per change' in the parameter evalu­

ated at t_ must be zero. Similarly, if the plant equation is in form 

(2.6), the initial conditions on the sensitivity coefficients are: 



(n) 
u. = 0 . 
l. 

If q is an initial condition on some state variable, say x, , the 

situation is somewhat different: 

From (2.1) 

V = fk(xi9X2',,Xn9^9t9qi) (2*7) 

where q^ = x^(t ) . Integrating (2.7) with respect t o t y i e lds : 

t t 

*k = Xk ( to ) + / fk d t = ^k + { fk d t ( 2 * 8 ) 

'o o 

Differentiating (2.8) with respect to q, yields:: 
K 

3xk a; ,* 

o 

Evaluating u, at t = t : 

vv = i + 4~ ( / ° fkdt) = i + 4 - ( o ) = i 

Summarizing .the above discussion: 

W = 0 " ^ " V V 

VV = 1 if% = W 
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If the plant equations are in form (2.6) 

(n) (n) 
u.(to) = 0 if q.4 x(t) 

(n) (n) 
u . ( t o ) = 1 i f q. = x ( t o ) 

An Example 

Consider the p l a n t system governed by 

2 
x - a ( l - x ) x + x = y x(o) = x 

o 
(2 .9 ) 

x(o) = x 
o 

The s e n s i t i v i t y equa t ions of t h i s system with r e s p e c t t o two 

parameters q and q where q. = a and q. = x w i l l be de r ived . 
±. £ ± Z O 

D i f f e r e n t i a t i n g (2 .9) f i r s t with r e s p e c t t o q y i e l d s : 

2 r> 
tij. - a ( l - x )u + a(2x)xu - ( l -x^ ')x + u = 0 

2 9 
ov i i1 - a ( l - x )u1 + (1 + 2axx)u1 = (1-x )x (2 .10) 

with u . ( 0 ) = u(0) = 0 (u, = ~ ) 
1 1 1 3qj 

D i f f e r e n t i a t i n g (2 .9 ) with r e spec t t o q y i e l d s : 

- " " t 
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2 
ii - a(l-x )u,? + a(2x)x u + u = 0 

2 
or ii - a(l-x )u,? + (l+2aXx)u = 0 (2.11) 

with u.(0) = 1 and u (0) = 0 (u_ = |2-) 
2 2 2 3q2 

Equations (2.10) and (2.11) are the sensitivity equations of the system 

with initial conditions as shown. 
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CHAPTER III 

SENSITIVITY MEASURES 

In this chapter, the problem of developing a quantitative measure 

of the sensitivity of a physical system to plant parameter changes is 

discussed. Several reasonable measures of sensitivity applicable to 

particular problems are constructed and their use in performance indices 

or as constraints is discussed. 

General Discussion of Sensitivity Measures 

The problem of devising a useful measure of the sensitivity of 

a system is analogous to the problem of measuring other cost functions 

of the system; for example, the system error. There are a variety of 

ways error might be measured, each Explicable to particular situations. 

These error measures would include the mean square error, the integral 

square error, the integral of the absolute value of the error, the in­

stantaneous magnitude of the error at a particular time T, the maximum 

value of the error magnitude over a given time range and others. The 

choice of the particular error measure would, depend upon what aspect of 

the error was important in a particular problem. 

In a similar manner, the choice of a sensitivity measure depends 

upon what aspects of sensitivity are important in particular problems 

or situations. 
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Examples of Sensitivity Measures 

Denoting the general sensitivity measure by U (a functional of 

the input y), the following are examples of various measures which 

would be appropriate in the given situations: 

1. Assume that it is important that the output x (single output 

system) be consistently the same at time T for repeated runs of the 

plant, despite the variation of some plant parameter q. A measure of 

the system's sensitivity in this case might be: 

U = |u(T,q)| 

The sensitivity of the system at other times, t 1 T, is ignored. If 

(q , q_) represents the possible range of parameter variation and 

This measure is illustrated 
A* u „ ,Xl"X2 

u Aa~ r e q = qi " q2 5  

lAaJ 
graphically in Figure 2. 

t=T 

2. Assume that it is important that the actual value of x be 

close to the nominal value of x over a given time range (t , T) despite 

plant parameter variation. A reasonable sensitivity measure in this case 

would be: 

U = max |u(t,q) 
(t0,T) 

Here importance is placed on the maximum deviation of x from its nominal 

value. This measure could be used when it was required that the maximum 



The magnitude of t h i s d i s t ance divided by 
Aq r ep re s en t s U = | u ( T , q ) | . 

t 

Figure 2. Graphical Representation of Sensitivity Measure U = |u(T,q)|. 
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deviation of x over (t , T) be bounded. If q is one limit of parameter 

Ax variation and q. the nominal value of the parameter and if u - —— where 

Aq = q • _ q^, then 

x -x„ 
U = max* -T— 

(t ,T) Aq 
o ' 

This measure is illustrated graphically in Figure 3. 

3. Assume it is important that the integral square average value 

of deviations of x from its nominal value be small. This type of average 

weights large deviations more heavily than small deviations. In this 

case, a reasonable sensitivity measure would be: 

T 

U• = / u2(t,q) dt 
t 
o 

4. Other s e n s i t i v i t y measures app l i cab l e t o p a r t i c u l a r s i t u a ­

t i o n s might be : 

a . 

T 
U = / | u ( t , q ) | dt 

t • 

T 
b . U •= / u « R u d t 

t 

General case of 3. above; R is symmetric positive definite matrix, 



I 

"GD-r 

The magnitude of t h i s d is tance d iv ided by . 
^^r,^ n = max | u ( t , q ) | . *0*^11 L O <U 

( t o , T ) 

> 

Figure 3 . Graphical Representa t ion of S e n s i t i v i t y Measure U = max | u ( t , q ) 
( t G ,T ) 

ro 
oo 
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Cases 1., 2., and 3., above are regarded as the most generally 

appropriate measures from the point of view of engineering usefulness and 

mathematical tractability. 

From the discussion above, a. few general remarks on sensitivity 

measures may be made. 

First, the sensitivity measure is always zero or positive. 

Second, the larger the sensitivity measure, the mere sensitive a 

particular system is to plant parameter changes in some sense, defined 

by the measure. 

In other words, the sensitivity measure is another cost functional 

that can be used to evaluate a system. It might be thought of as a type 

of error measure where the "error" is the deviation from the nominal 

value of the output caused by parameter variation instead of the devia­

tion of the nominal value of the output from the desired value. 

Applying the Sensitivity Measure to the Optimization Problem 

The sensitivity measure can enter the optimization problem in one 

of two ways. Either the sensitivity measure is included in the perform­

ance functional of the system or the sensitivity measure is constrained 

to lie below some value determined by the nature of the problem. 

If the sensitivity measure is included in the performance func­

tional to be minimized, sensitivity considerations will be balanced 

against other typical cost functionals (error, input energy, etc.) asso-

ciated with the problem. The performance, functional can be thought of 

* There is no realistic problem where the sole object of the 
optimization scheme is to minimize sensitivity. Obviously, the system 
must be required to'do something other than be insensitive to parameter 
changes. An inert system would have a sensitivity measure of zero. 
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as consisting of two parts-—the cost functional that measures how well 

the system performs its designed task for nominal values of the plant 

parameters and the sensitivity cost functional which measures the devia­

tion of the output from its nominal values caused by parameter variation. 

The performance functional could then be the weighted sum of the two. 

For example: 

T 
J[y] = / F(x_,y,t) dt + y U(T) 

t o 

T 
where / F(x_,y,t) dt 

t 
o 

is the measure of the systems performance without considering sensi­

tivity, U(.T) is the sensitivity measure, and y is a weighting factor. 

If the sensitivity measure is constrained to lie below some pre­

determined value, the system is merely optimized with respect to its 

usual cost functional with this added sensitivity constraint. For 

example: 

T 
J[y] = / F(x,y,t) dt, U(T) < M 

t ' 
o 

where M is a predetermined constant. 

Although these two methods of introducing the sensitivity measure 

into the optimization problem differ basically in intent, the actual 
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mathematical problem of solution is quite similar. If the sensitivity 

measure is constrained, a new performance.functional is formed by multi­

plying the sensitivity measure by an undetermined coefficient, say X, 

and adding it to the original performance functional, i.e., 

Ja[y] = J[y] + xu(T) 

T' 
= / F(x,yyt) dt + XU(T) 
t o 

The optimization scheme is then applied. The additional relation U(T) = 

M permits the evaluation of X. The only mathematical difference between 

the two methods is that in the first X is known beforehand; in the 

secondj X is implied from the additional relation U(T) = M. 

Engineering Estimates on Sensitivity Constraints 

One of the advantages of using the sensitivity coefficient 

u(t,q) as a basis for establishing sensitivity measures is the ease with 

which practical a priori sensitivity constraints can be estimated and 

constructed. This estimating technique will be demonstrated using a 

single output system and a single parameter of.interest. 

Let x be the system output when q = q , the nominal value of the 

plant parameter. Let x be the system output when q / q . Then 

* If U(T) is a valid sensitivity measure, one which causes J[^] 
to be montonically non-decreasing as M decreases , the inequality 
U(T) < M can be replaced by the equality U(T) = M. 
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dx _ _ x-x _ x-£ 
d<l U q-q Aq ( 3 , 1 ) 

for small variations of the parameter near q or in the neighborhood of 

q where x is linear in q. Thus,, 

x - x = Aqu (3.2) 

Suppose the expected range of q from i t s nominal value i s known 

from the p h y s i c a l na tu re of t he parameter and the cond i t ions of the p rob­

lem and t h a t t h i s range I s such t h a t ' ( 3 . 2 ) a p p l i e s . In e f f e c t , . A q in 

( 3 . 2 ) i s thus known. 

Consider now s e v e r a l examples of how c o n s t r a i n t s on var ious s e n s i ­

t i v i t y measures might be appl ied in p a r t i c u l a r problems. 

Example One 

Assume the maximum dev ia t ion of x from x caused by parameter 

v a r i a t i o n s a t a p a r t i c u l a r time T i s t o be kept below some value M. 

|x(T) - x ( T ) | < M 

From ( 3 . 2 ) : 

|Aq. u (T) | < M , 

yielding the sensitivity constraint 
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U(T) = |u(T)| < - — 
|Aq| 

Example Two 

Assume the maximum deviation of x from x caused by parameter vari­

ations over some time interval (G,T) is to be kept below some value M. 

Max |x - x| < M 
(0,T) 

From (3.2): 

Max |Aq| |u| < M "- ! 

(0,T) 

or, |Aq| Max |u| < M 
(b,T) 

implying the sensitivity constraint: 

U(T) = Max |u| < — — 
(0,T) |Aq| 

Example Three 

Assume the RMS average of the deviation of x from x caused by 

plant parameter variations over some time interval (0,T) is to be kept 

below some value M. 
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f—% -
/ Y I (x-x)2 dt < M 

T 

or, J (x-x) dt < M2T 
0 

or from (3.2) 

T 
(Aq)2 / u2dt < M2T 

0 

implying the sensitivity constraint: 

T 2 
U(T) =./ u dt < -^-~ . (3.3) 

0 (Aq^ 

Example Four 

Multiple constraints can be handled similarly. 

Suppose1the maximum deviation in the velocity of the output |x-x| 

caused by plant parameter changes must 'be kept below some value N over 

the time range (0,T) while at the same time the constraint of Example 

Three above is applied. 

Differentiating (3.2) with respect to t yields: 

x-x = Aqu (3.4) 
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but max |x-x| < N 
(0,T) 

From (3.4), |Aq| max |u| < N 
(0,T) 

implying the sensitivity constraint: 

U (T) = Max.v|u| < — — 
(0,T) |Aq 

T 2 
and from (3.3) U0(T) = / u

2dt < -M T 

0 (Aq)2 

Thus there are two constraints to be applied to the optimization problem. 
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CHAPTER IV 

THE SYNTHESIS METHOD 

In this chapter, the general synthesis method for optimizing the 

controller for a known plant structure is outlined. Sensitivity con­

siderations enter the problem through the inclusion of some sensitivity 

measure in the system performance index or through constraints applied to 

appropriate sensitivity measures. General stability considerations are 

discussed and the implications of various assumptions explored. 

The_ Basic Approach 

The basic feature of this optimization scheme, which permits the 

problem as originally phrased, in Chapter I to be solved, is the augmen­

tation of the plant vector differential equation with one or more vector 

sets of sensitivity equations derived from the plant equations. 

To phrase the original problem again: Given a plant with input.y 

and output x with x (tQ) = x and a performance functional 

T 
JCyJ = / F(x ,y_,t)dt + y U 

0 "1? 

T 
o r J[y3 = [ F(x ,y,t)dt with U < M 

0 ~P ~ 

where.U is some sensitivity measure based on u.(t,q.), y is a weighting 
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factor and M is a predetermined constant, determine y = y such that J[y] 

is a minimum. 

Then 

x = f (x ,y,t), 
~p -p -p — 

th 
an n o rde r vec to r p l a n t equat ion with 

--p o X 

-po 

and u. 
—1 

9f 
-P 

3f 
u. f "P _ 

9xp —i 3q 5..(x , y , u . , t ) 
1 •—p 1 

^ JZ "th . . . 

a set.of n order sensitivity equations with u.(t ) = u. where the set 
—i o 10 

qi5 i=l,2...m, are the m plant parameters of interest in the problem and 

^ 0 » 1=1,2... .m, are their nominal values. 
Now define the (m+l)n order vector x: 

x 
-P 

A 
x = 

H-i 

i2 

U 
-ftl 
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then 

x -

f (x ,y,t) 
-P ~P ™ 

Sj/* >iL»y/t) 

S2
 (%, s--2 '£-»t'' = --(2L»Z.*t) 

g (x ,u ,y,t) 
m ~p -m -• 

The vector x_ is seen to be a system state vector whose elements include 

the output and the sensitivity coefficients. 

The vector function f is assumed to be evaluated at q = q the 
~~ 1 ^io' 

nominal values of the parameters. The. effects of this assumption are 

discussed below. 

The problem is now in the form of the general optimization problem 

phrased in Chapter I and is therefore amenable to solution by Pontryagin's 

or Bellman's methods (See Appendix I and II). These methods, applied to 

the problem, will yield the optimum control function y. 

Stability Considerations 

In this section, the stability of the optimized system is dis­

cussed. The optimum input as synthesized above is assumed to be applied 

to the plant input. The sense in which the optimized system is stable or 

unstable is defined. 

For autonomous (unforced) systems, conventional system stability 

criteria are defined in terms of the behavior of the state variables as t 

becomes infinite. For non-autonomous (forced) systems, the system can be 

said to be stable, if for every bounded input, the output is bounded (29). 
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The type of systems considered here can be considered to be non-

autonomous in the. time range (t ,T) and autonomous in the time range 

(T,°°). In other words the driving function y is removed at T and the 

system operates in its unforced mode. 

Since, for, a realizable physical system, the output is bounded for 

a.bounded input over a finite time range, however large, the only sta­

bility question remaining is the stability of the system after the con­

trol period (t ,T). 

This is determined by the autonomous behavior of the plant. Since 

we are, in general, concerned with non-linear plants, the autonomous 

stability of the plant will be dependent upon the point in the phase-

parameter space that the state variables and:the plant parameters are 

located when the control period terminates. 

To illustrate, let the output x_ be an n dimensional vector and 

let there be m parameters q. , i-l,2...m, of interest, each lying within 

a fixed neighborhood, q < q < q Then there exists an n+m dimen-
1 a 1 1 D 

sional space fi, consisting of all possible values of x_(T) and q. . In 

general, this space can be divided into two parts—the region in which 

the plant is stable under some definition of autonomous stability and 

the region in which it is unstable. If at t = T, the point defined by 

the state variables x_(T) and the plant parameters q. is located in the 

stable region of ft, the system can be said to be stable. If it is 

located in the unstable region, the system can be said to be unstable. 

Thus, the, question of stability as far as this method is con­

cerned is determined by the autonomous stability of the plant itself. 

Several methods of analyzing the stability of autonomous systems are 



35 

found in the l i t e r a tu r e (19). 
\ 

Assumptions and Limitations 

In this section, the effects of various implicit and explicit 

assumptions made above will be discussed and the resulting limitations 

on the synthesis method explored. 

An important assumption made in phrasing the optimization problem 

above was that the plant and sensitivity equations were evaluated at the 

nominal values ;of the parameters, q. = q. „ This assumption was neces­

sary in order that a definite £ result from the optimization scheme. 

Thus, the control functiony resulting from the optimization scheme might 

be said to be truly "optimum" only when the parameters are nominal. The 

question naturally arises., in what sense, if any, is y an optimum when 

the plant parameters are not at their nominal values. This question is 

obviously important since the sensitivity problem would not exist if the 

parameters were fixed. 

Let j be the value of the performance index when y = y as deter-
A, /\ 

mined by the optimization scheme, j = J[y;]. Let j be the value of the 

performance index when y_ =-y_T» some other control function. For defi-

niteness, assume y_̂  is the control function obtained by an optimization 

disregarding all sensitivity considerations. Both j and j now can be 

considered to be functions of the plant parameters q.: 

J'^W-V 

ji = VW--V 
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Assume that both, j and j are continuous in all plant parameters 

in the region of parameter space defined by the expected range of param­

eter variation. In particular, j and j are continuous at q. = q. . 

1 1 ^IG 

This assumption is easily met by typical physical systems. 

If a non-trivial sensitivity problem is under consideration, then: 

A. 

j(<i10^20'--V) * ̂ iSo'Vf'W 

from the definition of y and y . 

Then, arguing from the continuity of j and j , there exists a 

neighborhood of q.Q, N ] / ^ ) * such that. j •< j for any value of q. in 

N . Further, there exists a nieghborhood N0(q„ ) such that i evaluated -1- z ^io J 

for each value of qi in N2 is less than j evaluated for any value of 

^i in N2' T n e s e neighborhoods are illustrated in Figure 4 for the single 

parameter case. 

If the region of parametric space defined by the. expected range of 

parametric variation lies within either N or N , the control function f 

may still be called optimum despite parameter variation. If the expected 
A A 

range of parameter variation lies within N , j(q. ) < j (q. ); i.e., y is 

better than y^ for any particular'set of parameter values. If the ex­

pected range of parameter variations lies within N , j(q. ) j(q. ); 

i.e., y_ is better than v where any two sets of parameter values have 

been selected for comparison. Since y_ could be the control function 

derived from any reasonable optimization scheme, y could be called the 

optimum despite parametric variation as long as the range of parametric 



V^o> 

Figure 4. Variation of Performance Indices with Parameter Changes CO 
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variation is small enough. This is assumed to be the case.when applying 

the above described synthesis procedure. 

Another assumption made in deriving the synthesis procedure and 

devising sensitivity measures that also serves to restrict the allowable 
9x_ Ax_ 

range of parameter variation is that ̂ -—= - — or that x_ is approxi-
qi qi 

mately linear in q. over the region of the parametric range of interest. 

The control function J_ as determined by the synthesis procedure will 

deviate from the true optimum, to the degree that this assumption is not 

met. 

Since the plant parameters are assumed to remain constant through­

out ̂  a given, control period, the synthesis procedure is applicable to the 

class of problems in which uniformity of the output is important for 

repeated runs of the plant, despite variations in the plant parameters 

from run t o run. 
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CHAPTER V. 

THE LINEAR PLANT WITH QUADRATIC PERFORMANCE INDEX 

In this chapter9 an important special case of the general sensi­

tivity problem in control system optimization is considered. This is 

the case where the plant is linear and the performance index is in the 

so-called quadratic form. 

Consider the case where there is a single varying plant parameter 

of interest q. 

The n order plant equations are of the form 

x = Ax + By ., 
-P -P ~ 

where x (t ) = x (5.1) 
-p O -po \-«-w 

A is an n x n matrix and B is a k x n matrix, where k is the order 

of y_. Any or all of the elements of both A and B could be functions of 

the plant parameter q. Differentiating (5.1) with respect to q yields 

the sensitivity equations: 

u•= Au + A x + B y 9 (5.2) 
— — q-p q=̂- 9 v ' 

where u(t ) =.u 
— o -o 
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and where 

A - 9 A 
Aq ' H 

8 a , , 8a 
11 12 

8q 

3 a , . 8 a 
22 

3 < 1 3q 

8a n 8a rt n l n2 
8q 8q 

8a 
In 

8q 

8a 
2n 

8q 

8a 
nn 

8q 

and 

8 b l l - . ^ 1 2 

B " 3 B " Bq " 9? ~ 

8q 

8b 

3q 

21 9 b 2 2 
8q 8q 

8b n 8b , 
n l n2 

8q 8q 

8b 
Ik 

8q 

8b 2k 
8q 

8b 
nk 

8q 

The q u a d r a t i c pe r fo rmance f u n c t i o n a l i s of t h e form: 

JCy] = / ( x - P x + y_»Qy_)dt +• y U(T) 

Let U(T), the sensitivity measure, also be in quadratic form, 

i.e. 

Y U(T) = / (u_-Ru_) dt 
t 
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or J [ y ] = / (x • Px + y_*Qy_ + u;R^O dt 
+. ir i? 

( 5 . 3 ) 

where P, Q, and R are posi t ive definite symmetric matrices and determine 

the weighting of the cost furictionals. ' 

Form the vector x: 

x = 

x 
-P 

then (5.1) and (5.2) can be written 

x = Cx + Dy (5.4) 

with-

x(t ) = 
— o 

x (t ) 
-V o 

u(t. ) — o 

X 
^)0 

u 
—o 

where C is the 2n matrix: 

C = 



and D i s the k x 2n mat r ix : 
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The performance func t iona l (5 .3 ) can be w r i t t e n 

T 
J [ y ] = / (x»Tx_+ y_»Qy_) dt 

t ^ • • 

( 5 . 5 ) 

where 

T = 

P I' 0 

0 i R 

a 2n x 2n symmetric mat r ix 

The problem now has become t o f ind y such t h a t 

T 
J [ y ] = / (x_»Tx_ + y-Qy_) dt 

t 
o 

is minimum with the constraining equation 

x_ .= Cx_ + Dy_9 x_(t ) x 
—o 



43 

(Matr ices C and D are assumed t o be e v a l u a t e d - a t q = q . The e f f e c t of 

t h i s assumption i s d i scussed in Chapter IV.) 

E i t h e r Pontryagin. ' s or Bellman's method may now be app l ied t o the 

op t imiza t ion problem (See Appendices I and I I ) . 

Appl ica t ion of Pon t ryag in ' s method y i e l d s the fol lowing s e t of 

equa t ions to be so lved: 

DTp_+ 2Qy = 0 (5 .6 ) 

p = - Crp_+ 2Tx_ ( 5 . 7 ) 

x = Cx + Dy_ ( 5 . 8 ) 

with x.(tQ) = x^ , and p__(T) = 09 where p i s . an a u x i l i a r y v a r i a b l e inhe ren t 

in t h i s op t imiza t ion scheme. This i s 4n order two-poin t l i n e a r boundary 

value problem which can be solved by a v a r i e t y of known methods (See 

Appendix I I I . ) . 

I f Q i s non - s ingu l a r ma t r i x , (5 .6 ) becomes 

y_ = - 1/2 Q_1DTp_ ". (5 .9 ) 

S u b s t i t u t i n g t h i s value of £_ in (5 .8 ) y i e l d s 

x. = c_x_ - 1/2 DQ_1DT£ (5 .10) 

Equations (5 .7 ) and (5 .10) are now solved s imul taneous ly for p . 
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The optimum control input £_ i s then found from equation (5 .9 ) . 

Bellman's Method 

Application of Bellman's method (See Appendix I I ) yields the fol­

lowing p a r t i a l d i f fe ren t i a l equation to be solved, assuming Q i s non-

singular: 

r— = Tx'x + CTV S-x - 1/4 DQ.'Vv S»V S 
dt X — v v X X 

(5.11) 

with S(x_5t=0) = 0, where S(x_,t) = minimum [/ x_»Tx_ + y_«Qy_dt], (Y is the 
y_eY t 

set of admissible inputs) and t = T - t. ° 

where V ? A 
b 

x 

8S_ 
8xJ 

8S_ 
3x 2 9 a 2n vector 

8S 
8x 
2n 

and y = - 1/2 Q _ 1 DT V S (5.12) 

as a result of the minimization operation. 

Assuming solution of the form: 

S(x9t) = S(t) x«x 9 
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where S(t) is a symmetric 2n x 2n matrix. Then 

~- = S(t) x_-x (5.13) 
3t 

and V S.=. 2S(t)x 
x_ — 

S u b s t i t u t i n g (5 .13) and (5 .14) i n t o (5 .11) y i e l d s : 

S x.«x. = Tx/x. + 2CTS x/x_ -s'EDQ"1DTS X.*2L 

with S(t=0) x/x_ = 0 . 

Equating l i k e c o e f f i c i e n t s of t he var ious products of elements of 

£ , the above sepa ra t ion of v a r i a b l e s y i e l d s an i n i t i a l value problem with 

(2n+l)n ord inary d i f f e r e n t i a l e q u a t i o n s . This problem i s solved for 

S ( t ) . The opt imal c o n t r o l input y i s then found from equat ion ( 5 . 1 2 ) : 

y = 1/2 Q ' V V s (5.12) 

= Q_ 1DTS(t)x '' (5 .16) 

"- K( t ) x 

where K(t ) = Q_ 1DTS(t) . Thus 

y = K ( t ) x + K . ( t ) u 
-L —p Z — 

(5 .14) 

(5 .15) 
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where 

K = 

If T -* ~, K(t) becomes a constant matrix, since S(t) = S(T-t) = 

S(°°) must equal zero and equation (5.15) becomes a set of (2n+l)n alge­

braic equations in the elements of. S. 

If £ is desired as a function /of time alone, x_ can be eliminated 

between (5.16) and (5.8) and the resulting differential equations solved 

for y_. 

Similarly after determining y and the resultant output x utilizing 

Pontryagin's method, the parameter t can often be eliminated between y 

and x_ yielding y_ as a function of the input x. 

Thus, the two methods are basically equivalent. 

Multi-Parameter Case 

The optimization method applied to the single parameter case above 

can easily be extended to the case where there are several varying plant 

parameters of interest. 

Let q^ be a set of m plant parameters, i = l,2,...m. 

If the plant equations are given by x = Ax + By_, a set of sensi­

tivity equations can be determined by successive differentiation of the 

plant equations with respect to q , q ...a , 
.L a2 ^m 
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Then H-l An + A x + B y 
- 1 q ^ q ^ 

3x 
where u . = 

—i 8q. 

= Au + A x + B y 
—2 q 2 "P 

u = Au + A x + B y 
-m m

 SD-P %T 

Let x = 

x 
•~P 

±1 

J±2 > 

u 
•~m 

(m+l)n v e c t o r 

Then x_ = Cx + Dy_ ( 5 . 1 7 ) 

where 
1 

A 1 0 , 0 1 1 0 

A . ' A . 0 I 

_^J__i ' 1
 0 

A . 0 . A , 
12 1 .1 1 1

 0 

A~!Ti"~°~1 1 A 

(m+l)n 

x 

(m+l)n 

m a t r i x 



r 
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and 

k x (m+l)n matrix 

m 

Assuming a performance index of the form: 

j [ y ] = / x - P x . + r ^ y + u r R i u i + u</Rouo + ••• + ̂  oR u ) d t 

—• . - p - p — — •—J. 1—1 —/. I—I — m m — m 

P, Q, R. symmetric positive matrices 

i = 1,2..,m 

T 
J [ y ] = / x_*Tx_ + y_*Qy_ d t 

t 
( 5 . 1 8 ) 

where T 

P | 0 I 0 I | 0 

0 R. 0 0 

0 I 0 ' R I I 0 

0 0 0 R 
I I I I m 

(n+l)n 

x 

(m+l)n 

symmetric 

p o s i t i v e mat r ix 
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Equations (5.17) and (5.18) are seen to be in the identical form 

as that for the single parameter case and the discussion above carries 

over intact. 
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CHAPTER VI 

EXAMPLES 

In this chapter, various simple examples of the application of 

the general synthesis method are presented., The purpose of these exam­

ples is to illustrate the problem-solving procedures and to show the 

effects of sensitivity restrictions on the optimization problem. Example 

One is an analytic solution; the rest of the examples are computer solu­

tions. In Example One, the solution will be discussed in some detail. 

In the rest of the examples, the problem will be posed, explained, and 

the solution presented. 

Example -One - « 

This is an example with a simple single-order linear plant and 

a quadratic performance index,. 

Given the plant equation: 

x + ex = ky (6.1) 

with x(0) = x = 1. 
o 

Let c and k b e , in g e n e r a l , funct ions of a . s i n g l e p l an t parameter 

q. Let the measure of s e n s i t i v i t y be 

T - a 
U(T) = / u^dt where u ( t , q ) = | ^ . 
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Let the performance index be the weighted sum of an error/energy cost 

functional V(T) and the sensit ivity measure U(T): 

J[y] = V(T) + y U(T) 

T T 
r 2 ? f 2 

- J x , + 3 y " d t + y / u d t 
0 0 
T 

, o <•) o 

= j x + 3y'" + Y u dt (6.2) 
0 

3 and y are weighting factors which assign the relative importance of 

error, energy and sensi t ivi ty. 

The problem is to find y = y such that (6.2) is minimized. 

From the manner in which the performance index is constructed and 

from the i n i t i a l conditions on x, i t may be inferred that the objective 

is to drive the output from i t s i n i t i a l value, x(0) = 1 , to zero in such 

a way that J[y] is minimized. 

Equation (6.1) is differentiated with respect to q to yield the 

sensit ivity equation: 

u + cu = k y - c x (6.3) 

where k = •?— 
q 3q 

5c 
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w i t h u ( 0 ) = 0 . 

L e t t i n g x . •=.. x and x_ = uk e v a l u a t i n g e , k , c and k a t q = q , 
-L 2. • ' <} <1 O 

( 6 . 1 ) and ( 6 . 3 ) can be w r i t t e n 

x . = - c x , + k y 
• 1 o 1 o-

= f, ( 6 . 4 ) 

2 qo 1 o 2 qo J 2 ( 6 . 5 ) 

o r 

x., 

Cx + Dy 

where 

C = 

•c 0 
o 

•c - c 
qo o 

and D = 

qo 

Apply ing P o n t r y a g i n ' s me thod , we form t h e new e q u a t i o n (See 

Appendix I ) : 

2 2 2 
x 3 = x1 + By + yx2 = f3 

( 6 . 6 ) 

t h e n : 

A n + l = 3 3f where P 3 ( T ) = - 1 

' i - J, p j 85T 
1 = 1 J 1 and p x ( T ) = p (T) = 0 
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P l = ° o P l + Cq P 2
 + 2 X 1 < 6- 7^ 

*2 = CoP2 + 2YX2 ( 6 ' 8 > 

P 3 = 09 implying PgCtj = - 1 

Form H = p # f 

P l ( " V l + k o y ) + P 2 ( " °q X l " CoX2 + k q ^ 
^o ^o 

+ p 3 ( x 1 + By2 + YX 2 ) 

37 = ° = k o P l + k q p 2 + 2 B p
3 y 

= k o P l + k q P2 " 2Sy 

ao 

k p + k p_ o 1 q r 2 
o y = __ . ( 6 > g ) 

2e 

R e c a p i t u l a t i n g p e r t i n e n t equat ions above: 
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- = - c x . + k y 
1 O 1 0J 

o = "cci^XT - c x 0 + k y 
2 o 1 o 2 q J 

x^ = 

P i = C
0 P X

 + c q Q P 2 . + 2 X j 

2 = V 2 • ~'"*2 p 0 = c p_ + 2yx, 

y = 

k o P l + k q P? 

26 

x 1 ( 0 ) = 1 

x o ( 0 ) = 0 

P - L ( T ) = 0 ), ( 6 . 1 0 ) 

P 2 ( T ) = 0 

Thus we a r e c o n f r o n t e d w i t h t h e s o l u t i o n o f a f o u r t h o r d e r t w o -

p o i n t bounda ry v a l u e p r o b l e m . T h i s p r o b l e m i s s o l v e d f o r two s p e c i a l 

c a s e s b e l o w . 

Case One 

Le t q = c , k i s n o t a f u n c t i o n o f q . 

Assume T •> °°. 

Then k = 0 , c = 1 and s e t ( 6 . 1 0 ) becomes : 
4 o ^o 

N 
x = - c xn + k y 

1 o 1 cr 

X2 = " x l ~ C
G*2 

P l = c o V + - P 2 + 2 X1 

P 2 = c o P 2 •+ 2Yx, 

y = 
.* Pi 

cr 1 

( 6 . 1 1 ) 

Combining s e t ( 6 . 1 1 ) i n t o a s i n g l e d . e . i n p : 
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2 2 2 

P'l - (2co + X)P1 + [Co(do + ̂  + ^ ] P l = ° 

The four roots of the characteristic equation are 

/ c2 + -2. * 
/ o 2B 

v2 ,2 
k k Y 
26; 6 

Discarding the positive roots to meet boundary condition p,(T) = 

0 (T ~* °°), the solution is of the form: 

„ -at >T -bt p = Me + Ne (6.12) 

where a9 b = / 

/ 

o 26 / K2$} 

v2 k Y 
o 

From set. (6.11) it can'be seen that x , x. and] y have similar 

forms to (6.12). Applying the initial conditions x (0) = 0 and x_(0) = G 

and solving for the undetermined constants yields the following solution: 

x., 
c=c 

c -a 
o 
a-b 

-at 
e + 

c -b 
o 
a-b 

-bt 
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c=c 
o 

- i_ t ~ a t ~ b t 

a-b 
„ _ — L / - d . 1 . - D I v 
x o " - — (e -e ) 

y = ^ = " kTi=b7 "c o -a ) 2 e~at - (c - b)2 e-b t] (6.13) 

To demonstrate the results of this sensitivity optimization, let 

the, following values be assigned to the plant parameters: 

c = .707 o 

k = 2 
o 

e. = i 

Let us compare the results when sensitivity is not considered; 

• 7 
i.e., y = 0 and when it is ( Y > 0, say y = — ) . 

16 

When Y = 0, the corresponding y is applied to the plant and the 

parameter c permitted to vary about c = .707 in the range (.6, . 8 ) . 

Since y is uniquely determined by equation (6.13), x(t) and u(t) can be 

determined from equations (6.1) and (6.3) for each value of c and the 
oo 

error/energy cost functional V = / x
2 + 3y2dt and the sensitivity 

me a-

r 2 ° 
sure U - J u dt determined. Values of V and U for various values of 

0 

2 
l < 

the parameter c are found in Table 1 below: 
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Table 1. Values of V and U for y = 0 

.600 .375 .180 

CQ = .707 .355 .118 

.800 .341 .087 

7 Repeating t h i s process for y = rr—» Table 2 below can be con-
l b 

s t r u c t e d : 

Table 2. Values of V and U for Y = TT-
16 

.600 .379 .117 

c = .707 .361 .0833 
o 

.800 .350 .0652 

7 
Thus we see that the sensitivity measure U when y - •—- has been 

16 

reduced by an average of about 30 per cent while the error/energy cost 

index V has been increased about 2 per cent. If sensitivity were an 

important consideration in this example, this would appear to be a good 

exchange. 
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Another method of exhibiting the results of the sensitivity op­

timization would be to plot the output x for various values of the 

parameter c when the weighting of the sensitivity measure assumes dif­

ferent values. In Figures 5 and 6, the output x is shown for y = 0 and 

5 5 
— while c changes from .6 to ,.8. The curves f or y = — (Figure 6) 

exhibit a marked "squeezing together" or improved consistency when com­

pared with the curves for y = 0 (Figure 5). 

In Figure 7, the optimum inputs y are plotted for various values 

of y. In Figure 8, the sensitivity coefficients u(t,c ) are plotted for 

5 
y = 0 and - • 

Case Two 

Let q = k; c is not a function of q. 

Assume T -> » . 

Then c = 0 and k = 1 and set (6.10) becomes: qo qo 

x, = - ex.. .+ k y xn (0) = 1 1 o 1 o- 1 

* 2 = - C QX 2 + y x2(0) = 0 

Pj. = c0Pl
 + 2xl P 1 ( T ) = ° 

P2 = CoP2 + 2YX2 P 2 ( T ) = ° 

y"= 
koPl + P2 

23 

Solving this set of differential equations in a manner similar 

to Case One yields solutions of the form: 
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Figure 5. Plant Output for Various Parameter Values with y = 0, Example 1, Case 1. en 
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Figure 6. Plant Output for Various Parameter Values with y = -|, Example 1, Case 1. 
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-0.8-1 

sec 
• > -

Figure 7. Optimum Input, Example 1, Case 1. CO 
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Figure 8. The Sensitivity Coefficient, u(t,c ), Example 1, Case 1. en 
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Me Co 1 : + Ne a t 

for t h e v a r i a b l e s ' p ,, ? x , x and y 

where a = 

, 2 
2 +

 ko + Y 

+ — — — • — 

Applying the i n i t i a l condi t ions x (0) = 1 and x (0) = 0 y i e l d s t h e 

s o l u t i o n s . 

= x = ~T [ye C o t + k2 e " a t ] 
c-c k + y 

o o ' 

u 

k 
_ „ _ o r -c t - a t , 
- x2 - -— [e o -e ] 

c=c k + Y 
o o ' 

y = y = 
(c -a )k 

o o - a t 

J e 
k + Y o 

(6 .14) 

Again, in order to illustrate the results of the sensitivity 

optimization, the output x is plotted in Figures 9 and 10 for y = 0 and 

7 
Y = j while the forward gain k is allowed to vary between 1.8 and 2.2, 

W l t h Co = •707> e = 1 a n d k
0
 = 2- T h e output curves when y - — lie 

closer together than when y = 0 indicating a reduction in the system's 

sensitivity to plant parameter changes. Figure 11 shows plots of y, the 
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Figure 9. Plant Output for Various Parameter Values with y = 0, Example 1, Case 1, en 
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optimum control function> for y = 0 and 7/2. 

Example Two 

This example is similar to Example One, except that a different 

sensitivity measure is used. In this problem, 

U = max |u(t,q)| 
(0.,T) 

Given the plant equation: 

x + ex = y, x(0) = 1 (6.15) 

and with c being the parameter of interest. Let 

T 
. 2 2 

J[y] =••/ (x + By )dt + yU(T) (6.16) 
0 

The problem is to find y so that J[y] is minimized. 

Differentiating (6.15) with respect to c yields the sensitivity 

equation: 

u + cu = - x (6.17) 

Letting x = x1$ u = x2 and evaluating at c = c , equations (6.16) and 

(6.17) can be written: 
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x = - c x_ + y 
1 _ ' o 1 J 

x 2 = - o ox 2 - X x. 

Using Pontryagin's method: 

2 . ^ 2 

y 
X^ =• x + STT + y U(t) 

Consider the function U(T) = max|u(t)|. Assume u(t) is a memo-
Co,T) 

tonically non-increasing negative function over the time range ( 0 , T ) 

where T is the time at which u(t) reaches its first minimum. (This 

assumption is motivated by the behavior of u(t) in Example One and will 

be shown to be true in the solution to this example.) Further assume 

that |u(t)| is at its maximum over (0,T) at t = T . Then: 

for 0 < t < T , U(t) =•- - u(t) 

and for T < t < T, U(t) = |u(x)| = a constant. 

Thus U(t) = - u(t) = - x2(t).= cx2 + x l 9 0 < t < T 

- 0 T < t < T 

and 2 2 
*3 = Xl + 3y + Y C X 2 + Y X 1 9 0 < t < T 
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2 2 
xn + 3 • + 0, 
i y 

T < t < T 

Applying Pontryagin's method, we obtain the following set of 

equations: 

x = - c x. + y 
1 o 1 J 

X2 = " CoX2 " Xi 

Pl = CoPl + P2
 + 2xl + Y> 

= e o P l + p2 + 2xlf 

P2 = CoP2 + V' 

= W 

7 ~ 23 

0 < t < T 

T < t < T \ (6.18) 

0 < t < T 

T < t < T 

with x (0) = 1 

x2(0) = 0 

P1(T) = 0 

P2(T) = 0 

The set of equations (6.18) can be easily mechanized on an analog 

computer. Solutions for co = 1, 3 = j and for y = 0 and y = 5 with 

T -> oo are shown in Figures 12 through 15. In Figures 12 and 13, the out­

put x is plotted for values of the parameter c between .9 and 1.1, with 

y = 0 and y = 5. As in Example One, the output curves are closer to­

gether for y = 5 indicating reduced sensitivity to plant parameter 

changes. In Figure 14, the optimum input y is plotted for y - 0 and 5. 
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Figure 12. Plant Output for Various Parameter Values with y = 0, Example 2. 
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Figure 13. Plant Output for Various Parameter Values with y = 5, Example 2. 



Figure 14. Optimum Input, Example 2. 
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In Figure 15 , t he s e n s i t i v i t y c o e f f i c i e n t , u ( t , c ) i s p l o t t e d for y = 0 

and 5 . The assumption above regard ing the behavior of u ( t ) i s seen t o 

be confirmed. 

Example Three 

This example has a second-order l i n e a r p l a n t with a q u a d r a t i c 

performance index. The ob jec t of the c o n t r o l i s t o d r ive the output t o 

zero while minimizing t h e performance index. 

The p lan t equat ion i s : 

x + bx + ex = ky with x(0) = 1 (6 .19) 

and x(0) = 0 

The parameter of i n t e r e s t i s t he forward gain k. The performance 

index i s : 

T 
J [ y ] = / (x2 + By2 +• yu 2 )d t 

0 

D i f f e r e n t i a t i n g equat ion (6 .19) with r e spec t t o k y i e l d s t he 

s e n s i t i v i t y equa t ion : 

ii + bu + cu = y with u(0) = 0 (6 .20) 

and u(0) = 0 

Equations (6.19) and (6.20) can be written in state variable form 

with x = x , x = x , u = xQ, u = xn as follows: 



T(Y=5) 

-0.0 4 

Figure 15. The Sensitivity Coefficient, u(t,c ), Example 2. 
o -P 
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Xl = x2 

x =-bx - cxn + k y ^ 2. 1 or 

X3 = X4 

x 4 = - b x u ~ c > ^ + y 4 — 3 

x1(0) 

x2(0) 

x3(0) 

vo) 

= 1 

= 0 

= 0 

= 0 

J 

(6.21) 

Applying Pontryagin's method (See Appendix I) yields the following 

additional set of equations: 

Pn = 

Po = 

Po = 

Pi, = 

y = 

cp2 + 2x1 

" Pj_ + bp2 

cp^ + 2yx3 

- P3 + bp4 

ko P2 + ^ 

23 . 

PX(T) 

P2(T) 

P3(T) 

P4(T) 

= 0 

= 0 

= 0 

= Q 

(6.22) 

y 

The following numerical values are assigned to various constants 

to obtain typical solutions: 

c = 1 

3 = 1 

b = 3 

k = 2 
o 

T -*• oo 

Solu t ions t o the two-point boundary value problem posed in (6 .21) 

and (6 .22) us ing the above values are shown in Figures 16 through 18. 
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Figure 17. Plant Output for Various Parameter Values with y - 7.5, Example 3 -j 
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The output x is plotted for various values of k" with the sensitivity 

weighting factor y = 0 in Figure 16 and with y - 7.5 in Figure 17. 

Again, the output curves show the characteristic compression when the 
A. 

sensitivity weighting factor in increased. The optimum input y is plot­

ted in Figure 18 for y = 0 and 7.5. 

Example Four 

This i s an example of a problem where the output i s to be driven 

from i t s i n i t i a l value of zero to some predetermined value at a par t icu­

l a r time T with minimum energy a t the input. I t i s desired that the out­

put x at t = T be consistently the same despite variat ion of a plant 

parameter. A f i r s t -o rde r l inear plant i s used and the sens i t i v i ty mea­

sure [u(T)| constrained to be zero. For comparison purposes, the problem 

i s re-solved with the constraint removed. 

The plant equation i s : 

x = - ex + y x(0) = 0 

with c, the parameter of in te res t the s ens i t i v i t y equation i s : 

li = - cu - x 

•T 9 
JCy] = } y d t 

o 

* The curve for k .== k = 2 is omitted for clarity. This curve 
lies between the two curves shown. 
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with the c o n s t r a i n t U = |u(T',c ) | = 0 

Appl ica t ion of Pon t ryag in ' s method with a c o n s t r a i n t , y i e l d s the follow­

ing two-point boundary value problem: 

x l " " c
0

x i + y x x = x , x2 = u 

*2 = " CoX2 " X l V ° > = 0 

P l = ° o P l + P 2 x i<T> = X
T 

P 2
 = °oP2 x

2
( 0 ) = G 

P l 

y - — X 2 ( T ) = o 

Let T = 1 s e c , xT = 1 and c = 1, t o permit a d e f i n i t e s o l u t i o n . 

With t he se v a l u e s , t h e p l o t s in Figures 19 and 21 are ob ta ined . 

Figure 19 shows the p l a n t output for var ious values of the param­

e t e r c with the optimum input y app l i ed . Despite v a r i a t i o n s in c9 t h e 

value of x a t t = T remains the same. This demonstrates the e f f e c t of 

the c o n s t r a i n t , |u (T 9 c ) | = 0. 

The optimum input y i s shown in Figure 2 1 . 

For comparison, l e t us r e - s o l v e the problem with the s e n s i t i v i t y 

c o n s t r a i n t removed. Appl ica t ion of Pon t ryag in ' s method y i e l d s the f o l ­

lowing simple two-point boundary value problem: 

X l = " C o X l + y x i ( 0 ) = ° 

P l = c P i x : (T ) = xT = 1 

T = 1 s e c , c 0 = 1 



81 
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Figure 19. P lan t Output for Various Parameter Values with | u ( T ) | = 0 , 
Example 4 . 
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0.75-

0.50 " 

0.25 • 

Figure 20. Plant Output for Various Parameter Values 
Without Sensitivity Constraint, Example 4 
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Figure 2 1 . Optimum I n p u t , Example 4, 
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Solving this problem yields the curves in Figures 20 and 21. 

Figure 20 shows the plant output for various values of c with the 

new optimum input y applied. Variations of c in this case produce pro^ 

nounced variations in the value of the output x at t = T. Thus, if it 

were important that x(T) be consistently the same, this system could be 

unsatisfactory but the system above, with the sensitivity constraint ap­

plied, would be satisfactory.. Figure 21 shows the unconstrained optimum 

input y. 

Example Five 

This is an example of the synthesis method applied to a simple 

non-linear problem. 

A quadratic performance index is used. 

The plant equation is: 

x + ex - dxv = ky9 x(0) = x 
o 

with c the parameter of interest. 

The sensitivity equation is: 

2 
u + cu - 3dx u + x = 0 , u(0) = 0 

T 
J[y] = / x2 + 3y2 + yu2dt 

0 

Application of Pontryagin's method (Appendix I ) yields the follow-
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i.ng two-point boundary value problem t o be so lved: 

3 
' o" l ' ~"1 " "J A i ~ A» A2 ' ^ = ~ c x. + dxn + ky x = x , x« = u 

k2 = ~ CoX2 + 3dxl2x2 " xl 

2 
Pl = CoPl " 3dxl Pl + P2 " 6dxjx

2
p2 + 2xl 

2 
P2 = °oP2 " 3dxl P2 + 2YX2 

y = 
kpx 

23 

x1(o) = X 
o 

x 2 ( 0 ) = 0 

P1(T) = 0 

P2(T) = 0 

With CQ - 0.5, 3 = — , d = 4-, k = 1, T = 3 and x = 0.4-, the 

solutions to this problem are shown in Figures 22 through 24-. 

In Figure 22, the plant output x(t) is shown for various values 

of the parameter c when y = 0 (i.e., no sensitivity considerations) and 

the corresponding optimum input y is applied. In Figure 2 3, the output 

is shown when y = 4- and the corresponding input y is applied. Comparing 

the curves, we note the improved consistency; i.e., reduced sensitivity 

when the sensitivity measure is weighted. In Figure 24-, the optimum in­

puts y(t) are plotted for both cases, y - 0 and y - 4-. 
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Figure 22. The Plant Output for Various Parameter Values with y = 0, Example 5 00 

en 



0.4 

Figure 23. The Plant Output for Various Parameter Values with y = 4, Example 5 00 
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Figure 24. Optimum Input, Example 5 OO 
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Example Six 

This is an example of the synthesis method applied to a second-

order non-linear plant. It is desired to find the input which will drive 

the output from some initial value to a preselected final value with 

minimum energy at the input. The sensitivity measure |u(T)| is to be 

constrained equal to zero at the final time T. In other words, we,desire 

consistency of the output at t = T. For comparison purposes, the problem 

is re-solved without the sensitivity constraint. The parameter of 

interest will, be the initial condition on the output x. 

The plant equation is a form of the so-called "Duffing equation": 

3 
x + bx + ex - dx = y (6.23) 

with x(0) = x , x(0) = x 
o o 

The parameter of interest is x with the nominal value x . 
o oo 

Differentiating equation (6.23) with respect to x yields the 
o 

sensitivity equation: 

2 
u•+ bu + cu - 3dx u = 0 

with u(Q) = 1 and u(0) = 0. 

Let the desired final value of x(t) be 

x(T) = xT 
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x(T) = xT 

with the constraint U = |u(T,x )| = 0. 
i o© ' 

Using the performance index 

T 

Ty] - / y2dt 
o 

and applying Pontryagin's method with constraints (Appendix I ) , we obtain 

the following two-point boundary problem to be solved: 

Letting x i = x> x
2 """" x ' x

3
 = Q> \ = u> 

X l = X2 

•u' j 3 

x 2 = - bx„ - ex + dx + y 

X 3 = X 4 

2 
x^ = - b x 4 - cxCj + 3dx x 3 

p = cp - 3dx "p - G d x x p . 

P 2 = - . P l + bp 

p 3 = cP l + - 3dx_L P [ 

p 4 = - p 3 + bp^ 

P 2 
y = -
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with: x (0) = x xo(0) = x 
J- \J\J > I z o 

X
X(T) = *T x (T) = x 2 W / XT 

x3(0) = 1 x3(T) = 0 

x4(0) = 0 p4(T) = 0 

Using the following numerical values: 

b = 0.5 c = 1.0 d = 1.0 

Xoo = '2 k
0
 = ° T = 3.16 sec, 

*T = .5 x T= 1 

the solutions shown in Figures 25 and 27 are obtained. 

In Figure 25, with the optimum input y applied, the output x is 

plotted for several values of the initial condition x . The values of 
o 

x(T) exhibit l i t t l e or no variation despite the changes in in i t ia l condi­

tions. 

In Figure 27, the optimum input is shown. 

For comparison, the problem is now re-solved with the sensitivity 

constraint removed. Applying Pentryagin's method yields the following 

two-point boundary value problem: 

With xn = x, x = x . 
1 2 

Xl = X2 

i o 3 

x2 = - bx 9 - ex + dx + y 
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P 1 = cp2 - 3d X l p 2 - SdK^p^ 

p 2 = - p + bp 

y = -

where x^O) = X Q O X 2<0) = X Q 

V T ) = XT X 2 ( T ) =
 *T 

Using the same numerical values as in the constrained example 

above, the solutions shown in Figures.26 and 27 are obtained. 

In Figure 26, with the new optimum y applied, the output x is 

again plotted for several values of the initial condition x . A pro­

nounced variation in x(T) is noticed when compared with the outputs x(T) 

in the constrained case. Thus, the system where U is constrained to 

equal zero, is clearly better if it were important that x(T) be insensi­

tive to changes in the initial conditions. 

In Figure 27, the optimum y for the unconstrained case is plotted 
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CHAPTER VII 

CONCLUSIONS 

In the preceding chapters, a synthesis method for determining the 

optimum control vector for a class of sensitivity problems has been pre­

sented. The class of problems to which it is applicable is the one in 

which: 

1. The plant parameters remain constant throughout a given plant 

run. 

2. Plant parameter variation is small enough to permit the ap­

proximation: 

3x-
— „ Ax 
3q. ~ Aq. 

1 x 

3. The performance index for the system is continuous in all 

parameters at the nominal value of the parameters. 

For this class of problems, a control vector ŷ  can be determined 

which is optimal in the sense defined in Chapter IV. 

The method requires the selection of a sensitivity measure based 
3x 

on the sensitivity coefficients, u_. = •*— . This sensitivity measure is 
^•i 

weighted and included in some performance functional or constrained in 

some manner appropriate to a particular problem. 

The plant system of equations is augmented with the corresponding 

set of sensitivity equations, introducing the variables, u. into the set 

of constraining equations. Conventional optimization techniques are then 
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applied to the resulting problem. 

The synthesis method has been applied above in Chapter V to the 

general linear plant case with quadratic performance index and to 

several examples in Chapter VI, These examples illustrate both the 

application of the method to particular problems and typical results. 

The significance and limitations of the procedure have been 

examined in Chapter IV above. 
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APPENDIX I 

PONTRYAGIN'S METHOD (8,10) 

In this appendix, an optimization scheme based on the maximum 

principle of Pontryagin is discussed. 

Pontryagin's method is similar to classical variational optimiza­

tion techniques, but has the advantage that discontinuous control func­

tions can be handled more easily. 

The General Optimization Problem 

The general optimization problem can be stated as follows: 

The plant relations are defined by 

x = f(x,y,t), (A-l.l) 

where x is an n vector with x(t ) = x . 
— — o' —o 

The performance functional to be minimized is 

J[^] = / F(x_,Y_,t) dt. (A-1.2) 
t 

Now define x ,,(t) as follows: n+1 

A t 

x ..-(t) = / F(x,y,t)dt t < t < T 
n+1 J — — o ~ 

o 
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Then 
* n + l ( t ) = F ( x - 'Y- ' t ) (A-1.3) 

and JIM = V i ( T ) 

Define: 

x = , an n+1 vec to r 

n+1 

and i £ 

4 

Then from (A-1.1) and (A-1 .3 ) : 

x. = £(x.*Jl»t) (A-1.4) 
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with - x(t ) = 
-- o 

10 

20 

no 

The problem becomes now to find y = y(t) such that x (T) is 
n+1 

minimized sub jec t t o equa t ions (A-1.4) which a c t as n a t u r a l c o n s t r a i n t s 

The optimum con t ro l funct ion y_ i s assumed t o be s e l e c t e d from a given 

c l a s s Y of accep tab le comparison functions. , 

Some g e n e r a l i t y can be added by l e t t i n g t h e func t iona l t o be 

extremized be : 

n+1 
S = a-x(T) ---- T a . x . ( T ) 

. 1 1 
i = l 

which includes the above problem as the special case where a = 0 
i 9 

i = 1,2.. .n and a , = 1 . 
n+1 

The classical calculus of variations can be applied to the above 

problem to place in evidence the salient features of the maximum princi­

ple for the restricted case where Y is the class of functions with con­

tinuous first derivatives. 

The extension to the discontinuous case will be stated without 

proof and illustrated through examples. A complete proof can be found 
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in (10). 

Rewrite A-1.5 as: 

T n+1 n+1 
S = / I a x (t)dt + I a.x.(t ) 

t i=l -1 1 i=i 1"1- ° o 

Using the calculus of variations, we form the Lagrangian; 

n+1 „ „ 
L = I aix,L + X-(x-f) 

i=l 

n+1 
= J. (a.x. + X.(x. - f.) (A^1.6) 
. i = l • 

The Euler-Lagrange equations for this system are: 

Lx " df ( Li } = °» where L = • ¥ - > and L« 8L 
x. at x. x. 9x. * -. -.. x. 9x. x. 9x. 

and L - J L ( L . ) = 09 where L r = f̂ ~ , and L. = | i u 
.yj d t y j yj ^ yd ay-

Performing the indicated operations on equation (A-1.6) the Euler-

Lagrange equations become: 

n .9f. 

- J, x i 3 s r - V ° (A-1-7' 
1=1 ] j 



103 

n 9f. 
311(1 ~ I Xi 9 ^ = ° (A-1.8) 

i=l " yj 

j = .1,2...n+1 

If no additional'end constraints exist at': t = T, T being regarded 

as fixed, the natural boundary conditions9 determined from trans vers ality 

relations, become: 

a i =" -•• Xi(T) (A-1.9) 

Now let p.(t> = X. (t) and define the Hamiltonian H as 

n+1 
H(x,p_,t) = p_»f_ = I p f (x,y_,t) (A-1.10) 

1=1 

then the augmented plant equation (A-1.4) can be written as 

9H 
Xi = 357 1 = 1.2V..n+1 

and equation (A-1.7) as: 

8H . 
p i = 3^7 1 = 1 » 2 . . . , n + 1 

l 

3H n + 1 9 f •' 
S i n c e 97~ = I P̂  f~ » equation (A-1.8) yields: 

y i j = l , y i 
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— - 0 
9 y i " ~ 

Summarizing the above discussion, we can state the following 

theorem: . 

If the control vector y = y_(t), with y_belonging to the 

class of functions with continuous first derivatives, is optimal for 
n+1 

s = Z a.x.(T) then there exists a vector p(t) such that 
i=l. x ~ 

n+1 9:f. 

* P j Z^ 
H = l J i 

1- Pi " " .!__ Pj 9-.̂- for y_= y„ i = 1,2'....,n+1. 

n+1 
2 - H = I p.f. (x,y,t) has a stationary value for 

i=l x x - -

^u n+1 3f . 
_ o n r "1 

y _ - y ; i . e . , - — = \ p . _ J _ = o . 
— oyr. .L. i 3y. 

• ' l : = 1 J yi 

3 . p (T) = - a . . 
i i 

Pontryagin's Maximum Principle 

The above theorem is essentially a statement of Pontryagin's maxi­

mum principle in a restricted form. The requirement that y_ have continu­

ous first derivatives is unnecessary if statement 2. of the above theorem 

is modified to read simply: 

n+1 
H = 1 P,-f- (x.jy.jt) h a s a maximum over Y for y(t) = y(t). 

i = l ~ 
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Thus Pon t ryag in ' s maximum p r i n c i p l e i s simply a more gene ra l form 

of t h e theorem above and can be s t a t e d as fo l lows: 
n+1 

I f t h e c o n t r o l y_(t) = ' y ( t ) i s opt imal for S = £ a . x . ( T ) , then 
i = l 1 -1 

t he r e e x i s t s a vec tor p_(t) such t h a t 

n+1 3f. 
1- P i = " I P i j - - f o r y_ = _y_ ( A - l . l l ) 

j = l x i 

n+1 
2 - H = I p . f . ( x , y , t ) (A-1.12) 

i = l 

has a maximum over Y for y_(t) = v_(t) , where Y i s the c l a s s of c o n t r o l 

funct ions from which y_ i s t o be s e l e c t e d . Ord ina r i ly Y i s t h e c l a s s o f 

piecewise continuous f u n c t i o n s . 

3 . P i ( T ) = - a± (A-1.13) 

I t i s t o be noted t h a t Pon t ryag in ' s maximum p r i n c i p l e as s t a t e d 

deals only with necessary condi t ions for o p t i m a l i t y as does t h e c l a s s i c a l 

c a l c u l u s of v a r i a t i o n approach. The ques t ion of su f f i c i ency i s f a r more 

complex and beyond the scope of t h i s d i s c u s s i o n . For a d i scuss ion of 

s u f f i c i e n t c o n d i t i o n s , see ( 1 0 ) . 

Appl ica t ion of P o n t r y a g i n ' s method y i e l d s the fol lowing two-point 

boundary problem def ined by equat ion ( A - 1 . 4 ) , (A-1.12) and (A-1 .13 ) . 

x = f ( x , y , t ) , where x ( t ) = x (A-1.4) 
Q _ Q 
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n+1 3f. 
P*i = ~ I P.? -w— > where p . (T) = - a. j = 1 1 dx i i ! 

i = 1,2. . . . ,n+l 

or p_ = h ( x , p , y , t ) , where p(T) = - a (A-1..14) 

An a d d i t i o n a l r e l a t i o n between y and x , p_ which permits the p rob ­

lem t o be solved can be. obta ined from the maximizing of H = p - f . Sub­

s t i t u t i n g the value of y_ thus obta ined in (A-1.4) and (A-1.14) y i e l d s th< 

t y p i c a l two-pound boundary-value problem d iscussed in Appendix I I I : 

z -• r ( z 3 t ) whe re z 

and z . ( t ) = x . ( t ) 
l o l o" 

i .= 1 , 2 . . . , n + l 

z ^ T ) = P i ( T ) i = n+2 9 . . . 9 2n+2 

Examples 

The fol lowing examples are p resen ted t o show the a p p l i c a t i o n s of 

Pon t ryag in ' s method t o p a r t i c u l a r c o n t r o l problems. 

Example One 

x. = - ex + y , where x(0) = x ( the p l a n t equa t ion) 
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/ F 9 9 
J[y] = J ( x V ) d t 

0 

Y: the s e t of i n p u t s , y , with continuous f i r s t d e r i v a t i v e s 

T h en : x = _ cx^ + y 

2 2 
* 2 = x + y 

S = a ^ + a 2 x 2 = - x 2 ( T ) ; ' a = 0 , a 2 = 1 

H = P_'£ = P ^ ~ cxj+y)• .+ P^Cx-j2 + y 2 ) 

3H n ' p l 
3 7 = , 0 = p 1 + 2p2y or y = - - ~ 

9H 
P l = " H ^ °Pl ~ 2 x l P 2 

go 
P 0 = - -K—- = 0 .*. p 0 i s a cons tant 

b u t P2(T) = - a2 = - 1 , thus p ( t ) = - 1 

Summary: x l = ~ x i + •? Xj/O) = * 
o 
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p 1 = p 1 + 2 X j L P ] L(T) = .0 . • 

'• " - Pl _ Pl 
Y 2P 2

 2 

Solving these equations yields y = y(t)9 the optimum input. 

Example Two 

1 

x = - ex + y x(0) = x (the plant equation) 

T • 

J[y] = 7 x2dt , 
0 

Y: the set of inputs9 y, which are piecewise continuous and |y| < M. 

x = - ex. + y 

2 
X2 = xl 

S = a ^ + a2x2-= x2(T); a± = 09 a2 = 1 

H = Pl( - a^ + y) + p2xx
2 

= aXlPl + P i y + P2 X1 2 

Maximizing H over Y, it is clear that H is maximum when 

1 _ 
• 
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y^-'M sign P i 

V : cp1 ~ 2x1?2 

p2
 = 3H 

3x2 
= 0 P2

 i£ a constant 

but p 2 IT) = " a2 = - 1, thus p„ (t) = - 1 

Summary: 

*1 
= - cx ! + y> x1(0) = X 

o 

p i = CP1 ' 2xlp2 

y = 

= qpj_ + 

M sign 

2xx, p 

Pl 

1(T). = 0 

Solving these equa-tions y Lelds y 
A 

= y(t), the optimum input. 

Example Three 

General Case, Linear Plant with Quadratic Performance Index. 

x = Cx: + Dy, where 

and 

x_ is an 

y_ is an 

n vector, 

m vector. 

s'V. = -o' C is an 
j 

n x n matrix. 

D is an m x n matrix. i 
! 
I 

i 

1 
i 



110 

T 
J[y] =./ (x'Px + yQy_)dt 

t 

P, Q are symmetric positive matrices 

t h e n \+i = '2L'P2L +
 X-'QY. 

n+1 
X n + 1 ( T ) = J [y ] = S = l a ^ . ( T ) 

i=l 

a = 0, i = 1,2. . ,n-9 a . = 1 . 1 n+l 

H = p_»( ex_+ Dy_) + Pn+1(x'px_ + y_*Qy_); p_ i s an n vector 

Let Y be the class of y_ with continuous f i rs t derivatives 

Applying Pontryagin's principle, using vector notation: 

£. = - CC p + 2pn+1Px] 

P n + 1 = 0 .'. P n + 1 is constant 

but pn+l(T) = - an+1 = - 1, thus p n + 1 ( t ) = - 1 

To maximize H: 

9 H T 
3 y ~ = 0 o r D p _ + 2 Q y = 0 ( A - 1 . 1 5 ) 
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Summary: 

x = Gx + Dy_ X(t ) = x (A-1.16) 
— o —o 

p_= C p_+ 2Px_ £(T) = 0 

DTp + 2Qy.= 0 

If Q is non-singular, equation (A-1.15) can be written: 

1 „-ljr 
y =-^g D p_ (A-i.17) 

Substituting th i s value for y in (A-1.16) yields the following 

two-point boundary value problem: 

x •= Cx - i DQ V p ; x(t ) = x 
— z — — o —o 

T p_ = - C p_ + 2Px_; p(T) = 0 

After solution of the problem for p_9 y_ = y_ i s determined from 

(A-1.17). 

End Constraints 

Pontryagin's maximum principle as outlined in equations (A-1.11) 

through (A-1.13) can be modified s l igh t ly to permit the inclusion of ad­

d i t iona l constraints of the form: 
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g(x(T)) = 0 

in the optimization problem. (Note: This is the typical form that con­

straints on the sensitivity measure assume in the sensitivity optimiza­

tion problem,.) 

The modification required is that equation (A-1..13) which assigns 

the final values to p (i.e., p„ (T) = - a.) is changed to read: 
— 1 • I 

m 9g 
P1(T) = - a:. - I. \AJi)^JL (A-1.18) 

J 

... 0fe 

.. - I X. (T) - i 
i = i J i 

where m i s the order of g_ (m < n) and X. (T) are a rb i t ra ry mul t ip l i e r s . 
J o 

This relation together with the original constraint equations, 

g(x(T)) = 0, permit evaluation of the end conditions on p_ and the multi­

pliers A. (T). • 
: g • . 

If the elements of g_ are functions of a single element of 

x(T); i.e., 

gk(x(T)) = gk(\(T)) 

where x, (T) i s any element of x(T), the p rac t i ca l effect of t h i s modi­

ficat ion in the resul t ing boundary value problem i s to replace the end 

condit ion(s) ,p (T) = - a, with the end eoriditian g (x, (T).) = 0. 

Equation (A-1.18) i s similar to the resu l t obtained for handling 

end constraints in the c lass ica l calculus of var ia t ions . 
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Final Time T Variable 

Thus far we have assumed that the problem final time T was a fixed 

known constant. Addition of a new relation to equations (A-l.ll) through 

(A-1.13) permits the final time T to be variable. This relation is: 

n+1 
I Pi(T)fi(x(T),v_(T),T) = H(T) = 0 for y = y(t) 
i=l 

Again, this result is similar to that obtained with the classical 

calculus of variations for this situation. 
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APPENDIX II 

BELLMAN'S METHOD 

This appendix discusses the dynamic programming approach of Bell­

man to the optimization problem,, 

Principle of Optimality 

Dynamic programming is a result of the application of the prin­

ciple of optimality which states in essence that any portion of an 

optimum trajectory is also an optimum trajectory. Thus, if x(t) is an 

optimum trajectory starting at _x(t ) and terminating at x(T) and passing 

through the intermediate points x(t ) = x_ and x(t ) = x_ , then the 

optimal trajectory from x_ to x,? is identical to the portion of the 

original optimum trajectory lying between x and x . 

Application to the Optimization Problem 

Consider the control problem: 

x_ = !_(x_jy_:>t) (the plant equation) 

with x(t ) = x 
— o —o 

• 

i 
T t 

and J[̂ _] = / F(x_,y_,t)dt ! 

^ I 
i 

I 
! 

The objective is to find y_ = y(t) such that J[ŷ ] is a minimum, 
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y_(t) assumed to exist and belong to some class Y. 

Let S(x^9tQ) - J[y_]; i.e., the value of J[y] evaluated along the 

optimum trajectory from x(t ) to x_(T), where the bar over S indicates 

evaluation along the optimum trajectory. 

T 
S(x ,t ) = min [f F(x,y)dt] 

yeY t . 

According to the optimality principle, this is the same as 

T 

S(x,t) = min [/ F(x_,y_,1: )dt ] (A-2.1) 
yeY t 

where t < t < T and x_ =':x(t). 

Equation (A-2.1) can be written 

t+At T . 
S(x_,t) = min [/ F(x.9yJt)dt + / F(x_,y,t)dt] (A-2.2) 

yeY t " t+At 

Again, according to the optimality principle this equation (A-2.2) 

can be written: 

t+At 
S(x_,t) = min [/ F(x,>y_,t)dt + S(x_ + Ax, t + At)] 

yeY t 

where x_ + Ax_ = x_(t + At). 

Assuming F is continuous in t and S has partial derivatives with 

respect to each element of x and t and applying the mean value theorem 
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for i n t e g r a l s : 

S(x_,t) = m i n [ F ( x , y , t ) 
Y.eY-

At + S(x + A, t + A t ) ] (A -2 .3 ) 

t = t . 

fo r some time t , where t < t . < t + At. 
r~ .L, 

Expanding S(x_ + Ax, t + At) in a T a y l o r ' s s e r i e s about (x_,t) and 

n e g l e c t i n g second and h ighe r order t e rms: 

3S(x_,t) 
S(x + Ax, t + A t ) = S ( x , t ) + -~r— At + £ 

at 
3 S A 

, r Ax. 
•t\ oX. 1 
1=1 1 

(A-2.4) 

., as Noting t h a t S(x_,t) and ^ are independent of y_ and may thus be 

taken " o u t s i d e " of t h e minimizat ion o p e r a t i o n , s u b s t i t u t i o n of e q u a t i 

(A-2.4) i n t o (A-2.3) y i e l d s : 
on 

as<x_,t) 
At = min [F(x_,y9t) 

3t yeY 
t = t 

At + I 

1 

S S A I 

8 x T A x i ] 

i 

Dividing by At and t a k i n g l i m i t as At •* 0 y i e l d s : 

3 S ( x , t ) n 

• = min [F(x_9y_,t) + £ S . . 
x . ] 

-3t yeY i = l S x i L (A-2.5) 
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8S 
8x 

8S 

L e t t i n g V S 
X 

<
III 

3 * 2 

8S 
8x 

__ n 

and noting that * = f_(x_,y:,t) from the basic plant equation, equati 

(A-2.5) becomes 

on 

3S(x,t) 

3t yeY 
= min CFCx^st) + V S«f_(x_,v_,t)] (A-2.6) 

Performing the minimization operation indicated yields a partial 

differential equation in S: 

3S(x,t) 

at 
= F(£.£.t) + *vs-f(x,y,t) (A-2.2) 

where y_ is the function that minimizes F(x_,y_,t) + V S»f_(x_,v_,t) with 

boundary conditions established by the definition of S as S(x,t)| = 0. 

• • • ~~ t = T 

The minimization procedure also establishes an additional relation 

between y and F, f_, and V S which permits solution of (A-2.7). 

For example, if Y is the class of functions such that y. has con­

tinuous first derivatives, the minimization procedure yields: 
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It is sometimes convenient to invert the time scale by the substi­

tution t = T - t, putting the boundary conditions at t ,= G. 

Summary 

• Summarizing the above discussion: If y = y(t) e Y is optimal for 
T ' ' • - . -

J[y] = / F(x_,y_,t)dt subject to the plant equations: 
t 

x = f(x9y9t), x(t ) = x 
— — — o —o 

then: 

1. The func t iona l F(x_5y_,t) .+ V Svf i s a minimum for y = y ( t ) . 

2 . — = F ( x 5 y , T - t ) + V S.f(x,y_sT-t) (A-2.8) 
dt * • 

A j^ 

with t = T - t , and S(x_,t=0) = 0. 

An Example 

x = - ex + y , x(0) .= 1 

T 
JCy] = / (x 2 + y 2 ) d t 

0 

Y: t h e s e t of i n p u t s , y , with continuous f i r s t d e r i v a t i v e s . Then 

x_ = x 1 = x , V^S = j ^ - , F = X l + y , and £ = f = - ex + y 
— ' 1 

Equation (A-2.8) becomes: 
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a s _ . i> 2. as • 
— = m m [x + y + 3 — (- ex + y)] 
3t yeY -1 dxi 

(A-2.9) 

The minimization operation yields 

2; + 1 | - = 0 

or 
1 9S 
2 3x, (A-2.10) 

S u b s t i t u t i n g t h i s value in (A-2.9) y i e l d s 

9S 2 1 
"=" = x i + T at -1 H 

= xn - ex. 

as 
3x, - ex 

as 
1 ax. 

r - i 2 
ras n 

3 x i 

as 

.3 x iJ 
1 
4 

as 
_3xJ (A-2.11) 

with boundary cond i t ions S(x , t = 0) = 0. 

Assume s o l u t i o n of the form: 

* A. 

S(x_,t) = S ( t ) x/x_ 

= S ( t ) x / 
9 S _ „ , A • 
; — = 2 S ( t ) x 1 (A-2.12) 

Equat ion (A-2.11) becomes 
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or 

S(t)Xl
2 = xJL

2 - 2CS(t) x1
2'-S2(t)x1

2 

S(t) = 1 - 2CS(t) - S2(t) (A-2.13) 

with S(0) = 0 . 

This ordinary differential equation is solved for S(t), and y 

determined from (A-2.10)and (A--2.12): 

;(t) = - i i = - s ( ; ) X l 

o r y(t) = - S(T-t)x1 (A-2.1i() 

If T ̂  »and system is to be stable., S(t) = 0 and equation (A-2.13) 

becomes an algebraic equation .in-S;' i.e. , S is some constant. 

If y is desired as a function of time alone, eliminate x between 

equation (A-2.Ik) and the original plant equation. 
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APPENDIX III 

THE TWO-POINT BOUNDARY VALUE PROBLEM 

This appendix describes the manner in which the two-point bound­

ary value (TPBV) problem resulting from conventional optimization pro­

cedures can be solved. 

The TPBV problem arises frequently in optimization problems. 

In particular, it arises inherently from the application of Pontryagin f.s 

method -to the original optimization problem posed in Chapter I. Its 

typical form is as follows: 

Given z_ = f_(z_,t), where z_ is an n vector (A-3.1) 

with zi(T) = z i = 1,2...m 

and zL(0) = z , i = m+l,...n 

Find z^t) for all t, 0 < t < T, i = l,2...n. 

The solution z^t).could be immediately obtained if the values 

zi(0), i = 1,2...m were available. If z^O), i = 1,2...m are known, 

the problem becomes an ordinary initial value problem. Thus, we will 

consider the problem solved once z^O), i = 1,2...m are determined. 

For low order systems, particularly -if equation (A-3.1) is linear, 

analytic solutions can sometimes be obtained. Example One in Chapter VI 

is an example of a fourth order linear TPBV problem which can be solved 

analytically. 
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However, for h igher order or n o n - l i n e a r sys tems , a computer 

s o l u t i o n i s often r e q u i r e d . 

I f m i s s m a l l , say m < 4 , s o l u t i o n s on the analog computer can 

often be ob ta ined . The genera l approach i s t o make success ive guesses a t 

the values of z ^ O ) , i = 1,2...iri u n t i l the boundary cond i t ions z . ( T ) . = 

z i T » i = l > 2 . . . m are met. By no t ing the manner in which z . (T) v a r i e s 

when changes in z ^ O ) are made, 'an a lgor i thm can often be devised for 

success ive s e l e c t i o n s of z . ( 0 ) t h a t cause z . (T) t o converge t o z. . The 
i I IT 

particular algorithm is, of course, only applicable to a particular 

problem. 

A more formal analog computer technique is based on the construc­

tion of a composite error function of the final values z.(T). 

Let ziT be the desired final values and z.(T) the actual final 

values for a particular set of guesses of z.(0)9 i = l,2...m. Then form 

the composite error function E, easily mechanized on the analog computer, 

m 
E =. I X (z (T) - z. ) 2 

i=l 1L 

oi? 

m 
E = Y X.lz.(T) = z ' 

i=l ! ! iT 

where X. is a set of error weighting factors. 

After an original set of guesses of z.(0) i = l,2...m, E is 

measured. Then a.single initial condition on z. is adjusted for succes­

sive computer runs until E is minimized. The process is repeated for 
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each initial condition. If the error function is not then zero, or below 

some prescribed accuracy criterion, a new series of adjustments is made. 

The procedure is continued until the error function is within satisfactory 

limits, at which time the problem is said.to be solved. Figure 28 shows 

a computer circuit for measuring E. 

Examples Two through Six in Chapter VI were solved on the analog 

computer. 

Another general approach to the problem is the application of 

numerical analysis techniques, with a view toward solving the problem on 

a digital computer. One such technique is outlined below (20,21). 

Given the TPBV problem: 

z_•= f(z_,t), where z_ is an n vector, (A-3.1) 

with z.(T) = z.^, i = l,2...m 
—i iT ' 

and z.(0) = z. , i = m+l,...n 
— l i.o 

the problem i s to se lect the components of z_(0) which are not specif ied; 

i . e . , z^CO), i = l , 2 . . .m , so that the conditions at t = T are sa t i s f i ed . 

Warner's technique (21) i s as follows: 

Let V^, i = 1,2...m be the unknown s t a r t i ng values for z ( t ) which 

are functions of the desired f ina l values z.(T) = z.T, i = l , 2 . . .m . 

Thus: 

1 = V Z i T j Z 2 T ' - - Z m T ) (A-3.2) 



z,(t 

IT 

-z^T) 

(Z1T-Z1(TJ> (z1T-Zl(T))
2 

z 2 ( t ^ 
\ 

2T 

-z9(T), 

(z2T-z2(T)) (z2T-z2(T))' 

(t , xK 
(zmT-z (T))" 
mT m 

t = T 

Figure 28. Analog Computer Circuit for Evaluating E(z(T)). 
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Now, assume an initial guess for V.. Call it v. and correspond­

ing to this initial guess9 the final value of z. is called z . Define 
i' il 

. A ^ 
il " Zil " ziT* n e xP a n d equation (A-3.2) in a Taylor's series 

about the guess v. : 
il 

m 3V. 
Vi = v-i " I JT— 6z. + (higher order terms) (A-3.3) 

j=l dZjT 3 l 

Rewriting (A-3.3) and neglecting terms of second and higher order: 

m 3V. 
v u = v i + l *rr 6 z j i ( A-3-3> 

3=1 ]T J 

We now make an additional set of m guesses for V.. Each guess is 

of the form of (A-3.3): 

m 3V. 
r. = V. + V — — - <5z 
1 2 l -j=l32jT " 2 

m 3V. 

1 3 * j = l 9 z j T ^3 

m. 3V. 
Vi(m+1) =

 Vi + I 3^7 S2
j(m+l) (A-3.4) 

The above sets of equations (A-3.3 and A-3.4) may be conveniently 

placed in matrix form as shown, below:: 
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1 6 Z11 6 Z21 

1 6 z 1 2 6 z 2 2 

1 6 zi(m +l)
 6 z 2 ( m + D 

6z 
'ml 

6z 
m2 

6zm(m+l) 

V 
1 

3V, 

3z IT 

•3V, 

3z mT 

V2 

3 V, 

3z IT 

m 

3 V 
m 

3z IT 

3V 
m 

3z mT 

11 

12 

21 

v (m+1) 

ml 

v ... v 
22 m2 

m(m+l) 

The first matrix on the left is evaluated by m+1 integrations 

of equation (A-3.1) using the guesses in the right hand matrix as initial 

conditions. 

Since V. are the best starting values (at least to first order) of 

z., i = 1,2...m, we solve the matrix equation (A-3.5) for V., i = l,2...m. 

This requires an inversion of the first matrix on the left and a partial 
3 V. 

matrix multiplication. Note that the partials 
dz. T 

do not have to be 

evaluated. The V. thus determined are the "best" set of guesses avail­

able . 
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The general procedure now is to replace the "worst" set of guesses 

by the "best" set V_̂  and repeat the process until some predetermined 

accuracy level has been reached. 

The "worst" set of guesses will be defined as the set with the 

greatest error where the error may be calculated in one of several ways; 

e.g., letting E be the error associated with the set of guesses v : 
K lk 

m 

\ = I (62
ik' 

i=l 

or 
m 

i=l 

After determining which error is the largest, say E , we replace 

the row v ^ in the right hand matrix with the values V., i = 1,2...m, 

and determine a new set of &z.y, i = 1,2...m, by a single integration 

of equation (A-3.5). 

Another matrix inversion and partial matrix multiplication deter­

mines a better estimate of the starting values V., i = l,2...m and the 

process is repeated until E < E , an a priori exit criterion. 
K ui-Ln. 

The advantage of this method is that integration is traded for 

matrix inversion, a good trade in most computers. Convergence con­

siderations are briefly discussed elsewhere (21) but no serious problems 

are evident. 
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