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SUMMARY

Although there have been many attempts to provide quality of service (QoS) in
the Internet, users may experience confusion on how and when to apply QoS. As a re-
sult, the communication in the Internet remains best-effort. This thesis addresses interac-
tive multimedia sessions (e.g., video-conference), which combine requirements of traditional
telephony services and Internet applications. This requires call setup, call signaling, nego-
tiation, routing, security, and network resources. Therefore, an interaction between session
control signaling and resource management mechanisms is needed to facilitate the use of
QoS mechanisms to users of such applications.

In this thesis, new signaling architectures for the interaction of session control signaling
and resource management are proposed. The architectures are based on the interaction
of existing protocols: the Session Initiation Protocol as the session control protocol, and
current QoS architectures. The Differentiated Services (DiffServ) architecture is used as
the primary example. The interaction of SIP and resource management addresses resource
negotiation, call authorization, and end-to-end QoS in heterogeneous networks. In order
to evaluate if the proposed signaling architectures are indeed improving the use of QoS
in heterogeneous networks, testbed and simulation experiments are used to evaluate the
architectures’ signaling efficiency, the performance improvements they can bring, and how
easy and available they are to end users no matter their access device or type of network

they are connected to.
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CHAPTER 1

INTRODUCTION

The Internet has revolutionized the way we communicate. In special, interactive multimedia
applications, which are usually referred to as Internet telephony applications, have impacted
our lives in many ways. For instance, in the schools video-conferencing has allowed new
means for distance learning [59], video-conference systems for telemedicine applications has
enabled remote patient monitoring and consultation [106], and at home or in the work en-
vironment voice-over-IP has become an alternative way of making phone calls [96]. These
applications combine requirements of traditional telephony services and Internet applica-
tions. This requires call setup, call signaling, negotiation, routing, and network resource
management. However, in dynamic network environments, such as the Internet, network
resources are not protected unless Quality of Service (QoS) mechanisms are deployed and
available to the applications.

Although the Internet Engineering Task Force (IETF) has been working on the devel-
opment of QoS mechanisms [7, 116], they are not widely deployed and there is no unique
common solution to provide QoS in the Internet [102]. Typically, the Internet provides
best-effort services. Furthermore, the variety of access devices and network infrastructures
requires heterogeneous QoS mechanisms to support an end-to-end communication path.
For instance, some access devices have limited capacity and may not directly support QoS;
also, different networks that employ different QoS mechanisms require means to manage
both the policies and the QoS control protocols in order to provide end-to-end QoS. Thus,
in addition to the fundamental need for QoS support for real-time communication, there is
a need for compatibility across network equipment and protocols.

One way to facilitate the use of QoS mechanisms and to protect network resources to In-
ternet multimedia applications is to develop efficient ways that will allow these applications

to take advantage of the underlying resource management mechanisms. This is the main



goal of the proposed work presented in this thesis, which seeks to improve the interaction
of session control signaling (at the application level) and network resource management
mechanisms (at the network level). From the viewpoint of protocol layers, this interaction
is illustrated in Figure 1, with the Session Initiation Protocol (SIP) [86, 92, 96, 112] as the

focus of this signaling work.

Interactive Multimedia Applications

ﬁ Data ﬁ Signaling

Real-time Transport Session Initiation
Protocol (RTP) Protocol (SIP)

Transport

Network |

Data Link Control

Figure 1: The interaction of session control signaling and QoS.

The Internet’s network resource management and session control signaling mechanisms
are independent and have their roles well defined. In general, the role of network resource
management includes differentiated treatment for packet forwarding (i.e., quality of service),
route decision and dissemination, and signaling involved in admission control and QoS
negotiation [83]. On the other hand, session control signaling protocols focus on connection
and call control, for establishing, modifying or terminating multimedia sessions. Moreover,
both network resource management signaling and session control signaling are separate
from the actual data transmission, which typically uses the Real-time Transport Protocol
(RTP) [97] to send multimedia content end-to-end.

On the interaction of network resource management and session control signaling mech-
anisms, there have been different approaches proposed in the literature [19, 48, 66, 94, 99,
102]. They focus mostly on the call setup phase and resource-reservation-based QoS mech-
anisms, in an effort to provide a signaling scheme that minimizes call defects which are

caused by the lack of available resources in the network. Their approaches vary in terms of



architectural complexity, level of integration and type of interaction between session con-
trol and resource reservation protocols. In general, they address more strict-type call setup
schemes in order to provide assured services, as in traditional telephone networks. Further-
more, most of those studies lack either performance analysis or experimental results on the
proposed schemes.

The interaction of SIP and resource management requires additional signaling exchange
between end users. Additional control signaling impacts the delay users will experience and
the signaling load in the network during the call setup transaction. In order to evaluate
this impact, and motivated by the need to investigate other interesting approaches to the
integration of application-layer and resource management protocols, the main research goal
is to create new signaling models that can provide more flexibility to interactive multime-
dia applications (e.g., telephony-style vs. Internet-style reservations). Next, the research

objectives and the proposed solutions are briefly described.

1.1 Research Objectives and Solutions

This thesis addresses the need for end-to-end call signaling in heterogeneous IP networks
to protect resources for real-time multimedia streams. New signaling architectures that
contribute to the interaction of SIP and current resource management frameworks are pre-
sented considering the role of SIP agents and servers and their interface with the network
layer entities. First, the role of QoS-enhanced or QoS-enabled SIP proxies is discussed. In
particular, their role in requesting resources on behalf of users who may not have access to
QoS reservation protocols is emphasized. Based on the Differentiated Services architecture,
a lightweight signaling scheme is proposed for the interaction of QoS-enhanced SIP proxies
and DiffServ edge routers. This scheme, which can provide loose QoS guarantees to users,
is an example of a one-way SIP and resource management interaction in a QoS-enhanced
SIP proxy-based architecture

The integration of SIP and resource management proposed by the IETF (RFC3312) [19]
defines new ways to communicate QoS information at the application layer and addresses

a resource-reservation-based approach to QoS. The impact of the signaling needed for this



integration and of the reservation delays during the call management phase are evaluated
through testbed experiments. Then, motivated by the idea of efficiently using the idle times
(e.g., reservation and user answering delays) during the call setup transaction, an exper-
imental signaling work on the Resource management Overlapped with Answering Delay
(ROAD) call setup architecture is proposed. Basically, this signaling architecture applies a
different and more flexible call setup model than the traditional telephony-style model.
The idea of QoS-enhanced SIP proxies can be further applied in a two-way SIP and
resource management interaction (Figure 2), which uses the concepts of the integration
of SIP and resource management to authorize network resources for the call, considering
the current network load (i.e., two-way interaction) and allowing an integrated and more
granular call authorization model between origin and destination domains. In addition,
the increased processing load that this model may impose on SIP proxies is analyzed using
queuing models, which can help on evaluating the scalability of the proposed architecture.

Application Transport

Control SIP Proxy ! QoS Control

SIP

Data

[Router] [Router] [Router]

Figure 2: Two-way SIP and resource management interaction.

To achieve end-to-end QoS, the role of application-layer signaling has growing impor-
tance, especially in heterogeneous network environments, each with their own policies and
QoS schemes. The heterogeneity happens mostly at the transport level. Thus, this work
envisions that the application-layer can add some type of control to harmonize this hetero-
geneous environment. One scenario that will be considered is that of mobile networks with

different infrastructures and signaling protocols.



1.2 Thesis Outline

This thesis is organized as follows. In Chapter 2, a survey of current state-of-the-art work in
the area of cooperation between session control signaling and resource management mech-
anisms is presented. Chapter 3 presents an architecture with a QoS-enhanced SIP proxy
and its signaling scheme based on the DiffServ architecture. Then, Chapter 4 presents
the Resource management Overlapped with Answering Delay (ROAD) call setup scheme.
Chapter 5 is about the role of QoS-enhanced proxies in the interaction of call authorization
and QoS-enabled media authorization. In Chapter 6 the application of the above mentioned
architectures are considered in a heterogeneous network with the objective of achieving end-
to-end QoS. Finally, this thesis concludes in Chapter 7 where the main research results are

summarized and a number of problems for future investigation are suggested.



CHAPTER 11

PREVIOUS WORK

To develop an understanding of the issues of the interaction of application-layer signaling
and network-layer QoS mechanisms, first this chapter provides an overview of session control
signaling, including existing protocols. Among these protocols, emphasis is given to the
Session Initiation Protocol (SIP), where SIP’s history and applications, its basic signaling
flow, and the role of STP proxies are discussed. Then, a review of current models proposed
in the literature to provide the interaction of session control and resource management is

presented.

2.1 Session Control Signaling

Session control signaling consists of the set of messages and procedures to set up, modify, or
terminate multimedia sessions. For example, signaling protocols are required to coordinate
connections of voice-over-IP and video-conference sessions. In general, session control pro-
tocols focus on connection and call control, being separated from the actual transmission
of multimedia content between session participants.

To perform connection and call control functions, basic signaling protocols must provide
the following services [69, 96]: user name translation and location services, capability ne-
gotiation, call participants management, and gateway services. In addition to the need to
identify the location of the called party (i.e., name translation and location service), users
that want to establish a multimedia session must all agree on media formats (encoding and
bandwidth) that they support, and on network addresses and port numbers to receive the
media flows. The term capability negotiation is usually used to refer to this type of media
negotiation that occurs between users at call setup. Moreover, capability changes may occur
during an active session. Also, active sessions can have call participants added or removed;

thus, signaling protocols must provide management of call participants during an on-going



call. Finally, gateway services are needed to provide an interface with telecommunication
networks, such as the Public Switched Telephone Network (PSTN).

Two protocols provide call control services to Internet telephony applications: the Ses-
sion Initiation Protocol (SIP) [92] and the H.323 protocol suite [56]. Comparisons between
these protocols can be found in the literature [29, 31, 44, 98]. In summary, their differences
are originated in the nature of their designs: the architectural philosophy, the standards
process, and details such as ASN.1 encoding (H.323) versus text encoding (SIP). To be
more specific, the H.323 suite has strong roots on traditional telephony/Integrated Services
Digital Network (ISDN), being part of the H.3xx family of protocols of the International
Telecommunications Union (ITU-T) (e.g., H.320 for ISDN and H.321 for Broadband-ISDN
(B-ISDN)). SIP uses a different model, however. Its IETF’s model is transaction-oriented,
with similarities to the HyperText Transfer Protocol (HTTP) that is used to transfer and

display files on the Internet.

2.2 The Session Initiation Protocol (SIP)
2.2.1 Why SIP?

This thesis is about the interaction of STP and resource management mechanisms. There
are several reasons why SIP is of special interest. First, its design is based on the Internet
architecture, which allows an easy integration with other Internet protocols (e.g., links to
SIP services can be integrated in web pages). Also, it operates in a client-server mode, and
new services can be implemented either at the end user or intermediate servers. Second,
scalability and reliability are some advantages of SIP, since SIP servers do not keep state for
the whole session, but usually for only a single transaction. Thus, they can handle a large
number of subscribers, and calls will not be affected if they become out of service. Finally,
SIP’s design has considered application-layer mobility [100]. Application-layer mobility is
allowed in different ways: personal mobility, in which SIP requests can be directed to several
of the user’s possible locations (that is, users’ identification is independent of their actual
physical address in the network); or session mobility, which allows users to transfer an

on-going session from one access device (e.g., a cellular phone) to another (e.g., a desktop



computer); or service mobility, that provides the same services to the users independent of
their location or access device. The use of SIP for mobility management and its signaling
performance has been studied in [8, 63].

After an initial version of SIP - SIPvl - that was developed in the mid 1990’s, the
second version became an IETF standard in 1999 (RFC2543) [52]. After several revisions
that added security measures and more detailed descriptions of the protocol’s functional
behavior, this standard has been outdated by a newer one (RFC3261) [92]. From the
beginning, the main goal of SIP designers was to create a generic session signaling protocol
that could be used not only for multimedia sessions but also multi-player games, bank
transactions, instant messaging, and many other applications. For instance, [71] proposes
the use of SIP for communication among networked home appliances. On the field of voice-
over-IP, SIP phones, servers and gateways are being implemented by several companies.
Furthermore, one important application is the use of SIP as the signaling protocol in the
core network (i.e., IP backbone) of third-generation (3G) wireless systems [4], where IP-

based protocols facilitate the integration between fixed and mobile networks [13, 113].
2.2.2 Network Architecture

SIP’s design tries to keep its functionality to only session control functions, but it allows
cooperation with other protocols. SIP is an application-layer protocol that typically uses
the services of either the reliable connection-oriented Transport Control Protocol (TCP)
or the unreliable connectionless User Datagram transport Protocol (UDP). In the latter
case, message retransmissions at the application level are specified in the SIP standard
(RFC3261) in order to provide a reliable signaling exchange. Other transport protocols
can also be used to carry SIP messages, such as the Stream Control Transmission Protocol
(SCTP) [18, 91] which is a connection-oriented transport protocol originally intended to
transport telephony signaling over IP networks. SCTP features include protection against
Denial of Service (DoS) attacks, efficient use of the available IP interfaces in a multi-homed
host, and message-oriented delivery (i.e., delivers complete signaling messages). According

to [18], the use of UDP is recommended in the case of light signaling loads. However, the



application-layer retransmissions used with UDP are not appropriate for heavy traffic loads.
In this case, TCP or SCTP are more appropriate.

As in a typical client-server transaction, STP messages can be in the form of requests or
responses. When transported over UDP, a SIP message is self-contained in one datagram,
which carries text information. The first text line informs the type of request (e.g., INVITE,
REGISTER) or the type of response (e.g., provisional responses such as “180 RINGING”,
or final responses such as “200 OK”). The message also has a header, which resembles an
email header, containing addresses, session identification, signaling path, routing directives,
type of message bodies, among other fields.

Some of the requests and responses have a body attached to the message. As SIP works
with other application protocols, the Session Description Protocol (SDP) [51] is usually
adopted to format the body of the messages. They describe the media parameters within
the SIP messages. To illustrate the media flow descriptions in SIP messages using SDP,
Figure 3 shows a typical body of a STP message that has two flow descriptions (audio PCM
p-law and MPEG video), each one bi-directional. Note that the flow descriptions include
dynamic information about the address to which send the media (e.g., port 49170 for audio).

SDP Example with Two Flows

v =0
o = ana 2890844526 2890842807 IN IP4 130.207.230.189

General | - EcE8000 Class

Session
Information € = IN IP4 130.207.230.189
b = CT:256
t = 3034423619 3038023619
Audio m = audio 49170 RTP/AVP O
Flow a = rtpmap:0 PCMU/8000
m = video 51374 RTP/AVP 32

Video
Flow a = rtpmap:32 MPV/90000

Figure 3: The body of SIP messages, in SDP.

In the SIP architecture, the exchange of SIP requests and responses defines a transaction,
which can be for instance a transaction to set up a new call, or a transaction to modify an

existing call. A typical SIP transaction to establish a call involves user agent clients (UACs)



and user agent servers (UASs), eventually redirect servers, and most often proxy servers. In
normal operation, SIP transactions comprise a handshake of two or three messages between
SIP agents or servers. Thus, the protocol is very straightforward. A few number of messages

usually accomplish a certain task, as in the basic SIP call setup of Figure 4, with proxies

P1 and P2.
UAC P1 P2 UAS
INVITE INVITE
; INVITE
100 Trying .
Call 100 Trying UAS alerts
180 Ringing user
Setup 180 Ringing
180 Ringing
Trans. 200 OK 200 OK User answers
200 OK
ACK
< Data
BYE
200 OK

Figure 4: Basic SIP call setup signaling scheme.

Furthermore, this simple call setup flow of messages allows end users to negotiate their
media capabilities and flows that will be in the multimedia session. Following an SDP-
based offer/answer model for capability negotiation [89], the media capability negotiation
can happen in two forms, as shown in Figure 5.

One form of offer/answer is to provide the SDP offer in the initial invite request, and

UA1 Proxyl Proxy2 UA2 UA1 Proxyl Proxy2 UA2
[ INVITE_____| [ INVITE_____|
(w/SDP) —— INVITE —— (no SDP) —— INVITE ——
INVITE—= INVITE—=
<— 200 OK <— 200 OK
I~ 200 OK w/ m;d[ifk:g)SDP = 200 OK (w/ SDP)
~—— 200 0K ~—— 200 0K
ACK—= ACK—=
(no SDP) ACK ————= w/ modified SDP ACK ————=
ACK (by UAL) ACK
End Domain 1 End Domain 2 End Domain 1 End Domain 2
(a) Offer/Answer Model (Typel) (b) Offer/Answer Model (Type2)

Figure 5: Offer/answer models for capability negotiation.
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the SDP answer is provided in the first reliably transmitted response (i.e., a final response
or a provisional response, given that it is properly acknowledged [90]). The second form is
to send the initial SDP offer in the response message for an empty-bodied invite request,
and the SDP answer comes in the final acknowledgement message.

Although user agents can send signaling messages directly to each other, it is important
to note that in medium to large networks, SIP proxies always participate in the SIP call
control transactions [29, 42]. For instance, SIP proxy servers perform the role of authenti-
cation and authorization since UAs must be authenticated and authorized for every call or
session request they make. Moreover, SIP proxies act as application-layer routers that are

responsible for routing the SIP requests to other proxies towards their final destination.

2.3 Interaction of Application-Layer Signaling and Resource
Management

As SIP provides call control services to real-time conversational applications, resource man-
agement schemes can protect network resources for the call. The need for coordination or
interaction between session control signaling and resource management in the Internet was
first raised by Goyal et al. in [48]. The approach taken to make this coordination happen
is a resource-reservation-based new signaling architecture - the Distributed Open Signal-
ing Architecture (DOSA), which defines a two-phase call setup scheme, where resources
are first reserved, the called party is alerted, and then the resources are committed to the
users. In addition, DOSA architecture defines the role of “gates” and “gate controllers”.
Gates represent the network-layer (e.g., edge routers) while gate controllers represent the
application-layer (e.g., an application server such as a proxy server). When users initiate
signaling to set up a session, the gate controller performs service-specific admission control,
verifies if the network can admit the call prior to the resource reservation phase, and sets
up the session policy information at the network-layer (i.e., at the gates).

The TETF has addressed the interaction of session control signaling and resource man-
agement in RFC3312 [19]. The RFC3312 standard defines new ways to communicate media

flow and QoS information end-to-end and to integrate the resource management phase with
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the SIP call setup signaling (which will be reviewed in more detail in the next subsection).
Although the resource-reservation-based approach is used and RSVP is usually referenced
in its examples, the RFC3312-based signaling scheme is independent of a specific QoS sig-
naling protocol. Other approaches for the interaction of SIP and resource management have
also considered the Differentiated Services (DiffServ) QoS architecture [94].

Independently of the QoS management procedure (i.e., RSVP or DiffServ) and the type
of users, the role of SIP proxies can be extended to the role of QoS-enabled SIP prozies.
QoS-enabled SIP proxies not only support the typical session control functionality but also
understand the session’s QoS requirements and translate them to the network level. For
instance, the interaction of QoS-enabled SIP proxies and QoS admission control is considered
in RFC3313 [66]. Moreover, a more centralized SIP architecture, based on the use of SIP
proxies at the end domains, is discussed in [79] as a way to provide assured services to
multimedia sessions.

Even more practical examples of the interaction of session control signaling and resource
management and the extended role of application-layer servers can be found in the QoS
frameworks of the Universal Mobile Telecommunications Systems (UMTS) [4] and Packet-
Cable [2]. In both architectures, the application-layer signaling triggers QoS procedures in
the network layer. These procedures include policy-based admission control through the
interaction of an application-layer server and policy control servers to authorize resources
for the call, and resource reservation either initiated by the end user or by the application
server on behalf of the end user. All these occur during the call establishment phase.

Especially, the UMTS QoS architecture adopts SIP as the session control signaling pro-
tocol. At the transport-level, the UMTS gateway to external networks is the GPRS gateway
support node (GGSN). It is a DiffServ-capable edge router that embeds the functions of a
policy enforcement point (PEP) [118, 119]. At the application-level, the UMTS QoS frame-
work defines an application function that exchanges with the GGSN service-based policy
set up information during session establishment. An example of the application function
is the Proxy Call State Control Function (P-CSCF) in the IP multimedia system (IMS)

(which serves IP multimedia sessions over the UMTS domain). In its role to obtain an
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authorization token for the session, the application function behaves in a similar way to
a QoS-enabled SIP proxy. If authorization is granted, resources are reserved following the

coordination of SIP and resource reservation (RFC3312), as described next.

2.4 Owverview of the Integration of SIP and Resource Man-
agement

In order to address in more detail the current work on the integration of SIP and resource
management, including security mechanisms to protect the signaling messages, an overview
of the different phases of a SIP call setup procedure integrated with resource management
is presented. To illustrate these different phases in the call setup process of a QoS-enabled
multimedia session, Figure 6 shows the authentication, call authorization, media autho-
rization, and resource reservation phases that have been currently proposed for SIP by the

IETF.
2.4.1 Call Authentication

In the SIP architecture, user agents (UAs) must be authenticated and authorized for every
call or session request they make. For security regarding user-to-user communication or end
user-to-proxy communication, usually SIP proxy servers perform the role of authentication
and authorization. However, for hop-by-hop security, such as proxy-to-proxy authentication,
SIP relies on other mechanisms such as IPSec which adds security to the packet at the
network layer, and the Transport Layer Security (TLS) [32, 95] protocol which is used with
connection-oriented transport protocols (e.g., TCP).

For authentication, SIP uses a digest authentication mechanism [92] derived from HTTP
digest authentication [39]. It is a challenge-based mechanism in which the proxy or user
that receives the call request challenges the user who sent the request. The user then
issues a new request with the appropriate response (e.g., a function of the challenge, the
realm, username, and password). After its identity is confirmed, the proxy verifies account
information, and if the user is authorized to make the call, the proxy forwards the request.

For end-to-end authentication, user agents at the destination domain can use a similar

challenge-based mechanism to authenticate the caller. However, the issue of transferring
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authenticated user’s identity across different domain has been the subject of different pro-
posals.

First, in RFC3325 [58] the authenticated identity information is sent in a new SIP
header (the From header may have an anonymous identity), which is called P-Identity
header (the prefix P meaning that this is a private header). However, this information is
transferred with no added security since it assumes a network of trusted servers. A second
solution is proposed in an IETF draft [78] in which an authentication service (usually a
proxy server) adds a signature in the header of the SIP message. This signature is obtained
by combining the user’s identity information, and information in other headers, in addition
to the information in the SDP body of the messages. When the destination domain receives
a message with this signature, it can verify its authenticity based on the origin domain’s
certificate, and it can assume that the user has been authenticated and that the message
has been safely transmitted. However, this solution requires added complexity in the SIP
proxies and its operation has some restrictions on the way proxies redirect requests.

A variation of the approach of sending authenticated identity or a signature information
in the header of SIP messages is to send sensitive information in the body of SIP messages
using encryption mechanisms. An example of such approach is adopted in the secure web-
conferencing model of [101], which uses MIME bodies to send identity information encoded
in XML. The advantage of this latter scheme is the ability to send more information about
the user (i.e., more granularity in the authentication). However, the proxy would need to
attach this message to the body of the message and either send it to the network or send
it back to the UA to re-issue a new request with this information. The first way is not
recommended since proxies are not allowed to modify the content of messages. The second
way requires a new transaction between proxies and UA. This could be done by using
a back-to-back user agent (B2BUA) [79] instead of a simple proxy; however, additional
transactions between SIP proxy and UA would be needed, which may lead to a very long

call setup signaling.
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2.4.2 Call Authorization

For call authorization, no authorization system is proposed in the basic standard for SIP
(RFC3261). In [95], this process is considered completely transparent to the SIP procedure.
However, the application-layer signaling must ensure some sort of service-specific admission
control [48]. This means for instance to block some requests depending on the target user or
on the volume of call requests, and to give priority to certain call requests (emergency calls,
priority users). It is true that the decision on whether to authorize the call is ultimately
made by the receiver of the call invitation, at the destination domain. But proxies at
both the origin and destination domains also have call authorization respounsibilities when

deciding whether to forward the call requests or not.
2.4.3 Media Authorization

The role of proxy authorization has been linked to media authorization in an informational
IETF standard (RFC3313) [66]. According to RFC3313, it is assumed that users must
present an authorization token to reserve resources in the network, using RSVP. It also
assumes that SIP proxies have access to the content of the STP messages (thus, messages
cannot be encrypted). Based on these assumptions, it proposes the interaction of SIP proxies
and local policy enforcement points (PEPs) at both the origin and destination domains of
a call. If the PEP authorizes the media flows the user has requested, it returns tokens to
the proxy, which sends them to the UA. The proxy uses a header in the SIP message -
P-Media-Authorization - to send this information to the UA. Then, the UA uses the token
to reserve resources in the network (e.g., by converting the token information to policy
elements in an RSVP message [55]). Given this token, the network verifies if the user is
authorized to reserve the requested resources, and if the amount of resources matches the
allowable amount. Then, the network admits the call based on the availability of resources
(resource-based admission control).

It is interesting to note the similarities of the concepts of QoS-enabled SIP proxies and
the idea of gate controllers [48] previously discussed. QoS-enabled SIP proxies interact with

PEPs in a similar way as gate controllers interact with gates to authorize the service and
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set up the network for the session.

After call authentication and call authorization, including media authorization, user
agents take control of the call setup procedure, and request resources from the network
using the authorization token. Only after resources are reserved, the receiver of the call
invitation is alerted, and answers the call. Finally, QoS-enabled media exchange begins.
The integration of SIP call setup signaling and resource reservation signaling based on

RFC3312 [19] is described next.

2.4.4 SIP and Resource Reservation (RFC3312)

e Communicating Media Flow and QoS Requirements at the Application Layer

SIP messages in an offer/answer process communicate and negotiate media flow infor-
mation end-to-end. In QoS-enabled networks, information about the media streams of a
multimedia session allow users to invoke their resource reservation schemes and map the
flows to resource reservation flows. Per-flow or per-session reservation may be used, and
ways of mapping media streams to resource reservation flows is presented in [20]. Infor-
mation about media flows is particularly important when the user being called needs to
be involved in the resource reservation. For instance, conversational multimedia sessions
usually have two-way flows and the receiver of the call will only know what resources to
reserve through the application-layer messages of a SIP call setup. Thus, at the application-
level, SIP provides media information that is communicated end-to-end and can be used to
bi-directionally reserve resources in QoS-enabled networks.

In addition to the information concerning flow identification, bandwidth, and media
types, it is clear that more information about the media flows and their QoS requirements
would be helpful to the application to reserve resources. Also, users need to communicate
the status of the reservation end-to-end (i.e., in order to update each other on the results of
the reservations triggered at both ends of a call). Hence, the IETF proposes the concept of
“preconditions” in RFC3312. It defines additional attributes to the media flows with respect
to QoS (direction, strength, status type) [19]. These attributes are used to communicate the

desired and the current QoS reservation status. Moreover, the preconditions concept has
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the purpose to hold the call setup transaction until all preconditions are met (i.e., desired

status is equal to current status). Then, the called user is alerted of the incoming call.

e Signaling Flow

In RFC3312’s interaction of SIP and QoS, at the application-level UAs exchange SIP
messages to establish a new session, and at the network-level UAs send RSVP PATH mes-
sages to trigger resource reservation throughout a QoS-enabled network. In its signaling
flow (Figure 6), we have identified five important steps in the interaction of SIP and resource

management:

1. Perform initial offer /answer

2. Reserve resources

3. Update users on the results of resource reservation (offer/answer)
4. Resume call setup (alert user)

5. Exchange QoS-enabled media

The first step includes a basic offer/answer SDP negotiation, with QoS preconditions
included in the SDP content of the messages. In the example shown in Figure 6, the offer
(e.g., SDP1) is sent in the initial invite request, and the answer (e.g., SDP2) is sent in
the response. Note that in this step the receiver of the call invitation is not alerted of the
incoming call. The reservation phase (step 2) must be successful and its results updated to
end users in a new offer/answer exchange which includes SDP3 and SDP4 (step 3) before
the callee is notified of the call (step 4). Finally, when call setup resumes and the callee
answers the call, QoS-enabled media exchange begins (step 5).

The signaling flow proposed in RFC3312 achieves the interaction of SIP and resource
management smoothly, through the use of preconditions in the SIP messages to hold the

call setup transaction until resources are reserved for the call.
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2.5 FEnd-to-End QoS in Heterogeneous Networks

In a network with heterogeneous domains, each with their own policies, addressing schemes,
and QoS mechanisms, the issue of end-to-end QoS has growing importance. The work
in [102] addresses this issue (in addition to the problems of firewall traversing and address
translation) in the proposal of a generic control framework, which is also standardized by
the European Telecommunication Standards Institute (ETSI) in its Telecommunications
and Internet Protocol Harmonization Over Networks (TTPHON) project [35].

Since the heterogeneity occurs mostly at the transport domain (which is the part of the
network that actually handles the data packets, i.e., the transport and network layers), the
framework uses a model in which the application layer (represented as the service domains
in Figure 7) controls the transport domains. This control architecture translates end-to-end

requirements to transport domain semantics for QoS, addressing, billing, and accounting

purposes.
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Figure 7: Application-level control of transport domains.

In addition, the authors specify in the framework interfaces between application level and
data transport level, and suggest the implementation with current signaling protocols (e.g.,
SIP, RSVP). Further work is required to adapt existing protocols to this new architecture,

which adds a certain level of complexity to the signaling needed to establish a session.
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The interfaces between application and transport levels show that there is a high degree
of signaling interaction between session control and QoS schemes. Moreover, QoS is fully
integrated at the application level since the QoS requirements are handled at this upper
layer. Concerning the implementation of this framework using existing Internet protocols,
it is necessary that the service domain have knowledge of the data path. In this case,
application layer entities (such as a SIP proxy server) should be aware of the data path. In
the Internet this is usually true at the access domains.

Considering the heterogeneity of the transport domains, the access networks may be as
well wireless access networks that can generate dynamic changes for an on-going session
(e.g., changes in user location, abrupt changes in the availability of network resources).
Thus, adding some type of control at the application-layer has the potential to harmonize

this heterogeneous network environment.

2.6 Conclusion of Literature Review

After reviewing state-of-the-art works on the interaction of application-layer and resource
management, the conclusion is that they mainly addressed the addition of a resource reserva-
tion procedure during the call setup phase. Although different levels of integration between
session control and QoS have been proposed, current studies are mostly influenced by the
resource-reservation-based QoS mechanism. Therefore, they address more strict-type call
setup schemes in order to provide assured services, as in traditional telephone networks.
Furthermore, those studies lack either performance analysis or experimental results on the
proposed schemes.

More specifically, looking from the perspective of the proxy-user interaction, Figure 8
identifies three types of interaction that have been addressed in previous works. First, in
a SIP call setup integrated with resource management, as proposed in RFC3312, SIP’s
architecture allows users to reserve resources directly using their own resource management
protocols. This is similar to the procedure in the generic DOSA signaling architecture. On
the other hand, in heterogeneous networks there are users who may not be able to request

resources directly. They may take advantage of the interaction of QoS-enabled SIP proxies
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where the proxy server requests resources on their behalf and thus controls the reservation
process. An example of work in this area is the signaling architecture proposed by Salsano
el al. [94] where a proposal for a new Common Open Policy Service (COPS) [34] client type
has been applied in the interaction of proxy servers and DiffServ entities.

The third area that has addressed the role of QoS-enabled SIP proxies is on admission
control in policy-based QoS architectures, such as the idea of gate controllers in the pioneer
work of DOSA architecture, and the RFC3313 proposal for the interaction of SIP proxies
and QoS admission control for obtaining the authorization information to reserve resources
in the network. Note that this role of proxy servers applies to both the cases when users
request resources directly or when proxies request resources on behalf of the users. Also,

different QoS mechanisms may be applied to either case.

[ Proxy—User Interaction j

Users reserve Proxy requests resources Proxy and QoS
resources directly on behalf of users Call Authorization

"""""""""""""""" N

DOSA SIP Integration with QoS Control by Extensions for SIP DOSA’s
Architecture | | Resource Management Means of COPS and QoS Admission | | Gate Controller
(RFC 3312) [Salsano et al.] Control (RFC3313) Concept

Industry Applications
UMTS QoS Framework
PacketCable Multimedia Architecture

Figure 8: Overview of previous research work.

Finally, the industry’s approach to the application-layer and resource management in-
teraction presented in the frameworks of UMTS and PacketCable covers the different cases,
i.e., either users requesting resources directly, or application servers requesting resources
on behalf of users. In both cases, the role of QoS-enabled application services in the call

authorization process is adopted.
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CHAPTER III

A LIGHTWEIGHT CALL SETUP SCHEME USING
QOS-ENHANCED SIP PROXIES

Based on SIP and the Differentiated Services architecture, the role of QoS-enhanced SIP

proxies!

is investigated in this chapter. The cooperation between resource management and
SIP occurs in a lightweight scheme that can provide coarse-grain QoS guarantees to users
who may not have direct access to QoS reservation protocols.

By implementing the proposed scheme in a testbed, performance results show improve-

ments in the quality of high-quality video applications with minimum impact to end users,

especially in terms of call setup overhead.

3.1 Problem and Solution

In traditional circuit-switched telecommunication networks, session control signaling and
resource management are all integrated (i.e., signaling for call control also selects the path
that can provide resources for the call). In addition, resource reservation is characterized
by hard-state reservations, where resources are explicitly allocated and released for a call.

In TP networks, however, the hop-by-hop principle implies no fixed route and state-
less routers. As a result, services are best-effort. To provide QoS guarantees to different
types of applications, two complementary approaches have been proposed: (i) the resource-
reservation-based approach which performs admission control and reserve resources for flows
or connections on an end-to-end basis, and (%) the differentiated services approach which
provides individual packets with different per-hop behaviors at a given node depending on
the packets’ service markings. Given these QoS schemes, the fact is that they are totally

independent from session control signaling. Hence, in the IP world there is no integration

"The concepts of QoS-enabled SIP proxies and QoS-enhanced SIP proxies are similar. But this work
introduced the term QoS-enhanced SIP proxies prior to the definition of QoS-enabled SIP proxies as described
in Chapter 2.
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between session control and QoS signaling.

This separation between session control and QoS signaling is in agreement with the In-
ternet architecture, and the independence from the network and application layers allowed
the separate development of protocols and frameworks for session control and QoS signal-
ing. Thus, it suits most of the applications in the Internet, such as traditional Web and
email traffic. However, this lack of integration between session control and QoS signaling
becomes an issue for Internet multimedia applications which offer real-time conversational
services. Such applications combine requirements of traditional telephony applications and
Internet applications. Therefore, there is a need for some level of interaction between ses-
sion control and resource management, something in between the totally integrated model
of telecommunication networks and the decentralized model of IP networks.

As discussed in Chapter 2, to solve this problem there have been several different ap-
proaches proposed in the literature. However, their approaches address a telephony-style
call setup model to provide assured services for interactive multimedia applications over
the Internet. In this chapter, the approach taken is to provide loose QoS guarantees to
the applications, through the interaction of QoS-enhanced SIP proxies and Differentiated
Services edge routers at the access network (Figure 9). The target users are access devices
that have limited capacity and may not support resource management mechanisms.

In [94], the interaction of SIP proxy servers and Differentiated Services has also been
addressed. This interaction occurred through a modified version of the COPS protocol
to request resources. However, in order to guarantee the compatibility among network
equipment and protocols, an architecture that uses a SIP-based interface for the interaction
of proxies and DiffServ routers is here adopted. The proposed SIP-based architecture to
communicate QoS related information has the advantage of being independent of a specific
QoS signaling protocol. In addition, it is based on a lightweight communication scheme,

which is independent of a centralized QoS entity such as a bandwidth broker [23, 73].
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Figure 9: Lightweight call setup scheme’s approach.

3.2 Architecture with QoS-Enhanced SIP Proxies

As shown in Figure 10, the application-level element that works as the liaison between end
users and QoS services is a stateful SIP proxy, i.e., proxies that can save the state of a
transaction. Concerning the state of the multimedia session, stateful proxies can request
through the record-route functionality [92] that user agents route the SIP messages through
them for all mid-call transactions. Thus, the stateful proxy can trigger resource allocation
depending on the context of the SIP messages received and the status of the current SIP
transaction (including the results of the capability negotiation process).

The stateful proxy is a QoS-enhanced SIP prozy, which not only supports the typical
session control functionality but also understands the users’ QoS requirements and provides
an interface with the network routers. According to [102], this interface between application
(SIP proxy) and network (router) layers communicates transport-related characteristics of
the user flows. Basically, it is a one-way interaction between SIP proxies and the network
layer (Figure 11).

The interface between the QoS-enhanced SIP proxy and DiffServ-capable edge routers

occurs through the exchange of SIP messages. For this purpose, the edge routers must
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implement a basic SIP user agent in order to communicate with the proxy. Due to the
simplicity of the SIP protocol, and since these services are used on a per-session basis, this
interface has minimum impact in the packet forwarding process of the routers.

In this one-way SIP and resource management interaction, the information from the
QoS-enhanced SIP proxy is used by the router for these purposes: (i) to classify packets by
updating the filters that perform multi-field classification, (7i) to meter the traffic according
to the bandwidth indicated in the session and manage exceeding traffic, (i7i) to mark packets
to receive appropriate per-hop behavior at the backbone. For simplicity, it is assumed that

the network can provide the required bandwidth, and the edge routers are configured with
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classes with adequate capacity. The edge routers can then classify and enqueue the packets
of the new flow according to the QoS requirements transmitted by the proxy. Additionally,
the routers do not need to keep state for the SIP session. We assume that the filters and

meters are periodically reset back to the basic router configuration.

e (Call Setup Signaling Flow

The signaling messages exchanged between source and destination end domains to set
up a multimedia call are shown in Figure 12. This scheme assumes that the edge router
of each domain has previously subscribed with the proxy server (1). The SUBSCRIBE
method [84] opens a communication channel in which the router can be remotely notified
by the proxy of the incoming media flows and their QoS requirements. Next, to place a
call the UAC sends an INVITE message (2) to the other user. In the basic SIP protocol,
without any additions, this INVITE message with an SDP body naturally includes the

following information:

e the media level attributes of the types of flows that will be exchanged in the session,
such as the media types (audio, video) and the transport port to which the media

flows will be sent;
e the required bandwidth for the session;

e end user information, represented in SIP URLs that are independent of the physical

location of the user.

In addition, the proposed call setup model adds a parameter (class) that indicates the
type of traffic in terms of QoS requirements, for instance, if the traffic requires low latency
or high bandwidth.

The call setup signaling proceeds as normal (3), and when the final response from the
called user, with the final parameters of capability negotiation, is issued (4), the proxies

at the end domains notify the router of the QoS requirements (5). The SIP messages
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Figure 12: SIP call setup signaling with interaction with DiffServ routers.

that can be used are the NOTIFY [84] requests which allow agents to send notification of
asynchronous events to remote nodes. Finally, the three-way handshake of the call setup
is completed through the final acknowledgement (6) from the caller, and then the data

streams are transmitted.

In summary, the proposed architecture keeps the session control signaling and QoS
signaling independent. At the end domains, their interaction is provided by the QoS-
enhanced SIP proxy which interacts with the edge router on behalf of the end users of the
domain. Moreover, compared with the basic SIP call setup [92] the proposed call setup flow

represents a small call setup overhead.

3.3 Testbed Experiments
3.3.1 The Testbed

A testbed (Figure 13) was implemented in order to study the interaction of session control
signaling and QoS. The testbed comprises PCs running the Linux operating system for the
SIP entities and network routers. Also, it has a bottleneck architecture, where the main
backbone allows only 10 Mbps of bandwidth, being the end users connected to 100 Mbps

Ethernet hubs.
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Figure 13: Testbed with Linux routers in a bottleneck topology.

At the access networks, SIP user agents and proxies implement a basic version of the STP
protocol (Section 3.3.2). In the experiments, a SIP user agent client initiates a call setup
with the SIP user agent server on the other end. After call setup signaling is completed,
data transmission starts between them, simulating the transmission of multimedia content.
This traffic competes with background traffic generated by the Smartbits traffic generator.
The SIP proxies in each domain are implemented in the same PCs as the routers, and they
have the added functionality of communicating the QoS requirements to the router (QoS-
enhanced proxies). In this implementation, the proxy issues the traffic control commands
directly to the router.

The router’s software consists of the Linux 2.4.7 kernel compiled with support for IP
forwarding. The routers are configured using the traffic control engine, which is part of
the iproute? package, with Differentiated Services support [5, 1]. It has methods that can

classify, prioritize, share, and limit inbound and outbound traffic.
3.3.2 Protocol Implementation

One of the advantages of SIP, especially in comparison with the H.323 protocol suite, is
the accessible implementation of the protocol and related services. As shown in Figure 14,
client-server socket programming [25, 103] is used to implement SIP and its interface with
the UDP transport protocol. Two groups of programs are defined: the core stack layer
and the transaction user layer. The core stack layer carries out the interface with the
network kernel, translates SIP text messages to objects [41], and implements the client and

server transaction state machines (which are used by both proxies and user agents). On
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top of the core stack layer, the transaction user layer implements the core programs for the
user agents and proxies. Among them, the call state machines at the user agents, and the
message routing and forwarding functions at the proxy. Additionally, the implementation
of a QoS-enhanced SIP proxy includes a QoS management functionality, which captures the

QoS requirements of SIP transactions and notifies the router of the session’s media flows.

Application

Layer User Application
Transaction ] Qs
Call State Machine : Message Routing | Manager |
User ! !
Layer Core SIP User Agent (Client/Server) ! Core SIP Proxy 3
SIP Factory - SIP Transactions
Client Server
Core State State
Stack Machine Machine
Layer ‘
SIP Parser Network UDP Server
Handler
Network UDP Datagram UDP Datagram
Kernel

Figure 14: SIP protocol implementation.

3.3.3 Experiments Configuration

In the experiments, after the call setup is completed, the user agents exchange video traffic.
It is assumed that the video traffic is of a class that requires very high quality and does not
tolerate excessive packet losses. The main objective is to measure the quality of the video
perceived by the end user, hence the focus is on packet losses. Because it is not possible
to measure the quality of the multimedia content perceived by end users in the testbed
experiments, a simple statistical analysis of the packet flow is performed. It measures
the number of consecutive packets successfully received which can indicate good quality of
the reception. In other words, the metric used in the experiments is back-to-back received

packets, which gives the average, variance, and probability distribution function (pdf) of
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the number of packets that were delivered and played back on time, with no packet drops
in between [9].

On the routers’ configuration, the differentiated services marking (dsmark) queuing
discipline is used to mark the packets, and class-based queuing (CBQ) is used to manage
the bandwidth. It is configured with three traffic classes: an expedite forwarding (EF) class
with bandwidth of 1.5 Mbps, an assured forwarding class (AF) with bandwidth of 5 Mbps,
and a best effort (BE) class with the remaining bandwidth. The EF class has the highest
priority, and its small FIFO queue (5 packets long) is served as long as it has packets. The
AF class traffic is directed to a random early detection (RED) queue. Filters are used to
classify the packets to the appropriate class, while non-matching traffic is treated as best-
effort. In these experiments, filters are configured to classify the flows according to the
destination port. Also, meters are attached to the filters in order to allow the router to
react to exceeding traffic.

In sum, this configuration of experiments is used to allow the high quality video traffic
to be forwarded as expedite forward; hence, having priority over other types of traffic.
The router’s filters and meters are configured based on the information provided by the
QoS-enhanced SIP proxy.

Two sets of experiments were performed:

e In the first set, video traffic is sent at a constant bit rate, at 128 kbps. Then, two
measurements are performed. First, statistics are collected of back-to-back received
packets (or burst lengths) for video traffic that is transmitted as AF (regular service)
in a congested network (i.e., background traffic is in the range of 5 Mbps, which is
the capacity of the AF class). Then, statistics are collected of back-to-back received
packets for video traffic that is transmitted as EF (premium service), in the same
congested network. In this last situation, the QoS-enhanced proxy communicates the
requirements of this high-quality video stream to the DiffServ edge router. They
indicate a required bandwidth of 128 kbps (committed rate) and that packet losses

should be minimized.
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e In the second set, the rate of video traffic is 128kbps, but it may vary to 156 kbps
during the transmission. The purpose of this set of experiments is to test the shaping
effects on the quality of the video transmission. As in the previous experiments, the
video traffic is first transmitted as AF (regular service) in a congested network, then
as EF (premium service) after the interaction of the QoS-enhanced SIP proxy and

routers.
3.3.4 Results

For the first set of experiments, the percentage of lost /out-of-sequence packets, and the mean
and variance of the size of the received video streams are presented in Table 1. The results
show that video traffic suffers no packet losses when transmitted as EF, in the committed
transmit rate. Also, the perceived quality improves considerably since the mean size of the
streams is just 11 packets as regular service. To better illustrate the improvement in the
perceived quality by end users, the pdf of the back-to-back received packets are shown in
Figures 15 and 16, for regular and premium service respectively. Note that dropped or out-
of-sequence packets result in smaller burst length values of back-to-back received packets,
which means less quality perceived by the end user. In the first histogram, video traffic
receives regular service in a congested network and most of the size of the back-to-back
received packets are small. On the other hand, no packet losses in the premium service is
shown as one long stream of the size of the total transmission, i.e, in the range of 10000
packets. (The plot groups all bursts longer than 200 packets in the x-axis value of 200.)
The occurrence of longer, uninterrupted streams, as shown in the second plot, provides a
better quality to the end user.

In the second set of experiments, the number of packet losses increases and the average
size of the stream is 24 packets for premium service (Table 2). Note that the large variance
in this case shows that there are streams that can be quite longer than the average, which
happens when incoming traffic is within the committed rate. However, the lower average size
of the streams in comparison with the first experiment reflects the effects of shaping when

the traffic rate exceeds the committed rate. The back-to-back received packet distributions
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Table 1: Packet statistics (experiment 1).

Service | Losses | Mean Burst Size | Var Burst Size
Regular | 8.9% 11.1 pkts 19.7 pkts
Premium | 0% 10000 pkts 0 pkts
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Figure 15: Back-to-back packets distribution, with regular service (experiment 1).
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Figure 16: Back-to-back packets distribution, with premium service (experiment 1).
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are given in Figures 17 and 18 for regular and premium services. In the histograms it can
be seen that when the end user exceeds the committed rate, as in Figure 18, the number of
out-of-sequence packets increases. Thus, the histogram shows a higher frequency of small
streams, with packet drops in between. The reason is the shaping done by the network
diverts the exceeding traffic to the regular service queue, which does not offer the same
on-time delay guarantees as the premium service queue. Therefore, packets may arrive at

the receiving end out of sequence and the quality perceived by the end user will be affected.

3.4 Conclusion

This chapter introduced a signaling architecture with QoS-enhanced SIP proxies. In this
architecture, QoS-enhanced SIP proxies interact with DiffServ-capable edge routers in a
lightweight scheme that can provide coarse-grain QoS guarantees to users who may not
have direct access to QoS reservation protocols. In addition, the proposed lightweight call
setup scheme uses a new approach (as opposed to the traditional telephony approach of
assured services) to the interaction of session control signaling and resource management.
Based on experimental comparisons obtained in a multimedia call with high-quality
video streams, the proposed approach improves the quality of the received media perceived
by end users, with minimum impact in terms of additional signaling load or call setup

delays.
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Table 2: Packet statistics (experiment 2).

Service | Losses | Mean Burst Size | Var Burst Size
Regular | 10.3% 9.7 pkts 16.7 pkts
Premium | 6.8% 24.4 pkts 4154.3 pkts
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Figure 17: Back-to-back packets distribution, with regular service (experiment 2).
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Figure 18: Back-to-back packets distribution, with premium service and shaping (experi-
ment 2).
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CHAPTER IV

ON OVERLAPPING RESOURCE MANAGEMENT AND
CALL SETUP SIGNALING: A NEW SIGNALING
APPROACH FOR INTERNET MULTIMEDIA
APPLICATIONS

In order to provide users with a practical and fast way to reserve resources during session
setup, this chapter proposes a different call setup model than that of traditional telephony.
The new model allows users to be alerted while the resource reservation takes place, thus,
taking advantage of parallel user answering delays and reservation delays. For this to occur
efficiently, existing elements of the SIP architecture provide means for independent call setup
and resource management transactions and flow negotiation. Experimental comparisons
obtained in a multimedia call demonstrate that the proposed approach reduces the impact
of the reservation delays, with maximum call setup delay improvements for approximate

values of reservation and answering delays.

4.1 Problem and Solution

To provide quality of service control, the subject of the interaction of call signaling and
resource management has addressed resource reservation during the call setup phase. Usu-
ally, the rule is to use the traditional telephony-style call setup model (i.e., users are only
alerted after all resources have been successfully reserved for the call). In the Internet,
however, this may result in long call setup delays and a high call blocking rate (“no QoS/no
call”). For instance, the works on the DOSA architecture [48] and the IETF’s proposal
for the integration of SIP and resource management (RFC3312) [19] adopt the traditional
telephony call setup model in which the end user is notified of the incoming call request

only after resources have been successfully reserved for the call.
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In particular, the signaling flow proposed in RFC3312 achieves the interaction of SIP and
resource management smoothly, through the use of preconditions [19] in the SIP messages
to hold the call setup transaction until resources are reserved for the call. However, the
additional signaling needed for this interaction and the reservation delays of the resource
management phase certainly impact the delay experienced by users and the signaling load
on the network during the call setup transaction. In order to evaluate this impact and
also motivated by the idea of efficiently using idle times during call setup (e.g., reservation
and user answering delays), this chapter proposes an experimental signaling work on the
Resource management Overlapped with Answering Delay (ROAD) call setup architecture.
The ROAD call setup architecture addresses the subject of users capable of requesting their
own resources to the network, as shown in Figure 19.

The ROAD call setup model has the objective to provide more flexibility to interactive
multimedia applications: first, motivated by the idea of efficiently allocating the normal

waiting times in a call setup transaction integrated with resource management, existing
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Figure 19: ROAD scheme’s approach.
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elements of the SIP architecture are applied to allow the call setup and resource manage-
ment phases to occur concurrently. In simple words, the network is in charge to reserve
resources for the call and catches-up with the call setup transaction when the reservation
is completed. Second, the ROAD call setup model takes into consideration the different
types of Internet applications. It includes a flow negotiation approach to adaptive and
non-adaptive multimedia applications. Basically, this flow negotiation is a best-effort/QoS
flow negotiation that occurs during the call setup phase. It has the advantage of avoiding
the “no QoS/mno call” problem to adaptive applications. As a consequence, the type of QoS
guarantees it offers is strict QoS guarantees with a short period of best-effort flow at the
beginning of the session. Therefore, it can be said that it offers “QoS most of the time”
(Figure 19). For non-adaptive applications, the trade-offs of the proposed schemes are also

considered.

4.2 ROAD - Resource management Overlapped with An-
swering Delay

The rationale behind the ROAD architecture is to take advantage of normal waiting times
during the call setup transaction integrated with resource management. On the network
level signaling, there is the delay between the resource reservation request and response. On
the application level signaling, there is the delay between alerting the callee and receiving
his/her response. Thus, is it possible to overlap the resource reservation delays with the
user answering delays? This can potentially reduce the call setup delay, save bandwidth
used for signaling, and bring light to a call setup mode that is different than the tradi-
tional telephony mode. Current architectures for SIP and resource management arrange
resource reservation and user answering delays in a sequential manner. The ROAD call
setup architecture proposes an implementation to these delays in a parallel manner, and
experimentally evaluates its benefits.

The ROAD architecture defines a simple call setup scheme in which there is interaction
between SIP UAs and QoS agents. It uses existing elements of the SIP architecture, such

as SIP requests and responses and basic SIP transactions and dialogs. Thus, it can be
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easily implemented in current SIP UAs that support communication of QoS information
in the form of preconditions as proposed in RFC3312. Concerning the QoS signaling, it is
assumed a generic QoS agent and signaling protocol. For instance, the QoS agent can be
a gate controller, an edge router, a GGSN, a cable modem termination system (CMTS),
or a bandwidth broker, employing their own signaling protocol to perform the resource
management functionality.

Furthermore, this current implementation is based on the assumption that the appli-
cation layer (e.g., a QoS-enhanced SIP proxy) has authorized the call and verified if the
network can admit the new call. This usually occurs when the first call request (invite)
is issued [48, 66]. In other words, an envelope is opened for the call, and if the user re-
quests resources within that envelope, the final results of the resource reservation will most
probably be successful. Based on this assumption, the ROAD signaling flow investigates
independent call setup and resource management transactions. Also, it proposes the use of
preconditions in a new flow negotiation approach that takes in consideration the existence

of adaptive and non-adaptive applications in the Internet.

4.2.1 Signaling Flow: Independent Call Setup and Resource Management
Transactions

Te ROAD call setup scheme includes the five main steps described in Chapter 2 (Sec-
tion 2.4.4), but its sequence of events closely resembles steps 2 and 4 occurring in parallel.
Thus, the initial call setup transaction between SIP UAs (i.e., an invite transaction) follows
the basic SIP call setup model, in which the called user is alerted of the incoming call as soon
as the invite request is received. The resource management transaction between call partic-
ipants and QoS agents is triggered when the initial offer/answer transaction is completed.
Having both transactions - invite and resource management - carried out independently,
the ROAD scheme takes advantage of the normal delays of the invite transaction (i.e., user
answering delays (Dgys)) and the reservation delays (D,es) of the resource management
transaction to reduce the impact of the interaction with resource management in the call
setup signaling delay.

As a result, the ROAD signaling flow is implemented as shown in Figure 20. Looking at
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this signaling flow from a higher level, the signaling flow includes two invite transactions.
The first invite request initiates the call setup transaction between caller (SIP UA1l) and
callee (SIP UA2). This transaction, which follows a basic SIP call setup, can establish a call
between SIP UAs. Then, within an active call and after the resource management transac-
tion is completed, the second invite request - a re-invite - updates the session’s parameters.
This re-invite transaction updates users on the results of the resource management transac-
tion. In summary, two offer/answer exchanges occur: in the first invite, the offer (SDP1) is
carried in the invite request, and the answer (SDP2) is carried in the provisional response
“ringing”; in the re-invite, the offer (SDP3), which has updated parameters of the resource
reservation, is carried in the invite request, and the answer (SDP4), with also updated pa-
rameters, is carried in the final response “ok”. After both invite transactions, QoS-enabled
data exchange begins.

Within the first invite transaction, when the caller issues the initial offer QoS-enabled
SIP proxies authorize the service and verify if the network can admit the call. This in-
teraction between QoS-enabled proxies and the network layer’s policy control entities may
occur in different ways. For brevity, the details of this interaction have been omitted in the
presented signaling flow, but the idea is that the invite request does not reach the callee if
the service has not been properly authorized.

Then, as soon as the offer/answer exchange is completed, caller and callee trigger the
resource management transaction. As it is proposed that the SIP invite transaction and the
resource management transaction occur in parallel, the callee may answer the call during
the resource management phase. If this happens, his/her answer is acknowledged and the
session may be established before the reservation is completed. For this reason, there is
a time in the ROAD call setup scheme that call participants may start transmitting the
multimedia flows, even though the resource reservation process is not completed and/or the
re-invite transaction has not updated users of the results of the reservation. This time is
counsidered as a best-effort (BE) interval, since the multimedia flows may be transferred as
best-effort with no QoS guarantees before the completion of the ROAD call setup. Thus, the

BE interval comes as a trade-off: the simple ROAD signaling scheme overlaps reservation
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Figure 20: ROAD signaling flow.

and user answering delays at the expense of potentially less strict QoS guarantees at the

beginning of the session.
4.2,2 Call Setup Delay and BE Interval

In the ROAD call setup scheme, the total call setup delay T includes the delay of the

first invite transaction (7'1) and the delay of the re-invite transaction (7'2). In the first
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invite transaction, the delay T'1 is a sum of the overall signaling delay (d) (which includes
transmission, propagation, queuing, and processing delays), and the reservation delay (D)
or answering delay (Dgys), whichever is larger. In the re-invite transaction, the delay 72
is only due to the signaling messages’ delays and is not affected by any reservation or
answering delays. Therefore, the delays for the ROAD call setup scheme can be expressed

as in Equations 1 and 2.

T1 = d + maz(Dres, Dans) (1)

T =T1+T2 (2)

Now focusing only on the reservation and answering delays, we can take a look at the

total call setup delay and the BE interval from two perspectives:

1' DTCS S Dans

When the resource management transaction finishes before the initial invite transac-
tion, users do not notice the reservation delay since it has no impact on the call setup

delay:

T=d+ Dy +T2 (3)

Also, the BE interval is in its lowest level, i.e., it is approximately the duration of the

re-invite transaction which updates users on the results of the reservation:

BE ~ T2 (4)

In this case, the BE interval represents the time the network needs to catch-up with

the call setup transaction.
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2' DT‘@S > Dans

When the resource management phase takes longer and continues even after the callee

answers the call, the reservation delay directly affects the call setup transaction:

T=d+ Dyes +T2 (5)

And the BE interval increases as the difference between reservation and answering

delays becomes more evident:

BE ~ (Dyes — Dans) + T2 (6)

In summary, the first case (Dyes < Dgps) shows the natural advantages of the ROAD
signaling scheme, with a small BE interval and no impact of the reservation delay on the
user’s call setup delay. In contrast, the latter case (Dyes > Dgps) shows the greater impact
of the reservation delays on the BE interval and call setup delay. Note that in both cases

the total call setup delay (T') includes the BE interval (BE).
4.2.3 BE/QoS Flow Negotiation

Since the BE interval is affected by the difference between the reservation and answering
delays, and being both delays variables difficult to control from the point of view of the
applications, the ROAD scheme includes a flow negotiation approach in which the appli-
cations can take advantage of the simple signaling of the ROAD scheme to overcome the
impact of the BE interval in the beginning of the multimedia session. This flow negotiation
allows the applications to consider two options during the BE interval: (1) to hold the data
transfer until the completion of the call setup, or (2) to allow the data transfer in a lower
quality mode (i.e., best-effort mode) as a preliminary multimedia session during the call
setup. This will depend on whether the application supports the difference in the network
resources availability during the BE interval.

To allow the two alternative ways of operation, the proposed flow negotiation approach

applies the flow id concept [17] which allows applications to specify different flow formats as
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a unique flow. By adding extensions to the SDP content of the SIP messages following the
flow-id concept, a best-effort flow and a QoS-enabled flow can be defined under a unique
flow id. Thus, it is basically one flow, but that can be sent in different forms, only one active
flow at a time. This concept is applied to a video flow in the SDP shown in Figure 21.

Flow—-ID Concept SDP Implementation
Video Flow: group Flowl, Flow2 — a = group: FID 1, 2
Flow 1 — QoS—Enabled Flow m = video 51372 RTP/AVP 32
Flow 2 — Best—Effort Flow \\\\\\\\& a = rtpmap:32 MPV/90000
a = class:gos A2 e2e sendrecv
a = inactive
a = mid:1
m = video 51374 RTP/AVP 32

a = rtpmap:32 MPV/90000

a = quality:0

a = mid:2

Figure 21: Best-effort and QoS-enabled flows are grouped as a unique flow.

To differentiate a BE flow from a QoS-enabled flow, there are two options: using the
same codec, or using different codecs if supported by the applications. By using the same
codec, an SDP flow attribute of quality can give a suggestion for the quality of the encoding.
As in the video flow example of Figure 21, a “m=quality:0” attribute to the video flow tells
the codec to use “the worst still image quality the codec designer thinks is still usable” [51].
The second alternative (i.e., by using different codecs) is to define the BE flow as a lower
quality, lower bandwidth video flow from a different encoding type than the QoS flow.

In addition, to define the flow’s required service class, the “class” media attribute line
is adopted in the QoS-enabled flow’s definition. Using some concepts of the RFC3312’s
preconditions approach, and using a classification similar to the one proposed in [22], this
attribute includes information on delay/packet loss tolerance (e.g., in Figure 21, class A2
defines a real-time traffic class that allows moderate levels of packet loss), type of QoS
(end-to-end), and direction of QoS-enabled flow (send/receive).

Now, from the viewpoint of the applications, some may be intelligent and adaptive in
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a way that they can accommodate differences in the BE/QoS-enabled performance. Thus,
they may tolerate the additional packet losses and delays that may occur at an earlier
start of the multimedia session, during the BE interval. In this case, the media exchange
should be allowed to start in a BE mode, to be transitioned later to a QoS-enabled media
exchange. That is the case shown in Figure 22.a, where the user datagram protocol (UDP)
is used to carry the multimedia packets (this means that UA2 may start transferring data
as soon as it sends its final response to the first invite transaction). This example of flow
negotiation assumes a successful resource reservation initiated by both call participants
(UA1 and UA2). Thus, in the re-invite transaction the QoS-enabled flow is activated in
both directions (send/receive).

Other types of applications include those that may be overwhelmed by discrepancies in
the resource availability in the network. Either the required bandwidth is available for the
application and the application operates normally, or the application does not operate in
an acceptable mode that allows communication between end users. In this way, the best
option for the application is to put the media flows on hold during the BE interval, as
shown in Figure 22.b. Basically, there are no BE flows and the QoS flows are set to inactive
operation until the user agents update each other on the status of the reservation. In the
case of a successful reservation, we can say that for non-adaptive multimedia applications
the BE interval represents the post-pickup delay (i.e., the delay after the call is answered)
that the callee experiences before QoS-enabled multimedia exchange begins.

Now considering the case of an unsuccessful reservation, then the call may continue
as BE for adaptive applications but must be cancelled for non-adaptive applications. The
latter means a greater impact to users who have been alerted in vain. However, based on the
previous assumption that an envelope has been set for the call during the call authorization
process, the chances of an unsuccessful reservation are small. Thus, the impact to call
participants lies mainly on the BE interval.

To sum up, the main point of the BE/QoS flow negotiation approach is to properly

handle the users’ ability of an early media transmission that comes as a result of the ROAD
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Figure 22: ROAD flow negotiation: (a) for adaptive applications, (b) for non-adaptive
applications.

call setup way. To adaptive multimedia applications, it allows an earlier start of the mul-
timedia session and reduces the idle time during call setup. To non-adaptive multimedia
applications, it holds the multimedia transmission until the full completion of the ROAD

call setup signaling.
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4.3 Testbed Experiments

In order to study the interaction of session control signaling and resource management
proposed in the ROAD call setup architecture, the SIP testbed (Figure 23) is configured in
the same bottleneck architecture as described in the previous chapter. The main backbone
allows only 10 Mbps of bandwidth, being the end users connected to 100 Mbps Ethernet

hubs.

SIP UAC 10 Mbps Q

l@l I@l o
100 Mbps

- Linux Router Linux Router
SIP Proxy
" jiiilll

QoS Agent SIP Proxy (P2)

SmartCard

ML7710
SmartCard Network 2
ML7710
100 Mbps

Network 1

Figure 23: SIP testbed’s topology and hardware.

At the access networks, a SIP user agent client (UAC) in Network 1 initiates a call setup
with the SIP user agent server (UAS) in Network 2. A generic QoS agent is implemented
in the same machine as the edge router of Network 1. When the SIP user agent sends
a resource reservation request to the QoS agent, a reservation delay timer is triggered in
order to emulate the propagation of QoS signaling requests throughout the network. The
QoS agent configures the router’s traffic control engine, which has Differentiated Services

capabilities.
4.3.1 Metrics

The experiments have the goal to determine the delay, number of messages, and total
number of bytes transferred in the set up of a multimedia call. The call setup delay (T)
is computed from the time the UAC transmits the initial invite request to the time the

UAC receives the final “ok” (as in Figure 20). Also, to exemplify the signaling overhead
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measurements, Figure 24 illustrates the total number of bytes exchanged in one of the tests
of the RFC3312-based call setup scheme. Note that the total number of bytes transferred

is a sum of the size of all messages exchanged between SIP UAC and proxy P1.

UAC P1 Size (bytes)
INVITE (SDP1) 656
100 Trying 270
183 In Progress (SDP2) 678
PRACK 328
200 OK - PRACK 316

Resource Reservation

UPDATE (SDP3) 656

200 OK — UPDATE (SDP4) 637

180 Ringing 276

PRACK 328

200 OK - PRACK 316

200 OK — INVITE 314
ACK Total = 4775 bytes

Figure 24: Example of how the number of bytes was obtained.

4.3.2 Results

In the call setup delay experiments, the focus is on the main differences between the ROAD
signaling flow and the RFC3312-based signaling. Hence, two things are compared: how the
sequence of events, and how the amount of signaling (messages, bytes/message) affect the
call setup delay. Thus, it is assumed in the experiments that the SIP messages of both
schemes experience the same processing delays and same network-related delays.

Experiments were performed in which the answering delay is set as a constant variable

47



(Dgns = 0, 1, 5, 10 and 20 sec) and the reservation delay (D,.s) varies from 0 to 2 seconds
(Dres = 0, 100 msec, 300 msec, 500 msec, 1 sec, and 2 sec). The values of reservation
delays are in a range close to the one used in [53] (i.e., 1.5 sec for RSVP). The values of
user answering delay tend to be higher since the alerting duration in telephony may be
significantly greater than 1 second. Also, the user answering delay of 0 seconds is to test a
boundary condition that can show the difference in the call setup delay of both schemes as
a result of the overall delay of the signaling messages (d).

The call setup delay results are shown in Figure 25. In the plots of the RFC3312-
based call setup delays, the delay increases linearly as the reservation delay increases and
the answering delay is kept constant. In the plots of the ROAD scheme, however, we can

identify these two different regions (as in Section 4.2.2):

1. When D,.s < Dgy,s, a near flat line shows that the call setup delay can be approxi-
mated to the user answering delay (T ~ Dgys). In this region, the call setup delay
savings of the ROAD scheme over the RFC3312-based call setup scheme increases with
the value of the reservation delay (Dyes). In addition, the results within this region
for the experiment in which D,,s; = lsec (Table 3) confirm that the BE interval’s

duration is very close to the duration of the re-invite transaction (T2).

2. When D, > Dgys, the call setup delay increases linearly as the reservation delay
D,.s increases (T = D,s). This can be seen in the plots of Dg,,;=0 and 1 second.
As the reservation delay increases for both schemes being compared, the difference
between them becomes stable and approximately equal to the user’s answering delay
Dgyps. Also in this region, the BE interval’s duration in Table 3 jumps to a higher
level, which is approximately the difference between the reservation and answering

delays.

Note that in the ROAD call setup delay results of Figure 25, even when the answering
delay is equal to zero, the ROAD call setup scheme is still advantageous in terms of reducing
the total call setup delay, mainly because of its reduced signaling load. Our results show

an average delay difference of 426 msec, when Dg,,=0 seconds.
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Figure 25: The ROAD scheme’s call setup delay in comparison with the RFC3312-based
signaling.

Table 3: The best-effort interval (Dg,s = 1 sec).

D,.s (msec) | T2 (msec) | BE (msec) | T (msec)
100 60 68 1218
300 59 62 1202
500 91 74 1255
1000 76 122 1281
2000 96 1136 2317

Proportionally to the call setup delay values obtained in the testbed for the RFC3312-
based signaling scheme, the call setup delay reduction of the proposed ROAD scheme is
depicted in Figure 26. As the answering delay increases to 20 sec, the call setup delay values
of both schemes get closer, and the call setup delay reduction shows a phase of diminishing

returns, being only around 10%. Basically, the delay of the reservation transaction is being
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saved when the call setup and reservation are done in parallel. Thus, the real advantage
of the proposed scheme was achieved for values of reservation delay close to the answering
delay. For instance, the call setup delay reduction of the ROAD scheme was in the range
of 30% improvement when D,.; = 2sec and Dy, varied from 1 to 5 seconds. Even better
results (up to 50%) were obtained for D,.s < 1sec and Dgys = 1sec.

Besides offering call setup delay savings, the ROAD scheme requires less messages and
comparable number of bytes per call setup than the RFC3312-based scheme: 9 messages
vs. 11 messages, and in average 4625 bytes vs. 4787 bytes, respectively. However, both
schemes add considerable overhead to a basic SIP call setup transaction: the average number
of bytes of a basic SIP call setup being 1630 bytes, for 4 messages (without acknowledge-
ment messages to provisional responses (PRACKSs)). A comparison of the signaling load
of both schemes can be observed in Figure 27, which shows the number of bytes per call
setup when QoS-related information is added to the SDP content of SIP messages, i.e., the
BE/QoS flow negotiation for the ROAD scheme, and the basic preconditions approach for
the RFC3312-based call setup scheme. The leftmost bars compare both schemes using a
plain SDP content, i.e., without QoS-related information in the body of the STP messages.
Then, the rightmost bars compare both schemes using the flow negotiation and precondi-
tions approach. The results show that the ROAD scheme with the proposed BE/QoS flow
negotiation adds 26% more bytes than the same ROAD signaling with plain SDP, while
the RFC3312-based signaling scheme with preconditions creates around 11% increase in
the RFC3312-based signaling without preconditions (i.e., for the conditions we assumed
in the experiments: end-to-end QoS in both directions for two flows). In conclusion, the
ROAD flow negotiation with a QoS-enabled flow and a BE flow creates proportionally more
overhead than the preconditions approach of RFC3312, given the conditions tested. But
for similar SDP contents, the ROAD scheme always uses fewer messages and bytes per call

setup than the RFC3312-based scheme.
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Figure 27: Comparison of number of bytes increase.

4.4 Conclusion

Motivated by the idea of efficiently allocating the idle times (i.e., reservation and user an-
swering delays) during a call setup transaction integrated with resource management, this
chapter proposed the ROAD (Resource management Overlapped with Answering Delay)
signaling scheme. It can be easily implemented in current SIP UAs that support commu-
nication of QoS information in the form of preconditions, as proposed for the integration
of SIP and resource management (RFC3312). Basically, the ROAD scheme is envisioned
as a new version of the RFC3312-based signaling scheme: one that applies a different and
more flexible model than the traditional telephony-style call setup model; one that may suit
better users and network operators that favor shorter call setup delays and less signaling
load, at the expense of possibly less strict QoS guarantees.

By allowing a best-effort/QoS flow negotiation during call setup, the ROAD scheme
avoids the “no QoS/no call” problem for adaptive applications. As for non-adaptive mul-
timedia applications, users may experience a brief post-pickup-delay or, in the worst case
of an unsuccessful reservation they may be alerted in vain. In this last issue, as future

work some specific applications will be chosen to evaluate the probability of unsuccessful
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reservations vs. the risk of alerting users prior to the completion of the reservation.

With the SIP testbed, it has been demonstrated the feasibility of having a SIP call
setup scheme integrated with resource management, where the call setup transaction and
the resource management transaction occur in parallel. On the evaluation of the call setup
delay savings and signaling load of the ROAD scheme, the conclusion is that in most cases
the ROAD scheme offsets the reservation delays. In addition, proportionally to the call
setup delays obtained with the RFC3312-based signaling scheme, the most gains from the
ROAD scheme are achieved when the user answering delays and the reservation delays are
in a close range.

Moreover, the ROAD scheme is based on a new call setup paradigm and offers an

experimental view of the interaction of SIP and resource management.
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CHAPTER V

ON THE INTERACTION OF SIP AND ADMISSION
CONTROL: AN INTER-DOMAIN CALL
AUTHORIZATION MODEL WITH QOS ENHANCED SIP
PROXIES

In heterogeneous network environments such as the Internet, assuming that the networks
support service differentiation, each in their own way, it is very important to manage how
interactive multimedia applications use the networks’ enhanced services. As a step in this
direction, ways to ensure that these services are properly authorized and accounted for are
needed. Therefore, this chapter addresses the role of QoS-enhanced SIP proxies to authorize
QoS-enabled multimedia sessions, based on the session’s policy information and the network

resources’ availability.

5.1 Problem and Solution

In the SIP architecture, user agents (UAs) must be authenticated and authorized for every
call or session request they make. Usually, SIP proxy servers perform the role of authen-
tication and authorization [95]. For call authentication, SIP uses a digest authentication
mechanism [92] derived from HTTP digest authentication [39]. However, no call autho-
rization system is recommended in the SIP standard. For this reason, the way the proxy
performs the call authorization is still generic and open for discussion.

The proxy’s role of call authentication and authorization can be combined to the role
of an application-layer admission control. The latter meaning that the application layer
interacts with the network layer entities to verify in a higher level if the network can admit
the call. This is done in the initial steps of the call setup signaling, and has the potential to

avoid the large number of signaling transactions that are transferred between end domains
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when for instance the requested resources cannot be committed to the call. Basically, what
has just been described is very similar to the idea of gate controllers. The concept of
gate controllers was introduced in the DOSA network architecture for IP telephony [48].
The gates are the ones that control and provide access to network resources, such as edge
routers that act as policy enforcement points (PEPs). Gate controllers make the decision
on whether the gates should be opened to admit the new call and they set up the gates for
the session.

The architecture in which the gate controller concept was originally proposed is a generic
signaling architecture and does not address the details of the SIP architecture. A more
recent work by the IETF (RFC3313) [66] defines a SIP extension that can be used to
integrate QoS admission control with call signaling. This extension consists of a new header
field called P-Media-Authorization header, which the proxy attaches to a SIP message
to inform the UA of the results of QoS media authorization (Figure 28). The P-Media-
Authorization header is only applicable in administrative domains, or among federations of

administrative domains with common policies.

P-Media—Authorization
. = | Proxy
5 Lo
| Sessm.m S ' Authorization Token
[ Policy |, |
¥ v
UA oo, Edge |.........
Router | oS—Enabled

Media Flow

Figure 28: Basic architecture for media authorization (RFC3313).

It is important to note that the motivation for the SIP extension proposed in RFC3313 is
to provide policy control over whether a media flow should have access to QoS (i.e., media
authorization) or not. Therefore, the interaction between application layer and network
layer is mainly in terms of transferring session’s policy information and the results of call
admission on a preliminary policy-based admission control in the interface between SIP

proxies and PEPs. The results of media authorization are in the form of an authorization
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token, which RFC3313 describes as “sufficient information for the user agent to get the
authorized QoS for the media streams”.

In the interaction of SIP and admission control, there are additional services that can be
provided to enhance the media authorization model proposed in RFC3313. Here are some

aspects that are considered in this chapter:

e Call authorization status at the destination domain: There are some open issues on
how to ensure that the call request that arrives at the destination has been properly
authorized at the origin domain. Media authorization is the main issue here, since in
the scheme proposed in RFC3313 the media authorization token is transferred only
inside a domain, from proxy to user agent through the P-Media- Authorization header.
Therefore, the destination domain has no information on the call authorization status
at the origin domain. Typically, the destination domain assumes that if the request
has been successfully forwarded then it has been properly authorized at the origin
domain. However, considering that the signaling path is usually independent from
the data path, potential problems occur when the signaling path does not include
the proxy that would interact with the network for media authorization. Another
potential problem is when the invite request is forwarded independently of the positive
or negative results of the media authorization process. In both cases, there is no way
that the destination domain can verify whether the call has received QoS authorization

at the origin domain or not.

e Caller’s account information: Additional granularity to the call authorization process
is desired in an open environment of untrusted domains and/or untrusted users (e.g.,
mobile users), according to [101]. Also, the destination domain requires additional
information about the caller’s identity in order to authorize the call completion or
not. However, if the caller’s additional attributes are needed for call authorization at
the destination domain, in general its proxy would have to retrieve it from a remote

server and this would originate additional delays to the call setup process.

o Signaling impact on the call setup process: The additional signaling needed in the
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interaction of SIP proxies and the network layer to obtain media authorization for the

session requires an analysis of its impact on the call setup process.

In addition, by combining the concepts behind the idea of SIP proxies as gate controllers
to the media authorization model proposed in RFC3313, the interaction between SIP proxies
and the network for call admission is extended to include a verification from the network
layer on the resource availability for the session. Thus, an envelope is opened for the session
and if the user reserves resources within that envelope, then the resource reservation will
complete successfully. This can be seen as a two-way interaction between application and
network layers, where the proxy informs the network about the session’s parameters and
QoS requirements and gets information on the network’s ability to accept and handle the
call. This completes the proxy’s media authorization process.

Targeting in this direction, an implementation of a call authorization model (Figure 29)
that combines the concept of gate controllers to the media authorization model proposed
in RFC3313 is presented in this chapter. In this model, QoS-enhanced SIP proxies function
as gate controllers to admit new calls to the network and to set up the session’s policy at

the edge routers (PEPs). This interaction of SIP proxies and edge routers provides similar

[ Proxy—User Interaction }

Proxy and QoS
Call Authorization

.

SIP Extensions for DOSA’s
Media Authorization Gate Controller
(RFC3313) Concept

>, K4

N
.
N
N
.
.

Two—way Application—Network
Interaction: an Inter—Domain
Call Authorization Model

Figure 29: Inter-domain call authorization model’s approach.
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functionality to the interaction proposed in RFC3313. However, in the proposed imple-
mentation of SIP proxies as gate controllers, the goals are to overcome the aforementioned
issues of communicating call authorization status to destination domains and adding more
granularity to the call authorization process. In addition, the model is tested in a SIP
testbed to evaluate the impact of this two-way proxy interaction with the network on the

basic call setup signaling delays.

5.2 Network Scenario

The proposed work addresses the need of integration of origin and destination domains in
the call authorization process; thus, call authorization in each remote access network is
part of a larger call authorization model: an inter-domain call authorization model. Since
QoS-enabled multimedia sessions are considered, this call authorization model is part of a
call setup architecture that integrates SIP and resource management [19].

In this implementation of an inter-domain media authorization for Internet multimedia
applications, the network scenario shown in Figure 30 is used as an example. This scenario
assumes a set of common policies among end domains, as it occurs in a federation of
trusted domains. However, there may be untrusted domains in the path between origin and
destination domains.

The network scenario is adopted from a university (Georgia Tech) that has remote
and independent campus locations, where multimedia sessions may be established between
different campuses. Students, professors, or administrative personnel may move temporarily
from one campus to another and still be able to access the multimedia services they usually
access from their home campus. An example of user mobility across different campuses and
a review of the main steps to establish a multimedia session using SIP are given next.

In this example, end user Alice (Alice@GT-Savannah) moves from her home campus
to GT-Atlanta campus (step 1). She logs into a machine of the new domain and registers
herself. Her registration request (2) is proxied to her home registrar server. The registrar
server stores Alice’s current location information in a location service database, which will

be accessed when someone tries to call Alice. Based on the information on its current

58



GT - Atlanta

GT - Lorraine

E’

SIP Proxy\

Untrusted Domain

NE

l’ \\§IP Proxy

Nl

_____

1 GT - Savannah

g Regl%trar

SIP Proxy

Legend:

¢~ 7= Alice’s relocation

~—— SIP Signaling

<= ==> Multimedia Data

Figure 30: Network scenario.

location, the incoming call will be properly routed to Alice at the other domain. In other
words, the registration process binds a user-level identifier (sip:alicec@GT-Savannah) to a
temporary IP address or host name [100].

At the new domain, Alice wants to set up a video conference with a user at another
domain, e.g., GT-Lorraine. Alice can be for instance a student who wants to attend a
remote class taught at GT-Lorraine, or a professor who wants to attend via video-conference
a dissertation defense that is taking place at GT-Lorraine. So, Alice sends a SIP request to
establish the new session (step 3).

Besides the fact that Alice is a new user in her new location (GT-Atlanta), there may
be untrusted SIP proxies in the signaling path. Thus, during the session establishment
Alice’s identity must be authenticated in the origin and destination domains. Also, call
authorization and QoS-enabled media authorization must be performed. For this, the sig-
naling information, including Alice’s authenticated identity [58] and its attributes (e.g., its
authority level inside the university) must be safely conveyed from one domain to another.

At last, media flows are exchanged (step 4) in a data path that may be different from
the SIP signaling path. Edge routers at each domain are considered as policy enforcement

points to control the outgoing and incoming flows of a domain.

59



5.3 Inter-Domain Call Authorization Model

Based on RF(C3313, there is really no way to inform the destination domain that the call
has been authorized (in special media authorization). Therefore, an end-to-end approach to
media authorization is to have a SIP proxy in each domain that strictly performs the role of a
gate controller - a, QoS-enhanced SIP Prozy-GC - and exchanges policy control information
and call authorization status to trusted domains. An overview of the call authorization
model here proposed is presented in Figure 31, which highlights the functionality of the
proxy layers for call authorization. The relationship of the proxy with other signaling
and transport-level entities and the steps needed in a call setup with inter-domain call
authorization are also shown.

Concerning the structure of the QoS-enhanced SIP Proxy-GC for call authorization, the
higher layers depend on decisions and information from the lower layers. As shown in the
block representing the QoS-enhanced SIP proxy-GC in Figure 31, the top of the structure
includes service-specific admission control and media authorization. They both rely on an
authentication service, which in turn relies on user’s account information that is stored
in a local database. This local information can be obtained during the user’s registration
process, where in addition to informing its current location, the user can inform its media
capabilities [88] and user’s attributes for a more granular authentication process as discussed
in [101].

In the proposed implementation, policy information and call authorization status are
transferred between domains so that end users and proxies work together in the role of
inter-domain call authorization. Policy information (e.g., user’s authority level) and call
authorization status are carried in a new header P-Auth-Profile added by the SIP proxy
and transported over the network to inform the destination domain if the media flows have
been authorized at the origin domain, and vice-versa. In Figure 32, the new header’s fields
are described, according to ABNF syntax [27].

As of the current implementation, the P- Auth-Profile header carries two parameters: the
user’s authority which is here defined based on our university campus network scenario (e.g.,

STUDENT, FACULTY, STAFF), and the call authorization status that explains whether
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P-Auth—Profile Header Fields

P-Auth-Profile = "P-Auth-Profile" HCOLON
user—authority SEMI call-authorization-status

user—authority = ("faculty" | "student" | "staff")
call-authorization-status = ("SRC" | "DEST" | "SRCDEST")

Figure 32: New header’s P-Auth-Profile description.

the request has been authorized in the source, destination, or both domains (e.g., SRC,
DEST, SRCDEST). Concerning the new header’s application in SIP requests and responses,
it can be used only in those requests and responses that can carry a SIP offer/answer (in a
similar way as the P-Media-Authorization header [66]).

After the QoS-enhanced SIP proxy-GC defines that the request can be serviced (i.e.,
service-specific admission), it interfaces with transport-level entities (e.g., an edge router) to
verify if the network can admit the call (Gate Admit) and to inform the network about the
session’s attributes (Gate Setup). In the first step of verifying if the network can admit the
call, just a basic verification if the user can be serviced in its class of service is performed.
The network verifies the amount of aggregated resources already allocated for the class.
In case it is close to the maximum provisioned amount, the edge router can request more
resources to a bandwidth broker, for instance using the inter-domain resource management
model proposed in [105]. A second step of informing the network about the session’s
attributes and policies is needed to verify the resource reservation’s requests (per-flow or
per-session requests) that the user agent performs for the new session. This second step
must be performed at both the origin and destination domains. SIP proxies-GC, thus, are
in charge of transferring policy information between domains, by augmenting the header of
the SIP message being forwarded with the new header P-Auth-Profile previously described.
As this is a private header, the SIP proxy-GC may encrypt this information. Since in
our network scenario the origin and destination domains share a mutual trust relationship,
they can have a mutual agreement to decrypt the information in the header. Thus, at
the destination domain, this policy information is used by the QoS-enhanced SIP proxy-

GC to perform service-specific admission control and media authorization. This last step
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means interfacing with the edge router to set up the session information that will be used

to authorize resource reservation requests.
5.3.1 Call Signaling Flow

In summary, Figure 33 illustrates the call signaling flow at the origin and destination do-
mains. Following the succession of events, at the origin domain these are the functions the

QoS-enhanced SIP proxy-GC performs to authorize a new call request:
e User authentication (1)

— After challenging the user, the proxy verifies its identity by querying a database
that has the user’s account information. This information may be limited only
to the authority level and class of service of the user. For a new user in the
domain, this information can be loaded during registration and its authenticity

then verified with the user’s home domain.
e Service-specific admission control (2)

— Based on the user’s information, the type and priority of the request, the proxy
verifies the domain’s local forwarding policies to verify, for instance, if this type
of call can be serviced in this domain, if the number of calls the proxy can serve
has not reached the maximum allowable limit, or if there are restrictions on

forwarding the request to the destination.
e Media authorization - Gate Admit Request (3)

— In this step, the proxy interfaces with a resource manager or policy control point
at the network level to verify if the network can admit this call, in terms of
required resources and the type of user. The proxy gives information to the
network such as the bandwidth required for the call, the class of service, the call

priority, and the authority level of the user.

If these steps complete successfully, the proxy forwards the request with additional

policy control information in the P-Auth-Profile header. Upon receiving the request, the
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QoS-enhanced SIP proxy-GC at the destination domain performs the following functions:

e Service specific admission control (4)

— Being informed by the origin of the request of the user’s attributes and that the
request has been admitted to the network at the origin domain, the proxy at
the destination domain makes the decision on whether to forward the request to
the final destination. Local policies may define a maximum number of users in a
given multimedia session, or only users at a given authority can make this type

of call.
e Media Authorization - Gate Setup (5)

— The proxy sends a gate setup request to the edge router with the policy infor-
mation associated with the session information (e.g., call id) that arrived in the
request. The edge router or policy control agent saves this information for use
when it receives a resource reservation request for the flows associated with this
call. Therefore, from this point on, the edge router saves a state for this session
with this policy control information. (This state will then be maintained by the
session reservation requests. If no reservation requests are received, it is auto-
matically released.) The proxy updates the information on call authorization
and media authorization in the header of the STP messages so that states do not

need to be saved at the application level.

If these steps complete successfully, the proxy then forwards the request to the final
recipient of the call request. This user then performs the media capability negotiation
to decide which media flows it can communicate (6). Then it issues a response with a
new session description (183 Session In Progress response, with SDP2 in the body of the
message, and an updated P-Auth-Profile header). When this response arrives at the origin
domain, the proxy sets up the gate in a similar way as it is done at the destination domain
(step 5), with the updated information on the media capabilities and the call authorization

status (7).
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When the resource management phase begins, reservation requests are triggered at the
user agents at both the origin and destination domains. The edge routers then verify if
the media has been authorized and if its gates have been set up for the call. To do this,
it verifies the policy information contained in the resource reservation request with the
policy information it has saved for that user. To illustrate the mapping of application-layer
information to policy information for the session, Figure 34 gives an example of the contents
of a SIP message (header and body) and the session’s policy information that is sent to the

routers and associated with the authorization token.

INVITE sip:netlab5.gtrep.gatech.edu:5060 SIP/2.0

Via = SIP/2.0/UDP netlab2.gtrep.gatech.edu:5061;branch:z9%hgdlkx
To = sip:ece8000@netlab3.gatech.edu:5060

From = sip:alice@netlab2.gtrep.gatech.edu:5060; tag=60281
Call-ID = 19955946@netlab2.gtrep.gatech.edu

Header
CSeq = 19955546 INVITE

Max-Forwards = 10

Priority = URGENT;

P-Auth-Profile = FACULTY; SRC

Contact = sip:alicelnetlab2.gtrep.gatech.edu

v =20

o = alice 2890844526 2890842807 IN IP4 130.207.230.189
General | g — ECE8000 Class

Session

Information ¢ = IN IP4 130.207.230.189

b = CT:256
t = 3034423619 3038023619
Flowl: | m = audio 49170 RTP/AVP 0

Audio a = rtpmap:0 PCMU/8000

Flow a = curr:gos e2e none
| a = des:gos mandatory eZe sendrecv
[ m = video 51374 RTP/AVP 32 rcv
Flow2:
ow a = rtpmap:32 MPV/90000
Video
Flow a = curr:gos e2e none
a = des:gos mandatory eZe rcv
Session Policy Information:
UserID  Authority Service Type ~ Call-ID  Bw  Flow Description
Token Alice FACULTY Urgent ‘ 19955946 ‘ 256 flowl (send)

flow1 (recv)
flow2

Figure 34: Mapping of SIP messages content to policy control information.
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Finally, based on the call setup signaling flow here presented (Figure 33) and the use
of the header P-Auth-Profile, the QoS-enhanced SIP proxy-GC uses the algorithm illus-
trated in Figure 35 to forward the invite request at the origin and destination domains
(i.e., caller’s and callee’s domains). In this algorithm, first the call’s priority (defined in
the PriorityHeader) and user’s attributes are gathered at the caller’s domain. Then,
service admission is performed based on the caller’s and callee’s addresses, call priority,
and caller’s authority within the domain. This is followed by the interaction with the
QoS agent (sendRequest (GATEADMIT)). Finally, the new header P-Auth-Profile is added
(addAuthorizationHeader) to inform the destination domain about the call authorization
status and caller’s authority. At the destination domain, similar procedure occurs, with the
difference that information about both caller and callee are gathered, and if the GATESETUP

request is successful, the P-Auth-Profile is updated (updateAuthorizationHeader).
5.3.2 Unauthorized Calls

The QoS-enhanced SIP proxy-GC is a logical role of a SIP element. According to the SIP
standard [92], when a request arrives an element that can play the role of a proxy first
decides if it needs to respond to the request on its own. In this case of responding directly
to a request, the element is playing the role of a user agent server (UAS). Thus, in the call
signaling flow of the QoS-enhanced SIP proxy-GC (Figure 33) it is assumed that the proxy
behaves like a UAS and thus can issue error responses back to the initiator of the request.
The proposal here is to assign a specific code reason to the error response and to identify
the element that issued the response. In the former case, a specific code reason explains the
reason for the rejection of the request, such as if the type of service requested cannot be
performed, or if the network does not have enough resources to admit the new call request;
in the latter case, identification of the SIP entity in the error responses allows the initiator
of the request to ask it for additional information about the error if needed.

Several categories of error responses are defined in the SIP architecture. Among them,
an error response with a code 5zz is issued when a server fails to fulfill a valid request. For

instance, in RFC3312 when a user agent is not willing to meet the preconditions in the offer,
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GateController::rcvRequest
if (request == INVITE) {
priority = PriorityHeader->priority;
if (CALLER’s domain) {
callerAuthority = getAttributes(caller);
if (serviceAdmission(priority, caller,
callerAuthority, callee) == TRUE) {
sendRequest (GATEADMIT, gosHost, qosPort);
if (gosResponse->gateAdmit == TRUE) {
authorizationStatus = SRC;
addAuthorizationHeader (authorizationStatus,
callerAuthority);
forward (request, callee);

}

else sendResponse ("Network Cannot_Admit_Call",
}

caller);’

else sendResponse ("Service_ Not_Authorized", caller);’

}

if (CALLEE’s domain) {
calleeAuthority = getAttributes(callee);

if (authorizationHeader->status == SRC) {

callerAuthority = AuthorizationHeader->authority;

if (serviceAdmission (priority, caller,
callerAuthority, callee, calleeAuthority)
sendRequest (GATESETUP, gosHost, qgosPort);
if (gosResponse->gateSetup == TRUE) {

authorizationStatus = DEST;

== TRUE) {

updateAuthorizationHeader (authorizationStatus,

callerAuthority);

addMediaAuthorization (qosResponse->token) ;

forward (request, callee);

}

else sendResponse ("Network_Setup_Failed", caller);’

}

else sendResponse ("Service_Not_Authorized", caller);’

Figure 35: QoS-enhanced SIP proxy-GC’s algorithm.
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it issues a 580 response to indicate precondition failure. Adopting this same class of error
codes, in this current implementation of the inter-domain call authorization model with STP

proxies as gate controllers, 500 responses are sent back to the user in the following cases:

e Service admission control fails - Error Code: Service_not_Authorized
o Gate admission request fails - Error Code: Network_Cannot_Accept_Call

e Gate setup request fails - Error Code: Network_Setup_Failed

Although specific code numbers have not been formally assigned in our implementation,
the error reason description in addition to the contact header information identifying who
issued the error message represent valuable information to the initiator of the call about
the reason for his unauthorized call request.

Next, the advantages of sending error messages in the proposed call authorization model
is explained in terms of the number of signaling messages per unsuccessful call setup trans-

action.

e Signaling Reduction

At the origin domain, the QoS-enhanced SIP proxy-GC verifies if the network can admit
the call when the initial invite request is received. Through the Gate Admit request, the
proxy checks with the network if the aggregate resources being used do not exceed a provi-
sioned limit. This preliminary, possibly high-level resource verification request triggered by
the QoS-enhanced SIP proxy-GC helps to avoid additional signaling messages that would
otherwise occur when no Gate Admit request is issued.

In addition, the Gate Setup request issued by the QoS-enhanced SIP proxy-GC at both
origin and destination domains allows the network to verify the session’s policy information
with the network’s access policies, and if access is granted to the new session a media autho-
rization token is assigned to the end users. This token is used when the actual reservation

of resources occurs.
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Considering negative replies from the network in one of the above cases (e.g., no ad-
mit request is granted or no media authorization token is assigned), the actions of the
QoS-enhanced SIP proxy-GC (i.e., its requests and coded negative responses) avoid the ad-
ditional signaling messages resulting from all the transactions needed to reach the resource
reservation phase.

Moreover, according to RFC3312 additional signaling is needed after the resource reser-
vation phase. Based on the call setup signaling integrated with resource management and
the use of QoS preconditions, the results of the resource reservation phase are communi-
cated between end users through the update transaction. In case of rejected or unauthorized
media flows, end users can decide to reject the updated offer by issuing a 580 - Precondition
Failure response (i.e., assuming the current status does not meet the desired status for
mandatory preconditions). This cancels the offer in the update transaction. However, as
per RFC3311 [87] if a user agent receives a non-2xx final response to an update request, the
session’s parameters remain unchanged, as if no update request had been issued. Hence,
the initial offer in the invite transaction is still pending, and the end user can issue a new
580 - Precondition Failure response to cancel the initial offer. Also, the 580 responses
should contain an SDP description to indicate which precondition status failed. Finally, the
responses are acknowledged and then the call setup transaction ends.

Looking back at Figure 33 in Section 5.3.1, some of the dotted lines show the end of the
call setup transaction in case of unauthorized calls due to failed Gate Admit and Gate Setup
requests. For instance, in the case of a Network_Cannot_Accept_Call error, the number of
SIP messages exchanged between user agent and proxy in Domain 1 is just 3 messages
(INVITE, 500 response, ACK), i.e., not counting the messages to authenticate the user.
Then, in the case of a failed Gate Setup request at Domain 2 (Network_Setup_Failed), the
number of SIP messages exchanged between user agent and proxy in Domain 1 is also 3
messages, with the difference that the response takes longer to arrive, as the invite request
and the response indicating the failure is transmitted throughout the network between origin
and destination domains.

Now, considering the basic call setup flow integrated with resource management (and
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without QoS-enhanced SIP proxies acting as gate controllers) shown in Figure 36, the
number of SIP messages exchanged between user agent and proxy at the access network of
Domain 1 is 8 messages, considering all the transactions prior to the reservation phase and
the necessary closure of the offers.

Therefore, the interaction of QoS-enhanced SIP proxies-GC and the network layer prior
to the actual resource reservation reduces significantly the signaling load in the access and

backbone networks in the case of unauthorized call requests.

SIP Proxy Server SIP Proxy Server \
SIP UA IP UA

’—‘ Application ’—‘
000 o ~ Transport ‘,f"' 000 o

wn

T, (B e N =
SIP UAI SIP Proxy SIP Proxy SIP UA2
I
NVITE (SDP1)
E—
Router e« ——
18 INPROGRESS (GDPY) =]
| Router R li SVP PATH
" —— PRACK |
RSVPPATH | .
200 OK PRACK -
o | 2000KPRACK
T RSVP T L] RSVP RESV
CRSVPRESV. | Lo =
— UPDATE (SDP3)

580 PRECONDITION FAILURE (SDP4 —

e — |
580 PRECONDITION FAILURE (SDP5)
.
Ak
—
-7 ...
Domain 1 Domain 2

Number of SIP Messages in

Domain 1 = 8

Figure 36: Signaling flow assuming preconditions failure.
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5.4 Call Setup Delay Analysis and Scalability Issues

In the previous section, a simple comparison of the number of messages exchanged in the
specific case of rejected calls due to failed media authorization was presented. However, in
order to evaluate the real impact on the call setup delays of the interaction of QoS-enhanced
SIP proxies-GC and the network layer this section addresses the additional service time
imposed on the proxies, the effects on SIP messages retransmissions, and scalability issues
in terms of the number of additional proxy servers needed to meet the service load in the
network.

In the analysis that follows, the objective is to show that the inter-domain call autho-
rization model proposed in this chapter is scalable, given delay restrictions on the processing
time of the SIP transactions and application-layer retransmissions.

The additional load on the proxies that perform the functionality of gate controllers
is highlighted in the oval areas of Figure 37. Basically, all the functionality of the proxy
servers proposed in the inter-domain call authorization model (Figure 31), which includes
service admission and media authorization at both the origin and destination domains, are
now considered as increased proxy service time.

In addition, this implementation of the inter-domain call authorization model assumes

UDP as the transport protocol. This has two important consequences:

1. a message-based transmission is assumed, i.e., the SIP messages can be transmitted

in UDP datagrams without the need for application-layer framing;

2. the reliability of SIP messages is handled at the application layer, i.e., application-layer

retransmission [92].
5.4.1 Restrictions on Application-Layer Retransmissions

On the subject of application-layer retransmissions, the impact of the additional service
load on the proxies is mainly on the initial invite request and the arrival of the first reliable
provisional response: 183 - Session In Progress. In other words, the increased service time

at the QoS-enhanced SIP proxies-GC delays the delivery of those messages.
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Figure 37: Increase in service time at proxy servers.
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On the transaction layer of the user agent client (UAC) [92], the invite request is re-
transmitted after a certain timeout expires in case no provisional response is received (the
UAC remains in the “calling” state). The timeout rule is based on the usual round trip
delays, referenced as T'1 in the standard, with a default value defined as 500 msec. A max-

imum of 7 retransmissions of the invite request is allowed, with intervals equal to 2" x T'1,

But after the UAC receives a provisional response, there is no more need to retransmit
the request. The UAC keeps waiting for a final response from the network (in the “pro-

ceeding” state). The transmission of a provisional response (usually a 100 Trying response)




is done by the server transaction state machines (either in a proxy or a user agent server).
The server transaction state machine dictates that if no provisional response arrives within
200 msec, then it must send a 100 provisional response. Thus, if the 183 response from
the UAS takes longer than that interval, the server transaction of the proxy at the origin
domain will communicate with the UAC with a generic 100 provisional response to indicate
that the new session request is being taken care of.

On the transaction layer of the user agent server (UAS), the 183 - Session In Progress
response must be acknowledged in order to be considered a reliable provisional response [90].
This requirement comes from the fact that it carries an SDP body with an answer from
the initial offer; thus, the UAS waits for an acknowledgement from the UAC. A provisional
response acknowledgement transaction (PRACK) then follows. In case this PRACK re-
quest does not arrive within a certain time, the UAS retransmits the 183 response. The
maximum waiting time of the UAS is also a function of the T'1 parameter, in a similar
way as the retransmission of the invite request: the UAS passes the provisional response
to the transaction layer periodically at an interval that starts at T'1 and doubles for each
retransmission until it reaches a value of 64 x T'1. If this maximum interval is reached, the
UAS sends a final 500 response indicating that an error occurred in that transaction.

Based on the retransmission procedures defined for the user agent client and server
transactions, it can be concluded that the interaction between QoS-enhanced SIP proxies-
GC and edge routers during the call authorization process can be very critical and may
cause the retransmissions of invite requests and 183 - Session In Progress responses. In
this analysis, the retransmission of the 183 - Session In Progress response is considered
more critical than the case of the invite request. The invite request receives a generic
100 response within 200 msec which will avoid its retransmissions, while the 783 will be
retransmitted by the UAS if the processing of the QoS-enhanced SIP proxy-GC delays the
response and the receipt of the provisional acknowledgement for more than the limit interval
T1. These retransmissions of the response sent by the UAS will increase the load on the
proxy servers, causing more delays, and consequently more retransmissions.

Therefore, the delay analysis for the proposed inter-domain call authorization model
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addresses the timeouts for application-layer retransmissions of the provisional response 183
- Session In Progress as the main constraint. Concerning scalability issues, the focus is
on the service load of the proxy servers at the access networks (i.e., origin and destination
networks), the impact on the number of users they can service and the need for additional

resources given the delay constraints to avoid application-layer retransmissions.
5.4.2 Queuing Analysis

Consider the queuing model illustrated in Figure 38. This model is based on the assumption
that the processing of STP messages takes considerable time due to queuing delays at the SIP
agents and servers. This approach has been taken by Banerjee et al. [8] to study the handoff
performance of SIP for handling mobility. Using a similar approach, the proposed queuing
model can be used to provide rough estimates of the delays due to the queuing of SIP
requests and responses as a consequence of the increased service load at the QoS-enhanced

SIP proxies-GC at the origin and destination domains.

Ay A S1
= [V M51
Internet | _ P2/CT
Delay INVITE
M/M/1 A M/M/1
I
UAC UAS
L] A S2 Ay
2 2
S2 2 AUAS
Internet
Delay
M/M/1 M/M/1
183 Session In Progress Al
Py = 7‘1/“1 Psi= 7‘51/“51
Ps2= 7‘52/ Mg Pr = A /“2

Figure 38: Queuing model.

The queuing delays are computed based on the assumption that the proxy servers per-

form dedicated jobs (i.e., to process SIP messages) and that they can be modeled as an
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M/M/1 queue [11]: messages arrive according to a Poisson process with rate A, and the
probability distribution of the service time is exponential with mean 1/u seconds. Poisson
random variables are used to model the arrival of new session requests (e.g., A1) because
it is the most widely used arrival model in computer network theory, whereas exponential
random variables are the most widely used service time model in queuing theory [109].
Also, the Internet delays are assumed to be constant as the main goal of this analysis is to
evaluate the delays in the origin and destination domains due to increased service load on
the proxy servers.

It is also assumed that proxies can accept SIP requests and responses from several other
domains. For instance, the SIP message arrival rate at proxy P2 in the case of the invite
request and P1 in the case of the 183 response result from requests and responses from
other domains as well. Therefore, their arrival rates are shown as Ag1 and Ags, respectively.
Additional parameters used in the analysis are described in Table 4.

The model shown in Figure 38 assumes separate queues within the same proxy server
in the processing of requests and responses. This comes from the fact that in the imple-
mentation of the client-server-based SIP protocol, client transactions (CT) are defined to
process the request, and server transactions (ST) are defined to process the responses. As
an example, attached to the core of SIP proxy servers there may be one client transaction
and several server transactions (as proxies can fork requests to several places). Therefore,
it is reasonable to consider separate queues to process requests and responses.

The round-trip delay of the initial SIP inwvite request to the arrival of the 183 response

(Trny—183), can be computed as

Tinv-183 = Tp1jor + A1+ Tpojor + Avas + Tpoyst + A1+ Tpyyst (M)

Based on M/M/1 queuing systems, in steady state, the average number of customers in

the system (in this case, messages) (N) is
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Table 4: List of system parameters.

Parameter | Description
A1 SIP request arrival rate at proxy
at origin domain (P1/CT)
As1 SIP request arrival rate at proxy
at destination domain (P2/CT)
A2 SIP response arrival rate at proxy
at destination domain (P2/ST)
As2 SIP response arrival rate at proxy
at origin domain (P1/ST)
1 Service rate at proxy
at origin domain (P1/CT)
KUs1 Service rate at proxy
at destination domain (P2/CT)
) Service rate at proxy
at destination domain (P2/ST)
S92 Service rate at proxy
at origin domain (P1/ST)
Tsrp Delay of a complete call
setup transaction (from sending the invite
to receiving the final 200-OK response)
Trnv—183 Delay from sending the invite
request and receiving the 183 response
Tp1/cT Queuing delay at proxy at
origin domain (P1/CT)
TpocT Queuing delay at proxy at
destination domain (P2/CT)
Tpo/sT Queuing delay at proxy at
destination domain (P2/ST)
Tp1/sT Queuing delay at proxy at
origin domain (P1/ST)
Ag Internet delay in transmitting of
SIP messages
Ayas Processing delay at user agent
server (callee)
K Service rate multiplication

factor (K € (0,1])
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Using the service load or utilization factor p = A/u, the average delay per message

(waiting time in queue plus service time) is

N p
T=X=xi-» ®)
1

Using the parameters in Table 4 for equations 8 to 10, the following are the delay

components of T7,,_183:

Tpijor = o i )\1 (11)

Tryor = ps1 i Asi )\51(1ps—1 ps1) (12)
Tpy/sT = 1 i N )\2(1pi ) (13)
Tpo/sT = ! ps2 (14)

ps2 —Asz  As2(1— ps2)
e Decreasing the Service Rate

Consider a proxy server’s processing time whose service rate (in messages/sec) is de-
creased from p to K u, where K € (0, 1]. It follows that the utilization factor p also decreases
by a factor of K and the new queuing delay (7}, ) increases by

Thew 1-p

T ~K-p (15)

It is important to notice that the steady state equations being used assume that p < 1,
i.e., A < . Therefore, if the new service rate u decreases considerably, the utilization factor

p = A/u tends to 1. When the arrival rate A becomes bigger than the service rate y, then
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a new server will be needed to avoid excessive queuing delays (i.e., tending to oo). In this
case, the M/M/1 queue becomes an M/M/m queue, with utilization factor p = p/m.

The M/M/m system is very similar to the M/M/1 queue, with the difference that there
are m servers in the system and the messages at the head of the queue are routed to any
server that is available. Although no particular routing scheme has been considered, there
may be different approaches to choosing the next available server (e.g., a resource reservation
approach or heuristic dispatching rules) and this issue has been considered in [93]. The
derivations for an M/M/m queue can be found in [11], but here are the main formulas that

are used in this analysis:

e The probability that a message finds all servers busy (Pg = Pgueuing) and is forced

to wait is
po(mp)™
P = 16
where
_ 52 e, (mm ] )
po= —~ n! ml(1 — p)
e The average delay per message is
1 P,
T=—+—2_ (18)
noom— A
e And the average number of messages in the system is
A AP,
N=x«T=24_29 (19)
Boomyg— A

In the next section, the numerical results for this analysis are presented. Focusing on
increased service times at the proxy servers because of the introduction of the new call
authorization procedures, like the new service admission checks and the interaction with

the router (gate admit and gate setup requests), the increased delays in the call setup
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transaction are measured. The transmission times of the 183 response and the limits to
avoid retransmission are addressed using the queuing model. Finally, the delay analysis
considers the introduction of new servers in the system (using the M/M/m queuing model).
The increase rate of the number of servers vs. the increased network load can show whether

the proposed model is scalable or not.

5.4.3 Numerical Results
5.4.83.1 Testbed Results

In the experiments, the QoS-enhanced proxy performing the functionality of the gate con-
troller is tested in the SIP testbed, using a configuration similar to the one shown in Fig-
ure 23 (Chapter 4). The call setup procedure follows the signaling proposed in RFC3312.
The algorithm described in Figure 35 has been implemented at the proxy servers at the
origin and destination domains. The goal of the experiments is mainly to test the impact of
the new authorization model in the overall call setup delay. For this, it is assumed a typical
reservation delay of 500 msec (Dys) and a user delay to answer the call of 1 sec (Dgps)-

Table 5 shows the results of the average overall call setup delay Ts;p and the round-
trip delay of the initial invite request to the arrival of the 183 response 17y, 183 with and
without the implementation of the proposed inter-domain call authorization model. The
delay increase with the implementation of the inter-domain call authorization model is a
result of the delay increase at proxies P1 and P2 in the initial signaling exchange of the
SIP call setup transaction (Figure 37). After that, the remainder of the call setup signaling
is exactly the same for both cases. However, the remainder of the call setup signaling also
experiences delay differences in both cases due to changes in the size of the messages, the
processing of the new header, and normal delay variations in the testbed.

The delay component Ty, 183 with the implementation of QoS-enhanced SIP proxies-
GC is approximately 23% higher than the corresponding delay with the plain implementa-
tion of the signaling proposed in RFC3312. This increase is mainly due to the new functions
implemented at the proxy’s core and the proxy-router interactions such as the transmis-

sion of the gate admit and gate setup requests. However, the processing delay of those
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Table 5: Call setup delays measured in the testbed.

RFC3312 RFC3312 with
QoS-enhanced proxies-GC
Tsrp 2132 msec 2358 msec
Ratio 1.00 1.11
Trnv—183 | 128 msec 157 msec
Ratio 1.00 1.23

requests at the edge routers was not considered in the experiments, neither was the queuing
delays. Note that in this testbed implementation, the proxies process only one call setup
request at a time (up to the receipt of the 200 - OK response or the sending of the final

acknowledgement (ACK)).
5.4.8.2  Simulation Results

In a rough approximation of the increase service times at the proxy servers, and based on
the experimental results obtained through the testbed, the simulations of the queuing model
(Figure 38) in steady state initially adopt the increase delay ratio as 1.2 and get its inverse
(0.833) as the factor K that decreases the service rate at the proxies. Then, different values
of K are considered, up to a 50% delay increase in the service time (1/K = 1.5).

Also, in the next experiments, the queuing delays will only be evaluated for the initial
signaling exchange of the invite request and the 183 response. This implies that the proxy
servers may process the requests and responses waiting in the queue, one at a time, but not
necessarily have to wait for the whole duration of the call setup transaction (up to the final
200 response) to process a new request. This means that they can keep the state of several
call setup transactions.

Figure 39 shows the delays of the two-way signaling exchange (77, 1s3) of the initial
invite request and the receipt of the 183 response, using the parameter values listed in
Table 6. In this experiment, to simplify the analysis it is assumed that Ag1 = Ao = Ago = A,
and that the service rate at the proxy servers is p which is affected by the factor K at

queues P1/CT, P2/CT, and P1/ST. The results show how the queuing delays increase
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much faster as the number of new session requests increases when the service rate at the
proxies is reduced by a factor K. For instance, when the utilization factor p becomes higher
than 0.6 (at a SIP arrival rate of 30 messages/sec), the delay difference with and without
the implementation of the new call authorization model becomes significant and increases
exponentially. This means that less call requests will be serviced if limits are imposed on

the delays.

Table 6: List of system parameter values.

Parameter | Value

7 50 sec™!
1/u 20 msec

K 0.833

p A (A <p)
Ag 150 msec
Ayac 10 msec

Two Way Delay, Invite to 183 Response (Tnv—183)
25 T T T

¥——* u=50

Delay (s)

Il Il Il
5 10 15 20 25 30 35 40
SIP Messages Arrival Rate (messages/s)

Figure 39: Delays between the invite request and the receipt of the 183 response.

In particular, there are time constraints on the receipt of the 183 response to avoid

retransmissions. In order to avoid any retransmissions, the UAS waits T'1 seconds between
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the sending of the 183 response and the arrival of the provisional response acknowledgement
message (PRACK). Hence, an approximation can be made that the one-way delay for the
transmission of the 183 response between the UAS and UAC must be less than T'1/2 (i.e.,
250 msec, based on the standard’s default value) to avoid any retransmissions. In Figure 40,
the one-way delay from UAS to UAC of the 183 response is depicted for a service rate of u
at proxies P1 and P2, and then for a reduced service rate Ky at proxy P1. In the former
case, the incoming rate of SIP messages must be limited to 30 requests/sec in order to avoid
delays greater than 7'1/2. In the case of reduced service rate at proxy P1, the maximum
number of incoming call requests is reduced to 25 requests/sec. In both cases, the utilization
factor p is 0.6 and the number of messages both waiting in the queue and being serviced
(N) is 1.5. Note that the number of SIP messages serviced that is reduced from 30 to 25
decreases by the same factor K = 0.833 as the service rate in the case of y = 50.

Now, considering a higher service rate (z = 100) in Figure 41 the number of incoming
call requests reduces from 80 to 68 as u decreases by a factor K. The utilization factor p in
both cases is 0.8 and the number of messages in the system is N = 4. The number of call

requests that is reduced from 80 to 68 decreases by a factor of 0.85 in the case of y = 100.

o Adding More Servers

Back to the case when p = 50, simulations of an M/M/m queue system with m=1,2,3
and 4 servers are performed. The number of servers varies only for proxy P1 in the path
of the 183 response. First, the number of incoming SIP messages increases from 5 to 40
messages/sec in both proxies P2/ST and P1/ST; however, only proxy P1/ST is affected by
the factor K. The delay results for 1 and 2 servers are plotted in Figure 42. OQur previous
simulation of the M/M/1 queue showed that the arrival rate of incoming SIP messages
had to be reduced to 25 messages/sec to conform to delay restrictions (7' < 7T'1/2). Now
comparing this result with the results of m = 2 servers, the arrival rate of SIP messages
that can be serviced within delay constraints becomes 35 messages/sec, with an utilization
factor of p = 0.4.

However, the previous result is also affected by the increasing utilization factor p at
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Figure 40: One-way delay of the 183 respounse (u=>50).
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Figure 41: One-way delay of the 183 response (u=100).
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One-way delay of the 183 response for 1 and 2 servers (u=K*50)
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Figure 42: One-way delay of the 183 response for 1 and 2 servers at P1.

proxy P2/ST. Now, in order to better understand the effects of adding more servers to P1,
the utilization factor at proxy P2/ST has been fixed to p = 0.4. This means that ppy/sr
will remain the same at proxy P2/ST even for varying SIP messages arrival rate at proxy
P1/ST. The reason is that proxy P2 in processing the responses does not perform additional
tasks as a consequence of the implementation of the new call authorization model. Since
only the number of servers at P1 is altered, it is better to isolate the effects of increasing
messages arrival rate to proxy P1 only. For instance, proxy P1/ST may process messages
from other Internet domains in addition to the destination domain shown in the model.
The new delay results for the 183 response transmission given a fixed utilization factor
at proxy P2 are shown in Figure 43. In this case, when m = 1 server the maximum arrival
rate changes slightly to 26 messages/sec. However, when m = 2 servers simulations of
higher values of SIP messages arrival rate had to be performed to detect the maximum
arrival rate given T'1/2 delay restrictions. As shown in Figure 44 the maximum number
of SIP messages becomes 72 messages/sec, more than doubling the maximum arrival rate

for m = 1 server. Also, the utilization factor with m = 2 raises to p = 0.86, with N = 4
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Figure 43: One-way delay of the 183 response for 1 and 2 servers at P1, and fixed
utilization factor at P2.
messages in the system, either waiting or being serviced.

Using the same procedures for m = 3 servers (Figure 45), the maximum rate of arrival
for SIP messages raises to 117 messages/sec, with a utilization factor p = 0.94 and N = 7.5
messages in the system.

Finally, the results of maximum SIP messages arrival rate and utilization factor vs. the
number of servers (m=1,2,3,4) are summarized in Figures 46 and 47.

These results lead us to the conclusion that the inter-domain call authorization model
is a scalable model regarding the need for more resources (i.e., more servers) at the access
networks. In other words, the model imposes a higher processing load at the proxies (in
this case proxy P1/ST queue is being analyzed), which may lead to the need to add more
servers in the network to cope with an increasing number of incoming SIP messages to be
processed. However, as the number of servers increases, the number of SIP messages that
will be serviced within the delay constraints to avoid retransmissions increases in a linear

rate with an average factor of 45 more messages per new server in the case of =50 and
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One-way delay of the 183 response for 2 servers (u=K*50,utilization factor at P2=0.4)
036 T T T T T T T

0.34

0.32

0.3

0.28 -

Delay (s)

0.26 -

0.24

0.22

02 | | | | | | |
0 10 20 30 40 50 60 70 80

SIP Messages Arrival Rate (messages/s)

Figure 44: One-way delay of the 183 response for m=2 servers.

One-way delay of the 183 response for 3 servers (u=K*50,utilization factor at P2=0.4)
029 T T T T T

0.28 b

0.27

0.26 -

0.25

Delay (s)

0.24

0.23

0.22

0.21

|
20 40 60 80 100 120
SIP Messages Arrival Rate (messages/s)

Figure 45: One-way delay of the 183 response for m=3 servers.
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K=0.833 (1/K = 1.2). Moreover, the utilization factor p = A\/my increases asymptotically
as new servers are added, tending to p = 1 (Figure 47). Even though this means more
messages waiting in the queue, the delays in the signaling path of the 188 response were
still kept under the threshold to avoid retransmissions.

To complement the previous results, additional results for varying values of K and u also
lead to the above conclusions. Figure 48 shows how the parameter K impacts the maximum
SIP message arrival rate as new servers are added. For instance, when the increase in service
rate is 50% (1/K = 1.5) the number of SIP messages that will be serviced within the delay
constraints is reduced and increases at an average rate of about 36 new messages per new
server added. On the other hand, Figure 49 shows the effect of a higher service rate at
the proxy for a fixed parameter 1/K = 1.2. The higher service rate y=100 that was
tested increased the number of SIP messages arrival rate in comparison with y=50, and the
increase rate was about 86 new messages that can be serviced for a new server added. Note
these results were obtained for m=1 to 4 servers.

Of course, this delay and scalability analysis has some limitations, since the results can
be dependent of the specific characteristics of the implemented tasks, and the network’s
parameter values used in the current model. However, the previous experiments to test the
impact of the inter-domain call authorization model in the processing load of the servers
and call setup delays can be useful to provide a first estimate on the performance aspects

of the proposed implementation.

5.5 Conclusion

This chapter presented a new inter-domain call authorization model that explores the two-
way interaction between application and network layers in the process of call admission
control with QoS guarantees. This new model incorporates the concept of a gate con-
troller [48] in which QoS-enhanced SIP proxies interact with network entities that control
the access to network resources (e.g., PEPs) to verify firsthand if the network can admit
the new call and to set up the network for the call. Also, the new model incorporates the

idea of media authorization [66] and the need to assign a media authorization token to the
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Figure 46: Maximum SIP messages arrival rate for a varying number of servers at proxy
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Figure 48: Maximum SIP messages arrival rate for different values of service time increase
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session prior to the actual resource reservation. Based on those two concepts, and adding
features to ensure that the call authorization status is transferred between domains and to
increase the granularity of the authorization process, the new model has been implemented
in a SIP testbed and its signaling impact on the whole call setup signaling transaction has
been evaluated.

First, the case of unauthorized calls has been considered to evaluate the benefits of the
new call authorization model. The introduction of additional error messages that precisely
inform the reason for unauthorized calls helps to reduce the number of signaling messages
in the access and backbone networks.

In addition, a delay analysis has been presented which addressed scalability issues in
terms of the need to add more resources (i.e., servers) due to the increasing processing
load at the proxies as a consequence of the inter-domain call authorization model. Deriving
some parameters values from testbed experiments, simulation results showed that the model
is scalable at the end domains. As the number of servers increases, the number of SIP
messages that will be serviced increases in a linear rate. Although the numbers presented
in the analysis are dependent on the specific characteristics of the implemented tasks, they
provided an insight on the impact of the proposed call authorization model on the call setup

delays that users will experience.
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CHAPTER VI

A FRAMEWORK FOR END-TO-END CALL SIGNALING
IN HETEROGENEOUS NETWORKS

Following the concept of an application-level control of IP networks and the interfaces
between application and transport domains proposed in [102], a case study of a network
with heterogeneous transport-level domains (which supports heterogeneous QoS schemes)
is performed to evaluate the flexibility and benefits of the proposed signaling architectures
for SIP and QoS interaction. Basically, the goal is to verify the applicability of the signaling
architectures previously proposed to a real network, with different types of infrastructure,

QoS schemes, and network access devices.

6.1 Problem and Solution

When mobile users access the Internet through wireless access networks, which can be
for instance a General Packet Radio Services (GPRS) network, a 3G Universal Mobile
Telecommunications System (UMTS), a wireless local area network (WLAN), or a satellite
network, a common element is that most user applications are based on the IP network layer
protocol for routing and packet forwarding. The benefits of an all-IP network include the
capability of IP for carrying all types of data, and the fact that using the same technology
(i.e., IP) in fixed and mobile networks facilitates their integration.

Following this trend, fourth-generation (4G) systems propose to integrate all systems
(3G, WLAN, legacy systems, fixed IP networks), offering all services, all the time [36, 76].
It is envisioned as a system that will be able to offer personalized services over the most
efficient /preferred network, depending on the user profile and the type of data to trans-
mit. 4G wireless networks will generally be characterized by heterogeneity in architectures,
protocols, and air interfaces [108].

However, the idea of seamless connection of heterogeneous wireless access networks and
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fixed TP networks raises some questions from the point of view of resource management
and quality of service provision. There is no unique common solution to provide QoS in
the Internet [102]. Therefore, the variety of access devices and network infrastructures
requires heterogeneous QoS mechanisms to support an end-to-end communication path.
For instance, some access devices have limited capacity and may not directly support QoS;
also, different networks that employ different QoS mechanisms require means to manage
both the policies and the QoS control protocols in order to provide end-to-end QoS. To the
best of our knowledge, [120] is the only reference that addresses end-to-end QoS support
in heterogeneous networks. The authors in [120] propose a policy-based QoS management
architecture considering the interconnection between UMTS and WLAN system as a multi-
domain system. They present different UMTS-WLAN interworking scenarios that minimize
session setup delay and policy exchange load while maximizing network scalability.

The application of current resource management schemes and Internet protocols to
heterogeneous networks to facilitate the achievement of end-to-end QoS is here investigated
for interactive multimedia applications that use SIP as the session control signaling protocol.
SIP can provide a common ground for users to exchange QoS requirements and policies.
At the network level, resource negotiation between neighboring domains is based on the
two-tier resource management model [105] and the concept of an application-level control
of transport domains [102]. To illustrate an approach to end-to-end QoS in heterogeneous
networks, a control architecture assuming the interworking of the UMTS QoS architecture
for 3G systems [4], and the INSIGNIA QoS architecture for mobile ad-hoc networks [64]
is presented. In summary, this chapter addresses the need for end-to-end call signaling in

heterogeneous IP networks to protect resources for real-time multimedia streams.

6.2 FEnd-to-End QoS Support

End-to-end QoS in heterogeneous networks requires service negotiation either before a ses-
sion begins or during an on-going session, and ways to manage the various QoS signaling
protocols of autonomous wireless access networks and network domains to achieve the ser-

vice users agreed upon for a given session.
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6.2.1 Service Negotiation

Assuming interactive multimedia sessions that require session control signaling to set up the
sessions, SIP is the Internet protocol to be used for service negotiation at the application
level. First, SIP provides capability negotiation, i.e., flow information is carried by SIP
messages so that users can agree on the types of media encoding to use. Second, signaling
for session setup can be integrated with resource reservation protocols to reserve resources
for a new session. In this integration, QoS requirements of the media flows are used to
communicate the desired and current QoS reservation status, in the form of preconditions
for the session establishment. Therefore, SIP messages transport flow information and its
QoS attributes end-to-end. This allows a seamless negotiation of media capabilities and
QoS status to users no matter the type of their access network.

Further on the interaction of SIP and QoS, the idea of QoS-enhanced SIP proxies has
been proposed to provide an interaction of SIP and QoS admission control [66], prior to the
actual resource reservation. In Chapter 5, QoS-enhanced SIP proxies functioning as gate
controllers [48] have been implemented on an inter-domain call authorization model that
allows the interaction of application and network layer entities that control and provide
access to network resources.

Assuming the use of STP and QoS-enhanced proxies at the access network, end users can
agree on the multimedia session’s parameters and the required QoS. Such information allow
users to invoke their resource reservation schemes and map the flows to resource reservation
flows. (Ways of mapping media flows to resource reservation flows are presented in [20]).
But, in such heterogeneous network layer, the issue of how the resource reservation requests
can provide the required QoS along the data path relies on the interworking of QoS signaling

protocols.
6.2.2 Heterogeneous QoS Signaling Protocols

Managing the heterogeneous QoS control protocols of different domains requires inter-
domain service negotiation. The concept of intra-domain and inter-domain resource man-

agement is defined in the two-tier resource management model [105], which is based on the
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concept of Internet routing where each autonomous system has its own routing protocol
and an inter-system routing protocol (such as the border gateway protocol (BGP)) routes
packets between different autonomous systems.

At the wireless access networks, intra-domain schemes have their own policies and pro-
cedures to manage internal resources to deal with the individual characteristics of the radio
network. The way signaling information is exchanged within the domain varies, and they
can define either to separate control from the data transport (such as the UMTS QoS archi-
tecture [4] or to send signaling information in the same packet as data (such as INSIGNIA’s
in-band signaling [64]).

Inter-domain negotiation depends on the operation of edge routers. They are gateways
in wireless access networks, such as the GPRS gateway support node (GGSN) in UMTS, or
a fixed access point in WLANs. They provide the interface between wireless access networks
and the IP backbone.

From a domain perspective, QoS parameters are mainly derived from end users’ expec-
tations and service level agreements (SLAs). Network operators in neighboring domains can
establish an initial SLA, which can then be adjusted automatically through inter-domain
service negotiation. Inter-domain schemes work on a flow aggregate level. For instance,
when a QoS-enhanced proxy interacts with the edge router to admit the new session for
a user in a certain class of service, this may trigger the edge router to request additional
network resources for that service class. Additional network resources are requested to a
higher-level entity such as a bandwidth broker [23] or a service domain that oversees the
domain [102]. In [105], bandwidth brokers from adjacent domains negotiate resources, then
intra-domain schemes are invoked to verify if internal resources can be allocated for the new
request.

In summary, the application of inter-domain and intra-domain resource management
concepts to a heterogeneous network is illustrated in Figure 50. At an application level,
source and destination domains communicate QoS requirements and media flow information
during session initiation and eventual session re-negotiations. QoS-enhanced SIP proxies

perform the role of gate controllers by interacting with edge routers to verify if the session
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can be admitted to the network and to set up session policy information at the routers.
Each access network (e.g., a 3G network and a mobile ad-hoc network) invoke its own
intra-domain scheme to allocate resources for the new call. Resource allocation may require

inter-domain resource negotiations between adjacent domains.
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Figure 50: End-to-end QoS support in heterogeneous networks.

6.3 Framework for Managing Heterogeneous Networks

Figure 51 illustrates in more detail the building blocks of a framework for managing the
QoS signaling protocols of heterogeneous access networks. The transport path is represented
by the gateway/bandwidth broker modules. Horizontal arrows represent the exchange of
inter-domain control messages, whereas the vertical arrows represent communication with
intra-domain protocols. Based on this control architecture, next an example with UMTS
and mobile ad-hoc network at the access domains is presented. Also, details of the applica-
tion and network layer interface is given to demonstrate the use of SIP signaling schemes

integrated with resource management during call setup and call management phases.
6.3.1 An Example of Heterogeneous Access Networks
In this section, the application of the proposed control architecture is studied for two dif-

ferent access networks: a GPRS network [3] and a wireless ad-hoc network that uses an
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Figure 51: Control architecture based on two-tier resource management model.

in-band QoS signaling framework named INSIGNTA [64].

This example is illustrated in Figure 52. A mobile terminal (MT) of a GPRS network
sets up communication with a mobile user of an ad-hoc wireless network. At the application
layer, they use SIP to communicate the types of media flow they want to exchange, their
source and destination addresses and port numbers, the bandwidth required for the session,
and the type of QoS requirements desired for the session.

At the UMTS/GPRS network, the MT can use the resource reservation protocol (RSVP)
to request resources to the network intra-domain’s resource management model. In the
UMTS QoS architecture, QoS support is provided through a layered QoS architecture [4].
The layers represent bearer services. For instance, on the top-layer, an end-to-end service is
realized through the terminal equipment/mobile terminal (TE/MT) local bearer service, the
UMTS bearer service, and the external bearer service. The focus here is on the UMTS bearer
service and its use as an intra-domain resource scheme. In GPRS’s network infrastructure,
the GPRS support node (GGSN) provides access to external data networks. As the GGSN
provides gateway functionality to external networks and implements DiffServ edge functions

(e.g., packet marking, policing, scheduling), it acts as a policy enforcement point (PEP). It
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communicates with a policy control function (PCF) at the IP Multimedia System of UMTS
networks (IMS) which stores the local policies, service level agreements (SLA), and can
have the role of a bandwidth broker to communicate with neighboring bandwidth brokers
when the maximum threshold of a certain class is reached (inter-domain negotiation).

At the wireless ad-hoc network, the intra-domain resource management model is adapted
to the INSIGNIA distributed QoS framework. INSIGNIA aims to provide QoS to adap-
tive multimedia applications, by taking into consideration the dynamic changes in network
topology and link quality which are typical in ad hoc environments. For each mobile node,
the main components of the framework include a generic routing protocol, in-band signaling,
an admission control module, and a packet scheduler. Among the above components, in-
band signaling offers flexibility to establish flows and to adapt them to changes in the data
path. Thus, a mobile user applies in-band signaling to request internal network resources.
When the mobile user communicates with the MT at the GPRS network, a fixed access
node provides the interface between the ad hoc network and a fixed IP domain. This access
node receives packets with in-band signaling requiring reservation of resources. Acting as a

gateway to other networks, it implements the following functions:
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translation of the control information contained in the reservation packet,

monitoring of outgoing traffic,

bandwidth broker capability to interface with peer bandwidth brokers in case outgoing

aggregate flows reach a limit threshold,

reporting back to source to give status of the reservation process.

When actual communication occurs, in-band signaling refreshes the reservations, notifies
eventual bottleneck nodes, and efficiently transmits control information when the network
topology changes. In the case of communication with external networks, the access point
constantly receives in-band signaling which may indicate changes in the initial reservation
process. The access point, in turn, periodically performs the gateway functions of transla-
tion, traffic monitoring, reporting back to source, and negotiation with adjacent bandwidth

brokers.
6.3.2 Application/Network Interface

The interface between application layer and intra-domain resource control of the control
architecture shown in Figure 51 can be achieved through the different signaling architectures
proposed in this thesis. Figure 53 illustrates the framework for this interface. At the
application/user space, there are different types of access devices and QoS-enhanced SIP
proxy servers. At the network space, two planes can be identified: the data plane, and
the QoS and network management control plane. At the data plane, data flow through
DiffServ-capable routers. At the QoS and network management control plane, control is
provided by an entity such as a bandwidth broker.

At the application/user space, the user equipment may exchange QoS signaling directly
with the network space, such as reservation requests directly to the edge router. In this
case, the ROAD scheme proposed in Chapter 4 can be applied to coordinate this interaction
and to provide QoS “most of the time”. In other cases, such as the case of access devices
with limited QoS functionality, reservations can occur through the QoS-enhanced SIP proxy

using the lightweight signaling architecture proposed in Chapter 3. The inter-domain call
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authorization model can be applied for every new session request, independent of the QoS
reservation scheme being used. The inter-domain call authorization model interfaces with
the edge router, which in turn may invoke intra-domain negotiations with the bandwidth
broker.

At the network space, the functionality of the bandwidth broker includes admission con-
trol, QoS routing, service management, and a network management interface with the man-
agement information base (MIB). A detailed description of this architecture can be found
in [62]. The edge router functionality includes for instance some functions derived from the
UMTS QoS architecture [4] (such as IP mobility management and session management for
packet data protocol (PDP) signaling support). The architectures of the bandwidth broker
and edge router include other functionality as well; however, those are the ones most rele-
vant to this work. Especially, the application/service manager interface with the application
layer is here shown through a SIP-based interface, as was used in the implementations of

the proposed signaling architectures.

6.4 Conclusion

In this chapter, the roles of QoS signaling and session control signaling are illustrated in a
control architecture that has the potential to offer end-to-end QoS between heterogeneous
access networks. The UMTS/GPRS network and a mobile ad-hoc wireless LAN are used
as examples of access networks. The interaction between application and network layers is
presented in a framework that incorporates the signaling schemes proposed in the previ-
ous chapters. This is an example framework that shows the applicability of the proposed

schemes in the problem of end-to-end call signaling among heterogeneous networks.
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CHAPTER VII

CONCLUSION

Seeking to improve the interaction of session control signaling and network resource man-
agement, this thesis presented new signaling architectures that addressed the interaction of
SIP as the session control signaling protocol and current resource management frameworks.
The Differentiated Services (DiffServ) architecture is used as the primary example. The
new architectures addressed the roles of SIP agents and proxy servers in subjects such as
resource negotiation, call authorization, and end-to-end QoS in heterogeneous networks.

Since interactive multimedia applications combine the requirements of traditional tele-
phony services and Internet applications, the approach taken on the design of the signaling
architectures was to provide users with practical and fast ways to reserve resources during
session establishment and to avoid the issue of “no QoS/no call”. By considering the dif-
ferent types of applications in the Internet, the different levels of QoS guarantees, and the
different users’ ability to access resource management schemes, the proposed architectures
investigated a new call setup paradigm - an Internet-style call setup model, instead of a
telephony-style call setup model.

As an initial work in this direction, an architecture based on the use of QoS-enhanced
SIP proxies and a SIP-based interface between the application and network layers was
developed, implemented in a testbed, and performance enhancements demonstrated. QoS-
enhanced SIP proxies not only support the typical session control functionality but also
understand the users’ QoS requirements and provide an interface with the network routers.
Due to its simple mechanism of a one-way interaction between QoS-enhanced SIP proxies
and DiffServ-capable edge routers and its small overhead in terms of signaling and coarse-
grain QoS guarantees, this scheme was named as a lightweight scheme. On behalf of users
who may not have access to QoS reservation protocols, the QoS-enhanced SIP proxies inform

the network the types of media flows and the required bandwidth for the session, in addition
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to end-user information, in parallel with the on-going call setup signaling.

Further studying of the IETF’s proposed integration of SIP and resource management
led to the development of the improved alternative scheme, Resource management Over-
lapped with Answering Delays (ROAD). It explores the SIP user agent interaction with the
network in a way that takes advantage of parallel user answering delays and reservation
delays. Also, a new capability negotiation approach was taken to allow a more flexible QoS
negotiation, in terms of allowing a best-effort flow to transition to a QoS-enabled multi-
media flow as part of the extended call setup. This introduces flexibility in the setup of
adaptive multimedia sessions, and reduces the impact of additional signaling on the call
setup delays. An experimental evaluation of the call setup delay savings and signaling load
of the ROAD signaling scheme showed that in most cases the ROAD schemes offsets the
reservation delays. Also, the most gains in terms of delay improvement are achieved when
the user answering delays and reservations delays are in a close range.

On the issue of the interaction of SIP and call admission control, the proxy-network
interaction was implemented in an inter-domain call authorization model that incorporates
the concepts of proxies as gate controllers (QoS-enhanced SIP proxies-GC) and the need to
properly authorize the media flows prior to the actual resource reservation. The new model
provides call authorization status and adds more granularity to the authorization process
at the destination domain. A delay analysis has been presented that addressed scalability
issues in terms of the need to add more resources (i.e., proxy servers) to compensate for
the increasing load on the servers, given delay constraints on the SIP transactions such as
timeout constraints for application-layer retransmissions in UDP-based SIP transport. This
analysis showed that the new call authorization model is scalable at the end domains.

All the above signaling architectures were evaluated experimentally, in a testbed with
Linux PCs and routers where a SIP protocol stack was implemented. With the SIP testbed,
the feasibility of having a SIP call setup scheme integrated with resource management was
demonstrated, through the different signaling architectures discussed above.

Finally, the last chapter presented an example framework that applies the new signaling

architectures to achieve end-to-end QoS in heterogeneous networks. This framework showed

103



the functionalities of the network layer and application layer entities and how they interact
to manage resources for the call. From the viewpoint of intra-domain and inter-domain
resource management schemes, examples of the signaling needed to achieve QoS are given,
and especially two types of wireless access networks are considered: UMTS and mobile
ad-hoc networks.

The example framework is an open and flexible framework that can accommodate other
signaling schemes at the proxy-user interaction to the network. It is envisioned that in
heterogeneous network environments, each with their own policies and QoS schemes, the
application-layer adds some type of control to harmonize their differences in terms of QoS
signaling. Thus, the interaction between application and network layers to support QoS-
enabled multimedia sessions is very important. In the course of this research work, the
growing importance of the interaction of session control signaling and resource management
has been observed in the Internet community and in the industry (such as in the UMTS
QoS framework and the PacketCable multimedia framework).

The main focus of the current work and related work has been on the call setup phase.
Most of the signaling schemes that are used to establish a session can be used to update an
active session’s parameters (i.e., for call management). This update, which usually occurs
through a re-invite request, is triggered for instance by changes in the network conditions
due to session mobility. However, in this topic as well as other areas in SIP, there are a

number of problems for future investigation:

e analyze the efficiency of the proposed signaling architectures for managing active calls;

e investigate how feedback packets at the network level (in-band signaling) interact
with session control signaling (out-of-band signaling) to trigger new intra-domain and

eventually inter-domain negotiations to manage resources for an on-going call;

e improve the capability negotiation process in SIP, by supporting more flexible inter-
actions in the offer/answer negotiation process to allow not only the negotiation of

media parameters but also of QoS requirements at the application layer;
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e study the effects of new transport-layer protocols (such as SCTP) and security mech-

anisms to the performance of SIP signaling; and

e on the role of application-layer signaling to achieve end-to-end QoS in heterogeneous
wired/wireless networks, research resource management techniques and their integra-

tion in the call setup/call management of multimedia sessions.
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