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SUMMARY

Nuclear treaty verification via the use of nuclear cloud sampling aircraft, such as the

US Air Force’s WC-135, has been common practice since 1965. But while other verifi-

cation methods have seen extensive computational models developed to support their

mission, a detailed model of airborne cloud sampling has yet to be fully realized. In

support of an effort to enhance and optimize the predictive capabilities of nuclear fall-

out software at Oak Ridge National Laboratory, a software tool capable of simulating

the collection and characterization of airborne radioactive debris has been developed.

In combination with the nuclear event simulation software DELFIC and the atmospheric

transport and dispersion code HYSPLIT, this model’s functionality includes every as-

pect of a sample collection mission, from the movement of the aircraft through the nu-

clear cloud to explicit radiation transport and detection from cloud material to onboard

analysis systems. Designed with both end users and future researchers in mind, this

software offers the automatic production of MCNP input files for model validation and a

variety of user options to control data output and model operation. With the Air Force

on the cusp of rolling out its newest line of WC-135R aircraft, this model is well-suited

to play an important mission planning role in the modern age of treaty verification.

ix



CHAPTER 1

INTRODUCTION

With the signing of the Limited Nuclear Test Ban Treaty in 1963, scientific investigations

of above-ground nuclear weapons tests in the United States transitioned from phys-

ical measurements and test planning to developing treaty compliance methods and

further advancing theoretical frameworks capable of predicting the effects of nuclear

events. These efforts have culminated in the creation of sophisticated aircraft capable

of characterizing a nuclear event based solely on the collection of radioactive particu-

lates it disperses, as well as the development of several computational models that can

accurately simulate these nuclear events, notably the Department of Defense (DOD)-

developed Defense Land Fallout Interpretive Code (DELFIC) [1]. Until recently, how-

ever, practical applications of these predictive models have not expanded their scope

into simulating nuclear event sampling missions: though software packages such as

DELFIC are effective in the prediction of nuclear fallout deposition in the immediate

aftermath of an event, the persistence of radioactive particulates in the atmosphere in

the days and weeks following an event requires the use of additional tools not typically

employed in nuclear forensics contexts.

The Oak Ridge National Laboratory (ORNL)-developed Airborne Debris Collection

Planning Tool (APTool) represents one such effort to create a cohesive model that

leverages all of these capabilities. By modeling the sampling tools used to collect and

analyze debris produced in a nuclear event, APTool provides a method of rigorously

testing existing sampling plans for nuclear events as well as the development of more

effective procedures for doing so. In its current iteration, APTool allows a user to model

both ground-based air debris samplers placed near the site of a nuclear event and

samplers placed on aircraft flown through the nuclear cloud in the hours and days after

1



an event has occurred. The airborne sampler model utilized a voxelized atmospheric

concentration grid to estimate dose rate and activity incident on a sampler as it traveled

on a direct path between user-defined waypoints [2]. But while the ground-based sam-

pling model has proven robust in past studies [3], the airborne sampler implementation

provides only rough estimates of the quantity and species of radioactive material such

a sampler would encounter during a mission. These limitations in the airborne sampler

model, a consequence of the integration of software within APTool that is atypical in

nuclear forensics analyses, are the gap that this work sought to fill.

To this end, three primary objectives were established to guide this effort:

1. To develop, test, and demonstrate the basic functionality of an airborne nuclear

cloud sampling aircraft and its onboard analysis systems,

2. To investigate, make recommendations, and edit software tools underlying AP-

Tool in support of this effort, and

3. To establish an automated validation framework around the model to guarantee

the model’s integrity when in the hands of a user

As this work involved the ground-up development of many software capabilities with-

out the influence of sponsor-specific application requests, model robustness and flex-

ibility were the guiding principles underpinning development. To this end, this study’s

primary focus is to detail the incorporation of radiation transport, atmospheric modeling,

computer science, and health physics concepts into the novel airborne sampler collec-

tion model; demonstration of model functionality is provided via the study of four sample

cases, comparing the functionality of the legacy route planning model to current capa-

bilities, and validation of model detector response results. As experimental WC-135

sample collection data was not made available for this work, assessing the quality of

model results could proceed only via comparison to data obtained using independently-

verified software.
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Therefore, this study is separated into three broadly-defined chapters: chapter 2

establishes the bases on which this work builds, providing the theoretical foundation,

a description of the extant software informing the route planning model, the nuclear

data implemented as part of the model, and a series of short studies detailing how

these data and software packages were validated for the specific needs of this work.

This is followed in chapter 3 by a detailed explanation of the model itself, including the

development and implementation of new model functional parts, the grid traversal and

radiation transport and detection algorithms, the automated detector response valida-

tion capabilities, and how underlying software is leveraged to provide necessary model

inputs. Finally, chapter 4 will detail the results of the four sample cases chosen for this

work, comparing and contrasting the performance of the model with its legacy counter-

part, analyzing the radiation transport and detection capabilities by a validation study

using a stochastic modeling approach, and an overview of model computational effi-

ciency and potential future improvements to be implemented in the model to augment

its functionality.
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CHAPTER 2

BACKGROUND AND THEORY

As APTool synthesizes the capabilities of both DELFIC and the National Oceanic and

Atmospheric Administration (NOAA)’s Hybrid Single-Particle Lagrangian Integrated Tra-

jectory (HYSPLIT), it will be necessary to first describe the operational characteristics

of these models, providing the basis for further details regarding their integration. Sup-

porting work performed using DELFIC or HYSPLIT (i.e., outside of APTool) will also be

presented. This will then be followed by a brief overview of the WC-135 sampler aircraft

and its onboard analysis systems, which will serve as the basis for this work. Finally,

a description of the radiation transport and detection fundamentals that underpin this

modeling effort will be provided, alongside a description of the decay characteristics of

nuclear fallout that will serve as the basis for the methodology detailed in chapter 3.

2.1 DELFIC

DELFIC is a phenomenological code designed primarily to simulate local fallout deposi-

tion from a user-defined nuclear event, though its scope has expanded somewhat since

it was first released in the 1960s. The code structure is divided into three overarching

modules: the Cloud Rise Module (CRM), the Diffusive Transport Module (DTM), and

the Output Processor Module (OPM). The first two of these are devoted to establish-

ing, transporting, and depositing the cloud’s particulates1 in the immediate aftermath

of a nuclear event, while the OPM handles the logistics behind formatting the resulting

data. For the purposes of this work, the CRM will be of primary importance, while only

some components of the OPM are heavily used and the DTM is largely ignored (though

1DELFIC terminology defines its cloud in terms of “particles”; instead, the term “particulate” will be used
in this work to differentiate the fundamental unit of the nuclear cloud from the generic term “particle”
used to describe discrete units of ionizing radiation.
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the DTM is used as part of DELFIC, the time scale of transport in DELFIC is insuffi-

cient for long-range sampler planning, and so this work will focus almost exclusively on

HYSPLIT’s transport).

In a general sense, DELFIC’s CRM is used to define the size, composition, and

location of a nuclear cloud at stabilization time in a format digestible by HYSPLIT. The

OPM is used not to display output directly to the user, but to leverage its fallout mapping

tools in a variety of ways to inform both HYSPLIT and APTool as a whole (additionally,

the OPM houses the Particle Activity Module (PAM), which will be used extensively

throughout this work). More details regarding the operation of these modules is pro-

vided in the following sections.

2.1.1 Nuclear Cloud Rise in DELFIC

As with any phenomenological code, the CRM applies as much of the true physics

of the problem as possible, with relatively little in the way of empiricism. Thus, the

bulk of the CRM consists of modeling the growth and transport of an entraining one-

dimensional bubble of hot gases. Beginning the moment the fireball reaches pressure

equilibrium with the surrounding atmosphere, the bubble’s motion is governed by a set

of coupled ordinary differential equations (ODEs) representing conservation of momen-

tum, mass, heat, and turbulent kinetic energy [1, vol. 3], solved simultaneously using

numerical methods. Stabilization of the cloud (the time at which the CRM calculations

are complete) can occur either due to insufficient cloud internal energy or when the

cloud is no longer rising or expanding horizontally.

2.1.1.1 Entrainment of Ambient Material in DELFIC

If the cloud were uniform in composition throughout cloud rise, these ODEs would likely

suffice for prediction purposes. The consideration of water, soil, and air external to the

cloud (collectively described as entrained material) introduces significant complexity

5



Table 2.1: Values of µ for selected event yields. Source: Adapted from [1, vol. 3,
table B.1.1].

, (kt) µ

0.01 0.12
0.1 0.12
1 0.12

10 0.124
100 0.167

1,000 0.226
10,000 0.305

100,000 0.411

to the problem, in some cases requiring entirely separate ODEs for each constituent

material. In the case of the conservation of momentum, the change in cloud center

height at a given time as a result of the uptake of this entrained material could not

be adequately captured in the momentum ODEs, necessitating the introduction of the

entrainment parameter µ:

` = 1 − D

D + d��
dC

(2.1)

where D is the cloud’s rise velocity due to momentum alone and d��
dC is the difference

between the cloud’s actual center height and what its center height would be using only

momentum conservation (see figure 2.1). The entrainment parameter varies between

zero and one, measuring the cloud center height change relative to the momentum of

the cloud, and becoming significant at high yields (see table 2.1). Notably, this cloud

center height change is always positive in value: entrained material is generally denser

than the cloud itself, and so must congregate above the center of the cloud in order to

rise quickly enough to avoid falling out [1, vol. 3, p. 31].

Introducing this parameter in the form of equation 2.1 would quickly result in a feed-

back loop, as the cloud’s rise velocity itself is a function of the amount of entrained

material already present. Instead, the entrainment parameter is set based on a pa-
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Figure 2.1: DELFIC apparent cloud center height change due to asymmetric entrain-
ment of external material. Source: Reproduced from [1, vol. 3, figure B.1.1].

rameterized fit to observed nuclear test data and scaled by event yield, resulting in the

form

` = max



0.12

0.1,0.1

0.01,
1/3

(2.2)

where , is the event yield in kt. The case of the entrainment parameter is only one

such example of the use of observed data to inform the CRM; other such simplifications

can also be found in calculating the eddy-viscous drag force on the rising cloud.

This yield-dependent formulation suggests that entrainment does not vary with time

or event conditions, but instead remains constant throughout cloud rise. This in turn

implies that although the uptake of external material into the cloud continues throughout

the cloud rise process, the increase in cloud top height due to entrainment of this

material is a constant fraction of the cloud’s vertical size. Thus, although the cloud top

height change due to entrainment varies over the cloud rise process, it is inherently

tied to the cloud’s momentum. An entrainment parameter capable of responding to

7



changing cloud conditions could potentially provide better performance than the use of

a constant parameter.

One attempt to develop an improved entrainment parameter from Knowles and

Jodoin [4] took advantage of the cloud’s morphology (encompassing its rise and ra-

dial growth rate) to inform the parameters in equation 2.1. Within DELFIC, the cloud

is defined as an oblate spheroid of eccentricity 0.75 until the cloud’s rise velocity D

reaches zero (though the cloud rise calculation may continue as the cloud grows hori-

zontally) [1, vol. 1]. Thus, while the cloud is rising, any horizontal cloud growth must be

matched by commensurate vertical cloud growth by a factor of

0

1
=

√
1 − 42 =

√
1 − 0.752 = 0.661

where 0 is the cloud vertical radius, 1 is the cloud horizontal radius, and 4 is the cloud

eccentricity. Thus, the change in cloud center height due only to entrainment can be

expressed as

d��
dC

=
dA

dC

0

1

where dA
dC is the cloud horizontal growth rate, expressed as A′ hereafter. Substituting

this definition into equation 2.1 yields

` = 1 − D

A′ 0
1
+ D (2.3)

The study by Knowles and Jodoin used observed cloud rise velocity and horizontal

growth data from past test events to inform this calculation, implementing this en-

trainment parameter formulation in DELFIC as a replacement for the yield-dependent

method described above in equation 2.2 rather than changing its implementation to

allow the parameter to update during the calculation. Results from this study indicate

8



Figure 2.2: Cloud top height change over time, simulation vs. observation using the
DELFIC entrainment parameter formulation described by Knowles and Jodoin [4]. All
heights given relative to mean sea level (MSL).

that this morphological entrainment parameter formulation provided a more reliable ap-

proximation of stabilized cloud top height than the current DELFIC method.

As the accuracy of cloud rise calculations is central to the quality of the route plan-

ning model, one thrust of this work was to evaluate the impact of a dynamic, morpho-

logical entrainment parameter on the predictive capabilities of the CRM throughout the

process of cloud rise. While use of equation 2.3 provides a reasonable approximation

of stabilized cloud top height, its predictions during the process of cloud rise diverge

significantly from observation (see figure 2.2).

In an attempt to improve these predictions, DELFIC was modified in order to im-

plement the entrainment parameter formulation in equation 2.3 with the ability to up-

date the entrainment parameter value during computation. Because the data inform-

ing equation 2.3 cannot come from DELFIC itself (in order to avoid the feedback loop

discussed previously), this also required exposing the model to observed nuclear test

data from which rise velocity and radial growth rates could be interpolated and drawn.

Sufficient observed morphology data was found for 32 historical test events (digitized

9



Table 2.2: Agreement statistics for the data shown in figure 2.3. #=32 events.

Entrainment Method FRMS FMD

Legacy DELFIC 0.268 0.143
Morph. DELFIC 0.264 0.127

from DASA-1251 [5] and provided by the Detonation Forensics and Response (DFR)

Group at ORNL); the list of included events is provided in table A.1. This data was

implemented in DELFIC as a set of look-up tables (LUTs).

Implementing equation 2.3 with an update capability required significant code struc-

ture changes within the CRM. In the most general sense, this involved inserting an

update step for the entrainment parameter that preceded the model ODE solution and

update step. In practice, this change necessitated a cascade of additional changes

across several modules due to widespread entrainment dependence among CRM vari-

ables. Additional changes to the OPM added the entrainment parameter to the cloud

history table in the DELFIC output.

In evaluating this new model, it was first necessary to ensure that this morphological

entrainment formulation predicted stabilized cloud top heights as effectively as the cur-

rent DELFIC method; even a model that improves on the dynamic cloud top prediction

during rise would be rendered useless if the final stabilized cloud top height is incor-

rect. To compare the results, each simulated test event was run on both a vanilla build

of DELFIC and a DELFIC build implementing the morphological entrainment method.

Stabilized cloud top heights were extracted from cloud history tables in each output and

compared against observed stabilization heights, as shown in figure 2.3.

Agreement statistics provided in table 2.2 indicate that the models are virtually in-

distinguishable in their cloud top height prediction capabilities. The fractional root mean

square (FRMS) deviation provides a measure of the average error across the predicted

dataset, while the fractional mean deviation (FMD) describes the average fractional dif-

ference between predictions and observations (with a positive FMD corresponding to

10



Figure 2.3: Stabilized cloud top height predictions using legacy DELFIC entrainment
calculation methods and the morphological entrainment formulation. Solid line indi-
cates 100 % prediction accuracy. All heights given relative to MSL. #=32 events.

underprediction and a negative FMD corresponding to overprediction):

FRMS =

√√√√ #∑ (
G>1B−G20;2

G>1B

)2
#

(2.4a)

FMD =

#∑ (
G>1B−G20;2

G>1B

)
#

(2.4b)

In absolute terms, neither DELFIC as it currently exists, nor a version of DELFIC

employing a more responsive entrainment parameter, offer high accuracy in stabilized

cloud top height predictions, particularly at higher yields. The use of morphological

entrainment performed slightly more favorably, but almost negligibly so.

The true metrics of interest for this work were the entrainment parameter values

and cloud top heights during the rise phase. Whereas the magnitude of the entrain-

ment parameter in the current DELFIC model is highly constrained (see table 2.1),

the morphological formulation produces a much more volatile entrainment parameter,

as shown in figure 2.4. Notably, the morphological entrainment parameter formula-

11



Figure 2.4: Variation of morphological entrainment parameter with cloud rise time. En-
trainment parameters calculated using legacy DELFIC method provided for reference.

tion produces entrainment values reasonably similar to the current yield-dependent

approach (though as with stabilization time, model divergence from observation grows

with yield). In all cases, the event is initialized with the yield-dependent entrainment

parameter and the morphological model only takes over at the point in time at which

sufficient observed test data becomes available for interpolation (at approximately 20

s for the cases shown in figure 2.4). Because the yield-dependent and morphological

models often provide drastically different values for the entrainment parameter, this re-

sults in a large correction at the point where the morphological model takes over, as

shown in figure 2.4. Further work investigating the early-time nature of the entrainment

parameter is warranted.

Though the entrainment parameter itself behaved predictably, cloud top height as

a function of rise time did not change appreciably from what had been obtained using

the yield-dependent formulation. The lack of useful early-time morphological observed

data forced the use of the yield-dependent entrainment method at a time in which cloud

conditions are changing rapidly, while the time-dependent technique was only applied

in the latter stages of the cloud rise process. While this work raised more questions
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Figure 2.5: Cloud top height change over time, simulation vs. observation using two
different entrainment parameter calculation methods. All heights given relative to MSL.

than it answered, efforts to analyze nuclear test films to extract additional observation

data are underway [6], paving the way for future efforts to improve the entrainment

parameter calculation.

2.1.1.2 DELFIC Elevation Sensitivity

Another aspect of the CRM of interest for this work was the model’s sensitivity to

changes in the event’s height of burst, atmospheric stability data (ASD) layer thickness,

and wind data layer thickness. In effect, this analysis would quantify how dependent

DELFIC is on altitude via multiple pathways and provide a baseline level of meteoro-

logical data fidelity to ensure a successful DELFIC run.

The sensitivity analysis sample consisted of 93 historic US nuclear test events,

comprising historic tests for which both observed stabilized cloud top height and ad-

equately accurate meteorology data were available, as defined by ORNL’s Nuclear

Fallout Data Backbone (NFDB) (the events used for the purposes of this study are

listed in table A.2). NFDB-provided standard DELFIC input files were run as baseline

cases and a method of input file automation was written to streamline the creation and

13



execution of the perturbed cases.

Perturbations specific to the meteorological data (i.e., the ASD and wind layer data)

took three different forms: imposition of a maximum or minimum value on the height of

each layer or translating the entire dataset upward or downward in altitude. As is shown

the elevation sensitivity study of HYSPLIT (discussed in section 2.2.2), models utilizing

a stratified atmosphere with sufficiently thin layers can yield inexplicable results for high-

yield events, and DELFIC’s susceptibility to this issue had not yet been quantified. The

applied perturbations were then interpolated with the original meteorological dataset in

order to produce the corresponding ASD and wind data.

Though the direct effects of changing an event’s burst height are plain (even without

considering the operational characteristics of DELFIC), the secondary effects that can

be brought about in DELFIC by making such a change are more significant than a

simple I-translation of the event point would suggest. Using initial conditions provided

by the user, DELFIC classifies each event according to its scaled height of burst Λ [1,

vol. 1]:

Λ = I1,
− 1
3.4 (2.5)

where I1 is the event height of burst measured above ground level (AGL) and , is

the event yield (kt). Based on the value of the event’s scaled height of burst, DELFIC

characterizes the event as a



subsurface burst, if Λ < 0

surface burst, if 0 ≤ Λ < 180

air burst, if Λ ≥ 180

As the focus of this work is direct sampling of nuclear clouds, only surface and

air bursts were considered for this study. This classification is crucial within DELFIC

14



because of its effect on the initial conditions within the cloud: because surface and

especially subsurface bursts will entrain significant quantities of soil, the parameters

governing its cloud rise must be adjusted from those that would expected for an event

with no ground interaction whatsoever. For example, the cloud momentum and mass

ODEs must be initialized with the cloud total mass, which will be much greater for a

surface burst than a pure air burst.

Thus, perturbations to an event’s burst height took two forms: adjusting the height

of burst upward or downward by a set amount, or changing the height of burst such

that events originally characterized by DELFIC as surface bursts became air bursts

and vice-versa. This last perturbation was applied by adjusting the height of burst term

I1 in equation 2.5 to the extent required to change the characterization.

The baseline case using DELFIC inputs with no perturbations applied is shown

in figure 2.6, followed by a selected set of representative perturbation examples (fig-

ures 2.7 to 2.10). The line in each plot denotes complete agreement between DELFIC

and observation. Using the agreement statistics defined in equations 2.4a and 2.4b, the

reduction in DELFIC’s predictive capabilities could be quantitatively assessed for each

perturbation (all agreement statistics are in reference to observed cloud top heights).

Notably, even the most substantial adjustments to input parameters had little absolute

effect on predictions, a testament to DELFIC’s robust interpolation scheme for meteo-

rological data.

Using the meteorological data the user provides as part of an input file, DELFIC

interpolates it at 200 m intervals from −1 to 50 km relative to MSL, supplying data at

these two extremes if the user has not already done so [1, vol. 2]. Thus, the meteoro-

logical data grid the user provides to DELFIC is only used to inform the auto-generated

grid DELFIC will actually use (note that this interpolation scheme also produces arrays

of size 256, the maximum array size currently allowed in DELFIC). The effectiveness

of this interpolation scheme is evident when the user provides a sparse meteorological
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Figure 2.6: DELFIC stabilized cloud top height prediction capability using unmodified
input files from ORNL’s NFDB. Solid line indicates 100 % prediction accuracy. #=93
events.

dataset (as in figure 2.8), but the more data the user provides, the more DELFIC’s pre-

dictive capabilities become dependent on its quality (as in figure 2.7). Merely shifting

the already-defined meteorological grid upward or downward (as in figure 2.9) had little

effect, as the total number of interpolation points did not change.

DELFIC’s capabilities also showed resilience when exposed to height of burst changes,

as shown in figure 2.10. The accumulation of the many under-the-hood model adjust-

ments associated with scaled height of burst produced slightly different DELFIC results,

though these differences are on the scale of those produced by meteorological pertur-

bations. High-yield events (those producing the highest cloud tops) appear relatively

unaffected by this classification change, while low- to mid-yield event predictions are far

less accurate, suggesting that these classifications become irrelevant for events of suf-

ficient size. On the whole, however, it is clear that DELFIC is highly resistant to height

of burst changes, and in general DELFIC is significantly less susceptible to elevation

changes than HYSPLIT (as will be detailed in section 2.2.2).
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Figure 2.7: DELFIC stabilized cloud top height prediction capability with ASD layer
thicknesses constrained to a maximum of 250 m. Solid line indicates 100 % prediction
accuracy. #=93 events.

2.1.2 Output Processing in DELFIC

Though the user rarely interacts directly with DELFIC output while using APTool, the

OPM facilitates the hand-off between DELFIC and HYSPLIT in its workflow (discussed

in section 2.3), while also housing the submodules that track the cloud’s isotopic com-

position (heavily used in this work). The OPM operates on data produced from the

CRM and DTM according to specifications provided by the user in the DELFIC input

file.

DELFIC’s output capabilities center around mapping quantities of interest onto a

user-defined spatial grid (though some tools use these maps only superficially), a prod-

uct of DELFIC’s core mission as fallout mapping software. The user could, in theory,

map any quantity associated with the cloud’s mass, but DELFIC also provides several

built-in options for the user to choose from, such as dose rate, deposition by particu-

late size, and, because DELFIC tracks the isotopic composition of the cloud, activity

concentration by fission product mass chain (described in detail in section 2.1.2.1).

Maps in DELFIC are defined as two-dimensional grids at ground level, with the
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Figure 2.8: DELFIC stabilized cloud top height prediction capability with wind layer
thicknesses of 1,000 m. Solid line indicates 100 % prediction accuracy. #=93 events.

user specifying the grid domain and spacing, among other components. Users then

select data of interest for mapping, which is then included as part of the DELFIC output

file [1, vol. 2]. However, users can also leverage the OPM’s submodules to produce

radiological data of interest by providing special entries to the map request portion of

the DELFIC input file. Among these is an option to produce binary concentration files

compatible with the Oak Ridge Isotope Generation (ORIGEN) software [7], referred to

as F71 files due to their file extension, containing concentration data for every nuclide

present in each particulate size bin in the DELFIC cloud at a given time (see figure 2.11;

all concentration data from F71 files used in this work is given in mol). The user can

provide a list of desired transport time points for which to produce F71 files, even time

points typically outside the scope of DELFIC, up to months post-event. Because the

production of F71 files at a given time point requires only the application of the Bateman

equation with no external source term [8]
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Figure 2.9: DELFIC stabilized cloud top height prediction capability with ASD and wind
data layers translated +500 m. Solid line indicates 100 % prediction accuracy. #=93
events.

#= (C) =
=∑
8=1


#8 (0)

=−1∏
9=8

_ 9 ×
=∑
9=8

4−_ 9 C

=∏
:=8
:≠ 9

(_: − _ 9 )


(2.6)

where #= (C) is the concentration of nuclide = at time C and

_G =
ln 2

C1/2,G
(2.7)

is the decay constant for any nuclide G with a half-life C1/2,G, DELFIC could effectively

follow the decay of an event’s debris indefinitely without introducing significant sources

of uncertainty. It is the isotopic data contained in these F71 files that served as the

basis for the route planning model described in this work.

2.1.2.1 Fission Product Mass Chains and Fractionation

Although measuring the yield of individual isotopes within fission products over time

would be the ideal method of calculating the activity of those fission products, in prac-
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Figure 2.10: DELFIC stabilized cloud top height prediction capability with event heights
of burst necessary to change burst classification. Solid line indicates 100 % prediction
accuracy. #=93 events.

tice, this type of direct measurement is not feasible. Individual isotopic concentrations

are dependent on the device’s target nucleus, the energy spectrum of bombarding neu-

trons, the time elapsed between the event and radiochemical sample analysis, and the

rate of decay of fission product isotopes, resulting in a calculation that quickly becomes

computationally intensive for even the simplest cases. To reduce the computational

burden, and because many unstable fission product isotopes are β− emitters, fission

yields are often determined by fission product mass chain instead of by isotope [9].

A fission product mass chain is the series of isobars that a fission product will decay

through before it reaches a stable daughter. For example, fission product mass chain

140 contains five isobars from fission product creation until stability:

140
54 Xe

V−

−−−−→
13.6 s

140
55 Cs

V−

−−−−→
63.7 s

140
56 Ba

V−

−−−−→
12.8 d

140
57 La

V−

−−−→
1.7 d

140
58 Ce

For yield calculation purposes, quantities of these isotopes will be grouped together,
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Figure 2.11: Breakdown of the F71 file structure in the context of a DELFIC run using
# particulate size bins for the cloud.

avoiding the need to account for half-lives in time-dependent computations. The fission

process creates mass chains for isobars ranging from � ≈ 60 to 170 u, with the most

prominent mass chains clustering between � ≈ 90C>100 u and (� ≈ 130C>140 u (an

example of this so-called “double-hump” fission product yield curve is shown in sec-

tion 2.1.2.1)

Using mass chains simplifies fission product yield calculations, but measuring their

corresponding activities introduces additional complications. Because each constituent

isotope of a mass chain emits radiation of differing types and energies, defining the

activity of a particular mass chain in terms of equivalent fissions is useful. A mass

chain’s number of equivalent fissions is the number of device fissions necessary to

produce the number of mass chain particles that are present in the sample. Because

fission product isotopic yields are well known for many device types, determining the

number of equivalent fissions for a mass chain requires only a radiochemical sample

measurement and a simple calculation to produce a mass chain activity concentration

value that can be compared to other mass chains to determine relative yields from the
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Figure 2.12: Fast neutron-induced fission product yield for 235U arranged by product
mass number. Data obtained from ENDF/B, version VIII.0 [10].

device in question.

Of particular interest when considering fission chain yields is the issue of fractiona-

tion. Fractionation is the change in isotopic makeup of a fallout sample from the event

time until the sample is analyzed radiochemically [11]. Because mass chain analysis

does not capture the effects of decay between isobars, however, additional analysis is

necessary in order to quantifiably account for the isotope-by-isotope change in a fall-

out sample’s composition. One method by which the degree of fractionation can be

determined is through the use of A-values, defined in equation 2.8:

A =
��E>;0C8;4

��A4 5 A02C>AH
, (2.8)

where A describes the degree of fractionation that has occurred, ��E>;0C8;4 is the number

of equivalent fissions from a volatile mass chain, and ��A4 5 A02C>AH is the number of

equivalent fissions from a refractory mass chain, such that the fractionation taxonomy
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takes the following form:



refractory, if A < 1.0

unfractionated, if A = 1.0

volatile, if A > 1.0

A-values involving mass chains 99 and 140 are often reported in literature both for

their high fission yields as well as the highly refractory nature of mass chain 99 and

the volatility of mass chain 140; these values are utilized as defaults for fission product

calculations within APTool. Users can select mass chains of interest for a given problem

and auto-generate the DELFIC map request needed to output the mass chain-specific

data2.

2.2 HYSPLIT

Where DELFIC uses a combination of event physics and empirical parameterizations

to inform a numerical model, HYSPLIT is based entirely around numerical solutions

to gridded advection-diffusion problems [12]. The core of the model centers around

computing the time history of particulate advection and dispersion using a Lagrangian

numerical scheme (i.e., using the moving particulate’s reference frame to step through

the grid). These calculations serve to inform an implicit Eulerian model (using a static

reference frame) that computes grid voxel concentration data. This combined approach

maximizes the allowable time step between grid iterations, improving computational

efficiency with negligible impacts on accuracy and avoiding model instability (i.e., un-

controlled deviations from typical model behavior due to accumulated round-off and

truncation errors) [13].

Within the context of APTool, HYSPLIT’s capabilities are flexible enough to simu-
2though the detector response capability provides more details about cloud composition than the mass

chain output is capable of; as a result, these results have been excluded from this work
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late both the trajectory of an individual particulate within the DELFIC cloud and the

transport and dispersion of the cloud as a whole. In the former, a particulate traverses

the grid by atmospheric advection informed by meteorological data over a time period

defined by the user, producing a time history of particulate locations starting with the

stabilized cloud position. In the latter, the cloud is split into puffs that follow a similar ad-

vection scheme, but which can also fluctuate in size according to the dispersive nature

of atmospheric turbulence [12]. Of the two HYSPLIT methods, this dispersion model is

used exclusively in this work, and so it will be the focus of the HYSPLIT discussion to

follow.

While HYSPLIT’s trajectory model is narrowly focused on the path of individual par-

ticulates, the task of the dispersion model has a much broader scope. The model does

not seek to follow the paths of each individual cloud particulate, but to track the general

distribution of cloud material over a user-defined three-dimensional map. To do this, the

program requests the cloud definition and the desired map extent (i.e., its span in lati-

tude, longitude, and altitude) and grid spacing, as well as the dispersion time intervals

of interest. The cloud is then dispersed over the area for the specified length of time,

with the mass concentration of cloud material within each grid voxel recorded in units

of g cm−3 throughout the computation. DELFIC particulate size classes (characterized

as distinct air pollutants in HYSPLIT) are transported separately during the calculation,

resulting in a “concentration grid” that is, in fact, multiple time-dependent concentration

grids superimposed on one another; the indexing order to access these superimposed

grids is shown graphically in figure 2.13. These concentration grids are stored in mem-

ory under this hierarchy with one addition: all voxels with a non-zero concentration of

particulates of a given size class at a given time are flagged in the model; this permits

the model to skip over these voxels when traversing the grid in order to improve com-

putational efficiency. Thus, HYSPLIT can provide a user-customizable time history of

each particulate size class’s concentration grid, and also serves as the working system
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for the route planning model developed for this work.

In some ways, HYSPLIT’s dispersion model behaves similarly to DELFIC’s atmo-

spheric transport and fallout deposition mapping capabilities described in section 2.1:

both map out mass concentration data on a user-defined grid in geographic coordi-

nates. For the purposes of this work, however, HYSPLIT has several advantages over

DELFIC’s DTM. Simplest and most significant of these is HYSPLIT’s use of a three-

dimensional concentration grid, where DELFIC is concerned primarily with deposited

debris and thus requires only two-dimensional grids (though DELFIC uses a three-

dimensional grid when modeling particulate dispersion in the atmosphere). HYSPLIT

is also designed to provide realistic advection over thousands of miles, while DELFIC

describes itself as “intended for research in local nuclear fallout prediction” [1, vol. 1];

DELFIC’s atmosphere, once interpolated, is constant for the length of the problem,

and thus will quickly lose accuracy as the cloud moves away from ground zero (GZ),

but HYSPLIT requires the user to provide packed meteorological data files containing

continent-level and often global information to ensure accuracy over long trajectories.

Finally, DELFIC’s DTM and HYSPLIT’s dispersion model are, in sum, built for entirely

different purposes: DELFIC’s atmospheric transport is designed to accurately model

particulates as they settle to the ground, while HYSPLIT is concerned with modeling

particulates that remain airborne for long periods of time.

2.2.1 Spatial Resolution in HYSPLIT Concentration Grid

Though the geographic coordinate system (GCS) used by both the DELFIC and HYS-

PLIT spatial grids is convenient for mapping purposes, a polar coordinate system is not

ideal for grid traversal algorithms, such as those required for this work. Users unaware

of this characteristic of the GCS are likely to request grids with non-cubic voxels, slow-

ing down not only the grid traversal algorithm but any methods that require position

sampling (such as those discussed in section 3.2.1.1). DELFIC avoids this potentiality
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by requiring users to enter grid voxel spacing in Cartesian coordinates (and because

the user-defined grid in DELFIC is two-dimensional), while HYSPLIT requests grid data

in polar coordinates: latitude and longitude with grid domain and spacing in °, altitude

as a list of layer heights in m.

By default, HYSPLIT uses 1.0° as the latitude/longitude grid spacing along with

50 m atmospheric layer heights [14]. Converting to Cartesian coordinates using the

Haversine formula

hav(\) = sin2
(
\

2

)
3 = 2'� arcsin

(√
hav(i2 − i1) + hav(_ℓ,2 − _ℓ,1) cos i1 cos i2

)
where ϕ8 is the latitude of point 8 (the abscissa of the GCS), λℓ,8 is its longitude (the

ordinate), '� is the radius of the Earth, and 3 is the distance between points one

and two (choosing an arbitrary point as reference), grid voxels will be 111.111 km

in G, 111.111cosϕ km in H, and 50 m in I, where ϕ is the point’s latitude. Thus, for

the purposes of this work, default HYSPLIT grid spacing is set to 0.01° in latitude

and longitude, while altitude layer spacing is set to 1 km; this produces grid voxels

approximately 1 km per side.

This scheme provides a significant increase in horizontal grid fidelity, but at what

would seem like a corresponding decrease in vertical fidelity. As with DELFIC (as

described in section 2.1.1.2), the level of atmospheric stratification can occasionally

have a detrimental effect on prediction quality. Note also that the level of fidelity also

impacts the contours of the concentration grid as a whole: because cloud concentration

in a given voxel is uniform, excessively large grid spacing will smooth out changes in

concentration that would have been captured had the grid been meshed more finely.
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2.2.2 HYSPLIT Elevation Sensitivity

In a manner similar to the DELFIC elevation study described in section 2.1.1.2, HYS-

PLIT’s sensitivity to elevation change was investigated, with the ultimate goal of deter-

mining optimal atmospheric layer thicknesses for use with nuclear clouds. The motiva-

tion for this study was the concern that coarse atmospheric layers in the concentration

grid would fail to capture the true distribution of radioactive material within the cloud.

As this study was performed primarily to determine elevation sensitivity of airborne

sampler simulations, all testing was performed using either the APTool graphical user

interface (GUI) or its command-line executable APTool Driver (APTDriver), and uses

sampler route data (discussed in greater detail in section 2.3) as figures of merit.

To perform this study, a set of US nuclear test events first had to be chosen to serve

as a cross-section of the event parameter space. These parameters included the event

yield, , event GZ, the event’s height of burst, and the event classification (as discussed

in section 2.1.1.2).

A total of 29 test events were chosen for the study, with relevant event parameters

taken from Department of Energy (DOE) sources [15]. These events are listed in ta-

ble A.3. Overall, a total of 12 of these events occurred at the Nevada National Security

Site (NNSS) and 17 occurred in the Pacific Ocean; 12 events had yields, <10 kt, nine

had yields with 10 < , <100 kt, four had yields with 100 < , <1,000 kt, and four had

yields , >1,000 kt; and 18 of the events were characterized by DELFIC as surface

events, with 11 characterized as air bursts. Where possible, the number of chosen

events of a specific type was determined by the overall fraction of test events sharing

that characteristic among the population in order to provide as representative a sample

as possible.

After the representative test events were selected, APTool project files were pro-

duced for each event using default values for the APTool concentration grid altitudes

(that is, with grid request levels at 0, 100, 1200, 1800, 2400, 3600, and 5400 m AGL),
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Figure 2.14: An example of how route latitude-longitude waypoints were selected for a
given event, such that the maximum activity concentration is encountered between the
waypoints. Both waypoints were placed at an altitude of 7,500 m in this example. Each
route was flown at a single altitude.

20 longitudinal grid points spaced 0.2° apart, and 15 latitudinal grid points spaced

0.2° apart. These longitudinal and latitudinal spacings deviate from the default HYS-

PLIT settings, as discussed in section 2.2.1. This reduction in the number of latitude-

longitude grid points was necessary due to the fact that, in later cases in which the

number of defined altitude grid points was significantly higher than the default, the total

number of grid points would exceed HYSPLIT’s defined maximum (it was also nec-

essary to reduce the number of particulate size classes in the initial DELFIC cloud to

avoid exceeding memory capacity). These base cases were also defined with sampling

intervals of 24 h and a total of 96 h of dispersion time.

The HYSPLIT dispersion model was then executed for these base cases. This pro-

duced a base concentration grid onto which a user could plot waypoints for an airborne

sampler to pass through in a hypothetical mission scenario. It is due to this step that the

APTool GUI was used for these base cases: determining adequate sampler latitude-

longitude waypoints without the visual aid of the plotted concentration grid would have

required considerably more effort. Only two latitude-longitude locations were chosen

for these waypoints, at each extreme end of the portion of the concentration grid where

concentration was present at the time of the event (an example of the positions at which

waypoints would be placed is shown in figure 2.14).
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After selecting the route waypoints, the APTool project file for the base case was

saved in JavaScript Object Notation (JSON) format. From this point, the APTool GUI

was no longer used and all project file changes were made to these JSON files directly.

For each event, two parameters were adjusted to fit the needs of this study: the con-

centration grid altitudes for the HYSPLIT dispersion model, and the altitude component

of the route waypoints plotted on the resulting concentration grid. Across all cases, the

changes to the route waypoints were the same: separate routes were defined every

500 m from ground level to the top of the HYSPLIT domain (defaulted to 25,000 m)

with the same latitude-longitude positions as were selected in the base case. This pro-

duced a set of 49 routes for each case that would, ideally, encompass the maximum

activity concentration from a given event throughout the altitude domain of the prob-

lem and would remain consistent even with changes in the concentration altitude grid

points (note that each route was also defined at sampling time index zero, such that

the activity concentration throughout the cloud would be at its maximum).

Because the route positions would stay consistent across the cases for a given

event, the only difference in project files between each case was the definition of HYS-

PLIT concentration grid altitude points. For each case, new altitude levels would be

defined based on thickness from ground level to the top of the domain. New cases

were produced with altitude layer thicknesses from 50 m to 10 km with a step of 50 m

between cases (a total of 200 separate cases per test event, resulting in a total of 5,800

cases). Because HYSPLIT limits the number of altitude layers that can be defined for

a given concentration grid (30 per grid), cases that required additional layers had new

concentration grids added in, with the results combined after the cases had been run.

These cases were fed into APTool’s APTDriver command-line utility, which was

partially modified for the purposes of this study. The current version of the APTDriver

tool only simulates the creation of the concentration grid, not sampler collection results

from user-defined routes. This functionality was incorporated into the tool for this work,
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as well as the capability to dump the total dose, dose rate, and activity encountered

by the sampler along each route to a comma-separated value (CSV) file. Thus, each

project file could be run by the APTDriver tool and produce the data of interest without

requiring additional post-processing. This data was further split to consider the total

dose, average dose rate, maximum dose rate, average activity, maximum activity, and

total activity encountered along each route.

Because the clouds from many events did not reach the top of the HYSPLIT do-

main (or, conversely, left little debris at low altitudes), the data was then filtered to

exclude routes in which no activity was encountered. Unfortunately, two of the cases

(Ivy King and Upshot-Knothole Dixie) encountered errors in their HYSPLIT dispersion

model runs (likely due in part to the poor quality of their respective meteorological data

sets), resulting in empty concentration grids. As a result, it was necessary to exclude

this data from consideration. The conclusions drawn from this study, therefore, are

based on results from the 27 events with meaningful data.

Note that only a specific set of HYSPLIT layer thickness cases were included in

plots. These levels were chosen as representative of each data set, as the differences

between adjacent cases were often negligible. Any cases not following this convention

will be noted.

Though the data recorded from APTool was split into six types, the trends across

cases for each of these data types were largely consistent for a given event. For exam-

ple, the total dose in each case for Buster-Jangle Easy (shown in figure 2.15) indicates

decreasing dose variability with increasing layer thickness, a pattern that is echoed

in the average activity encountered in each case for Redwing Dakota (shown in fig-

ure 2.16), despite significant differences in each of the test event parameters used in

this study. While higher variability in cases with smaller layer thicknesses is expected,

the persistence of this phenomenon despite variations in data type and event parame-

ters suggests that layer thickness can significantly impact concentration grid results.
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Figure 2.15: Total dose received by a sampler across single-altitude routes for the
Buster-Jangle Easy test event.

Figure 2.16: Average activity encountered by a sampler across single-altitude routes
for the Redwing Dakota test event.
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Figure 2.17: Maximum activity encountered by a sampler across each single-altitude
routes for the Redwing Blackfoot test event.

This pattern of variability is generally consistent across the dataset, but when con-

sidering the relative effectiveness of similar layer thicknesses (particularly those with

very fine spacing), results are more ambiguous. In some cases, like Redwing Dakota’s

shown in figure 2.16, fine grid spacing can result in inexplicable results. Note that the

average activities between the 250 m and 500 m cases shows good agreement until 7

km in altitude, at which point the 250 m case drops to zero. The 500 m case also drops

to zero activity at 14 km, even though clearly activity should have been encountered at

these levels given the results from other cases. This phenomenon is inconsistent be-

tween test events, suggesting some incongruity between the HYSPLIT level definition,

the route altitude, and the concentration grid that results in unreliable data. Note also

that the 50 m thickness case provides non-zero results at much higher altitudes than

the 500 m case, though these results are interspersed with several altitudes at which

zero activity was recorded.

In other cases, such as that of the Redwing Blackfoot cases shown in figure 2.17,

the differences between these finely-meshed concentration grids manifest themselves

as variations between the results obtained at the same route altitude. At 4.5 km al-
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Figure 2.18: Maximum dose rate encountered by a sampler across single-altitude
routes for the Plumbbob Coulomb-B test event.

titude, the total activity encountered (i.e., the integrated activity over the entire route)

using 250 m layer thicknesses is approximately 350 µCi, that encountered using 500 m

layer thicknesses is approximately 310 µCi, and that encountered using 1,000 m layer

thicknesses is approximately 280 µCi. Though these differences amount to little when

considering the entire concentration grid domain, they also suggest that larger grid

layer thicknesses can flatten out contours in the data that may be of interest. Again,

however, the use of too fine a grid can have significant consequences: using 50 m layer

thicknesses, non-zero activities are only recorded up to 0.5 km, highlighting the need

to compromise between extremely fine and extremely coarse grid spacing for a given

problem.

Determining such an optimal layer thickness is highly dependent on the event in

question, but it is clear that the layer thickness range chosen for this study contains sev-

eral thicknesses that could not be considered optimal. Throughout figures 2.15 to 2.18,

layer thicknesses exceeding 2,500 m provide results well outside of expectations, as

their layers encompass so many route altitudes that they can almost be considered

to provide an altitude-averaged result across the domain. For most applications, such
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a result is undesirable. In contrast, the 50 m layer thickness cases provide a level of

fineness unsuitable to such a large domain, resulting in sparse datasets that do not

resemble the concentration grid.

In the thickness range of 250 to 2,500 m, the optimal choice for a given event should

be determined based primarily on the event yield. As is clear in figure 2.16, high-yield

events offer poor results with meshing on the order of 250 to 500 m, while 1,000 and

2,500 m thicknesses provide consistent results throughout the domain. Meanwhile, fig-

ure 2.17 indicates that for lower-yield events, these large layer thicknesses can sup-

press some of the contours of the concentration grid by averaging the concentration

over too much of the relevant altitude domain.

In general, the results obtained using 1,000 m layer thicknesses are the most con-

sistent, with few anomalous “zeroed” altitudes and a reasonable level of accuracy

throughout the domain. For cases in which the cloud is not expected to exceed 10

km (or in which the event yield , <10 kt), 500 m layer thicknesses may be more ap-

propriate in order to achieve a more accurate result and capture a larger portion of the

concentration grid’s variability with altitude.

2.3 APTool

Though supplying only a few minor capabilities as a top layer for the DELFIC-HYSPLIT

integration, APTool provides a seamless interface while granting the user the flexibility

to adjust DELFIC and HYSPLIT input parameters without requiring the user to manually

write input files.

Synergy between the models is facilitated through the DELFIC Adapter and Execu-

tor Model (DAEM) and HYSPLIT Adapter and Executor Model (HAEM), which interpret

user input (whether through the use of the APTool GUI or via a JSON configuration

file), run the models with these specifications, and then process the output in a manner

specified by the user (an example of the typical route-planning workflow in APTool is
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Figure 2.19: Typical workflow for a simulated problem in APTool. Radiological quantity
computations are excluded for simplicity.

provided in figure 2.19). Though APTool does not require the user themselves to run ei-

ther DELFIC or HYSPLIT, program executables are not provided by APTool; DAEM and

HAEM are designed to serve as object-oriented interfaces between the purely proce-

dural DELFIC and HYSPLIT and an arbitrary top-level interface (in this case, APTool).

One critical aspect of this top-level design is the standardization of meteorological

data between the two models. As DELFIC’s meteorological input requirements are

much simpler than HYSPLIT’s, DAEM is designed to extract the data it needs for a

DELFIC run from the HYSPLIT meteorological data file, which serves the added pur-

pose of ensuring that atmospheric conditions remain consistent throughout a given

problem. DELFIC’s CRM run requires only that the user define the event conditions

and provide this meteorological file, with which APTool will create a DELFIC input file to

the chosen specifications. The resulting stabilized cloud definition can then be format-

ted by HAEM and, along with any HYSPLIT-specific input information, passed to either

HYSPLIT transport model (trajectory or dispersion) [16].

In a general sense, APTool’s additional capabilities center around applying HYS-

PLIT’s output concentration grid and DELFIC’s OPM to simulate the distribution of ra-

dioactive material over the area of interest. Of these, the airborne route planning is

the primary focus, but APTool also provides a module permitting the user to define

ground-based air sample collection stations to determine the concentration of mass

over the entire HYSPLIT trajectory and has proven effective in optimizing the location

and number of samplers needed to deliver an air sample of high quality [3].
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2.3.1 Radiological Concentration Grid using DELFIC’s PAM

While APTool only requires users to explicitly run DELFIC’s CRM once during the

course of a problem, the OPM’s capabilities are utilized at many points over the course

of the workflow (though these calls are often kept out of sight of the user). The OPM’s

primary use in APTool (prior to this work) was in applying dose conversion factors

(DCFs) to DELFIC’s cloud in order to map out the distribution of radioactive material

post-event. These DCFs encompass the dose rate coefficient data provided by the

Environmental Protection Agency (EPA) as well as human-specific weighting factors

provided by the International Commission on Radiological Protection (ICRP).

To ensure the accuracy of this radiological data, a supporting effort involved in this

work was focused on updating the relevant DCFs used by DELFIC. In particular, the

dose rate coefficients associated with total air immersion were updated to match the

data provided in Federal Guidance Report (FGR)-15 [17], while organ weighting factors

were adjusted to align with data in ICRP Publication 103 [18] (organ weighting factor

improvements are outlined in table 2.3). Implementing the new DCFs in DELFIC was

quite simple: the data is hard-coded into DELFIC’s source code as a series of LUTs,

which were overwritten to include the new data. A DELFIC build using the new DCFs

was then set as the target executable for APTool.

The DCFs taken from FGR-15 are provided in units of Sv m3 Bq−1 s−1, or dose rate

equivalent per unit volume source. Organ weighting factors are unitless values between

zero and one. These combined coefficients, when applied to the cloud property data

produced by DELFIC nuclide-by-nuclide, provide approximations of the exposure rate

(rem h−1) in the cloud at a given time. Because the rate of fallout activity decay is cal-

culated within DELFIC for fission products over the time period of interest for this work

(on the order of days and weeks post-event), this data can then be used to approximate

dose, dose rate, or activity at any point within that time period [20].

Decay of fallout activity within 0.5 to 5,000 h post-event can be approximated using
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Table 2.3: ICRP recommendations for tissue weighting
factors in Publication 26 [19] and Publication 103 [18].

Tissue
Weighting Factor wT

1977 Pub. 26 2007 Pub. 103
Bone surfaces 0.03 0.01
Bladder — 0.04
Brain — 0.01
Breast 0.15 0.12
Colon — 0.121

Esophagus — 0.04
Gonads 0.25 0.082

Liver — 0.04
Lungs 0.12 0.12
Red bone marrow 0.12 0.12
Salivary glands — 0.01
Skin — 0.01
Stomach — 0.12
Thyroid 0.03 0.04
Remainder 0.303 0.124

1 The dose to the colon is taken to be the mass-weighted mean
of upper large intestine and lower large intestine doses.
2 The F) for gonads is applied to the mean of the doses to testes
and ovaries.
3 The five most highly irradiated other organs and tissues are
included in the remainder, each with F) = 0.06.
4 The specified remainder tissues are: adrenals, extrathoracic tis-
sue, gall bladder, heart, kidneys, lymphatic nodes, muscle, oral
mucosa, pancreas, prostate (in men), uterus/cervix (in women),
small intestine, spleen, and thymus.

Way-Wigner or t-1.2 decay [21], expressed as

'C ≈ '1C−1.2 (2.9)

where 'C is the dose rate at time C and '1 is the unit-time reference dose rate, which is

the dose rate at a time dependent on the units in which time is expressed (e.g., for time

measured in hours, '1 would be the dose rate 1 h post-event). As shown in figure 2.20,

this approximation is quite accurate over the time period of interest. Accumulated dose

and accumulated activity can be computed during the course of this time period by
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Figure 2.20: Rate of decay of fallout dose rate over time post-event, up to approxi-
mately one month, as well as the Way-Wigner decay approximation. Dose rate data
is expressed relative to the dose rate at 1 h post-event. Source: Adapted from [20,
figure 9.16a].

integrating:

� ≈ '1
∫ C1

C0

C−1.2dC

� ≈ 5'1

(
C−0.20 − C−0.21

)
(2.10)

where � is dose and '1 is the unit-time reference dose rate (note that activity and

unit-time reference activity can be used in a similar manner). Unit-time reference dose

rates can be calculated using the cloud dose rate at the present time as in equation 2.9,

then incorporated into the accumulation defined in equation 2.10. Thus, in combination

with the grid traversal algorithm described in section 3.2.2.1, the time evolution of the

cloud’s activity can be followed throughout the duration of a sampler’s route.
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Figure 2.21: WC-135 aircraft on tarmac at Patrick AFB. Source: [23].

2.4 WC-135 Analysis Systems

The Boeing WC-135, shown in figure 2.21, is the purpose-fit form of the KC-135R air-

craft used by the US Air Force to detect and sample nuclear clouds. There are currently

two active aircraft using legacy systems, with three aircraft in the process of being re-

fit with the systems described in this work [22]. Though the design of the aircraft itself

plays little role in the model outside of its geometry (discussed in detail in section 3.2.2),

its flight capabilities set some hard limits on the route planning simulation: stabilized

clouds from events with yields >100 kt typically exceed its flight ceiling of approximately

12,000 m (40,000 ft) [20], which could impact the selection of route waypoints, while its

maximum flight speed (640 km h−1 or 403 mph) sets a lower limit on the amount of time

required for the sampler to traverse a grid voxel.

The APTool route planner’s personnel-centered model represents only one-third of

the detection systems found on board the WC-135: in addition to the changes made

to DELFIC’s PAM to provide more accurate personnel dose rate data, this work’s pri-

mary concern has been the accurate simulation of those as-yet unexplored External
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Table 2.4: Relevant properties of detectors used by the ERD and DGS.

Detector Geometry Composition
Density Dimensions

Energy

(g cm−3) (in.)
Resolution

(%)

CsI(Tl) Rect.
>49.9 % Cs

4.51 × 100 3 × 3 × 14 17.5
Scintillator Prism

>49.9 % I
<0.1 % Tl

Geiger-Mueller
Cylinder

98.7 % Ar
9.10 × 10−3 2 × 9 —

Counter
>0.9 % H
>0.3 % C

Radiation Detector (ERD) and Directional Gamma Sensor (DGS) systems (shown on

board the WC-135 geometric model in figure 2.22; note that although the aircraft cabin

was modeled with a diameter of 12.8 m, this value is on the upper end of feasibility for

a sampler cabin and is left as an adjustable parameter for the user). Despite inherent

similarities between the two systems, their methods of use aboard the WC-135 are

markedly different.

2.4.1 ERD System

The ERD system, as the name suggests, is the primary means through which the

WC-135 performs its central mission task: cloud sample analysis. Paired with spe-

cialized filters designed to capture small particulates, the ERD provides a real-time

indicator of sample composition during the course of a mission. The system consists of

one thallium-activated cesium iodide (CsI(Tl)) scintillator and one Geiger-Mueller (G-M)

counter sandwiched between 1⁄4 in. plates of tungsten (on top) and stainless steel (on

bottom). This design is depicted in figure 2.23 and the properties of each detector are

summarized in table 2.4.

Because this system is meant to analyze the cloud directly, it is located outside the

main body of the aircraft (the left and right sides of the aircraft operate independent

ERD systems, but they will be referred to collectively as the “ERD system”). Efflu-
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(a) Exterior.

(b) Schematic of assumed WC-135 analysis system layout used in this model with dimensions
(not to scale).

Figure 2.22: WC-135 geometric model as used in verification suite. Layout consistent
between model and verification suite.
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Figure 2.23: ERD system design with dimensions. Source: Adapted from [24, figure 2].

ent air passes through the specialized filters during flight, catching any particulates of

sufficient size. The ERD’s response to the gamma-rays emitted by radioactive particu-

late isotopes on the filter is continuously measured and recorded, providing snapshots

of the cloud’s composition at a given time (the ERD’s CsI(Tl) detector measures the

response, with the G-M detector serving as a backup in case of CsI(Tl) detector fail-

ure [24]).

The mounting plates holding the detectors in place also provide a small measure

of low energy (300 keV and below) gamma-ray attenuation, helping to minimize the

contribution of background radiation to the detector response. In order to obtain as

many samples as possible, filters are changed every 30 min while in the cloud; this

has the additional benefit of ensuring that gamma-rays produced by particulates on the

filter are not attenuated due to the interposition of other particulates between itself and

the detector.

2.4.2 DGS System

The DGS system’s primary objective is to maximize the quality and quantity of samples

for the ERD system to analyze. Consisting of four CsI(Tl) scintillators (see table 2.4)

mounted in a cruciform pattern and quartered by 1⁄4 in. stainless steel plates (see fig-

ure 2.24), the DGS system’s primary uses are to recognize the presence of a radioac-
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Figure 2.24: DGS system design with dimensions. Additional aluminum framing not
shown.

tive plume and, once inside, to direct the flight crew toward areas of high activity in

order to maximize mission efficiency. The steel plates placed between each detector

serve two purposes: to minimize crosstalk between detectors and to ensure that each

detector is primarily sensitive to one quadrant in the HI-plane (as defined in figure 2.25).

DGS detector responses serve as inputs to the directional algorithm, which weighs

the strength of the response in one detector relative to the other three and signals

the result using a set of lights pointing in cruciform directions. The system is also

time-windowed, ensuring that the indicator is providing the most up-to-date vectoring

information possible. As shown in figure 2.22b, the DGS is placed near the center of

the aircraft and is not exposed to cloud particulates directly (as is the case with the

ERD); because the DGS’s purpose is to detect the contours of the radioactive plume

outside the WC-135, DGS detector response is designed to be mostly attributable to

gamma-rays produced by particulates that surround the aircraft rather than those that

have been captured by onboard filter systems.
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Figure 2.25: DGS directionality quadrant boundaries.

2.5 Gamma-ray Transport and Detection

Providing accurate response simulations for these WC-135 systems requires rigorous

and precise gamma-ray and scintillator models. These models were developed for this

work from the ground up, based on deterministic radiation transport and a simplified

detection model (to be described in greater detail in section 3.2.3) in order to provide

an accurate but computationally efficient simulation capability.

2.5.1 Deterministic Radiation Transport

Though a stochastic (or random-walk) approach to transport simulation would provide

a more rigorous and potentially more accurate result, the corresponding loss in com-

putation speed makes the technique infeasible for this application (i.e., a long-range

detection scenario with large spherical divergence between source and detector in a

low-scatter medium) [25]. Instead, this work uses a ray tracing method to simulate the
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attenuation of gamma-rays between source and detector as

� (�) = �0(�)
4c32

4−`(d,�)3 (2.11)

where � (�) is the intensity of gamma-rays of energy � at the detector, �0 is their initial

intensity at the source, 3 is the source-detector path length, µ(ρ, �) is the linear attenu-

ation coefficient for gamma-rays of energy � through atmospheric air of density ρ, with

the exponential 4−µ(ρ,�)3 often referred to as a whole as the attenuation factor (note that

this method assumes that particulates are emitting gamma-rays isotropically). While a

stochastic model would model the emission and detection of individual gamma-rays

in a manner reflective of real-world behavior, the concept of gamma-ray intensity is

more abstract. In this context, intensity refers to the quantity of gamma-rays present

with a given energy; thus, the source intensity �0(�) describes the number of gamma-

rays emitted from a nuclide at energy � , while � (�) is the number of gamma-rays that

were able to traverse a distance 3 without being absorbed or scattered by the attenuat-

ing medium. As such, both “gamma-ray” and “gamma-rays” are used interchangeably

throughout this work: “gamma-ray intensity” refers to the number of gamma-rays of

the same energy emitted by a particulate per unit time, making the terms functionally

equivalent in the context of deterministic gamma-ray transport. Furthermore, because

this model is not time-invariant, all intensities can be considered to be provided in terms

of the number of gamma-rays per unit time, unless otherwise stated.

In order to account for the possibility of detecting gamma-rays originating from differ-

ent atmospheric layers, a summation term was added to the exponential term of equa-

tion 2.11 in order to capture the change in attenuation coefficient with altitude:

� (�) = �0(�)
4c32

4

(
− ` (0,�)

d

∑
8

d838

)
(2.12)

where µ(0,�)
ρ

is the mass attenuation coefficient for air at sea level, ρ8 is the atmospheric
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density of layer 8, and 38 is the source-detector path length segment that passes through

layer 8.

2.5.1.1 Buildup Factor

This method achieves results within 1% of the uncollided point detector flux using

stochastic methods [25], but does not consider the possibility of gamma-ray scatter

into a detector region. Conventionally, deterministic approaches to gamma-ray trans-

port will impose a buildup factor on equation 2.11, scaling the gamma-ray flux at the

detector by a fixed value based on the energy, medium, path length, and solid angle

of incidence between source and detector. This dependence on so many problem-

specific variables makes determining the buildup factors for a given set of gamma-rays

as computationally expensive as transporting the uncollided gamma-rays themselves;

as a result, buildup factors are often pre-computed using stochastic simulations and ac-

cessed as LUTs in the deterministic transport algorithm. For model scenarios in which

buildup factor parameters are not static, however, the number of pre-computations re-

quired can result in a memory-expensive LUT in which lookups are less computationally

efficient than the calculation itself.

To balance the size of LUTs with computational efficiency, the model designed for

this work computes buildup factors for gamma-rays emitted from collection filters (as

the geometry between source and detector is static over the course of a route), but

assumes that only uncollided gamma-rays will reach detectors from particulates located

outside the aircraft. In worst-case scenarios, where all gamma-ray interactions between

source and detector are scattering events in the direction of the detector, uncollided

gamma-rays account for only 2% of the total gamma-ray flux at the detector [25]. More

realistic scenarios, accounting for low atmospheric gamma-ray interaction probabilities

and isotropic scattering, suggest instead that once-scattered gamma-rays contribute

only 2% of the total flux. This work uses a hybrid approach, using buildup factors for
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transport to the short-range, static ERD detectors and assuming they are negligible for

the long-range transport between external particulates and the DGS.

2.5.2 Radiation Detection Model

As described in section 2.4, the WC-135 uses primarily CsI(Tl) scintillation detectors

for analysis with G-M counter backups. Models were developed for each type with a

level of detail corresponding to their complexity, with the spectroscopic CsI(Tl) requiring

significantly greater fidelity than the basic G-M; in fact, the G-M counter’s capabilities

are modeled simply as a subset of that of the scintillator, as differences in interaction

mechanisms between detector types are woven into each respective detector’s intrinsic

efficiency (described in section 3.2.3.2). As a result, only the more complex scintillation

mechanism will be fully detailed here.

2.5.2.1 Scintillation Detection Model

In an infinitely large detector with 100% detection efficiency, each gamma-ray in the

detector would deposit its full energy in a photoelectric interaction with a detector elec-

tron, resulting in a detector response that exactly mirrors the energy distribution of

the incident gamma-rays produced by cloud particulates. The detectors used in this

work, in contrast, are somewhat large, with detection efficiencies that vary with incident

gamma-ray energy. Photoelectric interaction probabilities diminish with increasing en-

ergy, reducing the likelihood of a full-energy peak event, the electron energy registered

by the detection system is subject to statistical noise effects and the detector medium’s

inherent energy resolution, and the finite size of the detector leads to additional losses

due to photon escape. These imperfections in the detection system result in responses

with little resemblance to the incident energy distribution, and so the simulation of these

imperfections forms the core of the scintillation detector model used in this work.

The mode of interaction between a gamma-ray and a medium is probabilistic in
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Figure 2.26: Relative probabilities for the three primary gamma-ray interaction mecha-
nisms by energy and medium, highlighting the equivalent atomic number for a CsI(Tl)
scintillator. Additional lines indicate where interaction probabilities are equivalent for
the adjacent interaction types. Source: Adapted from [26, figure 25.1.1].

nature, with higher-energy gamma-rays exhibiting an increased likelihood of Compton

scattering or pair production events. The relative probabilities for these three interac-

tion types are shown in figure 2.26. For each incident gamma-ray, a interaction type

was selected based on its probability at the given gamma-ray energy and the resulting

process would be followed until the gamma-ray deposited all of its energy (or escaped

the detector); the physics behind the interactions simulated for the purposes of this

work are detailed in the following sections.

2.5.2.1.1 Photoelectric Absorption

Photoelectric absorption, in which the original gamma-ray transfers most of its ki-

netic energy to an electron in the detector volume, is the ideal gamma-ray interaction

process from a detector response perspective. As long as the photoelectron does not
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Figure 2.27: Example detector response in a 1 × 1in. CsI(Tl) scintillator using a mo-
noenergetic 137Cs source. Backscatter peak is attributable to Compton scattering from
materials surrounding detector.

escape, the full energy of the gamma-ray will be deposited in the detector using a

single photoelectron (referred to as the photopeak in the response; see figure 2.27).

Photoelectric interactions are typically prevalent for low-energy gamma-rays, but this

probability decreases with growing energy.

2.5.2.1.2 Compton Scattering

Compton scattering events are the nearest gamma-ray analogue to elastic scatter-

ing interactions (in the laboratory frame of reference), with the energy transferred to

detector electrons determined by the incident gamma-ray energy and the scattering

angle θ [26]:

�4− = ℎa

(
U(1 − cos \)

1 + U(1 − cos \)

)
(2.13)

where �4− is the energy of the electron, hν is the energy of the incident gamma-ray,
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and α=hν⁄m0c2, the ratio of the incident gamma-ray energy to the electron’s rest mass

energy m0c2 (511 keV). In all Compton events, the scattered gamma-ray will maintain a

kinetic energy hν’=hν-�4− that must be accounted for; as a result, Compton scattering

produces electrons with a spectrum of energies, which appear in a monoenergetic

source’s response as the Compton continuum. The edge of the Compton continuum

is the energy for which the scattering angle θ≈π, in which the gamma-ray imparts as

much of its kinetic energy as possible to the electron; the Compton continuum and the

Compton edge are clear in the example shown in figure 2.27.

2.5.2.1.3 Pair Production

In pair production interactions, the incident gamma-ray creates an electron-positron

pair in the detector volume, which then travel away to deposit their energy. The cre-

ation of the electron-positron pair requires an incident gamma-ray with kinetic energy

exceeding the rest mass energy of the two particles combined; thus, pair production is

only energetically possible if hν >2m0c2, and any excess kinetic energy is split between

the electron and positron:

�4− + �4+ = ℎa − 2<02
2 (2.14)

where �4+ is the energy of the positron.

While the electron deposits its energy in the detector volume as with other inter-

action types, the positron deposits its energy more indirectly. After slowing down, if

the positron remains in the detector medium, it will annihilate with a detector electron,

creating two photons of energy m0c2 that are emitted in opposite directions, which

can then result in more photoelectric interactions or Compton scatters in the detector

medium. In small detectors, annihilation photons can often escape the detector vol-

ume prior to absorption, giving rise to the single and double escape peak features in
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the detector response (located at hν-m0c2 and hν-2m0c2 respectively) that correspond

to deposition of only the electron and positron kinetic energies. These features are not

present in the response shown in figure 2.27.

2.6 Model Nuclear Datasets

Though APTool does not fall under the Standardized Computer Analyses for Licensing

Evaluation (SCALE) family of software, the ubiquity of SCALE at ORNL has led to

the adoption of its data resources in many other tools (this data, in turn, is derived

from Evaluated Nuclear Data File, Part B (ENDF/B)-VII.1). In particular, the resources

provided by SCALE’s submodule ORIGEN are ideal for this application, as the notation

used in ORIGEN binary concentration (F71) files is consistent with that of ORIGEN’s

data; the three data files of particular interest were the decay, gamma-ray emission,

and fission yield resources. As the fission yield resource is used as a part of DELFIC

and did not require additional use in this work, the implementation of the decay and

radiation emission data files in APTool will be the focus here (a summary of the nuclide

decay and emission data is outlined in table 2.5). Notably, gamma-ray emission data

is provided in units of γ disintegration-1, remaining constant with respect to activity

throughout a given problem. This gamma emission data was of particular interest,

as it was first introduced to APTool due to this study; therefore, as part of the effort

supporting this work, this gamma emission data was chosen for a deeper investigation.

2.6.1 Gamma-ray Emission Dataset Quality Analysis

The driving motivation behind investigating the gamma emission data used in this work

centers around historical context: contemporary results are typically computed utilizing

the most modern nuclear data available, data that any historical results used for com-

parison would not have had access to. Thus, it is often instructive to directly compare

the contemporary datasets to touchstone historical works in order to determine whether
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Table 2.5: Summary of nuclide data present in ORIGEN resources [7]. Sub-library data
for activation products and actinides include only those nuclides not present in fission
product dataset. Emission resource contains only gamma-ray emission data.

Decay Emission
Resource Resource

2,237 1,277 nuclides (total)
1,675 1,277 nuclides (unique)
350 207 activation products
174 150 actinides

1,151 920 fission products

divergence in results is a product of data differences or errors in methodology.

The historical study chosen for comparison with this work focuses on the decay of

gamma-ray emission spectra over a timescale comparable to that of this work, pub-

lished in 1978 by Foster et al. [27]. Though this work was limited by the technological

challenges of the time as well as the quality of the data available (particularly early-

time decay data), it has maintained its relevance as a point of reference for delayed

gamma-ray flux computations using common fissionable isotopes [28].

The methodology used by Foster et al. looks at the gamma-rays emitted from fission

products produced by three fissionable nuclides (239Pu, 235U, and 238U) using a con-

stant flux of 1013 n cm−2 s−1 applied for 10−4 s using two different incident neutron en-

ergy spectra (fission neutrons and 14 MeV high-energy neutrons) over the time period

from 0.1 to 1,000 s post-fission. The study primarily uses data from ENDF/B-IV (though

the 14 MeV 239Pu case uses data from ENDF/B-V) and produces time-dependent fis-

sion product decay data using CINDER-10 [29], a fission product transmutation and

decay code similar in function to SCALE’s ORIGEN. Technological and contractual lim-

itations resulted in the use of only nine time intervals within 0.1 to 1,000 s, except for

three cases in which 29 time intervals were used; table 2.6 details the energy-isotope

cases, the number of time intervals available, and a comparison to data used in this

work’s investigation.

Much of this work’s investigation was focused on attempting to replicate the results

53



Table 2.6: Energy-isotope abbreviations and number of time intervals used in Foster et
al. [27, table 1] compared to this work.

Number of
Decay Times,
0.1 to 1,000 s

Fissioning Neutron Foster This
Nuclide Energy Abbreviation et al. Work

235U fission spectrum 25F 9 37
238U fission spectrum 28F 29 37

239Pu fission spectrum 49F 29 37
235U 14 MeV 25H 9 37
238U 14 MeV 28H 9 37

239Pu 14 MeV 49H 29 37

presented in Foster et al., figure 4 using modern data and tools. ORIGEN was used to

produce the time-dependent fission product decay data, and with many fewer limitations

on the allowed number of time intervals to request than with CINDER, nine time points

per decade within 0.1 to 1,000 s were used for each case along with a final time point

at 10,000 s (37 time points total). In addition to the increased number of time points

used, the nuclear dataset available to ORIGEN is far more detailed than that available

to Foster et al.; these data improvements are summarized in table 2.7.

Although mirroring the general methodology outlined by Foster et al. was rather

simple, generating the composite gamma-ray spectra and normalizing the data proved

more complex. As shown in table 2.7, Foster et al. were producing emission spectra

for a total of 825 fission products using only the 180 nuclides with this data explicitly

defined; to account for the missing spectra, it was assumed that the average spectrum

of the remaining 645 nuclides was the same as that of the known 180. While ORIGEN

uses a similar averaging scheme in its spectrum calculations [30], only 112 nuclides

must use averaged spectra, significantly reducing the impact of this computation on

results. In addition, Foster et al., p. 12 claims to normalize calculated spectra to “the

total beta or gamma energy-emission rate”, and yet figure 4 (data from which is included

54



(a) Spectra using fission-spectrum neutrons.

(b) Spectra using high-energy neutrons.

Figure 2.28: Relative gamma-ray emission rate per fission using fission-spectrum and
high-energy neutrons for three fissionable isotopes. Plots on left adapted from [27,
figure 4].
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Table 2.7: Comparison of ENDF/B-IV data used by Foster et al. [27, table 2] and
ENDF/B-VIII data used in this work.

Foster This
et al. Work

825 1,151 nuclides (total, counting isomers separately)
112 927 isomers with half lives >0.1 s

42 51 different elements
96 109 different mass numbers

181 557 have neutron-interaction cross sections
180 939 have explicit data on beta and/or gamma spectra
712 1,003 are unstable and have average α, β, and γ energies

and branching fractions
825 1,151 have fission yields for each of six fissionable

nuclides for one or more ranges
of neutron energy

on the left side of figure 2.28) indicates that 238U fission produced more than 100% of

the total gamma energy-emission rate. From this figure, it is clear that gamma spectra

were in fact normalized to the energy-emission rate of the 25H case at 0.1 s post-

fission, and it is this normalization scheme that was employed for the purposes of this

work (the results of which occupy the right side of figure 2.28).

Of particular note in figure 2.28 is the significantly lower gamma energy-emission

rate for the 28F case between ENDF/B-IV and ENDF/B-VIII. Other authors have sug-

gested that historical works did not properly account for photon emission anisotropy in

238U composite spectra [31], which likely accounts for the discrepancy indicated here.

Though this is a plausible explanation for the phenomenon and both 235U and 239Pu

data align well with data reported by Foster et al., the disconnect between the normal-

ization scheme described on the page and that which is used in figures make drawing

definitive conclusions difficult.

Though not strictly related to this investigation, the data used was also conveniently

structured such that the limitations of the Way-Wigner decay approximation discussed

in section 2.3.1 could be easily explored. Using 1,000 s as the reference time, fig-

ure 2.29 indicates that the Way-Wigner approximation can provide accurate results at
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Figure 2.29: Relative gamma-ray emission rate per fission for three isotopes compared
to Way-Wigner decay estimate. All data from ENDF/B-VIII. Unit reference time for t-1.2

decay curves is 1,000 s.

post-event times as early as 1 min. Although this work is not primarily focused on such

short timescales, this investigation indicates that the Way-Wigner approximation is gen-

erally robust at a wide range of time scales for an appropriate unit reference time.
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CHAPTER 3

METHODOLOGY

Though the route planning model developed for this work is novel, the foundation on

which it is constructed is a clean build of APTool version 1.4.0. Significant effort was ex-

pended to ensure that this model did not impact the core functionality of vanilla APTool;

all capabilities up to and including the legacy APTool route planning model were left

untouched by this work. All software was written in C++ (unless otherwise specified)

using the Qt [32] framework for visualization.

Though this new model maintains compatibility with legacy APTool, this is not the

case with the converse. Significant additions and edits to backend code were required

to support the new capabilities this route planning model introduces; a description of

this work will precede a discussion of the additions made to APTool itself. The de-

scription of the model will focus on additional concentration grid capabilities, cloud par-

ticulate simulation, implementation of the radiation transport and detection algorithms,

along with miscellaneous other required additions. Details of the verification suite for

the model will follow this description, including a discussion of the automated creation of

Monte Carlo N-Particle (MCNP) transport software input files and the technique through

which results from the route planning model are compared to those obtained using the

stochastic MCNP. Finally, a description of the particular methodology used to obtain

the results in chapter 4 will be provided, outlining the various parameters used in the

APTool workflow in simulating the sample cases.
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3.1 Nuclear Data Implementation

Though the legacy APTool route planning model can provide accurate results in radi-

ological units through DELFIC’s internalized DCFs (see section 2.3.1), this approach

condenses all of the isotopic composition and gamma-ray emission information from a

particulate into a single value, thus precluding the model from using this data to inform

a radiation transport model. Thus, early efforts in this work centered around allowing

the user to request particulate isotopics from DELFIC’s OPM (as discussed in sec-

tion 2.1.2) and internalizing isotopic decay and gamma-ray emission data into APTool.

3.1.1 Isotopic Composition of HYSPLIT Dispersed Cloud

As discussed in section 2.1.2, isotopic concentration files (known as F71 files) can be

requested from DELFIC as part of a problem’s output. Within APTool, this function-

ality has been extended to produce F71 files for particulates transported using HYS-

PLIT’s trajectory model [16], but prior to this work had not been added to the dispersion

model’s workflow. Production of F71 files for dispersion model output required a cir-

cuitous workflow in order to avoid making major alterations to legacy APTool features:

whereas the conventional workflow dictates only a single required DELFIC CRM run,

production of F71 files is dependent on user-supplied time interval data provided to

HYSPLIT, and so the necessary DELFIC OPM runs can only move forward after the

associated HYSPLIT run.

After the user has executed the dispersion model, APTool’s DAEM initiates the pro-

cess of creating F71 files by reading the dispersion model request sent to HYSPLIT.

From this request, the DAEM extracts sampling time increments and spatial informa-

tion, combining this data with the pre-transport parcel definitions created after the initial

DELFIC CRM run to inform the parameters of this specialized DELFIC run. Because

the requirements for F71 file requests in the OPM are so stringent, they are set au-
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tomatically from the DAEM rather than being left to the user: a 1x1m map with only

a single grid cell is requested, with the HYSPLIT time intervals used as the F71 file

time intervals and each DELFIC particulate size bin treated separately. APTool then

runs DELFIC in the background and retains the resulting F71 file data in memory (in

addition to creating the files for the user’s external use).

Isotopic data is held in a hierarchical map object, where for a given sampling time,

particulate size class, and nuclide identifier or ZAID , defined as

ZAID = 10000/ + 10� + " (3.1)

where / is nuclide atomic number, � the atomic mass, and " the isomeric state of

the nuclide (with one corresponding to metastability), the concentration of the nuclide

is split into three libraries: concentration of the nuclide as an activation product (also

referred to as the light element concentration), as a fission product, or as an actinide.

These distinctions are useful in application-specific analyses in which only one par-

ticular production mode is of interest [7]. As concentration grid data is also stored

according to sampling time and particulate size (see section 3.2.1.1 for details), the

production of F71 files effectively supplies an isotopic concentration grid in packed for-

mat that is optimal for the many table lookups that will be required by the radiation

transport algorithm.

3.1.2 External Dataset Integration

To internalize the ORIGEN data resources (described in section 2.6), Python scripts

were written to read in the data and format it into C++-compatible LUTs. These tables

are indexed by nuclide identifier (to promote synergy with the concentration data dis-

cussed above) which are mapped to arrays containing the necessary data. Though

the option to model beta particulate detection was removed at a sponsor’s request,

the model is built with this future scope expansion in mind: the emission data table in-
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cludes lines for both gamma and beta (derived from Evaluated Nuclear Structure Data

File (ENSDF) data [33]) radiation, and the decay resource accounts for all relevant

nuclide branching fractions.

In total, the implementation of these nuclear data LUTs imposes only 3.1 to 3.4 MB

(depending on whether beta emission data is included) of data overhead, allowing for

quicker data access and removing the need for users to supply the data themselves

at the cost of an almost-negligible increase in memory requirements. These minimal

data needs are partially a product of excluding Bremmstrahlung radiation from model

consideration: due to the energy range of the detectors involved (see table 2.4) and

the additional data and computational overhead its implementation would impose as a

result of its dependence on medium, its inclusion was deemed unnecessary.

3.2 APTool Model Additions

As this work describes a wholly new capability within APTool, model development con-

sisted of building in new features from the lowest levels while also integrating them into

the extant APTool structure. In the most basic form, these new features could be sum-

marized as a discrete nuclear cloud particulate model and a detailed WC-135 model,

with all other new capabilities subsumed into one of these two categories. The following

sections detail the functionality of each of these models, with a subsequent discussion

of the concentration grid additions and radiation transport and detection algorithms that

tie these models together and into APTool.

3.2.1 Nuclear Cloud Particulate Model

The practical purpose of modeling cloud particulates explicitly in APTool’s route planner

is to connect the output of HYSPLIT’s dispersion model to the isotopic composition

data produced by DELFIC. Particulate size classes specified by the user in DELFIC’s

event definition are followed separate from one another for the duration of the APTool

61



workflow; HYSPLIT treats particulates of different size classes as different pollutants in

dispersing the stabilized cloud, and so DELFIC’s OPM can provide isotopic composition

data for each size class in isolation from all others. The persistence of particulate data

over the course of the model workflow permits the route planning simulation to freely

extract information from any step in the process without the concern that the information

will go out of scope or lose compatibility with the rest of APTool. Thus, the model can

exploit the HYSPLIT concentration grid to, for example, map particulate locations and

directionality (a subject discussed at greater length in section 3.2.1.1) while at the same

time using the DELFIC definitions of particulate dimensions and composition in order to

generate the particulate objects that will populate that grid; the seamless integration of

DELFIC and HYSPLIT was a major factor not only in making the simulation of individual

cloud particulates possible, but in making the model itself feasible.

Particulates are composed of a set of isotopes, which link together a nuclide’s con-

centration, its decay data, and the gamma-rays it emits. Aggregating this data over all

of the isotopes present in a particulate, the particulate’s activity, its gamma-ray energy-

emission rate, and other radiological quantities can be made available to APTool for

use with the concentration grid. Gamma emission rates from each isotope are also

aggregated and scaled by their activity, to be used as inputs to the radiation transport

algorithm described in section 3.2.3. These gamma emission rates are calculated by

combining each of the data sources described above as

�8 = #�_8=8

iW,8 = aW,8�8 (3.2)

where �8 is the activity of nuclide 8, λ is its decay constant (calculated using equa-

tion 2.7), #�=6.022 × 1023 mol−1 is Avogadro’s number, = is the nuclide abundance in

mol (obtained from F71 concentration data) summed over activation product, actinide,
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and fission product sub-libraries, ϕγ is the gamma emission rate, and νγ is the number

of photons emitted per decay event as defined in the emission data resource.

While this isotopic data has clear relevance to the radiation transport application

described here, the necessity of particulate location information for this purpose is less

apparent: given the HYSPLIT concentration grid and the isotopic data available, an

integral approach in which gamma emission contributions from grid voxels adjacent to

the sampler’s location are aggregated and weighted by path length between the voxel

and the aircraft could be utilized if radiation transport is the only use for particulate in-

formation. Because the WC-135 must also collect particulates for analysis as it passes

through the cloud, however, the model must also provide a mechanism for simulating

sample collection. Using particulate size and location information, the model can de-

termine what should be collected by the ERD system’s filters as the sampler passes

through a given voxel (a process described in section 3.2.2.2), and as this model’s al-

gorithm is based on particulate proximity to the sampler, these discrete locations are

essential to the accuracy of the ERD response.

One consequence of concentrating a particulate’s nuclear data within a single object

is the computational cost involved: three separate lookups in different LUTs, each of

which include more than a thousand nuclides, are required in constructing each partic-

ulate, and so creation of new particulate objects is avoided as much as possible within

the model (the particulate construction algorithm will be detailed in section 3.2.1.1).

Full integration of this route planning model into APTool should alleviate this issue,

however: separation of LUTs containing gamma-ray emission data from those housing

decay data is a product of the “hands-off” approach with respect to APTool legacy code,

which will not be necessary when the model is fully integrated.

Particulates are also designed to have time-dependent compositions, as the F71

concentration data it uses can be updated to coincide with the time interval of the

route in question, effectively serving as a fission product decay mechanism. Because
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sampling time intervals used in F71 files are typically much longer than the total time

spent on a route, real-time decay of particulate isotopes during flight is tied to activity,

which follows the simple exponential decay scheme described in equation 2.6.

where C8 is the initial time of interest, C8+1 is the final time of interest, and λ is the

isotope’s decay constant as defined in equation 2.7. This approach has produced a

model capable of fully describing particulate fractionation both prior to and over the

course of a given mission.

3.2.1.1 Concentration Grid Particulate Representation

Among the most significant additions to the extant APTool model was the introduction of

discrete particulates to the concentration grid. These additions also provided one of the

most intractable issues encountered throughout this work: constructing a large num-

ber of particulates across multiple grid voxels on the fly in a computationally efficient

manner without sacrificing model accuracy. As discussed in section 2.2.1, default grid

spacing in the latitudinal and longitudinal directions is equivalent to more than 100 km

in each direction; even if this spacing is reduced to 0.01°, voxels will have volumes

upwards of 1 km3 while the largest cloud particulates will have volumes on the order

of µm3. In order to produce an accurate number of particulates for voxels with high

concentration, approximately 1020 particulates would need to be created with distinct

locations, which is infeasible for a model seeking to maximize computational efficiency.

To this end, the memory- and processing-intensive tasks of combining the data that

define each particulate are performed before grid traversal is initiated: for each size

class, a single particulate object is constructed to define the initial route conditions for

each particulate of that size in the cloud. These “base particulates” are the only particu-

late objects that are permanently held in memory during the traversal process; all other

particulates are generated as copies of these base particulates and then placed as

needed throughout the grid. Base particulates are also the only particulate objects that
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are subject to radioactive decay, greatly reducing the computational burden involved

by minimizing both the number of particulates requiring F71 composition updates to

more than 1,000 nuclides each at the end of every time interval and the number of

exponential operations necessary to simulate real-time decay via equation 2.6.

In the context of the model, cloud particulates generally fit one of two categories:

particulates caught on collection filters and those that remain external to the sampler. A

model incapable of reliably simulating the amount of material collected on filters will pro-

duce inaccurate detector responses from the ERD, while insufficiently populating the

exterior of the sampler with cloud particulates will lead to inaccuracies in the DGS direc-

tional spectrum. Therefore, the model must ensure not only that particulate gamma-ray

intensity is commensurate with the cloud concentration in a given voxel, but also that

these particulates be placed in such a way that the conditions in and around the WC-

135 are consistent with a real-world scenario.

In order to develop an algorithm capable of producing particulates appropriate to a

voxel’s concentration, a correlation between mass and particulate concentration must

first be established. Given the voxel concentration and volume, the total mass of cloud

material is a straightforward calculation. Determining the mass of individual particulates

within the cloud is likewise quite simple, as DELFIC models each particulate within the

stabilized cloud as a sphere with a default mass density of 2.6 g cm−3 [1, vol. 1] (roughly

equivalent to the density of dry sand [20]); while the user may provide a different partic-

ulate density in the DELFIC input, it is applied uniformly over all particulates regardless

of size. Because concentration grids are specific to each particulate size class, it is

reasonable to assume that the particulates within a given concentration grid will be

identical; in addition, the distribution of activity between particulate size classes [20] is

taken into account by DELFIC in producing the stabilized cloud [1, vol. 1], eliminating

the need to include it as part of this analysis. Thus, the total number of particulates

within a given voxel may be calculated as
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#8,? 9 =
�8, 9+8

d?+? 9
(3.3)

where #8,? 9 is the number of particulates of size class 9 in voxel 8, �8, 9 is the mass con-

centration, +8 is the volume of the voxel, +? 9 is the volume of a particulate in this size

class, and ρ? is the particulate density. As noted previously in this section, however,

voxel sizes are orders of magnitude greater than particulate sizes in the model, and

so implementing this method directly is infeasible. A more efficient approach would be

to use this result to scale the intensity of gamma-rays produced from a much smaller

number of particulates while ensuring that these particulates retain the same spatial

distribution as the much larger sample. Within the model, this particulate weighting

factor is a simple scalar multiplier applied to each gamma-ray intensity prior to attenu-

ation. The user is able to control this weighting factor by setting the desired number of

weighted particulates to generate within each voxel, with the weighting factor decreas-

ing as particulates are added to the system. While the model’s default is to generate

100 weighted particulates per voxel, there is no upper limit to the number of particulates

that can be generated if this default value is insufficient; however, due to the require-

ments of the directionality algorithm described in section 3.2.1.1.2, no fewer than four

particulates may be generated.

3.2.1.1.1 Collection Filter Particulates

The technique used to generate filtered particulates for the purposes of this work is

significantly more efficient than the method described above, although it is also much

less grounded in physical reality. The scheme used to model particulate collection is

summarized in figure 3.1; the cylinder in this figure represents the path of the ERD

particulate collection filter through the voxel, pictured much larger than its true scale.

Note that each side of the aircraft has a collection filter in the model, doubling the
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Figure 3.1: Schematic of filter collection scheme used in route planning model, where
' 5 is the radius of the filter (6 in.), C is the track length of the sampler through the voxel,
and ∆G, ∆H, and ∆I are the voxel dimensions.

aircraft’s collection capability.

As mentioned in section 2.2.1, cloud concentration is uniform within a given voxel;

the path taken through a voxel has no effect on the number of cloud particulates en-

countered by the sampler, as this will be determined entirely by the sampler’s track

length. Thus, the amount of material subject to collection by the onboard filters is a

function of the sampler’s voxel track length, and the total volume of the cloud the filter

passes through within the voxel is directly proportional to the total number of particu-

lates the filter will encounter; this relationship can be summarized as

# 5 ,8 =
c'2

5
C

ΔGΔHΔI

=∑
9

#8,? 9 (3.4)

67



where # 5 ,8 is the number of particulates collected by the filter across all particulate size

classes; other quantities are defined in figure 3.1 and equation 3.3. The algorithm ex-

ploits this relationship by applying the fraction of filter coverage volume within a voxel

to the total number of particulates in the voxel to determine the number of particulates

that will be subject to the filter collection algorithm, with all remaining particulates des-

ignated as external to the sampler. Because the onboard filters are at a fixed location

on the aircraft, positions of particulates to be collected can be tied directly to the filter’s

position and do not have to be placed in the voxel according to the sampling method

described in section 3.2.1.1.2; not only does this reduce the computational burden

of determining locations for these particulates, the particulate objects themselves can

also be ignored, with the relevant particulate information instead being added directly to

the filter’s source term (described in section 3.2.2.2) for detection purposes. By merely

comparing the voxel volume covered by the filter to the total voxel volume, a significant

portion of the costly particulate construction process can be removed from the problem

entirely.

3.2.1.1.2 External Cloud Particulates

While the process of populating the collection filters could be streamlined, there are

far fewer opportunities for improving the efficiency of constructing particulates outside

the sampler; as the primary purpose of generating these particulates is to inform the

directional detectors that make up the DGS system, appropriate distribution of particu-

late locations is prioritized over efficiency. The major challenges involved in generating

adequately-distributed particulate locations consist of two inextricably linked issues:

grid spatial resolution (discussed in section 2.2.1) and accounting for potential detector

response contributions originating from outside the sampler’s current voxel.

The generation of external particulate positions within the current voxel is primarily

influenced by the dimensions of the voxel itself and the number of particulates the user
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chooses to generate. The fundamental process is quite simple if voxels are of uniform

dimensions: when the sampler enters the voxel of interest, pseudorandom numbers

are sampled from uniform distributions in G, H, and I, and, assuming each random lo-

cation is valid (i.e., none of the particulates’ locations lie within the sampler’s geometry

and or on a voxel boundary; in these cases, new locations are sampled), particulate

objects are placed at these locations. These particulates will then emit gamma-rays

in the direction of the sampler’s DGS detector as it traverses the voxel, updating the

direction of emission as the sampler moves; which of the DGS detectors the emitted

gamma-rays strike is dependent on the position of the particulate with respect to the

sampler (see figure 2.25). If the sampler were to traverse the full width of the voxel

through its center, the uniform conditions within the single voxel would, in theory, result

in each of the four DGS detectors producing identical energy spectra and thus provide

no information about the spatial distribution of activity within the cloud.

While the uniformity of the cloud over a given voxel facilitated the efficient simulation

of cloud sample collection, it is detrimental to the DGS model: directional detection ex-

ploits variations in cloud concentration in order to identify and guide the sampler toward

regions of high activity capable of yielding samples of the highest quality. Because this

uniformity is inherent to the HYSPLIT concentration grid, the readily apparent solution

to this dilemma would be to simply broaden the scope of the directional detection model

beyond the single-voxel treatment to include all of the voxels immediately adjacent to

the sampler’s voxel. But although this approach was in fact adopted for the purposes of

this work, the corresponding computational cost incurred by increasing the size of the

working system to such an extent (depicted in figure 3.2) would have likely outweighed

the utility it provides to the directional detection algorithm in the absence of additional

applications within the model. As described in section 3.2.2.1, the inclusion of adjacent

voxels in the model’s working system ensures that contributions to onboard detectors’

responses and dose to the aircrew take into account the location of the sampler; thus,
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Figure 3.2: Increase in size of the working system within the concentration grid as a
consequence of including adjacent voxels in the directional detection algorithm.

the significant expansion of the working system not only makes the directional detection

algorithm more effective, it improves the quality of the simulation of all of the radiological

quantities calculated for this work.

Though adding adjacent voxels to the system alleviates the issue of simulating di-

rectional detection in a voxel of uniform cloud concentration, the challenge of uniformly

distributing a user-defined number of discrete particulate locations in voxels with user-

defined dimensions was resolved less satisfactorily. The most significant obstacle to

implementing an adequate sampling algorithm is ensuring that particulates are placed

within a voxel such that its concentration is evenly distributed without the uneven di-

mensions producing source-detector path lengths that skew the directional detection

method. One technique pursued early on in this work was to simply refrain from placing

particulate objects in the grid and instead use knowledge of the cloud concentrations of

voxels surrounding the sampler to “simulate” directional detection; though this method

is simple, it exploits the omniscience of the model in a non-physical manner and merely
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back-predicts the response in each DGS detector.

To avoid these issues, a modified uniform distribution sampling algorithm was im-

plemented, utilizing the relative sizes of voxel dimensions provided by the user to bias

the distribution: dimensions with larger grid spacings would tend to cluster particulate

locations closer to the center, while those with smaller grid spacings would position

them more evenly throughout the voxel. Though this biasing technique performed rea-

sonably well if voxel dimensions were defined within a factor of two of one another, its

effectiveness diminished as dimensions became more incongruous, as the sampling

algorithm could not completely overcome extreme differences in source-detector path

lengths. Though the model does not currently impose a restriction on the relative sizes

of each voxel dimension, this would likely be the most effective technique to ensure

reliable directional detection results.

It is due to these concerns over voxel sizing that the route optimization technique

designed for this work has been deactivated. This method used the relative detector

response among the four DGS CsI(Tl) scintillators and their respective angular “sec-

tors” (see figure 2.25) to determine a suggested change in sampler direction. Changes

in direction were implemented by updating the targeted sampler waypoint to a position

that fit the suggested direction at the same sampler-waypoint distance. The optimiza-

tion algorithm ignored any contributions from particulates located behind the sampler

(i.e., opposite the current direction of travel) in order to avoid direction suggestions that

would oscillate about a single region of high concentration, and the user is given signif-

icant flexibility over the extent and how often these suggestions influence the route they

have set. Though this capability was deprecated from the final version of the model de-

veloped for this work, this utility could prove useful in the future development of sampler

mission planning.
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3.2.2 WC-135 Model

Encompassing the onboard detection systems and the geometric model of the aircraft

itself, the WC-135 model is the core of the new route planning system. Implementation

of sampling aircraft geometry required additional grid traversal considerations, as the

current algorithm models the sampler as a point throughout the process. Similarly,

the development of explicit models of onboard analysis systems paved the way for

extensive changes to the method by which radiological grid quantities could be handled.

Dimensions used in modeling the WC-135 were obtained from publicly available

sources [34], though only general information was made available; this data is sum-

marized in figure 2.22b. Lacking a schematic or other detailed information, several

assumptions were made regarding the dimensions of aircraft components: the nose

and tail of the aircraft were each assumed to occupy 15% of the total aircraft length,

the aircraft fuselage diameter was assumed to be 60% of the aircraft total height, the

tailfin span was assumed to be 1⁄8 as large as the wingspan, and the wing and tailfin

locations were assumed to be at 1⁄4 and 3⁄4 the total length of the aircraft measured from

the tip of the nose. As these dimensions play only a minor role in the model itself (as

the ERD systems are located on the aircraft wings), these assumptions are largely ar-

bitrary and serve primarily to ensure the model bears a passing resemblance to the

aircraft itself.

3.2.2.1 WC-135 Grid Traversal

Though some additions were required, the underlying grid traversal algorithm in the

legacy route planning model has been retained. The traversal method, as described

by Amanatides and Woo [35], is highly efficient, requiring only two floating point com-

parisons and one floating point addition per grid voxel and returning the total path length

necessary to cross it (see figure 3.3, where C denotes the voxel track length). One con-
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Figure 3.3: Legacy APTool simple grid traversal using ray tracing.

sequence of this simple traversal algorithm is its sole focus on voxel boundaries: no

operations or comparisons are performed as the sampler crosses a voxel, and all rel-

evant quantities are simply integrated over the sampler’s path at each boundary. This

method is quite effective when quantities of interest within the grid are uniform through-

out a given voxel, but the non-homogeneities introduced by modeling cloud particulates

explicitly (as discussed in section 3.2.3) require additional considerations.

Though a path integral approach to grid traversal would yield the most accurate

result, applying such a method in the new route planning model was infeasible: the

sampler moving through a given voxel will have continuously-changing path lengths

from source particulates to the onboard detectors that would be computationally in-

tensive to account for. Instead, voxel traversal has been split into four sections, small

enough to ensure that the difference in source-detector path length from the beginning

to the end of the section would not substantially affect the attenuation factor, but also
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Figure 3.4: Grid traversal using sampler with physical model.

large enough to ensure a reasonably efficient calculation (see figure 3.4). Sample air-

speed is used to determine the number of gamma-rays emitted over the course of one

track length section by calculating the associated traversal time and applying it to the

gamma-ray emission rate.

The other grid traversal component differentiating the new route planning model

from the legacy version is consideration of the physical aircraft. At each calculation

point (i.e., the end point of a track length section), the radiation transport algorithm is

applied from each particulate in or around the aircraft. For those external to the aircraft,

attenuation through the skin of the aircraft must be considered: though a gamma’s

path length through air is often much longer than within metallic fuselage material, the

mean free path within the fuselage is also significantly less than within air, and so the

attenuation factor for the fuselage is often non-negligible. Additionally, for gamma-rays

detected by the DGS system, attenuation through the cabin of the aircraft is necessary;
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as the cabin is pressurized, the density of the air inside the cabin is often substantially

greater than the surrounding atmospheric air, yielding yet another potentially significant

attenuation factor to consider.

In addition to consideration of the physical aircraft, the treatment of the physical

cloud with respect to the concentration grid was also improved. As currently consti-

tuted, the APTool route planning model uses the current voxel’s mass concentration,

the time spent traversing the voxel, and the DCFs to approximate activity and expo-

sure rates for the sampler within each voxel, as described in section 2.3.1. One of this

model’s core assumptions is that voxel sizes will be large enough such that at any given

time, all contributions to onboard detectors or dose to personnel would originate from

the current voxel only; whether this assumption is valid for a given problem, however,

is contingent on the user’s specifications about grid spacing and placement of sampler

route waypoints. In cases where the sampler passes along the edge of a voxel, the

model does not adjust to take into account contributions originating from the opposite

side of the voxel boundary.

As in the exaggerated example provided in figure 3.5, this approach simultaneously

overpredicts contributions from cloud particulates that are far from the sampler but

within the same voxel and underpredicts contributions from nearby particulates that lie

across a voxel boundary. While this would suggest that it may be possible to add only

the adjacent voxel nearest to the sampler’s track to the working system, this ignores

cases in which the sampler passes through a voxel corner in which two adjacent voxels

are nearby, as well as the possibility that a user will choose to change the sampler’s

direction within a voxel by setting a waypoint. Thus, the model’s working system has

been expanded such that the sampler’s current voxel and any adjacent voxels with

non-zero cloud mass concentration are included.
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Figure 3.5: Loss of incident detector gamma-ray flux using a single voxel system. Ac-
tivity and dose rate losses of similar magnitude.

3.2.2.2 Cloud Sample Collection

As was briefly discussed in section 3.2.1, modeling of cloud particulate collection by

the WC-135 is performed explicitly by including filter objects within the aircraft object

definition (sampler filter locations are shown in figure 2.22b). The purpose of filters

within the context of the model is to accumulate cloud particulates on its surface and

aggregate their data, which can then be used to define a planar radiation source for the

transport and detection algorithms (detailed in section 3.2.3.1).

Particulate accumulation on filters is modeled as a deterministic process. Filter
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capture efficiency is dependent on particulate size, as filters are ineffective at catching

sub-micron particulates but nearly 100% efficient when encountering particulate sizes

on the order of 10 µm. Rather than using random numbers to determine if a given

particulate is caught, however, the filter efficiency is instead used to scale the intensity

of gamma-ray emissions from the particulate in question. This approach allows the

filter simulation to use nearly every particulate that passes through it (as long as its

capture efficiency is greater than zero), improving the computational efficiency of the

model in the process. The filter also has a defined maximum capacity (defined in terms

of the number of particulates present on the filter and their respective sizes) that, when

reached, forces the filter to capture every particulate that contacts it at 100% efficiency,

as the filter has become entirely opaque to particulates of all sizes.

Particulates that are successfully caught by the filter merge their gamma-ray data in

order to streamline the radiation transport calculation. While data from particulates that

remain external to aircraft can be thrown out when the aircraft moves away from the

voxel in question, data from particulates caught on filters must be retained in memory

for as long as the filters remain in place in order to contribute to the ERD response.

To maximize computational efficiency, the model treats the filtered particulates as a

spatially-homogeneous disc source emitting the gamma lines of each of its constituent

particulates. This allows the particulate objects themselves to be purged from memory

once collected, with only their component isotopes and particulate size classes kept

in memory to facilitate radioactive decay of filtered material (following the same proce-

dure as described in section 3.2.1). This approach significantly reduces the computa-

tional burden of detecting collected samples by replacing distributed radiation sources

of varying source-detector solid angle with a single source of unchanging geometry.

Though filter models continue to accumulate particulates even after reaching max-

imum capacity, this behavior is undesirable in a real sampling scenario. To avoid this,

the ERD systems each begin with 12 clean filters per mission that can be swapped
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in and out on the fly. Because the details of the filter swapping protocol remain un-

known to the public, the model currently switches out filters every 30 min of flight time

regardless of the amount of cloud material collected. The method by which dirty filters

are stored on the aircraft is likewise unclear: as shown in figure 2.22b, the model is

designed to simply store all filters not currently in use by the ERD system in a single

container. While this approach is highly unlikely to be used on real-world samplers due

to the possibility of cross-contamination between clean and dirty filters, the modeled

system is concerned only with the dirty filters in storage and thus any other clean filter

storage can be safely ignored (except to track how many filters the ERD system has

used in a given mission).

The practice of keeping dirty filters on board real-world aircraft has its roots in the

methodology of the earliest cloud sampling missions during US nuclear tests in the

1950s and 1960s [36], in which these filters would be taken away for radiochemical

analysis after mission completion (and which still has value even in an age when real-

time analysis is possible); though this post-mission analysis lies outside the scope of

this work, modeled filters remain in memory even after being swapped out because the

samples they have collected still contribute to aircraft analysis system responses. In

the context of the model, stored filter data is merged together in a manner similar to

the merging of filtered particulate data: stored filters are represented as a disc radi-

ation source comprising the accumulation of all gamma lines from all particulates on

all stored filters, though in this case the disc source is surrounded by a container that

provides some measure of gamma-ray shielding (the exact properties of the filter stor-

age container are unknown, but assumed to be equivalent to 1⁄4 in. of aluminum for the

purposes of this work).
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3.2.3 Radiation Transport and Detection

Though the particulate and WC-135 models are the most significant objects added

to the APTool route planner, the core of the new design described in this work is the

radiation physics treatment. The basic functional characteristics of the transport and

detection algorithms are outlined in sections 2.5.1 and 2.5.2, but additional consid-

erations were required in order to account for differences in source-detector geometry,

nuances within the concentration grid, and to improve computational efficiency. In order

to fully capture these distinctions, a general description of the transport and detection

algorithms used to simulate the responses of the CsI(Tl) scintillators and G-M counters

will be followed by discussion of the specific methods used to model the behavior of the

ERD and DGS systems and a brief note regarding adjustments made to the calculation

of dose and activity encountered by the sampler during flight.

3.2.3.1 Source-Detector Radiation Transport

Radiation transport from source particulates to the ERD and DGS systems through the

concentration grid is controlled via the application of equation 2.12, but special consid-

erations must be made in each of these cases. The simplest of these is the transport

of gamma-rays from cloud samples collected on wing-mounted particulate filters to the

ERD system detectors (the source-detector geometry is shown in figure 2.23).

Consisting of a disc radiation source and rectangular or cylindrical detector (de-

pending on whether the CsI(Tl) or G-M detector is being considered) separated by

a fixed distance that does not cross a voxel boundary in the concentration grid, this

source-detector problem can be solved using equation 2.11 with only minor alterations.

In particular, while equation 2.11 assumes an isotropic point radiation source and a

point detector (with geometry factor 1
4c32

, where 3 is source-detector path length), the

geometry of this problem is slightly more complex.
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Because the distance between the collection filter and the ERD system detectors

does not change throughout the problem, determining an analytical solution for the

solid angle of this geometry was deemed unnecessary. Instead, the solid angle was

computed via a simple stochastic simulation using MCNP: using a disc source emitting

gamma-rays isotropically and a rectangular detector, a simple surface flux computation

accounting for the surface area of the detector face was carried out (problem geometry

was defined as in figure 2.23). While the geometry factor for a point source-point detec-

tor problem with the same separation distance as between the collection filter and the

ERD detectors would suggest roughly one in 30,000 source gamma-rays would strike

the detector, the disc source-rectangular (or cylindrical) detector geometry suggests an

interaction approximately every 1,000 gamma-rays instead. Once the problem’s geom-

etry factor has been accounted for, the modified form of equation 2.11 may be applied,

taking into consideration the density of atmospheric air at the sampler’s altitude as well

as the energy of each gamma-ray in order to determine the attenuation coefficient µ.

Computing radiation transport from particulates external to the sampler to the DGS

system is slightly more complex (the scheme is depicted in simplified form in figure 3.6).

The first step involved determining which DGS detector the particulate’s gamma-rays

would interact with, which involved simply calculating the path length between the

source and the center of each detector, with the closest detector selected. To avoid

the computationally-expensive process of computing geometry factors for each partic-

ulate emitting gamma-rays toward DGS detectors, the geometry factor for a particulate

more than 10 m (approximately 10 times the length of the DGS detectors plus the dis-

tance from the DGS system to the exterior of the aircraft) from the closest DGS detector

was assumed to be the same as that of a point source and a point detector at the same

distance. Within that range, however, geometry factors were again determined using a

stochastic approach: MCNP input files were created to sample source particulate loca-

tions radially about a DGS detector at specified angles and at varying distances, with

80



surface flux calculations used to determine the geometry factor for a particular case.

These values were then placed into a LUT, where the DGS detector in question would

inform the chosen angle (according to the formulation as defined in figure 2.25) and the

particulate distance would be used as the table’s interpolation factor.

Figure 3.6: Schematic of radiation transport from external particulate to DGS system
detector (not to scale). Dashed box indicates boundary between concentration grid
altitude layers.

As is shown in figure 3.6, additional attenuation terms were also required in order

to apply the grid-dependent equation 2.12. The first step in this process was to deter-

mine whether a particulate lay in a different grid altitude layer than the sampler; if so,

the path length between the particulate and the voxel boundary and the atmospheric

density at that altitude were computed first (particulates in different voxels at the same

atmospheric layer as the sampler could skip this computation). Then, attenuation be-

tween either the particulate itself (if no other grid layers were involved) or the voxel
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boundary was computed using the density of atmospheric air at the sampler’s layer.

Attenuation through the aircraft skin followed; because the composition of the WC-135

skin was not provided, the model currently assumes that the material used has prop-

erties similar to aluminum and is approximately 1⁄2 in. thick. While this thickness likely

exceeds the true aircraft skin thickness, the assumption of an aluminum fuselage per-

mits the computation to combine the attenuation calculation for the fuselage with that

of the housing surrounding the DGS system (not shown in figure 3.6); these compu-

tations will be split if the composition of the WC-135 is clarified in the future. Finally,

attenuation between the wall of the aircraft and the DGS detector itself is computed,

using the path length between wall and detector as well as the density of air in the

pressurized cabin (assumed to be approximately that of sea level air) to calculate this

final attenuation factor.

The exponential terms for these attenuation factors (i.e., cross-section multiplied

by path length) are computed prior to applying the exponentials themselves, as the

multiplicative nature of exponential attenuation allows for these terms to be summed

before exponentiation (as in equation 2.12). As with the ERD computations, this pro-

cess is repeated for each gamma-ray produced by each particulate before the transport

algorithm is completed.

3.2.3.2 Radiation Detection Algorithm

As mentioned in section 2.5.2, the necessity of a detailed scintillation detection model

inherently subsumed a significant quantity of the methods required for accurate G-M

counter simulation; thus, a description of the general detection algorithm common to

both detector types will be followed by a brief summary of the complexities specific to

CsI(Tl) and their implementation. Each detector object is defined in terms of its location,

dimensions, effective energy range, energy resolution (only of use for CsI(Tl)), and

detection efficiency; this information is summarized in table 2.4 for the G-M and CsI(Tl)
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detectors.

Detector locations are set by the aircraft model itself according to the layout shown

in figure 2.22b; fully describing the ERD and DGS systems requires a total of eight

detectors, four of which are the DGS CsI(Tl) directional detectors and four of which

are the ERD CsI(Tl) detectors and G-M counters (one pair each per ERD system).

Specifying detector dimensions is more speculative: while DGS detector sizes have

been provided, the dimensions given in figure 2.23 were inferred from sponsor-provided

images in the case of G-M counters or simply assumed to be equivalent in size to those

in the DGS system in the case of ERD scintillators.

Similarly, effective energy ranges for detector models were not provided for all de-

tector types, but in this case the ambiguity had little effect on the model. Both the ERD

and DGS systems have been designed with default energy windows extending from

50 keV to 3 MeV [37], comfortably within the effective energy ranges of CsI(Tl) [38]

and G-M [39] detectors. However, a detector’s ability to provide a response does not

guarantee that each incident gamma-ray will produce a response, as the intrinsic effi-

ciency of each detector depends on the detector type and the energy of the incident

gamma-ray. In general terms, intrinsic efficiency is defined as

nint =
�

iW
(3.5)

where � is the total number of counts recorded and ϕγ is the number of gamma-rays

incident on a detector. Intrinsic efficiency is determined primarily by the probability

that a gamma-ray of a given energy will interact within the detector volume and, given

the volume is large enough, that these interactions will result in the gamma-ray being

absorbed; the absorption efficiencies for the detectors used in this work are provided

in figure 3.7 and are included in the model as LUTs.

In the context of the model, a detector’s intrinsic efficiency is simulated in a man-

ner similar to that of the filter capture efficiency described in section 3.2.2.2: as a
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Figure 3.7: Gamma-ray absorption efficiencies for CsI(Tl) and G-M detectors over the
default energy window for the ERD and DGS systems. CsI(Tl) efficiencies adapted
from [40, figure 9]; G-M counter efficiencies adapted from [39, chapter 5, figure 11].

scalar multiplier of gamma-ray intensity based on incident energy. Thus each imping-

ing gamma-ray can potentially contribute to the detector response, resulting in a more

computationally efficient simulation.

After a gamma-ray has struck the detector, the interaction process is quite simple.

Gamma-rays entering a CsI(Tl) will be subject to the interaction procedures described

in section 2.5.2.1 (the algorithm for which will be detailed in section 3.2.3.2.1), while

those interacting with a G-M will not (gamma-rays in scintillators will also be subject

to Gaussian energy sampling, also described in section 3.2.3.2.1). After this process,

gamma-rays (or secondary particles created by gamma-rays) of energy outside the

allowable window (i.e., the ERD and DGS system default energy window) are thrown

out immediately.

All gamma-rays of appropriate energy are then subject to the system’s detection

threshold, used to filter out all gamma-rays of intensity insufficient for the production of
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pulses in the detection system. This threshold is necessary in a deterministic system

based around exponential gamma-ray attenuation (see equation 2.11) as the exponen-

tial term ensures that some fraction of the emitted gamma-rays will reach the detector

even in the most extreme scenarios; thus, the model must define a lower limit of de-

tectability so as to only count the gamma-rays that would realistically reach the detector.

Ideally, this threshold would be associated with the sensitivity of the detection system

as a whole in order to align model behavior with real-world operation; as the sponsor

has not released this information, the detection threshold is left as an adjustable pa-

rameter within the model. By default, the model will reject gamma-ray intensities less

than 10−10 γ s−1; as this corresponds to approximately one gamma-ray event every 300

yr, this threshold is quite conservative, and will likely be adjusted when the model has

concluded its proof-of-concept stage (and when the necessary information is received)

to better fit the onboard detection systems it is simulating.

Gamma-rays with intensities above the detection threshold will register a number

of counts in the detector corresponding to their intensities. Due to the design of the

grid traversal scheme in the context of this work (described in section 3.2.2.1), gamma-

ray intensities must be converted from γ s−1 to γ by multiplying the intensity by the

traversal time since the last point where detector counts were registered (i.e., one of

the four points along the aircraft’s track within a voxel). After counts have been regis-

tered, a series of quality checks are initiated to ensure that detector data integrity is

maintained; the most notable of these checks looks for evidence of underflow errors,

in which gamma-rays have been attenuated to an extent such that their intensity is

less than the minimum 64-bit double-precision value in the C standard programming

library (approximately 2.23 × 10−308). Behavior when surpassing this value varies by

system, but the most common outcome is the system rolling it over to the maximum

64-bit number (approximately 1.80 × 10308), an implausible number of counts for any

realistic detection scenario; thus, a check is in place to ensure that these underflows
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are caught and thrown out before being recorded.

3.2.3.2.1 CsI(Tl) Detection Algorithm

While the algorithm governing G-M counter simulation is largely similar to the gen-

eral discussion in section 3.2.3.2, the CsI(Tl) system is significantly more complex, pri-

marily due to the modes of operation for the two detector types: while the G-M counter

is used only to detect the presence of gamma-rays, scintillators produce light pulses

of amplitude proportional to the energy of the originating gamma-ray, and thus can

provide identifying information about gamma-emitting nuclides in their vicinity. The pri-

mary modes of interaction between gamma-rays and scintillators are described in sec-

tion 2.5.2.1 and their energy dependence is outlined in figure 2.26. While this plot

can provide some general information on the energy ranges over which each interac-

tion type is dominant, however, the interaction probabilities for each at a given incident

gamma-ray energy are functions of the scintillator’s composition and location of interac-

tion inside the crystal. Therefore, the creation of an entirely precise LUT from which the

model could determine the most likely interaction type (as has been possible with the

particulate collection and detector intrinsic efficiency algorithms described in this sec-

tion) is infeasible; and while a deterministic approach to mutually-exclusive outcomes

has governed much of the model to this point, using this technique in the context of in-

teractions with highly-divergent outcomes risks pulling the simulation into non-physical

behavior (e.g., extreme event over- or under-counting).

To avoid this, a new technique was introduced in order to provide a reasonably

accurate simulation of scintillator energy deposition. Taking the linear attenuation coef-

ficient µℓ defined in terms of the three principal interaction modes’ probabilities [26]

`ℓ (�) = f(�) + g(�) + ^(�) (3.6)
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Figure 3.8: CsI(Tl) interaction probabilities as a function of gamma-ray energy. Note
iodine K-edge feature located at approximately 33 keV; the default energy window is
designed to filter out any contributions due to this phenomenon.

where σ(�) is the photoelectric absorption probability at gamma-ray energy � , τ(�)

is the Compton scattering probability, and κ(�) is the pair production probability; the

variation of these quantities with gamma-ray energy is shown in figure 3.8 (note that the

attenuation coefficient provided in equation 2.11 is that of atmospheric air, not CsI(Tl)).

Using the total attenuation coefficient, the relative probabilities of each interaction mode

can be determined, and these serve as the basis of the energy deposition technique.

Gamma-rays reaching the detector with intensities greater than the detection thresh-

old are passed through the energy deposition algorithm, which will determine the gamma-

ray energy that the CsI(Tl) detector “sees”. To ensure that each gamma-ray is only

subject to one interaction at a time (in contrast to the superposition of interactions in

the filter collection and intrinsic efficiency algorithms), a pseudorandom number is cho-

sen between zero and one and compared to the probabilities of each interaction mode
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at the gamma-ray energy; the more probable the interaction, the greater the likelihood

that the pseudorandom number will land in its range. Once an interaction has been

chosen, the interaction process proceeds as described in section 2.5.2, though in each

case any secondary or scattered gamma-rays are followed to ensure that the original

gamma-ray’s energy is accounted for from the time it enters the detector until it either

deposits its full energy or escapes the detector. Detector escape is assumed to occur

when a gamma-ray has traveled a sufficient number of mean free paths such that its

total path length exceeds the smallest detector dimension. Mean free path is defined

as [26]

MFP =

∫ ∞
0
G4−`ℓGdG∫ ∞

0
4−`ℓGdG

=
1

`ℓ
(3.7)

where G is the distance traveled through a medium with linear attenuation coefficient µℓ.

The interaction process for photoelectric absorption is simple: the gamma-ray deposits

its full energy in the detector and the detection algorithm resumes. In Compton scatter-

ing and pair production, however, production of secondaries must be considered. For

Compton scattering, the cosine of the scattering angle θ is selected via another pseudo-

random number ranging from −1 to 1; the application of the Klein-Nishina formula [41]

to determine the scattering angle based on gamma-ray energy was deemed unneces-

sary, particularly due to the computational expense it imposes. The outgoing electron

energy is then determined using equation 2.13, with the remainder left to the scattered

gamma-ray; this gamma-ray is then able to interact with the detector at its new en-

ergy, provided it does not escape the detector. In scenarios in which the gamma-ray

energy exceeds 1.022 MeV, pair production must be considered, presenting an even

more complex array of interaction options. The original gamma-ray disappears and

is replaced by an electron-positron pair, with the electron depositing its energy and

the positron moving a short distance before annihilating into two 511 keV gamma-rays,

which can then interact with the detector via either photoelectric absorption or Comp-
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ton scattering, or some combination of detector escape and further interaction. Thus,

depending on the energies in question, it is possible for a single gamma-ray to produce

several electrons within the detector volume, each of which must be accounted for by

the detector when the energy deposition algorithm is completed.

Though the energy deposition algorithm will provide the necessary electron ener-

gies that produce detector pulses, the detection algorithm must also account for the

energy resolution of the CsI(Tl) system. Because pulses are recorded in a detection

system via the migration of a discrete number of charge carriers (in this case, elec-

trons), a system in which the number of charge carriers created by gamma-rays of a

given incident energy is inconsistent and will register the same deposited gamma-ray

energy as slightly higher or lower energies in some cases. Thus, the concept of energy

resolution has been established to describe the range of attributed energies about the

true deposited energy that a particular scintillator will produce. Mathematically, energy

resolution ' is defined as

' =
FWHM

�0
(3.8)

where full width at half-maximum (FWHM) is the width of the distribution of energies

about the true deposited energy �0 at half its peak height. These parameters are

illustrated in figure 3.9. As the statistical fluctuation in the number of charge carriers is

the primary contributing factor to the detector’s resolution, its response to any discrete

gamma-ray energy will have a Gaussian distribution about the true value �0 with a

standard deviation of σ. The standard deviation of the Gaussian is related to the FWHM

via the relation

FWHM = 2.35f (3.9)
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Figure 3.9: Factors contributing to detector energy resolution, with σ defined as the
standard deviation of the energy distribution. Adapted from [42, figure 4.5].

and the Gaussian distribution is defined as

5 (�) = 1

f
√
2c
4
− 1
2

(
�−�0
f

)2
(3.10)

Within the model, the Gaussian standard deviation varies with �0, but can be de-

termined at the energy of interest via applying fitting functions to experimental spectra;

using this procedure, σ was calculated for energies within the CsI(Tl) detection window.

For each electron produced by incoming gamma-rays, a combination of the relevant

σ value and equations 3.8 and 3.9 can be used to obtain the appropriate energy reso-

lution value. The Gaussian distribution is then constructed using equation 3.10 with �0

as the electron energy and a sample � is drawn from it; this sampled energy is then
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used to populate its corresponding energy bin. Each CsI(Tl) detector’s energy window

is split into 1,024 channels with uniform widths of approximately 2.88 keV each. The

number of counts associated with the sampled energy are added to its corresponding

bin, after which the quality checks described in section 3.2.3.2 are performed and the

algorithm completes.

Finally, it is important to note that although figure 2.27 is useful in identifying some

common features of gamma-ray detector responses, such monoenergetic energy spec-

tra are rare when analyzing nuclear cloud samples; unstable nuclides in a sample pro-

duce gamma-rays that can vary in energy from the sub-keV range to the tens of MeV,

all of which can be emitted simultaneously and are subject to all of the interaction

mechanisms described above. As a result, the single clean energy spectrum produced

using a monoenergetic source is replaced by many overlapping and inseparable en-

ergy spectra that must be analyzed closely in order to identify the discrete gamma-ray

energies that produced it.

However, the intractable and tedious process of identifying and analyzing each peak

in a detector response is eased somewhat in a fission product context. The probabil-

ity distribution of fission product nuclides is well known (see figure 2.12) with several

prominent gamma-ray emitters among them; a selection of these is provided in fig-

ure 3.10, along with peaks produced due to secondary interactions within the detection

system. In a detector with sufficient energy resolution, these peaks may be uniquely

identified by isotope, leaving only a few gamma-rays to be identified by other means.

3.2.3.2.2 Sampler Dose and Activity Calculation

Though the implementation of a dedicated radiation transport algorithm opened the

possibility for a finely-detailed dose and activity calculation method to replace that of the

legacy APTool route planning model, it has instead been left largely intact in this work.

Early efforts to utilize particulates as the basis for these computations yielded results
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(a) CsI(Tl) detector response at 36 h post-event within WC-135 default energy window; some
notable fission-product nuclides with Eγ>1 MeV marked.

(b) Detector response focusing between 0 MeV to 1 MeV with some notable fission-product
nuclides and corresponding Eγ marked.

Figure 3.10: CsI(Tl) detector response to fission product gamma-rays with some promi-
nent Eγ included.
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that differed only slightly from those obtained using the legacy method (attributable to

the uniformity of the concentration grid as well as both DCF and particulate weight

dependence on concentration), but at the expense of significantly longer computation

times.

Thus, modifications to the dose and activity computations were minor. For the ac-

tivity computation, the most significant change was to include the activity of sampled

material on collection filters, whether during sample collection or after they are stored in

the aircraft for additional analysis. Including this activity was a straightforward process

of merely summing each filter’s aggregate particle activity and combining this value with

the activity of external material encountered by the aircraft at each time step; however,

this filter activity is not subject to the t-1.2 decay correction applied to external activ-

ity (see section 2.3.1 for details), as the time decay of filtered material is performed

explicitly via equation 2.6.

Changes to dose calculations were likewise minor, though slightly more extensive

than those made to activity computations. As was briefly discussed in section 3.2.2.1,

dose due to cloud material in adjacent voxels was introduced to the model, with dose

contributions from these voxels attenuated according to the sampler’s distance from

its shared boundary. As these path lengths were pre-computed in order to inform the

radiation transport algorithm (see section 3.2.3.1), this addition had little impact on the

computational efficiency of the model and brought the dose calculation into line with

the modified grid traversal technique introduced by this work.

The dose calculation was also modified to implement a shielding factor for the air-

craft, which is meant to account for the reduction in dose to personnel as a result of

gamma-ray attenuation through the WC-135’s fuselage. In effect, this shielding factor

is the attenuation factor of the aircraft’s fuselage material averaged over all incident

gamma-ray energies and is used as a blanket reduction factor for the dose encoun-

tered on a mission. Though these changes to activity and dose calculations are in large
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part simply necessary byproducts of the more extensive changes to the APTool route

planning model, the cumulative effect of improvements to DELFIC DCFs, increased

computation fidelity due to the use of shorter grid traversal steps, and these calculation

adjustments have augmented the simulation of these quantities while providing little

additional computational overhead.

3.3 MCNP Verification Technique

As with any model centered around simulating nuclear event effects, supporting field

experiments could not be performed in order to verify simulation results, and although

the US military has published reports containing airborne sampling data of tests events

dating back to Operation Crossroads in 1946 [36], many of the sampling parameters

central to this work (e.g., the particular route taken through the cloud, airspeeds, detec-

tor responses) were not available within these datasets. Therefore, the task of verifying

model results was undertaken using the established nuclear transport software MCNP.

MCNP employs a stochastic transport algorithm, following individual radiation par-

ticles from their creation at a source through whatever interactions they may have with

the media surrounding them until they are absorbed or otherwise destroyed. Particle in-

teractions (including the conditions of the particle’s creation at the source) are weighted

by relative probabilities with outcomes determined via random number; in essence,

each particle history represents a single pass through one path of one particle’s deci-

sion tree, and so this process must be repeated many times such that the phase space

consisting of each particle’s decision tree is fully sampled. This differs significantly

from deterministic transport, which avoids simulating interactions on an individual ba-

sis, considers the superposition of probabilistic events rather than each individually, and

is typically employed in simulating the transport of many individual particles at once (for

example, gamma-rays of the same energy emitted from a particulate, as in this work).

In short, MCNP provides simulations that are more faithful to the real-world physics
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involved in a given problem, but are often much more computationally-intensive than

deterministic simulations due to the number of particle histories required to fill out the

phase space. For the purposes of this work, comparing against MCNP results will pro-

vide crucial information regarding the validity of the assumptions made in developing

the radiation transport and detection algorithms that form the core of this model.

As MCNP is designed to model radiation transport in a static geometry, verifying

the results of a sampler’s entire route in a single simulation would be infeasible. In-

stead, several individual time slices of a sampler’s route were replicated within MCNP

to assess the performance of the radiation transport and detection algorithms in iso-

lation from the rest of the model. In order to do this, several additional C++ modules

were created to run alongside the route planning model, extracting the working system

of the sampler within the concentration grid and recreating it within MCNP, where the

responses from each detector in the ERD and DGS could be simulated and compared

to the route planning model detector response simulation for that same point in time.

Though translating the components of the route planning model to MCNP on an

individual basis is quite simple, automating this process was significantly more com-

plex. Each MCNP simulation required a few basic geometric components: the sampler

itself, its detectors, the collection filters, the particulates external to the sampler, and

the atmospheric air surrounding them (MCNP runs included only what was present in

the sampler’s current voxel and those adjacent to it). Positions for each of these ob-

jects were set relative to the sampler itself, which was set at the center of the problem

geometry. These objects were assigned materials reflecting their true isotopic com-

position and mass density, with the composition of each particulate set according to

its F71 data and atmospheric composition and density determined as functions of the

sampler’s altitude.

Definition of the radiation source term involved specifying both the physical proper-

ties (e.g., size, location, composition) of each cloud particulate relevant to the sampler
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at a given time as well as its list of gamma-ray energies and emission probabilities; col-

lectively, particulates are defined as a distributed volumetric source. Collection filters

were also included as disc sources that were likewise added to the distributed source

definition. In order to avoid tracking particles emitted away from any onboard detec-

tion systems, source angles of emission were biased toward these detectors. Source

position for a given event history was determined through random sampling of the par-

ticulate and filter objects; with many different source terms and different energy spectra

associated with them, fully sampling the phase space of this problem required many

event histories to be executed.

While the user can manually input the number of particle histories to follow, the

user may also choose to define a stop condition based on the relative uncertainty of

an output quantity bin (e.g.,, when the uncertainty of the total energy bin for a partic-

ular tally reaches 5 %), or define multiple stop conditions that end the run when one

of them is met. For the purposes of this work, the option to use multiple conditions

was chosen: if the relative uncertainty of the total energy bin for any DGS detector

pulse-height tally fell below 0.5 % or the number of particle histories exceeded 1 × 108,

the run was concluded. The use of DGS detector responses for this condition (rather

than an ERD detector) was due to the significantly longer source-detector path length

between external particulates and the DGS system than for the collection filters and the

ERD system, and a cumulative uncertainty value of 0.5 % was sufficient to ensure that

every constituent energy bin for the pulse-height tally had a relative uncertainty below

10 % (the uncertainty threshold defined by MCNP developers as adequate for this tally

type [43]). The second condition defining a maximum of 1 × 108 particle histories was

determined via tests of the verification model, where even in the most extreme source-

detector path length cases, the uncertainty condition would be met before exceeding

this value; thus, this condition serves to catch cases in which the MCNP geometry or

source conditions were incorrectly defined, as without this condition MCNP would run
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indefinitely.

Finally, MCNP requires users to specify what results to produce at the end of a run

as part of their input file. For the purposes of this work, quantities of interest included

the pulse-height response in the CsI(Tl) detectors (to be compared to the route planning

model’s simulated detector response) and the gamma-ray flux both at the detectors and

at the interface between the sampler body and the atmosphere. Simulating the flux at

the outside of the sampler provided a simple measure of the total amount of radiation

entering the aircraft’s cabin, to be used to ensure the scenario being simulated within

MCNP matches up to the corresponding route planning model run.

3.4 Sample Case Parameters

In order to assess the capabilities of the new route planning model, a set of four his-

torical US test events (outlined in table 3.1) were selected to represent a wide range

of event yields while producing clouds in which a large proportion of the radioactive

material concentration would lie below the WC-135’s ceiling during the time period of

interest; as a result, this analysis will focus exclusively on events classified as sur-

face bursts by DELFIC. All cases were first run using the legacy APTool route planning

model (which also utilized the DELFIC executable containing legacy DCFs; see sec-

tion 2.3.1) in order to compare the resulting dose and activity data to that produced

using the updated route planning model.

Aside from the event definition parameters specific to each case, APTool input was

standardized across these cases to ensure consistent results for each. 50 particu-

late size classes were used in each case’s DELFIC CRM run, and the meteorological

data used by both DELFIC and HYSPLIT was taken from the National Centers for

Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR)

reanalysis archive [44].

HYSPLIT dispersion model parameters were tailored specifically for route planning
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Table 3.1: US surface and atmospheric test events selected to assess the
capabilities of the improved route planning model. #=4 events.

Operation Event
Event

Location
Event

Yield (kt)* Classification

Tumbler-Snapper George 1.50 × 101 NNSS Surface
Greenhouse George 2.25 × 102 Enewetak Atoll** Surface
Hardtack I Elder 8.80 × 102 Enewetak Atoll** Surface
Redwing Tewa 5 × 103 Bikini Atoll** Surface

* Data extracted from DOE/NV-209 [15]
** Event occurred over water

purposes: concentration grid voxels were spaced 1 km apart in each direction (approx-

imately 0.01° in latitude and longitude), though an additional altitude layer was set at

100 m so as to separate material that had been deposited on the ground from that

which remained airborne, and the altitude grid was cut off above the WC-135’s ceiling

of 12 km; sampling time intervals were set at 12 h and the total dispersion runtime was

set to 96 h or 4 d. This relatively short runtime is a product of compromise between the

size of the concentration grid and the desired time scale for the model: to achieve rea-

sonable HYSPLIT dispersion model run times, the concentration grid was defined with

400 voxels in latitude and longitude, amounting to only a 4° × 4° grid centered on the

event GZ that would contain no airborne debris after a few days of dispersion, and thus

a shorter runtime was selected. All other dispersion model inputs were set to default

values.

Inputs for the routes the sampler would fly for each event necessarily varied be-

tween events in most cases, but the criteria used to select route waypoints were kept

consistent to the extent possible. Three separate routes were flown for each event: the

first after 12 h of dispersion, the other two varying by event. In each case, the third route

would be flown at the latest time interval for which any cloud concentration could be

found above ground level, with the second route flown at a time interval approximately

halfway between the first and third routes. In the lowest-yield case, all cloud material

98



had deposited by the third day post-event, and thus the routes were separated by only

a day; in the highest-yield case, cloud material remained airborne for the entirety of the

dispersion runtime, and thus the routes were set for 1, 2, and 4 d post-event.

Positional parameters for the waypoint locations within these routes were selected

using a similar philosophy. Each route consisted of three waypoints: one in the highest

altitude layer for which cloud material could be found, one in a median altitude layer, and

one in the lowest altitude layer for which cloud material could be found; in some cases,

this methodology permitted the entirety of the cloud’s height to be sampled during the

mission, while in other cases the sampler only traversed three or four layers (the latter

cases primarily occurring at the very end of the dispersion runtime). In each case,

latitude and longitude were selected based on the region of highest concentration in the

layer of interest. In addition, the speed of the sampler was varied by waypoint: at the

highest altitude, the sampler airspeed was set to half its maximum value (202 mph or

325 km h−1), increased to 300 mph (482 km h−1), and then set to its maximum airspeed

of 403 mph (648 km h−1) for the final waypoint. This variation in flight speed allowed the

sampler a small amount of extra time per voxel in the uppermost portions of the cloud

where responses were expected to be less intense than the more densely-concentrated

cloud regions near to the ground.
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CHAPTER 4

RESULTS

As described in chapter 1, developing a flexible model design capable of fitting into

future sponsor applications resulted in a primary focus on the functionality of the model

at the expense of producing results specific to a single application. This study reflects

this philosophy, centering on the description of the model’s capabilities alongside sam-

ple results demonstrating its functionality (the absence of real-world experimental data

from WC-135 sampling missions was an additional factor in this approach). Thus, the

following sections will focus on model performance in comparison to its legacy coun-

terpart and verification of detector response results obtained using MCNP.

In order to assess the level of improvement between the legacy APTool route plan-

ning model and this work, verifying that the radiological quantities simulated by the

legacy model could be brought into better alignment with real-world expectations us-

ing the refinements described in chapter 3 was of utmost importance. Quantifying the

performance of the additions to the legacy model, however, will necessarily remove

the legacy model from the analysis and focus instead on the detector response results

from the detailed model developed for this work in comparison to those simulated using

MCNP. These analyses will also consider how the performance of the model varies as

a result of changing event parameters and suggest future model improvements.

4.1 Legacy APTool Capability Improvements

Though the scope of this work did not emphasize improving the simulation capability

of the route planner’s radiological quantities (as detailed in section 3.2.3.2.2), the fact

that this work constituted an entire overhaul of the model was expected to produce
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Figure 4.1: Sampler route and mission accumulated dose comparison between legacy
and updated models for Redwing Tewa.

non-negligible differences in results, while also providing a direct method by which the

capabilities of each model can be quantifiably compared. Therefore, each of the sam-

ple test events outlined in table 3.1 were simulated using identical parameters in both

legacy APTool and an APTool build utilizing the new route planning model, producing

in each case plots of accumulated dose, instantaneous dose rate, activity, and accu-

mulated activity over route distance.

Overall, dose accumulation results are not significantly affected by the changes

made to the dose calculation method; while including dose contributions from adjacent

voxels produces a noticeable increase in dose received over the legacy model (as

shown in figure 4.1), the additional features of the dose calculation implemented in

the updated model do not introduce new mechanisms of conveying dose, and thus the

shape of the dose profile remains mostly intact.

Though dose results were largely unaffected by new model capabilities, the rate

of change of dose with time is subject to the modified grid traversal algorithm that

emphasizes shorter stride lengths through grid voxels. Because dose rate is calculated
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Figure 4.2: Dose rate time dependence comparison between legacy and updated mod-
els for Hardtack I Elder. t-1.2 decay curve provided as reference.

at the end of each step via equation 2.9, this value is updated more frequently than in

the legacy model. While this modification has only a subtle impact on simulated dose

rate with respect to the legacy model (as shown in figure 4.2), the change in dose rate

over time follows a trajectory independent of the legacy model, while also providing a

somewhat closer fit to t-1.2 decay, particularly within a day of the event time.

Despite the expectation that the updated model would have a more pronounced ef-

fect on activity results than with dose, activity instead proved to be similarly resilient, as

shown in figure 4.3. This is particularly notable given the inclusion of the debris present

on stored collection filters in the analysis, which produced a non-negligible but largely

insignificant increase in total sampler activity over the legacy model; intuitively, the on-

board storage of concentrated radioactive cloud material would be expected to present

a significant hazard. That this result is absent is a product of real-world sampler pro-

tocols dictating model performance: as discussed in section 2.4.1, filters are currently

changed every 30 min while in the cloud, and thus very brief routes will see no change

in activity. However, even for longer routes in which filters do contribute to onboard

activity, their storage container provides substantial shielding in the interest of aircrew
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Figure 4.3: Sampler route and mission accumulated activity comparison between
legacy and updated models for Greenhouse George.

safety, which has the ultimate effect of suppressing (but not eliminating) contributions

from stored filters.

Though updated model radiological results were not expected to change dramati-

cally from those produced by the legacy APTool route planning model, the modifications

implemented to improve the quality of these simulations did little to affect the end re-

sults. The introduction of previously-excluded sources of dose and activity to the model

proved to have the most significant impact on results, though their effect was purely

additive; without structural changes regarding the dose and activity calculations them-

selves, large discrepancies in radiological results between models are unlikely, even

in extreme cases. While this suggests that the updated model succeeded in ensuring

that simulations are reflective of real-world results, much of the work directed at this

objective played little part in achieving it.
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4.2 WC-135 Onboard Detector Responses

As the fundamental mission of the WC-135 and other sampling aircraft involves both the

collection and detection of radioactive cloud material, much of the utility of the model

developed for this work lies in its detector response simulation capability; indeed, nearly

all of the functional parts added to the model for the purposes of this work (and in the

case of the automated MCNP verification procedures, the development of an entirely

self-contained software package) were implemented in support of this objective.

For each voxel point in which the WC-135 encountered detectable radiation, each

of the eight detectors (two ERD CsI(Tl) scintillators, two ERD G-M counters, four DGS

CsI(Tl) scintillators) registering counts would dump its response along with a time tag

(in order to sync these responses with the corresponding MCNP verification run), re-

sulting in full mission histories for each detector that can be used to improve mission

quality in a variety of ways; for example, in figure 4.4a, both the second and third routes

show noticeable gaps in the response, indicating suboptimal waypoint placement by the

planner. While the legacy model would indicate that no dose or activity was registered

during this portion of the mission, the time-dependent detector response results provide

These detector response histories also provide a way for mission planners to in-

vestigate the qualities of an individual route by tracking fluctuations in response and

notifying them of any points of “dead air” over the course of the route, such as in fig-

ure 4.5. By continuously dumping this data to the user over the course of a mission,

the planner is given total control over the level of scrutiny they apply on a given mission

plan.

As was also briefly described in section 3.2.3.2.1, the ability to determine a gamma-

ray’s originating isotope is a fundamental concern for any software used in a nuclear

forensics context. Often, this functionality takes the form of a post-processing peak-

finding technique or signal processing algorithm that can offer an educated guess about
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(a) Time profile. Width of each band indicates route flight time.

(b) Three-dimensional view.

Figure 4.4: WC-135 left wing ERD responses over time for the three route mission
flown for the Tumbler-Snapper George event.
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the identity of the isotope that produced a gamma-ray of interest to the user. However,

because this model was built from the ground up with concerns such as these in mind,

debug options were implemented to allow users to tag gamma-rays produced from iso-

topes of interest and output energy spectra produced by these gamma-rays separately;

an example collection of these isotope-specific emission lines is included in figure 4.6.

In these spectra, annihilation photons were split out from this categorization and

counted separately, as the interaction is isotope-independent (assuming the 1.022 keV

energy threshold is exceeded) and because these photons consistently deposited their

full energy in the detection volume. Given the ubiquity of fission product gamma-rays

of sufficient energy, that the 511 keV energy bin had the greatest number of counts

for almost all of the detector responses recorded from these sample cases was the

expected outcome.

Though these spectra are not particularly revealing for any of the sample cases

discussed in this work, they could provide valuable information in nuclear forensics

contexts where isolating the presence of specific nuclides is a primary focus. For end

users without forensics applications in mind, however, the use of this feature is discour-

aged; depending on the number of isotopes selected for this analysis, output data file

sizes can be on the order of gigabytes.

4.2.1 Sample Case Verification

In assessing a typical radiation detection algorithm, experimental detector responses

can be used to validate results produced using a detection algorithm. In the absence

of experimental data, researchers often turn to other detection algorithms that have

already been validated in order to evaluate their own method. As described in sec-

tion 3.3, MCNP was the proxy software chosen for the purposes of this work. MCNP’s

pulse-height tally has been shown to be a valid surrogate for detector response when

physical detector properties are correctly accounted for [45, 46], and therefore these
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Figure 4.6: Sample raw output of WC-135 right wing ERD detector responses by iso-
tope at 24 h following the Redwing Tewa event.
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Figure 4.7: Route planning model left wing ERD detector response compared to MCNP
pulse-height tally for Tumbler-Snapper George at 36 h post-event.

tally results will serve as the benchmark for the APTool route planning model results

presented here.

However, for verification purposes, such a comprehensive view is unnecessary:

as verification runs are exact replicas of individual sampler grid traversal points, each

individual verification holds as much weight in assessing the model as the cumulation of

all verification runs would (while also being significantly less memory-intensive). Each

of the four cases summarized in table 3.1 has a sample detector response included

in figures 4.7 to 4.10, with each plotted against its corresponding MCNP pulse-height

tally.

As with the supporting work described in chapter 2, agreement statistics are also

included as defined in equations 2.4a and 2.4b. As MCNP is used as the verification

model for the purposes of this work, pulse-height tally data serve as the “observed”

results. Because the two models pass output to the user on different bases (MCNP per

particle history, route planning model as raw counts), a normalization procedure was

required in order to directly compare their data: plots were normalized separately to

their own maximum bin value. The maximum was selected rather than the sum for this
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Figure 4.8: Route planning model left wing ERD detector response compared to MCNP
pulse-height tally for Greenhouse George at 48 h post-event.

purpose to ensure consistent axis presentation across these figures.

Of these cases, Tumbler-Snapper George’s modeled response provided the best fit

to its MCNP counterpart, such that including the plots on the same axes made them

virtually indistinguishable. Agreement between the updated model results and those

from MCNP deteriorated roughly linearly with increasing event yield, a phenomenon

at least partially attributable to the WC-135’s flight ceiling preventing the sampler from

accessing all but the bottom of the dispersing cloud (the normalization of the data also

contributes to this effect, as the peak-to-total ratio also decreases as event yield rises).

As discussed in section 3.2.3.2.1, Gaussian energy broadening was applied to

energy deposition interactions in CsI(Tl) within the model to approximate statistical

fluctuations in the number of charge carriers per interaction in a physical detector.

MCNP also provides the option to apply Gaussian broadening to pulse-height tally

results based on user-defined coefficients that are used in a Gaussian standard devi-

ation fitting function [47]. Despite defining these coefficients based on experimentally-

determined Gaussian standard deviation values, however, MCNP results indicate that

approximately half of the requested broadening was actually applied, producing spectra
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Figure 4.9: Route planning model left wing ERD detector response compared to MCNP
pulse-height tally for Hardtack I Elder at 12 h post-event.

with energy resolution values far below those of typical CsI(Tl) detectors.

Though these individual response comparisons reveal some of the more nuanced

distinctions between the model developed here and that utilized by MCNP, the primary

interest of this verification study was the relative performance of the model across mul-

tiple cases and routes. Figures 4.11 and 4.12 show the agreement statistics for the

sample cases studied for the purposes of this work; data for each voxel point are in-

cluded, but spread across the entire route time for visualization purposes.

Overall, results are quite consistent across these cases in that each shows signif-

icant variability in model and MCNP response over time. These fluctuations are far

more prominent for response FRMS than with FMD, however; because differences in

results in individual energy bins of the response have a greater impact on FRMS, slight

discrepancies between model detection algorithms can produce very different results

for gamma-rays of the same energy (e.g., a slight difference in the Compton scattering

probability for a 0.8 MeV gamma-ray could result in one model sampling a photoelec-

tronic interaction while the other samples a Compton scatter, resulting in a full energy

event for the first and many possible event energies for the second). While these in-
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Figure 4.10: Route planning model left wing ERD detector response compared to
MCNP pulse-height tally for Redwing Tewa at 24 h post-event.

dividual differences would smooth out over the course of many thousands of detection

events if considered on a continuum, the use of individual and discrete energy bins

instead magnifies these issues in the final analysis.

In contrast, the fractional mean deviation results for each case indicate that these

differences have little cumulative effect on the predictive value of APTool route planning

model detectors responses when compared to MCNP simulations. While there remains

significant variation across time points within a given case, in general, responses main-

tain the same shape between the deterministic model and the equivalent stochastic

simulation. However, results also indicate consistent response overprediction using

the model developed for this work; one factor contributing to this phenomenon is the

use of an arbitrary detection threshold for the deterministic model (as discussed in sec-

tion 3.2.3.2), but likely the more significant issue is the lack of sufficient buildup factor

correction for gamma-rays produced by particulates external to the aircraft (described

in section 2.5.1.1). In both of these cases, future work could leverage this MCNP verifi-

cation suite to improve the quality of the deterministic simulation: buildup factors can be

computed for each time slice of each case alongside the simulated detector response
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(a) Tumbler-Snapper George event. (b) Greenhouse George event.

Figure 4.11: Agreement statistics between route planning model detector responses
and MCNP pulse-height tallies for Tumbler-Snapper George and Greenhouse George
events. Data spread over entire route travel time and averaged over ERD and DGS
system detectors.
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(a) Hardtack I Elder event. (b) Redwing Tewa event.

Figure 4.12: Agreement statistics between route planning model detector responses
and MCNP pulse-height tallies for Hardtack I Elder and Redwing Tewa events. Data
spread over entire route travel time and averaged over ERD and DGS system detectors.
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without reducing computational efficiency, while FMD results themselves can signal to

the user whether the threshold is too high or too low by its sign.

While these results indicate relatively strong agreement between MCNP pulse-

height tally and APTool route planning model detector response results, the discrep-

ancies between them clearly suggest that the deterministic model developed for this

work does not provide the level of fidelity that an equivalent MCNP simulation is capa-

ble of. Several potential areas of improvement for the deterministic model have been

identified for future work, however, and although this model is not expected to compete

with MCNP’s rigorous detector response algorithm in terms of accuracy, the APTool

route planning model provides a good approximation of the detector response from

atmospheric and collected cloud particulates without introducing additional external

software to APTool.

4.3 Model Computational Efficiency

Though significant portions of the APTool route planning model were developed and

modified for the explicit purpose of improving computational efficiency, model run times

still fall far short of expectations. Computation time comparisons were performed as

part of the data collection procedure for the results presented in section 4.1 in order to

quantify the efficiency loss incurred due to the implementation of the model functionality

described in this work. In each case, the same routes took under 5 s for the legacy

model to produce dose and activity data, while under the updated model, obtaining

these same results took more than 1 h (data provided in table 4.1).

Because the legacy APTool model was not affected by the implementation of new

capabilities, the current approach to the dose and activity calculations is likely prefer-

able to the updated model despite the slight improvements it introduces; users that

have no interest in investigating the response of onboard detectors are encouraged

to continue to utilize the legacy model for purely dose and activity-related computa-
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Table 4.1: Legacy APTool route planning model, updated model, and MCNP verifica-
tion computation time for sample cases.

Operation Event
Legacy Model Updated Model MCNP Verification
Computation Computation Computation

Time (s)* Time (h)* Time (h)**

Tumbler-Snapper George 3.23 1.24 4.11
Greenhouse George 4.97 1.34 4.54
Hardtack I Elder 6.61 1.78 4.96
Redwing Tewa 7.07 2.23 5.05

* Executed on a single AMD Ryzen 3 1200 CPU core (3.1 GHz)
** Executed on 32 AMD Opteron 6320 CPU cores (2.8 GHz) in parallel

tions. As the design of the updated model introduces many complex features, it is

unlikely that computation times will ever approach those of the legacy model; however,

a similar relationship exists between the detector response results achieved with the

updated model and their corresponding MCNP equivalents. Though MCNP response

results are unquestionably more accurate than those achieved using the determinis-

tic updated model, computation times were significantly longer for the stochastic runs

while also providing none of the debug and auxiliary forensics output options unique to

the deterministic model developed for this work.

Improving the computation time for this model is among the most important com-

ponents of this work that will require improvements in future iterations. Of these, the

implementation of parallel execution functionality will provide drastic improvements in

model wall-clock run times; as this feature is already present for several steps in the

APTool workflow [16], parallel execution will likely be implemented prior to the model

reaching end users. However, running the model in parallel does not alleviate com-

putation time issues. Solving these issues will involve significant code modularization,

implementation of improved memory management techniques, and conversion to asyn-

chronous data output methods during model execution. In the interest of maintaining

the integrity of the underlying APTool code, many of these inefficient code structuring
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methods were implemented intentionally, as inserting more efficient methods would ne-

cessitate legacy model changes in response. Therefore, although the updated APTool

route planning model is currently highly inefficient, many of the techniques necessary

to improve efficiency are already developed in preparation for its full integration into the

master APTool source code.
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CHAPTER 5

CONCLUSIONS

Atmospheric sample collection aircraft provide a relatively safe and reliable method

of ensuring compliance with international treaty obligations regarding the responsible

use of nuclear material. The time sensitivity of such missions requires that adequate

models are established such that prospective mission plans can be rigorously tested

prior to deployment. Though current modeling techniques are capable of ensuring ad-

equate aircraft personnel safety and producing estimates of total activity encountered

during a mission, more advanced capabilities such as modeling of onboard detection

systems and providing recommendations on improving mission plans have yet to be

implemented. Using the ORNL-developed APTool in conjunction with DELFIC and

NOAA’s HYSPLIT, a simulation tool developed to provide these capabilities has been

designed and implemented.

Combining ENDF/B-VIII data, an efficient deterministic gamma-ray transport algo-

rithm, and detailed models of the radiation detection systems onboard the WC-135

airborne sampler, this software provides all of the functionality required to fully simulate

a nuclear cloud sampling mission, from the physical traversal of the aircraft through the

cloud to the directional detection of cloud material to influence flight path. The model

was created with flexibility as its core principle, and is designed to fulfill the needs of

both end users developing mission plans as well as researchers interested in forensic

analysis of nuclear cloud material. Deep investigations into the capabilities of DELFIC

and HYSPLIT provided further improvements to the model via parameter optimization

and, in DELFIC’s case, resulted in the implementation of improvements to this extant

software in support of this work. Refinement of the HYSPLIT dispersion model con-

centration grid traversal algorithm, efficient implementation of nuclear data as LUTs,
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and explicit modeling of nuclear cloud particulates provided a reasonably fast and ac-

curate method of predicting detector response results with high fidelity. The ground-up

development approach also permitted the inclusion of advanced debugging and foren-

sics output options, giving users the capability to follow not just the detector response

history over the course of a sampling mission, but also the response contributions from

individual isotopes and interaction types, providing a wealth of data to mine in future

research applications.

Though the model was not built to provide improvements to the simulation of radio-

logical quantities (such as dose rate to onboard personnel and the activity of encoun-

tered material) that is the sole mission of the legacy APTool route planning model, the

enhancements instituted by this work resulted in marginal improvements to these re-

sults as well. While this model is meant to provide a route planning solution of greater

fidelity than the legacy system, this model was able to be developed without impacting

the features present in APTool currently, offering users the flexibility to quickly test a

sampling plan in the legacy model and execute a more detailed simulation within the

same workflow.

In addition to the development of this model, a detector response validation frame-

work was constructed in support using MCNP. This framework operates in tandem

with the model, producing MCNP input files at each calculation point during the simu-

lation that exactly reflect the position of the WC-135, particulates present on its filters

and in the immediate vicinity of the aircraft, the atmospheric conditions, and the on-

board detection systems, each of which is time-tagged to correspond with the detector

response results produced for that same sampling scenario within the route planning

model. Validation results for the four sample cases described in this study indicate gen-

eral agreement between the stochastic MCNP and this work’s deterministic model, and

the success of this integration opens the door for potential future applications of MCNP

results to inform and improve the quality of the route planning model’s simulations.
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Though this work succeeded in fulfilling its objectives, additional work remains in the

future. Despite a concerted effort to maximize model computational efficiency, model

changes resulted in significantly longer run times than are achievable with the simpler

legacy model. Full integration into APTool will alleviate many of these issues, however,

and efforts to streamline code structure and parallelize model execution are underway.

Even with these limitations, however, the route planning model remains a more efficient

transport simulation option than MCNP while also providing more accurate and higher-

fidelity radiological simulations than the legacy model it was built from.

One of the most significant obstacles to new technological development today is

the difficulty involved in simultaneously designing and implementing a simulation frame-

work to support the new technology and train prospective users. But with the Air Force’s

rollout of its new and improved line of WC-135 aircraft [22] coinciding neatly with the

complete overhaul of the airborne route planning model used to simulate its missions,

the challenges of nuclear treaty verification in the modern age can be met head-on.
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Appendix A.

Nuclear Test Data

Table A.1: US surface and atmospheric test events with sufficient observed cloud rise
data for the analysis described in section 2.1.1.1 (#=32). All heights given in reference
to MSL.

Operation Event
Event Yield Stabilized Cloud

(kt)† Top Height (ft)††

Buster-Jangle Able Bustr-Jangle Bakr

3.50e0 31700

Buster-Jangle Charlie 1.40 × 101 41,000

Buster-Jangle Sugar 1.20 × 100 15,000

Castle Nectar 1.69 × 103 71,000

Crossroads Able 2.10 × 101 40,000

Greenhouse Dog 8.10 × 101 56,000

Greenhouse Easy 4.70 × 101 41,000

Greenhouse George 2.25 × 102 56,000

Greenhouse Item 4.55 × 101 40,000

Hardtack I Koa 1.37 × 103 72,200

Ivy King 5 × 102 67,000

Ivy Mike 1.04 × 104 98,000

Redwing Apache 1.85 × 103 66,700

Redwing Cherokee 3.80 × 103 94,000

Redwing Dakota 1.10 × 103 75,000

Redwing Flathead 3.65 × 102 65,700

†Data extracted from DOE/NV-209 [15].

††Data extracted from DASA-1251 [5].
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Table A.1 (continued).

Operation Event
Event Yield Stabilized Cloud

(kt)† Top Height (ft)††

Redwing Lacrosse 4 × 101 38,000

Redwing Mohawk 3.60 × 102 65,000

Redwing Yuma 1.90 × 10−1 8,000

Redwing Zuni 3.50 × 103 79,000

Sandstone Yoke 4.90 × 101 56,000

Teapot Apple-2 2.90 × 101 51,000

Teapot Hornet 4 × 100 37,000

Teapot Tesla 7 × 100 30,000

Teapot Turk 4.30 × 101 44,700

Teapot Zucchini 2.80 × 101 40,000

Tumbler-Snapper Fox 1.10 × 101 41,000

Upshot-Knothole Annie 1.60 × 101 41,000

Upshot-Knothole Badger 2.30 × 101 36,000

Upshot-Knothole Harry 3.20 × 101 42,500

Upshot-Knothole Nancy 2.40 × 101 41,500

Upshot-Knothole Ray 2 × 10−1 12,800

†Data extracted from DOE/NV-209 [15].

††Data extracted from DASA-1251 [5].
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Table A.2: US surface and atmospheric test events with sufficient observed stabilized
cloud top data for the analysis described in section 2.1.1.2 (#=93). All heights given in
reference to MSL.

Operation Event
Stabilized Cloud

Operation Event
Stabilized Cloud

Top Height (ft)† Top Height (ft)†

Antler Round 2∗ 24,000 Hardtack II Socorro 26,000

Antler Round 3∗ 22,000 Ivy King 67,000

Buffalo Round 1∗ 28,400 Ivy Mike 98,000

Buffalo Round 2∗ 13,000 Mosaic Round 2∗ 47,000

Buffalo Round 3∗ 14,500 Plumbbob Boltzmann 33,000

Buster-Jangle Baker 31,700 Plumbbob Coulomb-B 18,000

Buster-Jangle Charlie 41,000 Plumbbob Diablo 32,000

Buster-Jangle Dog 46,000 Plumbbob Franklin Prime 32,000

Buster-Jangle Sugar 15,000 Plumbbob Hood 48,000

Castle Koon 53,000 Plumbbob Kepler 28,000

Castle Nectar 71,000 Plumbbob Morgan 40,000

Crossroads Able 40,000 Plumbbob Owens 35,000

Greenhouse Dog 56,000 Plumbbob Priscilla 43,000

Greenhouse Easy 41,000 Plumbbob Smoky 38,000

Greenhouse George 56,000 Plumbbob Stokes 37,000

Greenhouse Item 40,000 Plumbbob Wheeler 17,000

Hardtack I Aspen 48,600 Ranger Fox 43,000

Hardtack I Butternut 35,000 Redwing Apache 66,700

Hardtack I Cactus 19,000 Redwing Cherokee 94,000

Hardtack I Cedar 50,000 Redwing Dakota 75,000

† Data extracted from DASA-1251 [5].

∗ Denotes joint US-UK test event with data extracted from individual test reports.
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Table A.2 (continued).

Operation Event
Stabilized Cloud

Operation Event
Stabilized Cloud

Top Height (ft)† Top Height (ft)†

Hardtack I Dogwood 58,000 Redwing Erie 32,000

Hardtack I Elder 50,000 Redwing Flathead 65,700

Hardtack I Fir 90,000 Redwing Huron 54,000

Hardtack I Hickory 24,000 Redwing Inca 42,000

Hardtack I Holly 15,000 Redwing Kickapoo 16,000

Hardtack I Juniper 40,000 Redwing Mohawk 65,000

Hardtack I Koa 72,200 Redwing Osage 21,000

Hardtack I Linden 20,000 Redwing Seminole 16,000

Hardtack I Magnolia 44,000 Redwing Tewa 99,000

Hardtack I Maple 40,000 Redwing Yuma 8,000

Hardtack I Nutmeg 20,000 Redwing Zuni 79,000

Hardtack I Olive 50,000 Sandstone Yoke 56,000

Hardtack I Pisonia 55,000 Sunbeam Johnnie Boy 17,000

Hardtack I Redwood 51,000 Teapot Apple-2 51,000

Hardtack I Sequoia 17,000 Teapot Hornet 37,000

Hardtack I Sycamore 46,000 Teapot Tesla 30,000

Hardtack I Tobacco 18,000 Teapot Turk 44,700

Hardtack I Walnut 61,000 Teapot Zucchini 40,000

Hardtack I Yellowwood 50,000 Tumbler-Snapper Charlie 42,000

Hardtack II De Baca 17,500 Tumbler-Snapper Fox 41,000

Hardtack II Humboldt 7,500 Upshot-Knothole Annie 41,000

† Data extracted from DASA-1251 [5].

∗ Denotes joint US-UK test event with data extracted from individual test reports.
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Table A.2 (continued).

Operation Event
Stabilized Cloud

Operation Event
Stabilized Cloud

Top Height (ft)† Top Height (ft)†

Hardtack II Juno 5,500 Upshot-Knothole Badger 36,000

Hardtack II Lea 17,000 Upshot-Knothole Climax 42,700

Hardtack II Mora 18,500 Upshot-Knothole Harry 42,500

Hardtack II Rio Arriba 13,500 Upshot-Knothole Nancy 41,500

Hardtack II Sanford 26,000 Upshot-Knothole Ray 12,800

Hardtack II Santa Fe 18,000

† Data extracted from DASA-1251 [5].

∗ Denotes joint US-UK test event with data extracted from individual test reports.
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Table A.3: US surface and atmospheric test events selected for the analysis described
in section 2.2.2. #=29 events.

Operation Event
Event

Location
Event

Yield (kt)† Classification

Buster-Jangle Easy 3.10 × 101 NNSS Air burst

Buster-Jangle Sugar 1.20 × 100 NNSS Surface burst

Castle Bravo 1.50 × 104 Bikini Atoll* Surface

Castle Koon 1.10 × 102 Bikini Surface

Greenhouse Easy 4.70 × 101 Enewetak Atoll Surface

Hardtack I Elder 8.80 × 102 Enewetak Surface

Hardtack I Fig 2 × 10−1 Enewetak Surface

Hardtack I Oak 8.90 × 103 Enewetak Surface

Hardtack I Redwood 4.10 × 102 Bikini Surface

Hardtack I Sequoia 5.20 × 100 Enewetak Surface

Hardtack I Sycamore 9.20 × 101 Bikini Surface

Hardtack II Wrangell 1.20 × 10−1 NNSS Air

Ivy King** 5 × 102 Enewetak Air

Plumbbob Coulomb-B 3 × 10−1 NNSS Surface

Plumbbob Hood 7.40 × 101 NNSS Air

Ranger Baker 8 × 100 NNSS Air

Redwing Blackfoot 8 × 100 Enewetak Surface

Redwing Cherokee 3.80 × 103 Bikini Air

Redwing Dakota 1.10 × 103 Bikini Surface

†Data extracted from DOE/NV-209 [15]

* Events at Bikini and Enewetak Atolls are considered bursts over water

** Simulated event failed to produce HYSPLIT concentration grid
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Table A.3 (continued).

Operation Event
Event

Location
Event

Yield (kt)† Classification

Redwing Kickapoo 1.50 × 100 Enewetak Air

Redwing Osage 1.70 × 100 Enewetak Air

Redwing Yuma 1.90 × 10−1 Enewetak Air

Sandstone Zebra 1.80 × 101 Enewetak Surface

Teapot Tesla 7 × 100 NNSS Surface

Teapot Turk 4.30 × 101 NNSS Surface

Tumbler-Snapper Able 1 × 100 NNSS Air

Tumbler-Snapper Fox 1.10 × 101 NNSS Surface

Upshot-Knothole Dixie** 1.10 × 101 NNSS Air

Upshot-Knothole Nancy 2.40 × 101 NNSS Surface

†Data extracted from DOE/NV-209 [15]

* Events at Bikini and Enewetak Atolls are considered bursts over water

** Simulated event failed to produce HYSPLIT concentration grid
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