ESSAYS IN FINANCIAL INTERMEDIATION

A Thesis
Presented to
The Academic Faculty

by

Rohan Rao Ganduri

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy in the
Scheller College of Business

Georgia Institute of Technology
August 2016

Copyright (©) 2016 by Rohan Rao Ganduri



ESSAYS IN FINANCIAL INTERMEDIATION

Approved by:

Professor Sudheer Chava, Advisor, Professor Alexander Oettl
Committee Chair Scheller College of Business
Scheller College of Business Georgia Institute of Technology
Georgia Institute of Technology

Professor Chayawat Ornthanalai Professor Cheol Eun

Rotman School of Management Scheller College of Business
Unwversity of Toronto Georgia Institute of Technology
Professor Andras Danis Professor Nishant Dass
Scheller College of Business Scheller College of Business
Georgia Institute of Technology Georgia Institute of Technology

Date Approved: 16 May 2016



To my parents,

Jaya Rao and Narsing Rao,

for their endless love, support, and encouragement.

1l



ACKNOWLEDGEMENTS

I want to express my sincere gratitude to my advisor Prof. Dr. Sudheer Chava
who has been a tremendous mentor for me. I am deeply indebted to Dr. Chava
for his unwavering support, guidance, and advice on both research as well as on my
career. | also want to express my special appreciation and thanks to Prof. Chayawat
Ornthanalai for his constant support and encouragement throughout my graduate
studies. My thanks also goes to the members of my committee Prof. Alex Oettl,
Prof. Andras Danis, Prof. Cheol Eun, Prof. Nishant Dass for providing many
valuable comments that improved the presentation and contents of this dissertation.
[ am also thankful to Prof. Alex Hsu, and Prof. Narayanan Jayaraman for stimulating
research discussions and their advice throughout my study.

I am thankful to all the other finance faculty members at the Scheller College of
Business for their role in creating a supportive environment for the students. My
thanks also goes to Kyuseok Lee, Steven Chong Xiao, Youngmin Choi, Ji (Jay) Zhou,
Chang Liu, Teng Zhang, Nikhil Paradkar, Peter Simasek and other fellow Ph.D.
students for many interesting and good-spirited research related discussions and for
all the fun we have had over the past years.

Finally, I would like to acknowledge the people who mean the world to me, my
parents, and sister. I am greatly indebted to them for showing faith in me, and for
all the sacrifices they made which allowed me to pursue what I desired. I dedicate

this dissertation to them.

v



TABLE OF CONTENTS

DEDICATION . . . . . . iii
ACKNOWLEDGEMENTS . . . . ... .. .. .. iv
LIST OF TABLES . . . . . . . . e viii
LIST OF FIGURES . . . . . . . . . . . xi
SUMMARY . . . . xii
I REPO REGRET? . ... .. .. ... . .. 1
1.1 Introduction . . . . . . . . ... 1

1.2 The mortgage market . . . . . . . .. . ... ... ... 9

1.3 Effect of BAPCPA on IMC Funding . . . . . ... ... ... .... 12

1.4 Data and descriptive statistics . . . . . . . .. .. ... ... ... 15

1.5 Results: Mortgage credit growth via IMCs . . . . .. .. ... ... 17
1.5.1  Exploiting funding constraints: IMCs vs AMCs . . . . . .. 17

1.5.2  Exploiting funding constraints: Small vs large IMCs . . . . . 20

1.5.3 Exploiting securitization propensity . . . . . . . .. .. ... 21

1.5.4 Exploiting variation in anti-predatory lending laws . . . . . 24

1.5.5 Testing alternate hypotheses . . . . . . . ... ... ... .. 26

1.5.6 Robustness . . . . . . . . .. 28

1.6 Results: Consequences of IMC mortgage credit growth . . . . . .. 30
1.6.1 Types of mortgage issuance . . . . . . . .. .. ... .. ... 30

1.6.2 Mortgage defaults . . . . . ... ... ... .. ... ... 32

1.6.3 Effect on house prices . . . . . . . . ... 34

1.7 Conclusion . . . . . . . ... 36

II ARE CREDIT RATINGS STILL RELEVANT? . . . .. ... ... 57
2.1 Imtroduction . . . . . . . ... 57

2.2 Hypotheses development . . . . . . .. ... o0 61

2.3 Data and descriptive statistics . . . . . .. ... ... ... ... .. 66



111

2.4 Stock price reaction to rating changes . . . . .. .. .. .. ... .. 68
2.4.1 Abnormal stock returns . . . . . ... 68
2.4.2  Univariate analysis . . . . . . . . ... ... L. 69
2.4.3 Regression analysis . . . . .. .. ... .. L. 70
2.4.4 Instrumental variable analysis . . . . .. .. ... ... ... 72
2.4.5 Matched sample analysis . . . . .. ... ... ... ... 75

2.5 Information in CDS spreads about credit ratings . . . . .. ... .. 79
2.5.1 CDS-implied ratings . . . . . .. .. ... .. 80
2.5.2 Predictability of credit rating changes . . . . . .. .. .. .. 82
2.5.3 Predicting default . . . . . ... ... 85

2.6 Price discovery before rating change announcements . . . . . .. .. 87
2.6.1 Credit price discovery in the CDS and bond markets . . . . . 87
2.6.2 Does information flow from the CDS to equity markets? . . . 91

2.7 CDS spreads and the cross-section of stock returns . . . . . . . . .. 94

2.8 Conclusion . . . . . ... 97

CREDIT DEFAULT SWAPS AND MORAL HAZARD IN BANK

LENDING . . . . . . . 108

3.1 Introduction . . . . . . . ... 108

3.2 Data . . .. 115
3.2.1 Data sources and sample selection . . . . .. ... ... ... 115
3.2.2 Descriptive statistics . . . . . ... ... ... L. 116

3.3 Empirical results . . . . .. ... 117
3.3.1 CDS and Capital Expenditure After Covenant Violations . . 118
3.3.2 Debt renegotiation after covenant violation . . . . . .. . .. 124
3.3.3 Equity return after violation . . . . . .. ... ... ... .. 127
3.3.4  Firm survival after covenant violation . . . . . .. . ... .. 130
3.3.5 Loan announcement results . . . . .. ... ... ... ... 133
3.3.6 Evidence against adverse selection . . . . .. .. .. ... .. 137

3.4 Conclusion . . . . . . .. 138

vi



IV DO BOND INVESTORS PRICE TAIL RISK EXPOSURES OF

FINANCIAL INSTITUTIONS? . . . . . . .. ... . ... .. .. 158
4.1 Introduction . . . . . . . ... 158
4.2 Data, Sample Construction, and Key Variables . . . . . . . ... .. 166
4.3 Descriptive Statistics and Preliminary Results . . . . .. .. .. .. 169
4.3.1 Summary Statistics . . . . . ... 169
4.3.2 Correlations . . . . . . ... 170
4.4 Empirical Results . . . . . . .. ..o 171
4.4.1 Bond Yield Spreads and Tail Risk . . . . ... ... ... .. 171
4.4.2 Bond Yield Spreads and Other Risk Measures . . .. .. .. 173
4.4.3 Variation of Results with Bond Characteristics . . . . . . .. 175
4.4.4  Variation of Results with Firm Characteristics . . . . . . .. 177
4.5  Why Don’t Primary Bond Market Investors Price Tail Risk Expo-
sures of Financial Institutions 7 . . . . . .. .. .. ... ... ... 179
4.5.1 Variation of Results Across Institution Types . . . . . . . .. 179
4.5.2 Political Connectedness and the Pricing of Tail Risk . . . . . 182
4.5.3 Pricing of Tail Risk Around Crisis Periods . . . . .. .. .. 185
4.5.4 Do Rating Agencies Account for Tail Risk Exposures? . . . . 188
4.6 Conclusion . . . . . . ... 191
APPENDIX A — MISCELLANEOUS SECTION FOR CHAPTER
P 213
APPENDIX B — MISCELLANEOUS SECTION FOR CHAPTER
2 235
APPENDIX C — MISCELLANEOUS SECTION FOR CHAPTER
5 270
APPENDIX D — MISCELLANEOUS SECTION FOR CHAPTER
A e 279
REFERENCES . . . . . . . . e 286
VITA . . e 298

vii



© o0 N o Ot = W

11

12
13

14
15
16
17
18
19
20
21
22

23

LIST OF TABLES

Summary Statistics . . . . .. ..o 44
Mortgage Credit Growth: Exploiting Funding Constraints — IMCs vs

AMGCs . . . 45
Mortgage Credit Growth: Variation Across Borrower Quality . . . . 46

Mortgage Credit Growth: Exploiting Funding Constraints within IMCs 47
Mortgage Credit Growth: Exploiting Securitization Propensity . . . 48
Mortgage Credit Growth: Exploiting APL Laws Across State Borders 49

Mortgage Credit Growth: Testing Alternate Hypotheses . . . . . .. 50
Mortgage Credit Growth: Loan Types at Issuance . . . . . . . . .. 51
Consequences of Mortgage Credit Growth: Loan Defaults — Time Vari-
ation . ... 52
Consequences of Mortgage Credit Growth: Loan Defaults Across Bor-
rower Quality . . . . .. ..o 53
Consequences of Mortgage Credit Growth: Loan Defaults in Subsam-
ples . . 54
Consequences of Mortgage Credit Growth: House Price Growth . . . 55
Consequences of Mortgage Credit Growth: House Price Growth in
Subsamples . . . . ... 56
Stock price reactions to rating changes . . . . . . ... ... ... .. 99
Regression analysis of stock price reactions to rating changes . . . . 100

Instrumental variable regression of stock price response to rating changes101

Diff-in-diff regression of stock price reactions to downgrades . . . . . 102
CDS, and the predictability of rating changes . . . . . . . ... ... 103
CDS and the predictability of defaults . . . . .. ... .. ... ... 104
CDS contribution to credit price discovery . . . . . .. .. ... ... 105
Lead-lag analysis of CDS and stock returns . . . . . . . ... .. ... 106
CDS-implied equity risk premia and the cross-section of stock returns:

Before rating change announcements . . . . . ... .. ... .. ... 107
Loan sample summary statistics . . . . . .. ... .. ... .. ... 142

viil



24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
Al
A2
A3
A4
A5
A6
AT
A8

Summary statistics of the covenant violation sample . . . . . . . . ..
Investment response to covenant violations: Regression discontinuity .
Investment response to covenant violations : Lender characteristics

Investment response to covenant violations: Borrower characteristics .
Renegotiated loan spread . . . . . . .. .. ..o
Regression discontinuity: Stock performance . . . . . . . .. ... ..
Cox hazard regressions: Distress and outperformance . . . . . . . ..
Ratings change Cox proportional hazard rate model . . . . . . . . ..
Loan announcement univariate results . . . . . .. .. ... ... ..
Loan announcement CAR regression . . . . ... .. ... ... ...
Summary statistics of bond sample. . . .. ...
Correlations . . . . . . . ..
Bond Yield Spreads and Tail Risk . . . .. ... ... .. ......
Bond Yield Spreads and Other Risk Measures . . . . . .. ... ...
Bond Characteristics and Pricing of Tail Risk . . . . . . . ... ...
Firm Characteristics and Pricing of Tail Risk . . . . ... ... ...
Pricing of Tail Risk for Different Institution Types . . . . .. .. ..
Political Connectedness and Pricing of Tail Risk . . . . . . . .. ..
Political Connectedness and Debt Issuance . . . . . . .. ... ...
Pricing of Tail Risk Around Crisis Periods . . . . . .. ... .. ...
Credit Ratings and Tail Risk . . . . .. .. ... ... ... .. ...
Operating Data & Liabilities: American Home Mortgage . . . . . . .
Summary Statistics . . . . ..o o
Summary Statistics . . . ... ..o
Summary Statistics . . . . ...
State Anti-Predatory Lending Laws . . . . . . . .. ... ... ...
Mortgage Credit Growth: Unique BBx-HMDA Matches . . . .. ..
Mortgage Credit Growth: Highest Probability Match . . . . . . . ..

Mortgage Credit Growth: County-Quarter Level . . . . . . . . . ..

1X

145
146
148



A9

Mortgage Credit Growth Robustness: Alternate Specifications . . . .

A.10 Mortgage Credit Growth Robustness: Discontinuity in Growth of Num-

ber and Volume of Loans . . . . . . . . . . . ...

A.11 Mortgage Credit Growth Robustness: Variation Across Counties with

B.1
B.2
B.3
B4
B.5
B.6
B.7
B.8

B.9

APLlaws . . . . . .
Classification of credit rating codes . . . . . . . . ... .. ... ...
Probit model for CDS trading: First-stage IV model . . . . . . . ..
The propensity score matched sample . . . . . .. ... .. ... ...
Distribution of bond rating changes . . . . . . . ... ... ... ...
Sample distribution by magnitude of rating changes . . . . . . . . ..
Stock price reactions to bond rating changes: Robustness I . . . . . .
Stock price reactions to bond rating changes: Robustness I . . . . .

Diff-in-diff downgrade CAR regression: 1-to—1 matching without re-
placement . . . . . . . ...

Primary market bond yields regression . . . . .. ... ... .. ...

B.10 Distribution of bond rating changes: Bond market reaction sample

B.11 Bond price response to credit rating downgrades and upgrades . . . .

B.12 CDS-implied equity risk premium and portfolio characteristics . . . .

C.1
C.2
C.3
C4
D.1

2SLS 1V regressions: Distress and outperformance . . . . . .. . ..
Propensity of CDS trading: First-stage IV regression . . . ... ...
Firm quality at loan issuance . . . . . . .. ... ... ... .....
Loan Announcement CAR Regressions: Within-Lender Analysis . . .

Names of the sample U.S financial institutions . . . . . ... . ...

231

232

233
241
242
243
257
258
259
261

263
265
267
268
269
275
276
277
278
281



N O Ot e W N

Al
A2
A3
A4
C.1

LIST OF FIGURES

8-K Filings Parsing . . . . . . . ... ... 39
IMC vs AMC Quarterly Growth Rates Trend . . . . . . ... .. .. 40
Discontinuity in Low-Doc Loan Issuance : Around 620 FICO Threshold 41

Discontinuity in Loan Growth . . . . . . .. ... ... .. ... ... 42
IMC vs AMC Quarterly Default Rates Trend . . . . .. . ... ... 43
CDS-implied credit ratings . . . . . . . . ... ... 98
Investment vs distance to violation: CDS vs non-CDS firms . . . . . 140
Financial covenant violations and stock price performance . . . . .. 141
Databases Matching Exercise . . . . . . . .. ... .. ... .. ... 219
BBx Matching Quality: Epanechnikov Kernel Densities . . . . . .. 220
HMDA Matching Quality: Epanechnikov Kernel Densities . . . . . . 221

Discontinuity in Full-Doc Loan Issuance : Around 580 FICO Threshold 222

Investment vs distance to violation: Polynomial Fit . . . . . . . . .. 274

x1



SUMMARY

This thesis uncovers the behavior of market participants in reponse to regula-
tory changes in the financial intermediation sector. The first essay, “Repo Regret?”,
I find that Independent Mortgage Companies (IMCs), which accounted for a third
of all mortgage originations in the U.S., experienced an exogenous increase in their
funding after the passage of the 2005 bankruptcy reform act. The act increased cred-
itor protection by including mortgage related collateral to bankruptcy safe harbored
repos, thereby expanding IMCs funding opportunities. Using multiple identification
strategies based on funding constraints, discontinuity in securitization propensity, and
geographic discontinuity in anti-predatory lending laws, I find that IMCs responded
to this funding shock by increasing the issuance of risky home loans which culminated
in higher ex-post defaults. Areas exposed to significant IMC lending also experienced
a greater house price growth. My results highlight the unintended role of regulation
in aiding the U.S. housing market boom and bust by safe harboring mortgage related
repo collateral.

In the second essay, “Are credit ratings still relevant?”, we show that firms’ stock
prices react significantly less to credit rating downgrade announcements when they
have Credit Default Swap (CDS) contracts trading on their debts. We find that
CDS spreads predict firms’ future rating downgrades and defaults, and document a
significant information flow from the CDS to equity and bond markets before firms
are downgraded. Further, the CDS term structure can be used to construct a more
reliable measure of default risk premium for firms undergoing rating revisions. While
the CDS market is not a perfect substitute for credit ratings, our results suggest that

credit rating revisions have become less informative to equity investors in the presence

xii



of the CDS market.

In the third essay, “Credit Default Swaps and Moral Hazard in Bank Lending”,
we analyze whether introducing Credit Default Swaps (CDSs) on a borrower’s debt
leads to lender moral hazard around covenant violations, wherein lending banks can
terminate or accelerate the loan. Using a regression discontinuity design, we show that
CDS firms, including those with agency problems, do not decrease their investment
after covenant violations, pay a higher loan spread, and perform poorly, but do not go
bankrupt at a higher rate when compared with non-CDS firms that violate covenants.
These results are magnified when lenders have weaker incentives to monitor and
suggest that introducing CDSs misaligns incentives between lenders and borrowers.

In the fourth essay, “Do Bond Investors Price Tail Risk Exposures of Financial
Institutions?”, we analyze whether bond investors price tail risk exposures of finan-
cial institutions using a comprehensive sample of bond issuances by U.S. financial
institutions. Although primary bond yield spreads increase with an institutions’
own tail risk (expected shortfall), systematic tail risk (marginal expected shortfall)
of the institution doesn’t affect its yields. The relationship between yield spreads
and tail risk is significantly weaker for depository institutions, large institutions,
government-sponsored entities, politically-connected institutions, and in periods fol-
lowing large-scale bailouts of financial institutions. Overall, our results suggest that
implicit bailout guarantees of financial institutions can exacerbate moral hazard in

bond markets and weaken market discipline.

xiil



CHAPTER 1

REPO REGRET?

1.1 Introduction

The early 2000s saw an exponential growth in mortgage debt which rose to $14.6
trillion by 2008 before the collapse of the U.S. housing market.! Since then, there has
been a concerted effort to understand the origins of the expansion in mortgage credit
and its consequences (see [105, 106, 107, 6, 7, 8, 45]). Central to our understanding of
the recent mortgage credit growth is the regulatory environment and incentives un-
der which the mortgage industry operated. This study contributes to the literature
focusing on the recent mortgage credit expansion by analyzing a class of mortgage
originators known as independent mortgage companies — which accounted for about
34% of all mortgage origination in the mid-2000s 2 — and the inadvertent role regu-
lation played in subsidizing their issuance of risky mortgage credit by safe harboring
derivative contracts.

An important regulatory change in the treatment of certain derivative contracts
in the event of bankruptcy occurred in April 2005 when Congress expanded the range
of safe harbored repos or repurchase agreements with the passage of the Bankruptcy
Abuse Prevention and Consumer Protection Act of 2005 (BAPCPA).? The act ex-

panded the range of bankruptcy safe harbored repos by amending the definition of the

'Mortgage debt rose by 106% from $6.9 trillion in 2000 to $14.6 trillion in 2008. Sources: http://
www.federalreserve.gov/econresdata/releases/mortoutstand/mortoutstand20090331.htm ;
http://wuw.federalreserve.gov/Pubs/supplement/2004/01/tablel_54.htm

2Source: Home Mortgage Disclosure Act (HMDA) data

3See Bankruptcy Abuse Prevention and Consumer Protection Act, 2005, Pub. L. No. 109-8;
http://www.gpo.gov/fdsys/granule/STATUTE-119/STATUTE-119-Pg23/content-detail .html



“repurchase agreement” to include mortgage loans, mortgage related securities, inter-
ests in mortgage related securities or mortgage loans, and qualified foreign government
securities. The rationale behind this specific provision was to prevent systemic risk
by granting derivative counterparties an exemption to the bankruptcy automatic stay
rule, thereby allowing them to close out their positions (See [100], [111], and [134]).
Instead, I document that this change to the bankruptcy code expanded the fund-
ing opportunities of Independent Mortgage Companies (IMCs), which in turn led
to an expansion in the supply of risk mortgage credit. Specifically, IMCs increased
the issuance of risky home loans such as Subprime, Alt-A, Low-documentation and
Complex mortgages by about 10% per quarter due to the passage of BAPCPA. This
culminated in an increase in ex-post default rate by about 2.24% relative to a control
group.

IMCs operate using an originate-to-distribute (OTD) model of lending wherein
they originate mortgages and sell them off for securitization (see [55]). Unlike banks,
IMCs do not take deposits and thus fund their mortgage origination business by
relying on short-term revolving lines of credit called warehouse loans and repurchase
agreements (repos). After BAPCPA, repos with mortgage related collateral were
made exempt from the bankruptcy automatic stay rule. This exemption allows repo
lenders immediate rights to their collateral if a borrowing IMC defaults. However,
lenders extending warehouse loans to an IMC have to wait in line for an orderly
liquidation process and the bankruptcy court’s approval. By parsing 8-K filings and
collecting excerpts from 10-K filings of IMCs, I first document that the financing
documentation significantly shifts towards the use of repurchase agreements. This is
expected given that a secured loan and a repo are economically equivalent, but a repo
lender has greater protection in the event of a bankruptcy.

There are two potential reasons why BAPCPA affected IMCs’ funding. First, to

the extent that increased creditor protection lowers a lender’s loss given default and



reduces the risk-premium demanded, a competitive lending market will drive down
funding costs for repos. Second, by expanding the eligibility of the safe harbored repo
collateral to include mortgage related securities, IMCs could borrow greater amounts
via repos by using mortgages in their pipeline as repo collateral.* Using a merged
database of BlackBox Logic (BBx Logic) data and Home Mortgage Disclosure Act
(HMDA) data, I first show that the proposed funding shock due to BAPCPA in turn
translated to an increase in supply of mortgage credit by IMCs. Subsequently, I study
the consequences of this mortgage credit expansion on loan performance and house
prices.

The major impediments to identifying the effect of BAPCPA on IMCs are concerns
regarding the exogeneity of BAPCPA, choice of a good control group for the IMCs,
and the fact that BAPCPA was a singular as opposed to a staggered shock. The
exogeneity of BAPCPA with respect to IMC’s funding mechanisms derives from the
fact that the safe harbor rules were instituted to prevent systemic risk arising from
the inability to close out derivative positions due to the bankruptcy automatic stay
rule 5 (See [100], [111], and [134]). Moreover, the fact that a reduction in funding
costs and an increase in funding amount can only take place once the BAPCPA law
is in effect, gives rise to a causal interpretation of BAPCPA on IMC funding and the
growth in mortgage issuance. For the second and third concerns, I employ multiple
identification strategies based on funding constraints, discontinuity in securitization
propensity, and geographic discontinuity in anti-predatory lending laws. In each case
there is a different set of treated and control groups, and additionally I also include
County x Quarter fixed effects in the bulk of my analysis. The former allows the

results to be independent of the choice of control groups and alleviates the concern

4Before BAPCPA, safe harbored repo collateral included only U.S. Treasuries and Agency debt.

This especially seemed to be a growing concern after the LTCM (Long-Term Capital Manage-
ment) crisis which allegedly provided an example of how derivatives and systemic risk might be
associated



that the results are being driven due to a particular control group. The later controls
for any time-varying common shocks influencing the treatment and control groups
that might affect the results.

My first identification strategy is based on exploiting the funding constraints of
IMCs compared to affiliated mortgage companies (AMCs) to test for the growth
in IMC mortgage credit due to BAPCPA. AMCs’ funding needs are mostly met
via their affiliated sister depository institutions or parent Bank Holding Company
(BHC).% Thus arguably, AMCs are less financially constrained when compared with
IMCs. Therefore, the proposed BAPCPA-related funding shock should affect IMCs
more than AMCs. Furthermore, as Section 1.2 discusses in detail, IMCs and AMCs
were similar on other important dimensions such as their primary line of business
(OTD), and the lack of regulatory oversight ([44]). I also show that the difference in
quarterly growth rates of the volume of mortgage credit originated between IMCs and
AMCs did not significantly differ from each other in the pre-BAPCPA period (see
Figure 2). This establishes parallel trends between the treated (IMCs) and control
(AMCs) groups prior to the law change. However, in the post-BAPCPA period, the
growth rate of IMCs is significantly greater than that of AMCs and has an overall
increasing trend over time.

In a more formal regression setup, I confirm that IMCs have a higher growth
in mortgage origination in the post BAPCPA period — both in terms of the num-
ber and volume of loans. Consistent with the hypothesis of an increase in supply
of credit, controlling for the loan’s risk characteristics, there is a reduction in the

average mortgage interest rate, as well as an increase in the size of the mortgage loan

SFor instance Citigroup in its 2006 10-K filing states that the primary source of funding for
Citigroup and its subsidiaries comes from diverse types such as deposits, collateralized financing
transactions, senior and subordinated debt, issuance of commercial paper, proceeds from issuance
of trust preferred securities, purchased /wholesale funds, and securitization of financial assets.
Source: https://www.sec.gov/Archives/edgar/data/831001/000104746906002377/
a2167745z10-k.htm



for a given borrower income level. These results are robust to including both Firm
and Countyx Quarter fixed effects, which control for any time-invariant unobserved
heterogeneity at the firm-level and any common time-varying factors at the county-
level. To the extent that a borrower’s access to credit is rationed in equilibrium, a
positive shock to the supply of credit translates into a higher growth in mortgage
originations, especially for the lower credit quality borrowers ([142]). Using subsam-
ples of low, medium and high FICO score samples, I find that the growth in mortgage
credit and reduction in interest rates monotonically decrease with FICO scores. In
other words, the low credit quality borrowers experience the highest growth rate in
mortgages and the highest reduction in interest rates when IMCs lend to them.

If IMCs and AMCs are inherently different kinds of firms, one concern with the
above tests is that they could differ on certain time-varying unobserved characteristics
(such as differences in regulatory treatment). To address this concern, I compare
mortgage credit growth among small and large IMC originators. In general, as firms
of the same kind are more similar on broader dimensions, a “within-IMC” comparison
potentially alleviates the aforementioned concern. I find that small IMC originators
have a larger growth in mortgage issuance compared with large IMC originators.
This is consistent with the relaxation of funding constraints due to a positive funding
supply shock as smaller firms in general tend to be more constrained than larger firms
([151]).

Although comparing small and large IMC originators relieves the concern of time-
varying heterogeneity among treated and controls to a certain extent, it does not
entirely eliminate it. To further address this concern, I test within IMCs by relying
on a discontinuity in mortgage origination documented by [94]. This discontinuity
exists due to the ease of securitization beyond certain FICO scores, particularly 620

for low-documentation loans, and 580 for full-documentation loans.” As the number

"Consistent with [75], I find a discontinuity in loan originations at FICO scores of 620 and 580



of potential borrowers at each FICO score is continuous, the demand for mortgages is
continuous. Thus, a discontinuity in mortgage origination at any FICO score implies
a discontinuity in the supply of credit at that FICO score. As mentioned previously,
IMCs rely on the OTD business model by securitizing their originated mortgages.
Therefore, as the propensity to securitize just above the FICO threshold is higher, a
positive shock to the supply of credit should result in a higher growth in loan origina-
tions for borrowers with FICO scores just above the threshold compared to borrowers
just below the threshold. Using a regression discontinuity design (RDD), I report a
discontinuity in the growth of the number and volume of low-documentation loans,
and find weak evidence for a discontinuity in the case of full-documentation loans.
Overall, this test also provides support for the BAPCPA-led mortgage credit growth.
Moreover, it suggests a robust mortgage credit growth for the low-documentation
loans which tend to be riskier than full-documentation loans.

Arguably the discontinuity in the propensity to securitize provides a cleaner setting
to test for a change in the supply of credit. However, a potential drawback is that
it can be applied only locally around the FICO thresholds to test for the BAPCPA-
related mortgage credit growth. To overcome this shortcoming, I exploit another
source of variation in state anti-predatory lending (APL) laws to capture the effect
of BAPCPA on mortgage credit growth. I specifically consider APL laws which
make the securitization trusts and the investors who acquire loans liable for statutory
violations committed by the original lender. Focusing on counties bordering states
with weak and strong APL laws, I find that counties with weaker APL laws indeed
experienced a higher growth in mortgage credit in the post-BAPCPA period. This
approach mitigates any potential unobserved differences across counties as economic
forces tend to be quite similar across neighboring geographic areas.

While the above results are suggestive of an increase in credit supply, there could

unlike [94] who find it at 620 and 600 for full-doc and low-doc loans respectively.



be alternate explanations for the observed results such as a shock to the expected
income growth or the house price growth. The demand for housing may increase if
borrowers expect a future growth in income. On the other hand, lenders might be
more willing to lend more if they expect a growth in houses prices which in turn
would reduce their loss given default. I find an expansion in mortgage credit even in
counties with a negative real income growth which is evidence against the income-
growth hypothesis. Similarly, areas with a high housing supply elasticity should
experience only a minimal to moderate appreciation in house prices as any demand
for housing can be met with new construction of houses ([68]). I find that even in
such areas there is a substantial increase in mortgage credit, thus contradicting the
house price appreciation hypothesis.

Next, I document the consequences of the expansion of mortgage credit. Sec-
tion 1.2 details the life-cycle of a loan originated by mortgage companies and the
incentives of the various intermediaries involved to issue risky mortgages.® As ware-
house lenders are unsure about the loan quality, they typically mitigate the origina-
tors’ risk-taking incentives by applying haircuts to the collateral, and by the spreads
charged on the warehouse loan. However, the exemption from the automatic stay
rule of bankruptcy increased the seniority of warehouse lenders’ as they could read-
ily liquidate the pledged mortgage collateral without requiring the bankruptcy court
approval. This seniority claim results in avoiding potential bankruptcy costs and
thereby increases the warehouse lender’s recovery rate.” Further, theory suggests an
inverse relationship between seniority of debt claims and lender’s incentive to mon-
itor ([125]). Without adequate due diligence by the warehouse lender, originators

can have the incentive to significantly misrepresent loan applications ([89, 75, 121]).

8[105, 94, 124] show evidence for the deteriorating lending standards for mortgage loans sold for
securitization

9Estimated costs of financial distress in the existing literature vary from a 3% ([149]) to as high
as 20% ([10]).



Therefore, I argue that BAPCPA lowered creditor monitoring!® which helped fund
riskier mortgage loans via repos as long as they could be readily securitized.!!

Consistent with this notion, I find that the increase in credit supply by IMCs
mainly funded riskier types of loans in the post-BAPCPA period compared to the
pre-BAPCPA period. This result is corroborated by the evidence of higher default
rates of the loans originated in the post- versus pre-BAPCPA period. I also observe
that the default rates increase over time and peak between two and three after the
loan origination. This is consistent with the typical period after which the initial lower
fixed rates on complex adjustable rate mortgages (ARM) expire, following which there
is a substantial increase in the monthly repayments for the borrowers. Interestingly,
subsample analysis also conveys a higher default rate in the medium and high quality
borrowers, and counties with higher income growth and higher competition compared
to the AMC control group. This indicates risk-shifting within good quality borrowers
by the mortgage companies in addition to supplying credit to lower quality borrowers
due to lower credit rationing. Lastly, I examine the relationship between credit growth
and house prices and find that counties experiencing a higher growth in IMC lending
are also associated with a higher growth in house prices. Again, consistent with the
default results, I find the highest house price growth for the medium and high house
price indexes.

Overall, the results in this paper show the unanticipated adverse consequences of
BAPCPA which assisted the growth of risky mortgage credit via IMCs.'? My study

contributes to the literature focusing on explaining the expansion of risky credit in

10See the Taylor, Bean & Whitaker Mortgage Corporation (TBW) and Colonial Bank’s case of
fraud as a result of pending repurchase obligations. The case highlights the failure of counter-
party monitoring in the mortgage market. Sources: http://www.fhfaoig.gov/Content/Files/
SIR_TBW_Colonial%20Investigation}20Lessons?20Learned’%20August%202014.pdf; https://
www.sec.gov/litigation/complaints/2011/comp-pr2011-68.pdf

1 The growth in subprime mortgage credit from 12% in 2000 to 36% of all mortgages in 2006 in
part was due to the ease of subprime securitzation ([105]).

12The adverse consequences in the form of externalities on the economy due to higher house price
growth and higher default rates have been documented in the recent literature ([107, 108])



the mortgage market specifically through mortgage companies which were largely
overlooked despite their significant share in the mortgage market. The results also
add to the literature exploring regulatory design by documenting the unintended
consequences of a regulatory change to the bankruptcy code in the mortgage market.
Specifically for BAPCPA, there still exists a debate on the costs and benefits of
privileged status of derivatives in bankruptcy (See [52], [99], [50], and [23]). The
results in this paper enrich that debate by furnishing new evidence on the real costs of
BAPCPA related to the safe harbor exemptions for repos which led to the expansions
of risky mortgage credit. This paper also contributes to the literature exploring the
role repo market played in the 2008 financial crisis ([71]).

The remaining paper is organized as the following: Section 1.2 elaborates on the
structure of U.S. mortgage market with information relevant to the study in this pa-
per. Section 1.3 gives details and provides evidence on effect of BAPCPA on IMC
funding. Section 1.4 describes the data used in the empirical analysis. Section 1.5 de-
tails the empirical setup and presents results testing the positive “credit supply shock”
hypothesis due to BAPCPA. Section 1.6 studies the consequences of the BAPCPA-led

increase in mortgage credit and finally Section 1.7 concludes.

1.2 The mortgage market

In this section, I briefly describe the mortgage market in the context of this study.
There are different types of mortgage lenders in the U.S., and they can be broadly
divided into two main categories — depository institutions and mortgage companies.
Depository institutions take deposits and can be primarily categorized into banks,
thrifts and credit unions. Mortgage companies do not take deposits and can exist
either as independent mortgage companies (IMCs) or can be owned by or affiliated
with banks, thrifts and holding companies (AMCs). These different types of mort-

gage originating institutions differ in the extent to which they may participate in



the mortgage market. In general, mortgages account for only a portion of a bank’s
overall business, which also includes other consumer loans, business loans and credit
extensions through other instruments; whereas mortgage companies typically focus on
originating mortgages. Based on the Home Mortgage Disclosure Act (HMDA) data
from the period of 2004 to 2006, mortgage companies companies together accounted
for about 54% all mortgage originations.

The various types of mortgage lenders in the U.S. also differed significantly in
regulation. Bank holding companies (BHCs) and state member banks are regulated
by the Federal Reserve System (FRS), national banks are regulated by the Office of
the Comptroller of the Currency (OCC), and thrifts are regulated by the Office of
Thrift Supervision (OTS). Mortgage companies that are subsidiaries are regulated
by their parent’s regulator, while independent mortgage companies are regulated by
the state and the federal trade commission to the extent that they engaged in any
unfair or deceptive practice in violation of the Federal Trade Commission Act (see
[55]). [44] point out that the mortgage companies were relatively free of regulatory
oversight due to the fragmented U.S. regulatory system, despite having a market
share of about 50% in the mortgage origination market since the 1990s.'* They argue
that mortgage companies do not hold deposits and hence do not require a charter
from an institutional regulator such as the FRS, OCC, OTS or FDIC; and that their
activities did not fall under the purview of functional regulators such the SEC, CFTC
or state insurance regulators. The Gramm-Leach-Bliley (GLB) Act of 1999 also stated
that the non-bank subsidiaries of BHCs could only be examined by the FRS if their
activities were deemed to have adverse material impact on the safety and soundness

of their sister affiliate banks. '* This meant that regulating mortgage companies was

13For instance consider a BHC that has two subsidiaries - a mortgage company and a national
bank. If the national bank has another mortgage company as a subsidiary, then the national bank
and its mortgage company subsidiary would be regulated by OCC while the BHC and its mortgage
company subsidiary would be regulated by the FRS.

148ee Gramm-Leach-Bliley Act, 1999, Pub. L. No. 106-102
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a matter of discretion rather than a decree of the law. In fact [44] show that mortgage
company subsidiaries of BHCs (AMCs) originated riskier mortgages and had higher
default rates when compared to the BHC bank subsidiaries.

Borrowers in the 2000s could get mortgage loans from three main channels, namely
the (i) retail channel, (ii) wholesale channel and (iii) correspondent channel. Retail
lenders work directly with the homeowner to originate the mortgage loan without any
middlemen or brokers. These loans are generally made in person, over the Internet
or via call centers and are processed by in-house loan officers as opposed to outside
brokers. Wholesale lenders work with independent mortgage brokers who generate
loan applications for them by working on the retail end with the borrowers. Once
the mortgage deal is secured, the brokers send it to the wholesale lenders who under-
write the loan and fund it. Correspondent lenders are institutions that make loans
through retail operations at their end, but according to underwriting standards set
by a wholesale lender who in turn commits in advance to buy the loans from the
correspondent lender at a set price. Although lenders might use multiple channels
to originate mortgages, mortgage companies typically originate through wholesale
and/or correspondent channels ([129]). '°. For instance an IMC usually originates a
mortgage loan to a borrower by drawing down on their lines of credit in order to fund
the mortgage.

Typically, these lines of credit are secured by the originated mortgages. However,
within a short period of time, which usually ranges from 30-45 days, the mortgage
is sold to a third-party, often for the purpose of securitization, and the warehouse
line of credit is then paid down. The bulk of IMCs’ income is usually earned through
originating fees and selling the originated loans for a higher value than when they

were made. Meanwhile, the warehouse lenders earn interest on their lines of credit

15The liabilities structure of American Home Mortgage Company, which is a large IMC, is shown
in Table A.1 Although they use multiple sources of financing, warehouse line of credit and repurchase
agreements remain their largest sources.
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when a draw-down occurs. In a typical case when the IMCs exhaust their credit lines,
they will need to securitize or sell the originated loans in their pipeline before they
can replenish their credit lines and further draw-down on them.

Mortgage brokers are generally independent agents who serve as a contact between
the borrowers and lenders. Brokers allow wholesale lenders to lend in markets where
they have no physical presence. Brokers earn commissions on every loan they arrange.
Each day the lenders provide brokers with “rate sheets” which have information on the
various types of mortgages the lender would underwrite along with the minimum price
they would accept for a loan for a given credit score. In the 2000s, the commissions
were higher if the brokers could get the borrower on a higher interest rate mortgage
with prepayment penalties ([55]). Brokers also earned higher commissions on low-
documentation (low-doc) and no-documentation (no-doc) loans.’®. For instance [55]
note that the fees on a $300,000 low-doc was $15,000 whereas a comparable full-
doc loan would yielded less than $5,000 in fees Moreover, borrowers opted for the
low-doc loans as it entailed less paperwork and less processing time, or due to the
concern that the mortgages rates and house prices might rise. Borrowers who did not
qualify for conventional fixed-rate mortgages, were offered complex products such as
ARMs, option ARMs and hybrid ARMs which tended to have lower initial payments
compared to fixed-rate until the rates are reset to a higher number after a specified
term. In these cases, the borrowers were assured that they could refinance their

mortgages when the rates went up (see [55]).

1.3 Effect of BAPCPA on IMC Funding

This section describes the effect of BAPCPA on the funding opportunities of IMCs

in further detail. As discussed previously, unlike depositories, IMCs do not take

16The Wall Street journal article Subprime Debacle Traps Even Very Credit-Worthy, Dec 2007
by Brooks and Simon reports that 55% of all subprime loans in 2005 went to borrowers with credit
scores high enough to qualify for prime loans

12



deposits and rely on funding their mortgage originations through external credit fa-
cilities such as lines of credit provided by warehouse lenders. Warehouse lenders are
typically banks which allow collateralized short-term borrowings that are secured by
the originated mortgages.!” A principal concern of the warehouse lender is the po-
tential default of the mortgage company to which it lends. As a result, bankruptcy
law has been a predominant factor in driving the type and cost of funding. Arguably,
IMCs’ cost of funding was significantly lower after the passage of the BAPCPA act
which subsidized the latter of the two major types of funding agreements used by
warehouse lenders and mortgage companies which are the “Master Loan and Secu-
rity Agreement” and the “Master Repurchase Agreement” (MRA). In the event of a
default or bankruptcy, under the loan and securities agreement, the warehouse lender
would not have the unfettered right to take over the ownership of the pledged mort-
gage loans. They would be halted by the “automatic stay” feature of the bankruptcy
code. On the other hand, under the repurchase agreement, the warehouse lender
would have the right to liquidate the pledged mortgage loans without having to ob-
tain the bankruptcy court approval and recover the related advances.'®

After BAPCPA expanded the “safe harbored” securities to include mortgage loans,
the financing documentation for IMCs significantly shifted towards the use of repur-
chase agreements. Figure 1 shows the result of parsing 8-K filings for IMCs for the
number of occurrences of repurchase and loan agreements. The number of repurchase
agreements used have evidently increased after the BAPCPA took effect in 2005-Q4,
while the number of loan agreements have decreased over the same period.

To supplement this evidence, A.2 provides excerpts from the 10-K filings of IMCs

I7A relatively large IMC — American Home Mortgage Company’s 2004 10-K filing states their
warehouse lenders were: UBS ($1.2 Bil), Bank of America ($600 Mil), CDC Mortgage Capital
($450 Mil), Morgan Stanley ($350), Lehman Brothers ($250 Mil), Bear Stearns ($500 Mil), and
Caylon Americas ($250 Mil). Source: https://www.sec.gov/Archives/edgar/data/1256536/
000091412105000607/am031605-10k. txt

18Table A.1 reports that the cost of warehouse repos is indeed lower than warehouse lines of credit
based on the 10-K filings of a large IMC.
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and the industry responses to the U.S. Housing and Urban Development’s (HUD)
solicitation on the changes of funding mechanisms in the mortgage industry. These
excerpts clearly state a preference for repurchase agreements as a means for funding
IMC operations. Moreover they affirm an increase in the size of warehouse lines of
credit under these repurchase agreements as well as a change in the eligibility of the
collateral backing them.?

There are two potential reasons why BAPCPA reduced the funding costs and in-
creased the line of available credit to IMCs. First, the exemption from the bankruptcy
automatic stay allowed repurchase lenders immediate rights to their collateral if a bor-
rowing IMC defaulted. This results in increasing the warehouse lender’s recovery rate
by avoiding potential bankruptcy costs. [10] estimate that bankruptcy costs can be
as high as 20%. Second, as a repurchase agreement involved a “true sale” of the col-
lateral unlike a loan agreement, this allowed warehouse lenders to account for these
warehouse facilities as “loans held for sale” instead of a financing transaction.

There are benefits to accounting for repurchase agreements in this manner. The
risk-weights assigned to purchased qualifying mortgages is 50% (20% for FHA and VA
loans) whereas a traditional warehouse line of credit is recognized with a 100% risk-
weight ([141]).2° This also allows warehouse lenders (especially the smaller banks)
to extend bigger lines of credit without violating the “loans-to-one-borrower” restric-

I Together, these advantages of repurchase agreements can incentivize more

tion.>
banks to enter the warehouse lending business, and also enable them to commit

higher amounts towards credit lines written through MRAs.

19Prior to the BAPCPA, since the early 1980s, safe harbored repos included only U.S. Treasury
and Agency securities backed by the government’s full faith and credit, certificates of deposits, and
bankers acceptances.

20The OCC in its 2012 memorandum has reiterated that warehouse repurchase agreements should
receive a 100% risk weight. Despite that, lenders still continue to account for them as “loans held
for sale”. See Texas Capital Bancshares Inc’s (a warehouse lender’s) 2012 10-K filing: https:
//www.sec.gov/Archives/edgar/data/1077428/000119312513068855/d468799d10k . htm

21See Section 32.3 on Lending Limits at https://www.fdic.gov/regulations/laws/rules/
8000-7400.html
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1.4 Data and descriptive statistics

The two main datasets used in this study are BlackBox Logic (BBx Logic) and Home
Mortgage Disclosure Act (HMDA). BBx data covers about 90% of the U.S. residential
mortgage-backed securities (RMBS) non-agency market while HMDA covers the loan
originations by 99% of depository and non-depository financial institutions. BBx data
is mainly gathered from securitization trustees and contains information on borrower
credit scores, as well as loan characteristics such as the loan-to-value (LTV) ratio,
loan principal, maturity and variety of indicators identifying the purpose, occupancy
status, documentation type. It also maintains a time-varying record of the history
of the loan payoff status such as delinquency, modification, prepayment, loss from
liquidation etc. at a monthly frequency for each loan. However, the identity of the
loan originator — whether a loan has been originated by an independent or affiliated
mortgage company, or a depository — is recorded in the HMDA dataset.?? Thus the
BBx data is a richer dataset compared to HMDA.

Arguably a positive shock to credit supply in the mortgage industry leads to
the expansion of mortgage credit to borrowers with lower credit quality who were
previously rationed out ([142]).Furthermore, the incentive structures in the mortgage
market as discussed in Section 1.2 encourages the underwriting of complex and riskier
mortgages. Therefore the effect of an increase in mortgage credit due to the BAPCPA
act is conceivably more apparent in the non-agency market. Hence this also motivates
the use of the BBx dataset.

The matching of loans between BBx and HMDA databases is carried out based
on loan characteristics and the geography of the underlying mortgage property. BBx

reports data by zip-code while HMDA reports data by census-tract. Census-tract

22 Although BBx data has a raw data field for the name of loan originator, it is missing for about
90% of the loans. As a result, BBx does not provide a cleaned and standardized version of this data
field.
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and zip-codes are not uniquely identified and intersect each other. Census-tract clas-
sification can change when every decennial census is conducted whereas zip-codes
are relatively stable. To merge BBx and HMDA based on geographic information,
I use the zip-code to census-tract crosswalk files. The variable used for determining
the portion of a census-tract region that overlaps with a given zip-code region is the
number of housing units (according to the 1990 or 2000 census ?3). This is an in-
tuitive weight especially when one is trying to gauge the probability of a mortgage
origination in a given census-tract to be in a particular zip-code ?*. Loans BBx and
HMDA are matched exactly on four loan characteristics loan amount, loan purpose,
occupancy type and lien type, but coarsely on the geography of the property. Details
of the matching algorithm are provided in A.3.

The HMDA dataset is augmented to the “HMDA Lender File” compiled by Robert
Avery from the Board of Governors of the Federal Reserve System which provides
information used to identify the type of originator/lender. Originators are broadly
classified into (i)independent depository institutions which include commercial banks,
savings banks and credit unions; (ii) affiliated depository institutions which are typi-
cally subsidiaries thrift or bank holding companies; (iii) independent mortgage com-
panies (IMCs); and (iv) affiliated mortgage companies which are typically subsidiaries
or affiliates of holding companies or depository institutions.

Table 1 provides the summary statistics of the matched BBx-HMDA datasets in
the pre- and post-BAPCPA periods. On an average IMC issue mortgage loans with
a smaller loan amount compared with AMCs in both periods. This is consistent
with IMCs being more financially constrained compared to AMCs. Panel A shows
that the number and dollar volume of loans for both IMCs and AMCs increased in

the post-BAPCPA period. The table also shows that the initial interest rates at

23Census-tract definition in HMDA changed in 2003 to make use of the 2000 census classification.
Prior to 2003, the 1990 census classification was used.
24Census-tract (~73,000 areas) has more granularity compared with zip-codes (~43,000 areas).
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origination have increased in the post-BAPCPA period. Although this is inconsistent
with a reduction in mortgage origination costs vis-a-vis increased repo financing after
BAPCPA, it is likely that the increase is due to originating riskier mortgages to low
credit-quality borrowers. Support for this is noted in Panel B which shows that the
fraction of low-documentation loans, Alt-A, and Subprime loans increased in the post-
BAPCPA period. However, these are univariate statistics and one needs to control
for county-level factors and time-varying risk factors to draw any useful conclusions

on the effect of the passage of BAPCPA on the expansion of mortgage credit.

1.5 Results: Mortgage credit growth via IMCs

This section tests the hypothesis that the 2005 BAPCPA act led to an expansion
of mortgage credit for the IMCs. As BAPCPA was a singular shock as opposed to
a series of staggered stocks, I use four sets of treated and control groups for my
identification strategy. This alleviates concerns that the results may be driven by
the choice of the control group rather than the treated group in the post-BAPCPA
period. Additionally, I also control for any time-varying common shocks influencing
the treatment and control groups by including County x Quarter fixed effects. While
the first set of treated and control groups in my identification strategy compares
IMCs with AMCs, the next three are comparisons within IMCs. Comparisons within
IMCs mitigate the concern that IMCs and AMCs might differ on certain unobservable
characteristics that might drive the results. Arguably, firms of the same kind are more
aligned on broader dimensions. The later subsections test alternate explanations and

carry out a host of robustness checks for the BAPCPA-led mortgage credit expansion.
1.5.1 Exploiting funding constraints: IMCs vs AMCs

In the first identification test, I use IMCs as the treated group and AMCs as the
control group. This choice of treated and control groups exploits the setting that

IMCs are more financially constrained compared to AMCs while being similar on
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other dimensions such as their core line of business and lack of regulatory oversight
as discussed in Section 1.2

To test for the growth in mortgage credit after the passage of the 2005 BAPCPA
act, I estimate the following difference-in-difference identification model on quarterly

data at the firm-county-quarter observation level:

Yit = a + B1dPost BAPCPA, x dIMC; + BodIMC; + BsdPost BAPCPA,

+ eXc,t _I' /\z + 5075 + Eict (1)

where the subscripts 4, ¢ and ¢ stand for firm, county and quarter respectively. dPost-
BAPCPA is a dummy variable equal to 1 for all quarters on or after the fourth quarter
of 2005 during which the provisions of the 2005 BAPCPA act started to apply, and
0 prior to that. dIMC' is dummy variable equal to 1 if the mortgage company is an
independent mortgage company (IMC), whereas it is 0 if it a subsidiary or an affiliate
of a bank or a holding company and will be thereafter referred to as an affiliated
mortgage company (AMC) for the sake of convenience. Y;. stands for one of the five
observed firm-county level activities in the mortgage market, namely the log-growth
rate in the number and volume of loans issued, the average FICO score, interest rate
and loan-to-income (LTI) ratio. X, are the firm-specific controls I can explicitly
measure. As I only have information on the loan-mix at origination for each firm and
no other firm-level information, X, mainly reflect the loan-mix of each firm and are
included in the interest rate and LTT regressions only.

Equation (1) also includes firm fixed effects (\;) to control for any time-invariant
unobserved heterogeneity across firms and County x Quarter fixed effects (d.) to con-
trol for time-varying factors at the county-level that might drive credit expansion.
The coefficient on the interaction term dPostBAPCPAXdIMC is the difference-in-
difference (DID) estimator, and it is the key variable of interest while the base coef-

ficients dPostBAPCPA and dIMC are absorbed in the fixed effects. The coefficient
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on the term dPostBAPCPAXdIMC' captures the change in the dependent variable of
interest between the IMCs (treated group) and the AMCs (control group).

Table 2 shows the results for the regression specification in Equation (1) wherein
I restrict the sample period to six quarters before and after the 2005 BAPCPA act.?®
The positive and significant coefficient on dPostBAPCPAx dIMC in columns (1) and
(2) indicates that the growth rates in the total number and total volume of loans
increases when compared with AMCs. The median IMC firm during the sample
period from 2004-2006 issues close to $500 million in loan volume per county in a
given quarter. An 11% increase in growth rate amounts to a growth of $55 million in
loan volume per county over a given quarter.

The evidence presented in A.2 and Table A.1 suggests that the 2005 BAPCPA act
resulted in a positive supply shock by lowering the cost of funding a mortgage loan
as well as increasing the capacity of the warehouse line of credit to IMCs. Consistent
with that notion, columns (3) and (4) show that the growth rate in the number
and volume of jumbo loans?® increases for IMCs after the 2005 BAPCPA act when
compared to AMCs. Column (5) shows that IMCs also originated mortgages with
lower interest rates controlling for the types of mortgage issuance by each firm. In
line with expectations, column (5) shows that higher loan-to-value ratios, higher
percentage of Alt-A, subprime and low-doc loans, and loans to lower quality borrowers
increase the average issuing mortgage interest rate by a firm. Similarly column (6)
shows that a higher mortgage loan was made for a given income level of the borrower

by IMCs in the post BAPCPA period when compared to AMCs.

251 drop singleton groups in regression. Singleton groups are groups which have only one observa-
tion and hence will not contribute to any “within-group” variation when fixed effects are included.
However, adding singleton groups to the total observations may lower the standard errors and bias
the t-statistics upwards.

26The jumbo loan limits form 2004, 2005 and 2006 were 333700, 359650 and 417000 respectively.
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1.5.1.1 Variation across borrower quality

Next I examine the variation of mortgage credit growth across borrower quality. If
lower credit quality borrowers are typically rationed out ([142]) when credit supply
is tight, then one expects to see larger growth for them with the loosening of credit
supply. Furthermore, as discussed in Section 1.2, the saturation of the prime market
and broker incentives in the form of higher commissions for non-prime loans leads
to the effect of a positive credit supply shock to manifest in the lower credit quality
borrower category.

Following [120] I divide the mortgage origination sample into three groups based
on borrower credit quality measured using FICO scores: low quality (FICO < 620),
medium quality (620 < FICO < 680), and high quality (FICO > 680). To test the
above hypothesis, I run the baseline regression model in equation 1 for the above
three groups defined based on FICO scores. In line with expectations, columns (1)
and (2) in Panels A, B, and C in Table 3 show that the mortgage credit growth is
higher for the low FICO category along with a larger reduction (11 basis points) in
the average interest rate of an originated mortgage loan. The growth in mortgage
credit and the reduction of mortgage rates show a monotonic decreasing relationship
with FICO scores consistent with an increase in credit supply relieving the constraints

of lower credit quality borrowers.
1.5.2 Exploiting funding constraints: Small vs large IMCs

In the second identification test, I exploit that notion that small IMCs are more
financially constrained compared to large IMCs ([151]). To classify IMCs as small and
large, 1 divide the sample of IMC issuers based on total mortgage issuance volume
from 2001 to 2003 (prior to the sample period of my analysis). A dummy variable
dSmallIMC is created to be equal to 1 if the total issuance volume is below the

median (small IMCs), and equal to 0 if it above the median (large IMCs). Arguably,
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IMCs that are more financially constrained have lower mortgage issuance volumes.
They are likely to rely on traditional sources of financing such as lines of credit from
warehouse lenders as opposed to other sophisticated means. Therefore, a positive
shock to the funding structure of IMCs should affect the small IMCs more than the
large IMCs.

I run the baseline specifications in Table 2 for IMCs to test the above hypothe-
sis in Table 4. The positive and significant coefficient on the DID estimator dPost-
BAPCPAx dSmallIMC for all columns (1)—(4) confirms that the positive supply shock
to funding leads to a higher growth in loan volume, loan number, and jumbo loans for
small IMCs compared to the large IMCs. In line with positive funding supply shock
hypothesis, column (5) shows that the reduction in the average interest rate of the
originated loans by small IMCs is also greater compared to large IMCs. Furthermore,
comparing small and large IMCs as opposed to IMCs and AMCs is advantageous as it
rules out any plausible unobservable differences (such as implementation of regulatory

oversight) between IMCs and AMCs that might be driving the results.
1.5.3 Exploiting securitization propensity

In the third identification test, I exploit a specific rule of thumb in the lending market
that generates an exogenous variation in the ease of securitizing mortgages around
certain FICO scores. This was first documented by [94] (henceforth KMSV) who show
that although the distribution of the population of potential borrowers with respect
to FICO scores is continuous, there is a discontinuity in the number of originated
mortgages at the FICO score of 620 (600) for low-doc (full-doc) loans.*

Following KMSV, 1 plot the number and volume of loans originated by IMCs

2TGenerally homeowners are required to provide information on their assets, liabilities, income,
credit history, employment history and personal information. Low documentation loans are loans
where borrowers with acceptable payment histories are not required to provide any information
regarding income. Thus such loans potentially rely significantly on soft information as noted in
KMSV.
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at each FICO score for low-doc loans and full-doc loans for the periods before and
after the BAPCPA. First, Figure 3 plotted for low-doc loans confirms the results
in KMSV, showing that there is indeed a discontinuous increase in the number and
volume of originated loans around the 620 FICO score. Given that IMCs rely on
securitizing their originated mortgages, as long as the propensity to securitize around
the FICO threshold remains constant, a positive shock to the supply of credit should
result in a higher growth in loan volume for borrowers with FICO score just above
the threshold compared to the borrowers just below the threshold. Sub-figures 3a
and 3b compare the number of mortgage originations six quarters before and after
the BAPCPA respectively. As it can be seen, the discontinuity in the number of
originations is higher in the post-BAPCPA period compared to the pre-BAPCPA
period. Moreover, the total originations at each FICO score in the post-BAPCPA
period is higher than the pre-BAPCPA period, consistent with the increase in the
supply of mortgage credit. One can note a similar pattern for the volume of mortgage
originations in Sub-figures 3c and 3d. Figure A.4 plots the same graphs for full-doc
loans with a discontinuity at the FICO score of 580.2% The plots for the full-doc loans
also indicate an increase in the number and volume of loans at the 580 FICO score
after the BAPCPA.

However, the increase in the discontinuity in the post-BAPCPA period could be
due to a secular increase in supply or demand of credit at each FICO score.? In order
to control for this, I compute the growth in mortgage credit at each FICO score from
the pre- to post-BAPCPA period and test whether or not there is a discontinuity at

620 and 580 for low-doc and full-doc loans respectively. In similar spirit to KMSV’s

28While KMSYV find a discontinuity at the FICO score of 600 for full-doc loans, I find the discon-
tinuity threshold to be at 580 similar to [75].

29In other words, even if there is a K% increase in the number/volume of loans at each FICO
score, then the discontinuity in the post-BAPCPA period will be greater than the pre-BAPCPA
period. In the absence of any other supply shock, such as BAPCPA, which has heterogeneous effects
around the FICO threshold, a plot of the growth of loans against the FICO score will be a constant
K% without a discontinuity at the threshold.
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empirical setup, I collapse the data on each FICO score and estimate the following

regression:
Y, = a+ BdThreshold + 0 f(FICO(i)) + 6dT hreshold x f(FICO(i)) +¢;  (2)

where Y; is the growth in number or volume of loans at the FICO score ¢ from
the pre- to post-BAPCPA period, dThreshold is a dummy variable that is equal to
1 if the FICO score is greater than 620 (580) for low-doc (full-doc) loans, and 0
otherwise. f(FICO(i)) is a flexible fifth-order distance polynomial for a smooth fit
estimated on the left side of the threshold, and while dThresholdx f(FICO(i)) is
estimated on the right side of the threshold. The main coefficient of interest is the
term dThreshold, which is the average treatment effect (ATE) for the growth of loans
around the discontinuity.

Table 5 Panel A reports the results of the regressions using Equation 2. The ATE
(coefficient on dThreshold) is estimated to be about 21% in mortgage credit growth
at the threshold in six quarters after BAPCPA for low-doc loans, but is insignificant
for full-doc loans. The increase in growth of only low-doc loans is in line with the
documented incentives which reward mortgage brokers with higher commissions for
low-documentation risky loans as discussed in Section 1.2. I also fit a non-parametric
local linear polynomial around an optimal bandwidth computed using the method in
28].3° Table 5 Panel B reports these results and shows that there is an estimated
11% (13%) increase in mortgage credit growth at the threshold in six quarters after
BAPCPA for low-doc (full-doc) loans. As this estimation method is typically sensitive
to the choice of bandwidth, in Table A.10 I also report the results for half and twice
the optimal bandwidth. Additionally, I plot the results for the local linear polynomial
fit around the discontinuity thresholds in Figure 4. In all these scenarios, ATE for

low-doc loans is robust and significant compared with full-doc loans. Overall, these

30[76] emphasize using non-parametric local polynomial regressions as opposed to global flexible
polynomials for regression discontinuity designs.
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results provide support for the BAPCPA-led mortgage credit growth. Moreover, these
results also show that the growth in mortgage credit was higher for risky loans such as

low-documentation loans compared to the relatively safer full-documentation loans.
1.5.4 Exploiting variation in anti-predatory lending laws

In the final identification test, I consider a subsample of only IMC loans which were
originated in counties along a state border such that one of the bordering states has
a stronger anti-predatory lending (APL) laws compared to the other. This approach
alleviates any potential unobserved heterogeneity across counties as economic forces
tend to be quite similar across such neighboring geographic areas. Thus the bordering
counties enable the effect of BAPCPA resulting from the differences in the legal
framework across these geographic areas to be captured.

APL laws vary considerably across states in terms of their coverage, restriction
and enforcement. The coverage category includes regulation on the type of loans,
APR triggers on first and higher lien loans, and points and fees on loans. The re-
striction category entails prohibitions and limits on prepayment penalties and bal-
loon payments during specific periods after mortgage origination, credit counseling
requirements and restrictions of mandatory arbitration. The enforcement category
mainly covers the strength of assignee liability and enforcement against creditors (see
[81, 25]). These different categories of APL laws have been shown to have different
effects in the mortgage market. On one hand these laws can alleviate borrower con-
cerns about fraudulent lenders and increase demand for mortgage credit, while on
the other hand these laws can ration credit to the lower credit quality borrowers. For
instance, [81, 25] find that a broader coverage category is associated with an increase
in mortgage origination, while a stringent restriction category is associated with a
decrease in mortgage credit.

In this paper however, I mainly focus on the enforcement category for the following
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reason - the assignee liability clause makes securitization trusts and investors who
acquire loans, liable for statutory violations committed by the original lender. The
liability in such cases may result in the imposition of monetary fines. For this reason,
Moodys’ analysis of residential mortgage backed securities (RMBS) takes into account
the likelihood that a lender may have violated anti-predatory lending laws, which may
lower the proceeds available to repay securitization investors ([45]). Thus the presence
and the strength of assignee laws is expected to be critical for IMCs given that their
primary business model is to originate mortgages and sell them off for securitization.
Therefore a funding shock to IMCs such as BAPCPA, will lead them to expand
mortgage credit in areas with weaker APL laws concerning assignee liabilities and
enforcement against creditors.

To test the above hypothesis, T gather data on anti-predatory laws from [25] for
all the states in the U.S. with APL laws in effect until 2005. This data is presented in
Table A.5. T further sort states based on the strength of the enforcement of APL laws
and classify the states in the top half as weak-APL states and the bottom half strong-
APL states. I then define “neighboring counties” across weak and strong APL state
borders to be within 30 miles of each other.** This yields a sample of 195 counties
in weak-APL states (treated) and 207 counties in strong-APL states (controls). To
test for the BAPCPA-led increase in mortgage credit supply, I run the following
difference-in-difference identification model on IMCs’ quarterly origination data at

the firm-county-quarter observation level:

Yo = a+ p1dPost BAPCPA; x dWeakAPLCounty,. + PodWeak AP LCounty..

+ B3dPostBAPCPA; + 0X .y + N\ + 0 + 7t + € (3)

where all the variables are the same as in the baseline specification in Equation 1

31While smaller distances ensure greater similarity in economic forces governing areas across state
borders, they also reduce the sample size and power of the tests considerably — thus a trade-off
exists. However I find that the results are qualitatively robust to using a cut-off of 50 and 100 miles
and cross-sectionally across entire states as well.
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except for two changes — dWeakAPLCounty is a dummy variable that takes the value
of 1 if counties belong to weak-APL states and 0 otherwise. I also use County and
Quarter fixed effects as opposed to County x Quarter fixed effects in order to identify
the coefficient on dPostBAPCPAx dWeakAPLCounty which is at the county-quarter
level. dPostBAPCPAx dWeakAPLCounty is the difference-in-difference (DID) esti-
mator and it is the key variable of interest.

Table 6 presents the results for the regression specification in Equation 3, which
shows that counties with weaker APL enforcement laws indeed experienced a higher
growth in mortgage credit in the post-BAPCPA period. Consistent with the supply
hypothesis, the results also show that there was a decrease in the average mortgage
interest rate and the loan-to-income ratio after controlling for the risk of the origi-
nated loans. As robustness, I conduct these tests by defining neighboring counties
to be within a distance of 50 miles, 100 miles, and cross-sectionally across states
by including all the counties. These results which are presented in Table A.11 are
qualitatively similar, but get weaker as distance increases. This is likely due to the
increasing time-varying heterogeneity among counties that are geographically farther
apart.

Overall the results documented in Section 1.5 indicate an increase in supply of

mortgage credit after BAPCPA went into effect.
1.5.5 Testing alternate hypotheses

In this section, I test two potential alternate hypothesis which might drive the results
so far. The first alternate hypothesis is the income-based demand hypothesis which
argues that the increase in mortgage credit is due to the growth in incomes of the
borrowers who respond by increasing their demand for mortgages ([65]). To test
this hypothesis, 1 gather the publicly available county-level income data from the

U.S. Census Bureau. Using this data, [ compute the growth in per-capita income
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and median income for each county from 2004-2006 as this period covers most of
event window around the BAPCPA. The counties are then divided into four quartiles
based on the computed growth rates. The lowest and the highest quartile counties
based on the growth rate of per-capita income (median income) have average annual
growth rates of 1.4% (1.8%) and 10.1% (7.7%) respectively. The average inflation rate
during this period was 3.3%, which implies that the average real growth in wages for
the counties in the lowest quartile was -1.9% (-1.5%). If the results in this study are
driven by income growth, then the counties in the lowest income growth quartiles,
which have a negative real growth in wages, should be less likely to experience a
growth in mortgage credit.

I test the above income-based demand hypothesis in Table 7 Panel A. Columns
(1), (2) and (4), (5) run the baseline specification in Equation 1 for the counties in
the lowest quartiles of per-capita and median income growth rates respectively. The
results show that there is an expansion of mortgage credit even in these counties which
experienced negative real growth rates in wages. Furthermore, I classify borrowers
in my dataset as low-income borrowers if their income is lower than 80% of the
median income in their counties. The results for this subset which are provided in
specifications (3) and (6) also show a growth in mortgage credit. The magnitude of
the coefficient of dPostBAPCPAXdIMC' in all the specifications are similar to those
in the full sample regressions in Table 2. Overall, the results in Table 7 Panel A
suggest evidence against the income-based demand hypothesis.

The second alternate hypothesis for the expansion in mortgages credit could be
due to an expectation of the increase in future house prices. As [105] note, higher
house prices lower the estimated loss given default, and hence the lenders would be
more willing to lend to lower quality borrowers. [68] note that house price run-ups
occur mainly in areas with an inelastic housing supply. Whereas in areas where hous-

ing supply is elastic, any pressure on house prices will lead to increased construction

27



thereby keeping the house prices in check.?? If the increase in mortgage credit, espe-
cially to the low quality borrowers, is due to the increasing house price expectation
hypothesis, then areas with a higher housing supply elasticity should not see a growth
in mortgage credit.

To test the above hypothesis, I gather data on housing supply elasticity from
[131] at the MSA level. This measure of elasticity is based on the percentage of land
which cannot be developed for housing, either due to the presence of water bodies or
uneven terrain. Finally, this elasticity measure takes into account both the physical
and regulatory land constraints.®® [131] computes and ranks the measure of supply
elasticities for 95 MSAs. 1 classify the counties overlapping with the MSAs into
two samples: (i) very high housing supply elasticity areas (where the rank of supply
elasticity lies between 72 and 95) and (ii) high housing supply elasticity areas (where
the rank of supply elasticity lies between 48 and 95). Table 7 Panel B provides results
for these subsamples after running the baseline regression in Equation 1. The results
show an expansion in mortgage credit of the same order as the full sample results
in Table 2 for the two subsamples of high land supply elasticity. Thus, overall these

tests also suggest evidence against the increasing house price expectation hypothesis.
1.5.6 Robustness

[ use growth rates in equation 1 to test for the increase in mortgage credit (volume and
number of mortgages) as opposed to levels for two main reasons. First, the levels in
mortgage credit and county-level variables may exhibit heterogeneous trends. Taking
the first difference cancels out any time-invariant trend at the firm-county level for the
mortgage credit variables. Thus, any type of count