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SUMMARY

This research presents a loading and balancing methodology for
job shop control,

The impertance of achieving shop balance in many types of manu-
facturing job shops is shown and a large number of indices for measuring
balance in the job shop are developed. 1In addition to the balance mea-
sures, other measures of performance indicating ability to meet due dates
and levels of work in process are also emploved.

A method to provide good control in the operation of the job shop
with respect teo wost measures of performance is pregented., This methed
consists of setting up a pool of jobs prior to releasing them to the job
shop and establishing a mathematical programming algorithm to select jobs
to be loaded in the shop from the pool.

It is shown by this research that most of the balance measures
calculated, as well as all of the work in process level measures, are
significantly improved by the control methodology derived.

The job shop control methodology is also employed in conjunction
with a variety of conditions such as shops with fow interactions, job
arrival distributions with static and dynawmic means, and allowance of
alternative machine operations,

A job shop simulation model is utilized vo test the control

methodology.
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CHAPTIER I
INTRODUCTION

A job shop is a collection of distinct machine groups and jobs
which require processing on the machines. Each job will require process-
ing on a certain number of the machines, Furthermore, a job could require
any ordering of processing by the machines such that there is no common
pattern of movement from machine to machine. The lack of a common routing
for ail jobs is characteristic cf a job shop.

Job shop scheduling research has centered on the sequerncing prob-
lem, Thie preblem consists of deternining the sequence in which units
are to be processed at each of the macnine centers, A solution te the
job shop scheduling problem has not been developed, in fact, there is no
general agreement as to what the soluticn shculd be. The most common ap-
proach has been to develop a sequencing rule and then to attempt to show
that this rule performs adequately or better than other rules with respect
te some measures of performance. The most commonly employed measures of
performance have been concerned with the ability to meet due dates and
with job flow times, but the level of work in process has also been used.
A group of criteria that have been almost completely overlooked are the
measures of shop workload balance.

The purpese of this research has been to develep and test a loading
and balancing methodology for job shop control. Loading in this research

is taken to mean the release of jobs to the shop, The definition of job



shop bhalance is of primary concern in this research., It will be showm
that different measures of shop balance may be devised for different
tvpes of shops. All of these measures will be analyzed in detail later.
Briefly, however, it can be said that bzlancing the shop involves the
scheduling of jobs in the shop so that a shop related measure (i.e. work
output, queue size, etc,} is spread as evenly as pessible over time or
over all machines. The specific objective has been to improve the bal-
ance and work in process measures of the shop while still operating
within due date coﬁstraints.

Most of the job shop scheduling research to date has attempted to
optimize a measure of performance related to individual jobs such as the
frequency with which assigned due dates are met, minimization of mean
flow time, maximum flow time, ete, The attempts to obtain these objec-
tives have usually censisted of the use of various dispatching rules.
This research introduces a higher degree of shop control by the use of a
different approach, This approach makes use of a pool of jobs in front of
the shop and an algorithm to select the jobs to be released, or loaded,
from the job pool to the shop.

The job pool concept is used explicitly in some industries (ap-
parel, leather products) and implicitly in many others where a manufactur-
ing lot is ready "on paper” to be placed in the shop long before this is
actually done. This research, however, introduces additional realism in
job shop research by developing a formal way of utilizing the job pool.

The algorithm employed to select jobs from the pool is primarily
concerned with maintainirg a balanced aggregate worklead in the shop for

each machine, while s5till allowing the jobsz to meet their due dates, The



utilization of t‘his objective function is based or the fact that every
job shop is physically set up fo cperate withh a given workload mixture
among the machines and at a certain overall lecad level and output. Aany
deviation from this workleading causes implicit or explicit costs, that
is, lead fluctuations from period to period fcr a given machine and/or
across machines in a given period create costs cof idle machinery and
labor, costs of overtime premiums, or costs of performing scme operations
in other than their_normal machipes a4t increased costs.

The final measure cof a methodolegy in an industrial situation lies
on its ability tc reduce costs and thereby increase profits. This re-
search shows that a balanced shop worklead allews the shop to operate at
a lower work-in-process level. The work in process level and the im-
provement in shop operating conditions mentioned in the preceding para-
graph result in very important cost reductions. The most important cost
reduction in some industries, however, is due to the smaller risk caused
by the ability to delay final production decisions while a job is in the
job pool until the moment that the job is moved into the shop. A good
example where this situation occurs is the fashion industry where the
ability to peostpone a cutting decision of a wide cuff pant for two or
three weeks could mean the difference between $10,000 profit and $2,000
loss in a production let. This is due to the fact that many fashion pro-
ducers manufacture to stock in anticipation of store orders and styles in
fashion ordered by stcres and chains sometimes "die' in a matter of days.

The loading algorithm permits the loading frcguency to be contrelled
directly by the productien planner, thus allewing discrete releasing of

the jobs at fixed time intervals (for instance once per shift). Also the



weight attached in the algerithm to meeting due dates can be varied and
the level of work in process in the shop as well as the degree of balance
obtained can also be controlled,.

The primary purpose of this research has been to develop a method-
clogy to provide better job shop balance and control. This led to the
formalization of the job pool concept, the development of the discrete re-
leasing approach and the mathematical progrszmming job leoading algorithm.

It is evident that many balance measures could be formulated with differ-
ent ones being appropriate for different shops and conditions. Therefore,
several balance measures and their usefulness have been identified by this
research. It must alsc be recognized that other constraints face the job
shop manufacturing facility in addition to the "balance" conditions. These
are the ability to meet assigned due dates and the level of work in pro-
cess inventoery.

Three basic types of performance measures are employed in this re-
search. They are:

1. Shop Balance Oriented Measures

2., Measures Related to Work in Process Levels

3. Measures Dealing with the Ability to Meet Job Due Dates

Several criteria which can be classified into the three groups above
are studied throughout this research and their relationships under differ-
ent loading (scheduling) and dispatching rules are analyzed. No attempt
has been made to assign weights to the various measures of performance
employed. The problem is approached in this way because the cost structure
for the various criteria will vary from shop te shop and probably even

within the same shop at different times.



The leoading and balancing methodeclogy developed by this research
was tested through the use of a job shop simulation model. The reason for
the use ¢f a simulaticn medel for this purpose is the scarcity of theore-
tical results in the queuing network area. 1In fact, Conway (1967), has
stated that "a harsh critic could conclude that there are no network
queuing results.”

The following chapters present the results of this research. Chap-
ter II gives a description of the job shop and the measures of performance
studied and it also provides a review of relevant literature. In Chapter
I1I a number of balance measures are presented and their potential appli-
cations are discussed.

Chapter IV provides a descripticn of the loading and balancing
methodology developed by this research, These include the maintenance of
a job pool, discrete job selection, and job loading from the pool. The
loading algerithm is formulated and its control aspects are explained.
Also a loading heuristic as an altermative to the loading algorithm is
shown,

Chapter V presents the testing vehicle. It starts with a deserip-
tion of the job shop parameters and the dispatching rules and then gives
a brief explanation of the job shop simulator which is a GASP II simula-
tion program., The chapter includes the description of the simulation pro-
grams with reference to the flow charts. Some variations of the simula-
tion program are used to investigate special conditions such as a job ar-
rival distribution with a static and a dynamic mean, shops with few inter-

actions, and shops with a nen-symmetric transition matrix.



Chapter VI is concerned with the validation of the simulation and
the design of the experiment including the validation and testing of the
random number generator. Chapter VII presents the results obtained when
using the job pool and the loading algorithm and analyzes the comparison
of these results with the output of an "uncontrolled” shop. Chapter VIIL
presents some additional theoretical models.

Fipally, Chapter IX presents the conclusions and provides an over-
all interpretation of the research as well as presenting suggestions for

possible extensions of the work presented here.



CHAPTER 1I

JOB SHOP FRAMEWORK AND LITERATURE REVIEW

2.1 Job Shop Framework

2.1.1 Brief Description c¢f the Job Shop

A job shop is considered in this research to be a production shop
with distinct machine centers which performs different types of operations.
There are one or more machines in each one of rhese machine centers.
Therefore, the machine centers may have different capacities.

A job to be performed by the shop requires several operations for
completion and therefore may require time in different machine centers.
Each job may also follow a different machine operation sequence before it
is completed and in fact the same machine center may appear more than once
in the operation sequence.

Jobs become available to the shop in a4 continuous stream with ran-
dom interarrival times. They enter a job pool from which they are se-
lected in groups every period (for instance, daily) to be loaded into the
manufacturing shop. At this time they are allowed to enter the queue at
their first respective operation and the jobs then remain in the shop
until completion.

A ten-machine shop was utilized f{or most of the investigations in
this research. Ten machines are enough to allow the interactions and com-
plexities of a "real world shep” to develop while at the same time the
shop size is small enough to maintain the computer time required in the

simulation within reasonable bounds.
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The job arrival process was generated by using exponential inter-
arrival times and the processing time per operation consisted also of
samples from an exponential distributicn. A job due date was assigned to
each job as it entered the shop with the due date beimg a function of the
work content of the job.

The above shop conditions were deemed reasonable and are generally
representative of shop conditions in several industries such as the apparel
style shop., It has not been the intent of this research, however, to re-
produce a particular shop, but rather to model a shop structure which is
a reasonable image of existing shops in many industries in corder to eval-
uate the effects of the proposed shop loading methodology. 1In fact, Con-
way and others (1967, p. 220) state that, ". . . there is no evidence to
suggest that the use of actual shop data and dimensions significantly
alters the comparative performance of key procedures.,” The shop charac-
teristics employed in this research have been generally accepted by pre-
vious research studies by Baker and Dzielinski (1960), Nanot (1963),
Conway, et al. (1965, 1967), Gere (1966), Bulkin et al. {(1966), and Deane
(1972).

It is evident that in actual shops the arrival pattern does not
follow exactly the expeonential distribution. Job arrivals tend sometimes
to be grouped together more cleosely than would be indicated by the expo-
nential interarrival times., Other times the job arrivals are more widely
spaced than is justified by the mean time between arrivals being used.
These two conditions seem to occur in cycles and therefore in order to
add realism to the job arrival pattern an option has been provided in the

job shop simulator to allow the mean time between arrivals te fluctuate,



This in effect creates a mean time between arrivals that is dynamic with
respect to time rather than static as has been commonly done. The time
for the next arrival is obtairied by sampling an exponential distribution
with a dynamic mean time betwesn arrivals.

Other assumptions used in developing the models presented here are
comnon to most job shops. These assumptions serve to simplify the study
and the most important ones are listed below:

a) Each machine is continuously available for assignment

b) Each operation can be performed by only cne type of machine in

the shop

¢) Each job can be processed on only one machine at a time

d) Jobs are strictly-ordered sequences of operations, without

assembly or partitions

e) Pre-emptions of jobs on machines is not allowed

f) There is no set-up required for operations

g) Each machine can handle at most one operation at a time

h) A job is considered immediately available for its next operation

when it finishes the current one.

2.1.2 Traditional Scheduling and Job Shop Classifications

Scheduling preblems can be classified in several ways. The mest
common classifications are the following:
a} Classifications according to the job arrival pattern
1 - There is a fixed finite number of jobs in the shop. This
is normally called the static case.

2 - The jobs arrive to the shop in a continuous stream and at



b)

d)

e)

£)

10

random intorvals. This case is called a dynamic job shop.

Classifications according to the number of machines in the shop

1 - There is only one machine in the shop.

2 - There are two or more machines.

Classification according to the type of set-up times considered

1 - The set-up times are independent of the job sequence and
therefore can be incorporated within the production time.

2 - The set-up times are dependent on job sequence,

Classification according to the job routing in the shop

1 - All jobs have identical routings through the shop. The
shop is then called a flow shop.

2 - The jobs have non-identical routing through the shop.
This is a job shop and if the routing is completely ran-
dom, the shop is called a pure job shop.

Classification according to the job dispatching rule used

1 - First come first served

2 - Random

3 - Earliest due date

4 - Shortest processing time

5 - Minimum slack

6 - Dynamic slack per operation

7 - Minimun slack per operation

8 - Mipimum work in next queue

9

ILongest processing time, etc.
Classification according toc measures of job or shop performance

1 -~ Ability to meet specified completion dates
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2 - Variance of the lateness distribution

W
|

Average job flow time
4 - Maximm job flow time

5

Work in preccess in total hours of work in the shop

6

Work in process in hours of work dome in the shop, etc.

The studies conducted in this research fit the following classifi-
cation conditions given above: a.2, b.2, c.l, d.2, e.l, e.4, e.6, e.8,
£.1, £.2, £.5, and f.5.

2.1.3 Measures of Performance

Measures of performance of primary interest in this research are
those dealing with workload balance. However, the discussion of these
will be deferred until balance measures are defined in the next chapter.

Other measures of performance obtained by the job shop simulator
are:

Measures of performance related to work in process

a) Average work in process in hours of work in the shop.

b) Average number of jobs in the shop.

e¢) Average number of cperations perfermed for jobs in the shop.

d) Average hours of work done for jobs in the shop. This measure

gives an indication of the investment made in work performed
for work in process in the shop.

e) Average queue length.

Measures of performance related to the ability to meet due dates

£) Average job lateness.

g) Variance of the lateness distribution.



h) Average job tardiness.

i) Average tardiness variance,

No attempt has been made to develop a composite performance cri-
terion by assigning weights to the various measures of performance since
these would vary from shop to shop. 1Instead, a subset of the above mea-
sures, based on their importance and/or how representative of their group
they are, has been selected for statistical analysis and detailed study.
The measures selected were a, d, g, and h. The average work in process
in hours of work in the shop was selected because it is probably the most
commonly accepted measured of work in process in both industry and in the
literature. The average hours of work done for jobs in the shop is of
particular interest to this research because it is an objective of the
work to prove that the contrelled shop loading methodology keeps away from
the shop jobs that would be partially completed otherwise, and not only
jobs at the end of their first quenes.

The variance of the lateness distribution was selected because in
many job shop situations the inability to predict completion dates, that
is, the variability of the completion date with respect to the due date
causes more problems than missing the due date itself. Finally, the
average job tardiness was selected because it is the statistic most com-

monly accepted to measure due date performance.

2.2 Literature Review

The classifications provided before serve to give an underlying
structure to the literature. The review, however, will be presented ac-

cording to methodology, shop structure, and measure of performance used.
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The number of articles in the general area of shop scheduling is
extremely large. This research lists close to 200, Conway (1967) gives
202, Buffa and Taubert (1972) list 61, Day and Hottenstein (1970) include
162, and although there is some duplication in these sources, there are
many other sources. Most of these articles deal with queuing problems,
the problem of sequencing jobs in a static flow shop or they are con-
cerned with simulation studies of a dynamic job shop using a job related
measure of performance,

Very good and comprehensive reviews in the sequencing and scheduling
area are provided in the book by Conway (1967) and the paper by Day and
Hottenstein (1970). Other reviews given by Elmaghraby (1968), Mellor
(1966), and Sisson (1959} are also available. The literature review pre-
sented here will not attempt to duplicate these reviews, An attempt, how-
ever, is made to highlight those articles from the literature which are
directly relevant to this research as well as providing a sketch of the
breadth of shop scheduling literature,

2,2,1 Analytical Approaches (Flow Shops, Restricted Problems)

The analytical approaches that have been used are algebraic, inte-
ger programming, dynamic programming, enumerative, branch and bound and
graph theoretic. The initial ones were primarily algebraic and the ma-
jority of the most recent ones have used branch and bound.

Johnson (1954) considered the problem of minimizing maximum flow
time in a two machine flow shop. In this frequently cited paper he de-
veloped a rule to minimize the maximum flow time.

Smith (1956) did extensive work on the one machine job problem.

Among other results he showed that the mean flow time is minimized by
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sequencing the jcbs in order of neon-decr=2asing processing time, It is
also true in this case that SPT sequencing minimized mean lateness and
mean number of jobs in tha shop.

Smith and Dudek (1967) developed an algorithm for makespan minimi-
zation in a flow snop with no passing,

Ignall and Schrage (1965) and Lomnicki (1965) are generally credited
with first using the branch and bound appreoach to the solution of flow
shop problems. The basic idea in this approach is to partition the set
of possible solutions into subsets and to use a lower bound of the sched~
ule time in a solution subset to elimina&e some of the subsets. Back-
tracking, of course, is required to guarantee optimality., Burton and
McMahon (1967) expanded the previcus work by Tgorall and Schrage {196Z5) by
introducing a job based bound in addition to the machine based bound.

Ashour (1969) applies a graph theoretic approach to the flow shop
problem. This approach generates a sequence of "j" jobs in "j" iterations
regardless of the number of machines involved.

In another article, Ashour (1970) presents a comparative evaluation
of flow shop scheduling techniques and concludes that branch and bound
techniques without backtracking give the best results at present when
computer time is considered,

2.2.2 Analvytical Appreoaches (General cr Jaob Shops)

There have been several attempts at formulating the shop scheduling
problem in terms of a mathematical programming model., Probably the most
compact one 1s the onc by Manne (1960). The formulation by Manne can
handle several objective functions including minimization of mecen flow

time, maximum flow time, or mean tardiness. This approach, however, is
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of theoretical interest only since it becomes computationally prohibitive
for even very small problems.

Brooks and White (1965} use the branch and bound approach to solve
the M machine, N job, job shop problem. Several measures of performance
are considered but the paper concentrates on minimizing the time for
completion (makespan) and minimizing average lateness.

Greenmberg (1968) presents an approach for minimizing makespan or
idle time in the M machine job shop. The approach formulates the shop
as an integer programming problem and then uses branch and bound to solve
it by transforming the integer programming problem into a series of
linear programs to be solved at every branch. Charlton and Death (1970)
have developed a branch and bound approach that can be applied to a wide
variety of machine scheduling problems and they show how the algorithm
reduces to methods previously published under special conditions.

There have been some analytical papers that approach a job shop
as a network of queues. The most significant result in these papers has
been to develop sufficient conditions under which a network of queues can
be treated as an aggregation of independent queues, Jackson (1963). Burke
(1972) presents a summnary of the results obtained in this area.

2.2.3 Computer Simulation Approaches

Computer simulation has been practically the only approach used to
study the dynamic job shop problem.

The earlier work in this area was dene by Jackson (1957), and lLe
Grande (1963), Baker and Dzielinski (1960}, Nanot (1963), Bulkin, Colley,
and Steinhoff (1966), and others. The general objective in most of these

studies was to comparce the effectivencss of dispatching rules with respect
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to job related measurss of performances.

Good reviews have been provided by Sisson (1959) and Moore and
Wilson (1967). Buffa and Taubert (1972) provide a good summary of
several of the above articles.

Conway, Maxwell, and Miller (1967) reported a significant amount
of new work done at Cornell University as well as an excellent general
discussion of simulation approaches to the shop scheduling problem. The
general conclusion -of the simulation work done is that the shortest pro-
cessing time rule minimizes the mean flow time, mean number of jobs in
the shop, and the mean lateness. Most of the rules considered, however,
were local dispatching rules, that is, rules that did not consider shop
conditions except at the individual queue where the dispatching decision
took place.

Emery (1969) introduces a job shop simulation program in which var-
ious dispatching rules are combined through the use of weights into a
single job dispatching criterion and results slightly better than those
produced by any of the individual rules are obtained. However, some of
the more interesting rules are not included and the test results given
are very limited.

2,2.4 Articles of Miscellaneous Interest

Several articles of general interest that could not be ecasily class-
ified in any of the previous sections will be presented next.

Harding, Gentry, and Parker (1969) proposed a heuristic sequencing
rule based on job due date, processing time, and status of the work center
where the job will go next. They reported improvements in the percentage

of jobs mecting their scheduled dates in an actual shop, but no contrelled
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experiment was provided to allow an evaluation of results.

Ebert (1972) analyzes the performance of intuitive decision making
when compared with a mathematical model. A controlled experiment was used
and it was concluded that in this case (aggregate production scheduling)
the model decisions were superior to the intuitive decisions and that
furthermore the superiority increases as the time-horizon complexity in-
creases. No tigorous study of this type comparing mathematical models to
an intuitive dispatcher was found in a job shop environment.

Von Lanzenauer (1970) presents a model to attack the scheduling as
well as the sequencing problem. By scheduling he means how much and when
to preduce. The model is a 0-1 integer programming formulation with the
objective of minimizing total costs. The terms in the objective function
include set up, inventory, and shertage costs. This is a welcome attempt
at integrating these two problems, however, the model in its present form
cannot be utilized for realistic problems as the author recognizes.

Eilon and Christofides (1971) analyze a particular type of loading
problem. This problem consists of allocating n objects or items of mag-
nitude Qi to boxes, each box having a capacity C, in such a way that the
capacity constraints are not violated and the number of boxes required is
a minimum. They presented a zero-one programming solution and a heuris-
tic algorithm and demenstrated that the algorithm obtained the eptimal
solution almost all the time. Greenberg (1972) uses this loading algor-
ithm te allocate workloads over a number of identical stations or workers
under static job conditions such that the resulting workloads are nearly

aqually balanced,
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Ghare, Givens, and Torgensen (1969) preseanted a paper, "A Machine
Release Scheme for the Job Shop,'" which considered several machines at
each work station and the effect of operator lsarning on the performance
of the shop. The job shop was viewed as a network of queues, with all
the required restrictive assumptions. A scheme was developed to release
machines to other assignments as learning takes place so as to maintain a
relatively constant level of machine utilization. This is a very inter-
esting paper, but not directly applicable to the work in this thesis,

The title of the article is so closely related to this research, however,
that a discussion of the article was deemed necessary.

Franklin (1969) proposes a framework for job shop research, He
states that the value of a shop's output depends upon both the technique
or rule empioyed for scheduling and the product mix or aggregation of jobs
upon which the technique operates, Franklin also claims that there are
four basic components in every experimental or theoretical approach to
the job shop problem. These are:

a) the model of the process

b) the scheduling technique

c¢) the product mix, the particular problem under analysis

d) the objective function.

He further claims that the product mix is instrumental to every analysis
and that the others, except for the objective function, can be expressed
in terms of the variables describing this product mix, This is a good
attempt at providing a framework, but should have been complemented with
a presentation of soveral articles and probloms in order to '"test" the

structure proposed.
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Day and Hottenstein (1970) present a comprehensive review of se-
quencing research in which a classification scheme is provided. The
primary classifications proposed are the following:

1. Numbers of component parts comprising a job

a) Single component jobs
b) Multi-component jobs which require assembly operations
2, Production factors possessed by the shop
a) Machines
b) Labors and machines
3. Jobs available for processing
a) N jobs to be sequenced where N is finite (static problem)
b) An undetermined nunber of jobs arvive continuously, but
randomly at the shop for service,

Most of the articles in the literature are of the (la-2a-3a) and
(la-2a-3b) wvariety and this research fits in the (la-2a-3b) group. An
additional scheme for classifying problems of these two varieties 1s also
provided in the article. This is done by considering one machine and
multimachine problems as well as the variations allowed by routing (flow
shops, job shops). The article then proceeds to examine the accomplish-
ments and the methods used to solve problems in each one of the cases
citing several papers in each classification., The conditions that have
been used in the literature related to the dynamic job shop problem,
which is of special interest to this research, are covered in detail by
Day and Hottenstein on pages 17-26. These conditions deal with job ar-
rivals, processing times, shop size, job routing, assignment of due dates,

types of priority rules used, initialization of job shop simulations, aund
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statistical methods used in the study of job sheps.

2.2.5 Articles of Direct Interest

Ackerman (1963, 1954) presentad the idea that a job spends most of
its time waiting in queues rather than being processed and that job flow
time is therefore highly correlated with the number of operations in a
job and not with the job processing time., He used this idea to develop a
scheduling procedure which he called "Even Flow" based on scheduling a
job by allocating one time period for each job operatiomn starting back-
wards from the job due date. Ackerman also presented some simulation re-
sults which backed his claim of reduced lateness when compared to Random,
FIFO, and SPT dispatching rules. However, the comparisons are not
strictly valid since the Even Flow system allcwed machine overtime in
some cases.

Schussel (1968) presents an algorithm directed at work balance and
in-process inventory minimization based on a matrix concept with machines
and days. The algorithm starts from the due date of any job back, trying
to fill in slots of production time. The objective function used is quite
complex and could probably be simplified while retaining the main ideas
in the article. No application results of this algorithm were presented.

The work by Deane (1972) and the resulting article by Deane and
Moodie (1972) bear the closest relationship to this research. Deane
developes a Balance Index to be usced as the primary measure of performance,
This machine work balance index (MWB) measures the deviation of machine
utilization from its average every period, Deane then develops what he
calls a "flow controlled scheduling methodoloegy.'" This consists of a

periodic scarch procedurce which directly attempts to guide work to under-
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loaded machines, that is, jobs that can make large contributions in their
next operation to underloaded machines are given high priorities in their
present operations, The search procedure is a dynamic one in that any
job given a high priority has an effect in the selection of all future
jobs.

An additional balance index was develcped by Deane. This was the
shop Workload Balance Index (SWB) which is based on variations in the
utilization of the shop as a whole. The search dispatching rules offered
significant improvements in the machine workload balance index, but not
on the shop workload balance index. Deane, however, allowed all the jobs
to get in the shop as soon as they became available and did not recognize
the advantages of maintaiaing & j¢b pool for providing additional flexi-

bility in the operation of the shop.
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CHAPTER III

WORKLOAD BALANCE MEASURES

3.1 General

The two most important considerations regarding the objective of
balancing a job shop are the method selected to measure balance and the
determination of the effect of "balancing" the shop, if any, on other
measures of shop performance, The exploration of the first point is the
primary objective of this chapter, while the second one will be briefly
discussed below and in a more quantitative basis in Chapters IV and VIII.

The effect of balance on other measures of performance must be
investigated because the only obvious objective functions in a shop are
minimization of costs or maximization of profits. It is difficult, how-
ever, to construct models explicitly in terms of those objectives because
many subjective evaluations are required, For this reason, indirect mea-
sures of performance are used.

It would be possible, of course, to assign weights and conversion
factors to these indirect measures of performance so that total costs
could be obtained, but the results would depend heavily on the weights
and conversion factors used.

It is usually preferable, however, to establish a logical relation-
ship between the indirecect measure and the final objective (cost minimiza=-
tion er profit maximization) and then procced to devise methods to im-

prove or optimize the indirect measure of performance directly, This
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method has been followed in this research,

For example, the ability to meet due dates is among the most common
measures of performance used in a job shop. This is justified because
of the large penalty cost or opportunity cost resulting from the probable
loss of business if due dates are consistently missed, This type of ap-
proach is the same one that is used in justifying the importance of shop
balancing. The relationship between balancing and the final objectives
have been briefly discussed in Chapter I and will be further considered
in Chapter IV,

Balancing must be machine oriented or time period oriented. Ma-
chine oriented balance measures recognize the fact that shops are designed
with a certain product mix in mind and operate most efficiently under
those conditions., These measures do not allow an underloaded machine to
cancel the effects of an overloaded machine and they also detect the
changes of a machine load over time, even when these changes are due to
an overall shop condition. Time period oriented balance measures place
primary attention to the efficiency improvements that can be achieved
when shop productivity and/or loading is predictable over time. These
measures do not allow the index to be influenced by overall shop changes
from period to period.

It is important to note that the coucept of workload balancing
necessarily implies the division of the planning horizon into scheduling
periods. This, of course, is a very realistic assumption. Most shops
work within a definite scheduling period such as a shift, day, week, etc,
In practical situations the length of the scheduling period will corres-

pond to the 'period eof accountability' imposed upon the shop by manage-
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ment. Management will usually require efficiency or cost statistics for
this period,

The length of the time period to be utilized must be given careful
thought because a very long one will hide significant fluctuations while
a short time period will place too much weight on unavoidable wvariationms.

A scheduling period of eight hours was chosen for the investigations
presented in this research. This time period was selected as being rea-
sonable with respect to the other shop parameters that were employed., A
longer time period will require that more jobs be loaded in the shop
every period so that the amount of work released to the shop per unit
time stays fairly constant. The longer scheduling period will also af-
ford less upportunities to correct out of balance conditions existing in
the shop. A shorter scheduling period will have the opposite effect, but

it will require more computer time.

3.2 Notation

The following notation will be used in developing the balance mea-

sures which are presented in the rest of this chapter.

P number of scheduling periods in the scheduling horizon
m number of machines or machine centers
uij work done by machine i in period j
Ei average work done by machine 1 over all periods j
i: u, .
u, = —=l
1 P
j=1
U, average work done in period j over all machines i
J L
g, = ) -
] fyom

i=1



v, .
1]

<1

<l

1]

|

]

average queue size in number of jobs for wmachine 1 in period j

average queue size in number of jobs for machine i over all periods

;o
o]

; 7 =
J i

j=1

average queuve size in number of jobs in period j over all machines

i v, =
J

W ~1g
ah"

average queue size (plus work remaining on job being processed) in
number of hours of work for machine i1 in period j. This is the
average work in process (work to be done) for machine i in period
i

average queue size in hours of work for machine i over all periods
j.

average queue size in hours of work in peried j over all machines
i.

aggregate load for machine i, in hours, including jobs that have
just been placed in the shop at the beginning of scheduling pericd
j.

average aggregate load (in all queues and machines) in hours of work
for machine i over all periods j.

average aggregate load or work in process in period j over all
machines 1.

desired aggregate load fer machine 1. This aggregate load includes
not only the lcad given by the queue in front of machine i, but

also the future load for machine 1 given by jobs in other queues.
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maximum queue size iIn number of jobs for machine 1 in period j.
desired queue size in number of jobs for machine i,

work output by machine 1, in hours, performed on jobs leaving the
machine during period j. The difference between this variable and
uij is due to work dorne on a job during a period in which the job
was not completed by machine 1.

average output of machine 1 over all periods j. As the number of
periods increases the percentage difference between Bi and Ei becomes

very small,

where

average output in period j over all machines i
_ Do,
0=Z_1.1
i m

1=

amount of work in hours arriving to machine i in period j.
average work in hours arriving to machine 1 over all periods j.

average work in hours arriving in period 3 for all machines,

3.3 Definitions of Shop BDalance Mcasures

Balance in a job shop can be measured in many different ways., A

large number of balance measures will be defined in this section, but the

ones discussed here are not the only ones,.

There is not ene best measure of shop balance, but rather each one

of the mecasures given applies best to a specific type of shop, product, or



management structure, Other conditions will certainly be identified in the
future that can be measured best in terms of balance statistics not included
in this group.

These balance measures arc based on work done (or equivalently,
machine or shop utilization), work output, queue size, or work arrival., The
balance measures presented in paragraphs 3.3.1 and 3.3.2 are due to Deane
(1972) and the rest of them are presented here for the first time. Table 1
presents a brief summary of all the balance measures considered.

3.3.1 Machine Work Balance Index (MWB)

The wvariance in the work done by each machine over all time periods
is calculated. The word "variance'" is used here to indicate the form of
the formula employed and does not imply anv statistical meaning.

An overall index is then obtained by averaging over all machines,

Let Bi be the machine index for machine 1.

P (u,. - H.)z
B=§:_1.1_1
i P
j=1 m
ZB
1
MiB = =L
m

Objective: Minimize MWB

This index can be used when it is important to consider the utiliza-
tion of individual work centers without allowing a cancelling effect.
That is, this index will detect the variations of a machine production
over time and will not allow the over production of one machine in a

time period to compensate the underutilization of another machine in the



Table 1. Measures of Shop Balance

Paraygraph liame Index Unit Choracteristices, Comments
Yo, Symbol Syrhol Definition
3.3.1 Machine Work MWB l!1 Varlance of work done per It considers the work done by individual
Balance Index perfod by each machline work centers,
3.3.2 top Work SWB -- Variance of the utilization It weasures vactability of work done by
Balance Index or work done by the shop entive shop: but doers not Jdetect varis
a2y z whole atlions [n individual wachines,
3.3.3 Period Wurk PWB BP Varlance of the work donc by It measures chanpes {n woek done by
Baiance Index J all michines [ov eoach time machines within 4 period, hut fgnures
perclod differences trom period to perlod.
3.3.4 Machine Qutput MOB BOi variance uf output per period Similar to 3.3.1 but vutput tather thauw
Balunce Index of vach machine work duae is uwned, Could be wwelul
when output varisbility is undesirable.
3.3.5 Shop Qutput 508 - Varlance of the output by the Stwmilor to 3.3.2 but oafput rather thao
Balance Index shop as & whole over time work done 1s employed,
3.3.6 Period Qutput 0B PO Varlance of the vutput by all Similar to 3.3.3 byt output rether than
Balance Index ] michines for each time work done 13 employed.
period
337 Machine Queue QWB Q’_ Var{ance of queve alze in Used when it §8 desired to keep track
Balarnce Endex number of jobs per period of WIP srabilicy a«r the nochine level.
for vach machine
3.3.8 Shop Queue 5QB .- Varlance of the number of Used when it is desired to keep track
Balunca Index jobis in the shop vver tima of the WIF stabillty tor the shop as
a whole.
3.9 Period Queus POWB PQj Varfiance of the queue size Used in a manner similar to 3.3.7, but

Balanca Index

over a1l machines for each
time period

ignores WiP variations over time.
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Table 1,  (Continued)
Paragraph Name Index Unit Characteristics, Cuomnents
Yo, Symbol Symbol Definition
3.3.10 Measures Related - - These neasurces ate atmilar to
to Hour: of Work 3.3.7, 3.3.8, 3.3.9, but
In Queue hours of work instead of num=
ber of jobs are used
3.3.11 Machine Work in AWP HJIP’. Varlance of the aggrerate WIP The difference with measure 3,3.7 1s
Pracess hours per period for each that the total work in the shap for a
wachlng machine rather than work in that ma-
chine queue only is considered,
3.3.12 Shop Work in SWIF -—— vatlance of the aggregate WIP Similar to 3.3.8.
Frocess in the whole shop over time
Balance [ndex
3,3,13 Peried Work in APWP PHIPJ Varlance of the agpregate WIP Considerarion of variations in the ag-
Procesy over all machines for each grepate load could be fmportant as a
Balance Index time period weans of looking beyund Liwcdiate
period.
3,3 Pestired Loading D Di. Deviatlon of aggregate shop Uselul as an vbjecthive functloa in
lkasure luad for each machine from teying ta improve other balance and
management target shop measures,
3.3.15 Mrsloum Queue Qn Ql!l'1 Marirmum excess in queue size Could be uvsed In shops Wiere a penaley
leviation Index over the desived awount set must be pald i1 quenie lengths exeeed
up by maragement soms anount.
3.3.16 Period idle PIT IDTJ Muyfinur {dle thme for any Useful whea there 19 no operator flex-

Time

miuchineg in a perind

ibility ool gperatur idleacss in a

perlod sliould not be excesslve.
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Table I, (Concludcd)

Pazagvaph Name Index Unit Characteristics, Comenernts
__ ko, _Symbol Symbol Definicion
2,3.17 Machine Idie MIT Hﬂ'i Maxlmum i{die time {for a ma- Useful £f muchines requlre adjustments
Time chine over all periods when left unused over a certain length
of cime,
3.3.18 Machine Arrival HAB Al Variance of the work arrived This index i3 a function of the work
dnlance Index per period to each machine arrival pattern, {cading aechanism,

and dispatchilog mechanism,

3.3.1% shop Arrival SAB - Varfonce of the work arrivel S5imilar to 3.3.2 but work arvival cather
Balance Index to the shop a8 a whole over than work done ls employed.
time
3.3.20 Period Arrival PAB DA Deviation between sctual ar- Useful in a situatlon where relicE could
Balance Index ) rivals to a machine in a be provided to one overiodded nachine
period gnd the machine per period.

average
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same perilod. A characreristic of those shops where this measure is im-

portant is the existence of several machines in a machine group seo that

no labor is wasted by the partial utilization of a machine group, or the
possibility of assigning several tasks or machines to an employee.

3.3.2 Shop Work Balance Index

This is the variance of the utilization of the shop as a whole

taken over time,

The formula for SWB can be simplified considerably by using the
definition of Ei given in the notation and by defining the average work

per period for the whole shop as follows:

Then,

The objective is: Minimize SWB

This measure is important in those shops where there is flexi-
bility in the type of work that each worker can do. In shops with this
flexibility, a given job can be moved from ore machine or operator to
another without incurring a significant penalty. Thercfore it is of

primary iwportance that the total work to be done by the shop be fairly
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constant over time so that shop expansicn and contraction be reduced, but
it is not so important that the work available be distributed exactly
according to the neminal machine or operator's capacity.

3.3.3 Period Work Balance Index

This balance index is based on the variance of the work dome over
all machines for each time period., An index can be calculated then by
averaging the variance obtained in each time period. Let BPj be the in-

dex for period j.

mn m
Ly ERCEEE AT 2 _,
BP, = E /, \ul - u, = 5 ul - uJ
i P AN S R L 1
P BE,
PWB = Z E
j=1

Objective: Minimize PWB

This measure is similar to #1 in that it does not recognize any
cancelling effects between machines, but in this case it accepts the fact
that shop workloads will vary from period to pericd and looks only at the
work balance achieved given the existing work load.

The use of this measure instead of #1 implies great flexibility in
expanding or reducing the work force since no penalties are assigned for
changes in the work performed in different time periods,

3.3.4 Machine Qutput Balance Index

This measure and the two that follow are very similar to measures
#1-3. The only difference is that work output rather than work done or

utilization is used.
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The difference is better illustrated by an example., If machine i
in period j finished job #1 and it spent two hours during the previous
period and one hour in period j working on jiob #1, finished job {2
which took three hours, and spent three hours on job #3 but couldn't
finish it, then the utilization of machine 1 in period j was seven
hours while its work output was six hours. The example is represented by
Figure 1.

In the case of the machine measures (3.3.4 and 3.3.6), this is a
reasonable approach when the job movements are heavily dependent on time
periods as would be the case when the machine groups are located in dif-
ferent buildings and trips with vehicles of fixed limited capacity can

take place only once per scheduling pericd,

BO, =
i

=N

MOB =

=N ]

Objective: Minimize MOB

3.3.5 Shop Output Balance Index

P

) (§ 043 ';i E:‘L)Z

=1 im

S0B =

o =

(=

SOB = >E (mﬁj - a)z
j=1

= IF T

Objective: Minimize SOD
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Machine 1 wutilization in period j = 1+3+3 = 7 hours

ST R

Machine i output in period j = 3+3 = 6 hours

Figure 1. Illustration of Machine Output and Utilization
in a Period
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3.3.6  Period Output Balance Index

Objective: Minimize FOB

3.3.7 Machine Queﬁe Balance Index

This is the variance of queue size in number of jobs for each
machine over time. Then an overall index is obtained by averzging over

all machines. Let Qi be the machine queue index for machine 1.

Objective: Minimize QWB

This measure is impertant when there is not much flexibility in
the machine assignment for job operations and when furthermore it is
desirable to keep the workx in process as stable as possible during the
schedualing horizon.

3.3.8 Shop Quecue Balance Index

This is the variance of the number of jobs in the whole shop

taken over time, This is a measure of work in process variability.
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The equation for SQB can be simplified by using the definition of
Vj given in the notation and by defining the average number of queues in

the shop as follows:

Then, 5QB = %

Objective: Minimize SQ2

3.3.9 Period Queue Balance Index

This is the variance of queue size over all machines for each time
period. An index is then calculated by averaging the variance obtained

in each time period. Let PQj be the period queue index for period j.

1

POWB = —

QW o
Objective: Minimize PQWB

This measure is similar to #7, but it recognizes that load varia-

tions for the entire shop over the scheduling horizon are unavoidable and
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attempts to reduce the influence of that kind of variation on the measure
of performance,

3.3.10 Measures Related to Hours of Work in the Queue

Indices #7, 8, and 9 measure the variability of work in process
using the number of jobs in the queue or the shop as the basis, It is
obvious that similar measures can be obtained using the number of hours
of work in the queuve for the corresponding machines.

3.3.11 Machine Work in Process Balance Index

Measures #11-13 differ from measure group #10 in that before, the
hours of work in process af a given queue to be worked by that machine
were considered. This time the apgregate work in process for a machine,
regardless of the queue where it presently resides, is of interest, Let

IVIWIP:.L be the work in process index for machine 1.

P
-1 -
MAIR, = o 2 (B, P.)

Objective: Minimize AMWP

3.3.12 Shop Work in Process Balance Index

m
(j; P,, -
1]
izl i

—1

P

3.)2
1

1

P}t

SWIP =

9 ~1o

Let the average work in process in the shop be given as follows:
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Then SWIP can be simplified as shown below:

— ;2
i (ij -L)

j=1

SWIP =

e 0]

Objective: Minimize SWIP

3.3.13 Period Work in Process Balance Index

Let PWIPj be the work in process index for period j

m
Pwlp.=lz @.. - 7)°
] m . 1] ]
i=1
P puip,
2 P
j=1

Objective: Minimize APWP

3.3.14 Desired Loading Measure

This measure identifies the deviation of aggregate shop load for
each machine (each period) from a specified target set up by management.
The quantity obtained for each machine is then averaged over all periods.
Let Dij be the deviation of the agpregate load for machine i in peried

j from the desired amount.

(continued)
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Cbjective: Minimize D

This measure is important because of its relationship to other
shop oriented measures, its intuitive appeal to management and the fact
that it attempts to look bevond the immediate conditions at one queue or
machine (but without trying to predict or consider the interactioms that
occur in a job shop as one job moves from one machine to the next).

3.3.15 Maximum Queue Deviation Index

This measure gives for each machine the maximum excess in queue
size over the desired queue size (or average)} set up by management. The
measure can also be used in terms of absolute maximum queue size without
referring to any desired quantity.

QD; = max |qij - T

0

QD

m?x QDi

or QD QD,

1

[}
W13

Objective: Minimize QD



A possible variation is to consider only positive deviations, that is,

This measure could be useful in those shops where a large penalty must
be paid when queue lengths at machine 1 exceeding r, cause a large
penalty cost.

3.3.16 Period Idle Time

This measure obtains the maximum idle time for any machine in a
pericd,

Then the average of all such maximum period idle times is calcu-
lated and the objective is tc minimize this average.
Let PLEN be the period length.

IDT]._j is idle time for machine i, period j

IDT,. = PLEN - u,.
1] 1]
IDT, = max IDT,,
J i 1)
P
1 1
PIT = = IDT,
P J
i=1
P
-1 3 max (PLEN - u, )
P j i}
i=1

Objective: Minimize PIT

40
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3.3.17 Machine Idle Time

This measure looks at the idle time for a machine over all periods.
Then either the maximum, average, or variance of this idle time is calcu-

lated and the index is obtained by averaging over all machines.

IDT,, = PLEN - u
ij i
IDT. = max IDT,,
L 3 1
i
p
or . IDT, = -1- Z IDT.
i p ij
i=1
P 2 )
or IDT.=lL(IDT -iZm )
i p P ij
j=1 j=1
m
1
MIT = = IDT,
m 1
i=1

Objective; Minimize MIT

The balance index based on the maximum idle time for a machine
over all periods can be used when there is & machine that could be
Yspoiled" or require adjustments if it is left unused over a certain
length of time, The index based on the average idle time can be employed
when it is necessary to measure the average machine utilization and fin-
ally the index based on the variance of the machine idle time could be
useful in those cases in which a machine should be used at a steady rate

from period to period.
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3.3.18 Machine Arrival Balance Index

The variance in the work arrived to each machine over all time
periods is calculated. Then an index is obtained by averaging over all

machines. Let Ai be the machine index for machine 1

MAB =

= L

m

) A,
i

i=1

Objective: Minimize MAB

This index is a funckion of the work arrival pattern, the loading mech-
anism, and the dispatching mechanism.

3.3,19 Shop Arrival Balance Index

This measure is similar to the machine arrival balance index, but

the shop as a whole is considered.

SAB =

o |

1
|
9 ~To
&
B

3.3.20 Period Arrival Balance Index

Obtain the maximum deviation over all machines between actual ar-

rivals to a machine in a period and the average arrivals to that machine,



The index then consists of the average over all periods

DA,, =a,, =-a
ij ij i
DA, = max DA = max {(a,, - a,)
i i 1] 1

Objective: Minimize PAB
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CHAPTER IV

METHCDOLOGY FOR LOADING AND BALANCING THE SHOP

4.1 Shop Balancing, Job Pool Concept, Discrete Job Selection

and Loading from the Pool

In general, industrial job shops are designed to operate optimally
at certain load levels and outputs for each machine type. Load fluctua-
tions from period to period for a given machine or for the shop, or even
deviations from machine to machine within a period, result in costs of
idle machinery and labor or overtime premiums,

The need for balancing workloads is beginning to be recognized by
some shops and the author is personally aware of two apparel style shops
where keeping the shop workload balanced is a primary objective.

The fact remains, however, that most job shop managers do not
explicitly mention shop balancing as their primary goal, This has been
reported by Panwalkar, Dudek, and Smith (1972). This result is not sur-
prising because maintaining a balanced workload in a shop does not have
an obvious payoff or direct penalty, as for example meeting due dates
does, Besides, most shops tend to maintain an excessive amount of work
in process therefore hiding the effects of poor balancing. Another way
in which job shop managers hide the effect of poor balance conditions is
by having some job operations performed at other than their normal ma-
chines. This, of course, results in increased costs due to pocr machine

use and/or expensive operator transfers.
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Job shops need a certain level of work in process to operate at a
given shop utilization percentage, If the work in process is evenly
spread over all machines, then a smaller amcunt of work in process in the
shop is needed to maintain the required shop utilization than if the work
in process is concentrated in a few machines and not enocugh work exists
for other machines.

The relationship between shop operating costs, work in process
levels, and balance conditions in the shop floor has been discussed in
the preceding paragraphs, but a direction of causality has not been
definitely established. It will be shown during this research, however,
that when jobs are loaded in the shop using an algorithm with an objective
function which is primarily oriented towards improving one balance mea-
sure, then the other balance measures and work in process measures cal-
culated are improved. The variance of the lateness distribution is also
improved in some cases. It is therefore anticipated that when shop bal-
ance is improved, work in process levels aresignificantly reduced.

In traditional job shop studies, all jobs are scheduled and sent
to their first operation machine as soon as they arrive in the shop.

This causes long queues and high work in process as well as shop imbalance
according to most balance measures.

Most of the existing dispatching rules are local rules in which
only the queuc information is used. Expected Work in Next Queue (EWIQ)
is the only one of the more common rules mentiouned by Conway and others
(1967) which is not a local rule or a job dispatching rule since informa-
tion that is not job reclated is used in determining job priorities.

Deane (1972) considered the use of a shop dispatching methodology to
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improve machine workload balancing, but in his study all jobs were released
to the shop as socon as they became availzble,

Analyzing che methods follownd in actual shops in several industries,
it can be seen that the shop is not loaded with every job that becomes
available, that is, not all jobs are released immediately after it becomes
theoretically possible to do so. Rather they are retained in a '"suspense
file"; this being nothing more than a notation in a scheduling book or at
most an open purchase order or some unused raw material.

It is wise to keep backlogs off the factory floor. This reduces
the work in process and allows a faster flow of jobs through the actual
shop, even though the total flow time from the moment a job becomes
available might and prebably will be increased, GCbviously, over a long
period of time the total work arriving at the shop cannot be over 100% of
shop capacity., 1In fact, as 100% utilization is apprecached, the queue
gsizes begin to move towards infinity, However, over short periods of
time the work content of incoming jobs may exceed shop capacity. 1In
these cases a temporary overload will exist in the shop. This overload
will consist not only of jobs that have not been started yet, but also of
an excessive quantity of partially completed jobs,

A useful tool to remedy this situation is to let the shop work
behind a pool of jobs not yet released to the shop floor. Additional
benefits can be obtained from the job pool if the job due dates are not
critical so that there is increased flexibility in job selection.

Under the job pool concept the shop consists of a pool of jobs not
yet released to the floor and distinct machine centers with a queue of

jobs in front of each.
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Loading consists of the release into the shop of a subset of the
pool every scheduling period. The scheduling period can be a shift, a
day, a week, etc. If the scheduling period is a day, then new jobs would
come into the pool at various times during the day, but a subset of the
jobs will be released from the pool to the shop once every day.

The key to the successful use of the job pool is the availability
of a good mechanism to select those jobs from the pool that should be
moved to the factory fleor. This mechanism is in fact the proposed load-
ing algorithm,

The use of the job pool and the loading algorithm provide another
useful by-product. This is the concept of "discrete" decision making
which is used in practice in many job shops. By this it is meant that de-
cisions in many shops are not made in a continuous fashion, but rather

they are made periodically by shop supervisors.

4.2 The Loading Algorithm

The loading algorithm, together with the job pocl and the discrete
decision making, is an integral part of the proposed loading and balancing
methodology. As such, the objectives of the loading algorithm are the
same as those of the complete methodology, that is, the improvement of
shop balance and work in process measures while still operating under due
date constraints. The specific objective function, however, employed by
the leoading algorithm is the minimization of the deviation from aggregate
balance for each machine center in the shop.

Deviation from aggregate balance is interpreted as the difference

between a desired total or aggregate load ahead of a machine and the actual
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load for each machine. The desired load is set by management and provides
control over the shop operation.

It is evident that different objective functions are possible, but
the one used concentrates on aggregate scheduling and releasing, as op-
posed to detailed dispatching, which is in line with the objectives of
the research.

The loading algorithm utilizes a mixed integer programming approach
with equality constraints based on the current workload assignments at
each machine center. The constraints become equalities by the use of
positive and negative slack variables giving the excess or lack of work
{(when compared to desired load) at each machine center. The objective of
the program consists then of minimizing the sum of these slack variables,
that is, minimizing the absolute deviations from the desired aggregate
load for each machine center. An additional term is introduced in the
objective function to make jobs in the pool increasingly attractive to be
loaded in the shop as their due date approaches. The weight assigned to
this term can be easily contrelled by the production planner.

The decision variable in the algorithm (Xi) is a "0,1" variable.
There is one such variable for each job in the pool. A value of "1" for
the variable Xi implies that job i will be loaded in the shop,

The notation used is explained below:

i=1,2,. . .,n n is the number of jobs in the pool
i=1,2,. . .,m m is the number of machine groups
Xi =0 decision variable, job not lcaded
X, =1 decision variable, job loaded
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amount of work (standard hours) contributed by job {1
to machine center j
present load in the shop zhead of machine j. If

Pj = Cj’ then Pj = Cj should be used.
desired aggregate load for machine j
amount of work by which the set of jobs loaded plus
any existing work in the shop that needs to be done by
machine j falls short of the desired load for that
machine center j
amount of work by which the set of jobs loaded plus
existing work exceed the desired load for machine
center j
weights used to indicate the seriousness of out of
balance conditions in one machine center relative to
others. Alsoc used to indicate the different effect of
having a machine center underloaded as opposed to hav-
ing it overloaded.
a function which increases as the due date di of job
"i" gets closer. This function is a constant, for jobs
having the same due date, in any scheduling period.
The function used was:

K
[.1 + (di-d)]

f(di) =

where (di-d) is the number of periods away from the

duc date.,
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limit desired, if any, con the work loaded for machine
b

upper and lower limits desired on total amount loaded

The mathematical formulation of the algorithm is given as:

Minimize

The first

underload

m m n
D= E ajL SjL + Z ajH SjH - z f(di)Ki
J= J= i=1

Wyg X+ B 4SS, =C j=1,2,. . .,n

term in the objective function is a measure of the sum of the

conditions in hours for each machine type. The second term

represents the hours of work in excess of the amount desired for those

work centers that are overloaded., The work loads being mentioned here are

aggregate workloads in the shop and not loads at the individual machine

center queues. The third term is the due date adjustment term as given

above.

The first term in the constraint function is the work loaded in

the shop for one machine by the jobs selected for release by the algorithm,

The second term, Pj’ is the existing aggregate shop load for machine j
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prior to the releass of the new jobs. The total load for machine j
given by these two terms falls short or exceeds the desired amount Cj by
the value of the slack variable st or SjH’ respectively.

Additional constraints can be imposed to aliow only a range on the
total work hours loaded in the shop in one scheduling peried. That is,
they will require that the total work hours moved to the shop every

scheduling period will be over (FC-L) and below (FC+U). These constraints

are:

Finally, the amount of work loaded in one period for one work center
or group of work centers can be restricted. This type of constraint is
useful, for example, in a shop where there is a preliminary operation,
such as cutting in an apparel shop, through which jobs have to pass before
arriving at the true job shop. The equation that follows indicates that
the aggregate work loaded in one period for machine center j 1is not teo

exceed B..
]

for any j or group of j's

[N
ne~1s
=
.—l
| -
b
H
A
=
| -

This algorithm offers a degree of control on the operation of the shop by

the use of different values for the constants K and Cj' The specific



52

effect of changes in the Cj will be discussed in Chapter VII.

4.3 The Linecar Approximation to the Mixed Integer

Programming Loading Algorithm

The above mathematical formulation makes use of a mixed integer
program. The simulaticn program for the job shop uses a linear approxima-
tion with bounded variables. The decision to do this was based on the
following considerations.

a) Based on tests made with the mathematical programming package
OPHELIE from Contrel Data Corporation, the time required to obtain an
integer solution was from 5 to 50 times the linear scolution time require-
ments. This excessive time requirement, even with a fast commercial code,
eliminated the possibility of using the mixed integer model in the simula-
tion where the loading algorithm had to be used in 500 periods for each
run type and replication.

b) Bounded variable theory shows that the number of non-integer
variables in the basis of the LP when a solution is obtained is limited.
In a bounded variable problem with m equality constraints and n structural
bounded variables the number of structural wvariables that is between zero
and the upper bound is equal to the number of constraints. This is demon-
strated by Chung (1963} using the following argument:

If there are r structural variables reaching their respective upper
bounds and s variables equal to zero, then the number of structural
variables which are positive but below their upper bounds must be
n=-{r+s). In order to satisfy the upper-bound constraints, this means
that there must be fs+n-(r+s)] slack variables in the basis. By
assumption we know that there are {r+n-(r+s)] structural variables in
the basis; therefore the total is [r+n-(x+s)] + [s+n-(r+s)] = 2n -

(r+s). But in a bounded variable problem of this type, the number of
basis vectors is min. Therefore, we have 2n-{r+s) = m+n, which yields
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n-{r+s) = m

indicating that the number of structural variables whose values are
between 0 and the upper bound is m.

The above argument needs only slight modification to fit the basic
equations in the algorithm described in section 4.2. 1In this case the
number of equations is alsc m, but the number of structural variables
with an upper bound is k and there are 2m structural variables without
an upper bound. The total number of structural variables is again n
where n = k+2m. It is easy to see from the structure of the problem that
at least half of the non bounded structural variables (designated as SjL
and SjH in the algorithm fcrmulation) will be equal to 0 because for any
machine center there will be an overlcad or underload condition but not
both.

Using the same argument employed by Chung, the number of structural
bounded variables, Xi’ and their slacks in the basis is 2k-(r+s). The

total number of variables in the basis is m+k. Now let t be the number

of non bounded structural variables in the basis.

Then
2k-(r+s)+t = m+k
k-(r+s) = m-t
but 0=t=m
therefore 0 < k-(r+s) < m

This indicates that the number of structural bounded variables (decision

variables for jobs to be loaded in the shop) whose values are larger than
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zaro but less than one is less than the number of equations, that is, less
than the number of machines in the shop.

In actual practical problems the number of fractional variables is
considerably smaller than the thcoretical limit. For example, in an ac-
tual problem with 10 machines and 29 jobs in the job pool, the number of
jobs with a fractional Ki value was four while, of course, the thecoreti-
cal limit was 10, Four problems with 10 machines and between 20 and 30
jobs in the job pocl were observed and the number of non-integer job de-
cision variables in the output was between three and five in each case,

¢) The results obtained with the job pool and the linear version
of the loading algorithm were significantly better than those obtained
in an 'uncontrolled” shop. The use of the mixed integer version could
only improve the results further. This potential improvement, however,
is fairly limited because less than a .17 difference has been observed
between the values of the objective functions when fractional decision
variables are allowed and when the non-integer decision variables are
rounded to 0 or 1.

d) There is no guarantee that the optimum will consist of a con-
version of the non-integer variables in the solution to 0-1 variables, in
fact, most of the time this will not be so. However, the tests performed
with the OPHELIE LP system indicated that although a few of the wvariables
changed, the objective value of the rounded scolution was only slightly
worse than the one given by the mixed integer scolution.

e) When the model is used to load an actual shop, the algorithm
will be used only once or twice per day while on this research due to the

time simulated, the number of replications and the different conditions
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tested, it was employed over 20,000 times. It can be seen that the addi-
tional computer time required to use the mixed integer version in an ac-

tual situation will be fairly insignificant and therefore in that case a

detailed study should be made regarding the trade off involved in using

the linear approximation.

4.4 Loading Heuristics

The concepts of using a job pool and loading the shop at discrete
intervals with jobs in the pool have also been employed with a heuristic
lecading method as well as the mathematical programming loading algorithm.
This does not imply that the loading algorithm is optimal in a general
sense, although, of course, it is optimal with respect to its objective
function.

The heuristic consisted of loading a job in the shop if the first
job operation made a contribution to the queue of a machine that was under-
loaded, For a given machine, the jobs were selected one at a time with
those having the earliest due date selected first until the desired load
level for that machine queue was reached or until the job list was ex-
hausted. This was done for every machine.

In addition, an optional feature provided for the loading of addi-
tional jobs in the shop if the management desired load for the shop in
total had not been reached with jobs loaded in the first part of the al-
gorithm. Again jobs with the earlier due dates were selected first,

In effect, there are two main "'factors” in the loading and balanc-
ing methodology that may influence the performance criteria, One of these

factors is the concept of the job pool itself while the other factor is
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the releasing {or loading) methedology employed. The results obtained
with the heuristic releasing metheod have been employed to try to isclate

the effects of the twe ''factors,'
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CHAPTER V

DESCRIPTION OF THE TESTING VEHICLE

5.1 The Job Shop

The general type of shop with which this research is concerned was
presented in Chapter II and its specific characteristics are next described.

No special effort was made to model a specific shop, however, most
of the parameters employed are within commor ranges for job shops in the
apparel "style" and other industries. An exception to this was the selec-
tion of ten machines, but this choice was previously explained as z com-
promise due to computer time requirements. The practice of employing
reasonable parameter wvalues, but not values from a specific shop, has been
commonly employed in job shop research.

The interarrival times are samples of an exponential distribution
with a mean of 1.88 hours and truncated at 40 hours (the true mean is
therefore slightly less than 1.88 hours). This arrival rate, together
with the other shop parameters used, resulted in a shop utilization be-
tween 81% and 83.5%. The shop utilization was determined from statistics
accumulated in the simulation runs.

The jobs arriving to the shop were assigned an equal probability
of having their first operation performed by any of the machines in the
shop. The machine for subsequent operations was then obtained by employing
a transition probability matrix. The transition prebability matrix used

in most of this rescarch was such that a job was assigned an equal
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probability of moving to any machine in the shep for their next operation
regardless of the machine in which the current operation was performed.
The experimental model was thus characteristic of a pure job shop. Some
experimental investigations were also performed utilizing a shop with
"flow structure',

The processing time per operation was generated using an exponential
distribution with a mean of 2.48 hours, but with no operations lasting
less than one hour or over nine hours.

The number of operations of an incoming job was generated when the
job arrived at the shop using a symmetric unimodal distribution which is
shown in Table 2.

A job due date was assigned to each job as it entered the shop
using one of two methods. The first methed which was used almost exclus-
ively consisted of assigning a due date equal to the current time plus
the work content of the job plus a sample from the uniform distribution
between 0 and 150. The second method was slightly more complex and it
consisted of assigning to 10% of the jobs a due date such that the job
had three times its work content in hours to go through the shop. The
remaining 90% of the jobs had their work content in hours plus the product
of 300 hours times a random number between .l and 1 to complete all oper-
ations, This method is illustrated in Figure 2. Its purpose is to elim-
inate the existence of jobs with very tight due dates. Only one of the

two methods described was used in any given run.

5.2 Disgpatching Rules

Four dispatching rules were studied in detail. These rules were



Table 2. Probability Distribution for the Number of Operations

of an Incoming Job

59

Number of Operations

Probability of Occurrence

General Shop

Shop with Few Interactions

0.15
0.20
0.30
0.20

0.15

0.20
0.60

0.20
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Figure 2, Methed No. 2 of Assigning a Duec Date to a Job
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used with both an uncontrolled shop model and the controlled loading model
with the job pool. The dispatching rules were:
a) DSOP, Dynamic Slack per Operation.

The job priority equals the ratio of the slack remaining to the
number of operations remaining. The jobs are selected in all cases such
that those with the smallest algebraic priority measure value are selected
first from the queue.

DSOP was selected because prior studies (Le Grande (1963), Gere
(1966), and Conway and others (1967)) have shown that this rule performs
well with respect to minimizing the variance of the lateness distribution.
b) EWIQ, Expected Work in Next Queue.

The job priority equals the sum of the imminent operation processing
times of other jobs in the queue to which the candidate will enter after
its current operation. The queue load being added is considered to in-
clude jobs now on other machines which will arrive before the job being
considered, if it is selected for immediate operation,

Thie rule was selected because of its '"look ahead feature™ that is,
it is not a local dispatching rule,.

c) SPT, Shortest Processing Time.

The job priority egquals the processing time of the imminent opera-
tion, This rule had to be selected. Practically all of the simulation
studies that have been mentioned show that it is a very good rule with
respect to many measures of performance and at least acceptable with re-
spect to the remaining measures. See, for example, Conway and others

(1967).
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d) FIFQ, First In, First Qut.
The job priority equals the time the job enters the particular
queue. This rule was selectzd due eto its implicit fairness and also due

to the fact that it is used quirte often in practice.

5.3 The Simulation Model

In order to test the effects of the loading and balancing method-~
ology a computer simulation approach was employed. As previously discussed
a simulation approach had to be selected for this purpose due to the lack
of theoretical queuing results in job shop scheduling research.

The job shop éimulator program in this research was written using
the GASP II language described by Pritsker and Kiviat (1969). GASP II is
a collection of Fortran IV subroutines organized to assist in performing
simulation studies. GASP II provides subprograms for handling those sim-
ulation tasks that are independent of particular problems. The tasks
handled by GASP II are the maintenance of the simulation clock, the handling
of independent files and the ranking of elements in those files, the plac-
ing and removal ¢f elements from the files, the random variable generation
and the maintenance of simulation statistics as well as the production of
appropriate summaries,

The user subroutines complement the GASP II program and must be
tailored to the specific application. A description of these subroutines
as well as flow charts are given in Appendix A.

Figure 3 depicts the operation of the job shop simulator. The
Main program reads the user subroutine parameters and starts the simula-

tion by transferring control to the GASP programs. The simulation procceds
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by causing discrete events to occur and calling the right event at the
right time is the function of EVNTS. The four events in this simulation
are: preloading the shop at time zero {START), obtaining job attributes
for new arrivals (ARIVL), moving jobs when a machine operatieon is finished
(ENDSV) and collecting end of period statistics {(COLL). The subroutines
related to the job loading algorithm are GENMAT, LPI and JOBDEC. Finally,
there is a subroutine whose function is to calculate a2ll the statistics

at the end of the simulation and print results,

The Fortran IV listing of the user programs are provided in Appen-
dix B. Appendix D contains the description of all attributes, events and
optional wvariables in the GASP programs. The non-GASP variables are de~
scribed in Appendix E. A variation of the subroutines ENDSV, PTJCB and
GENMAT needed for the alternative machine operation feature is given in
Appendix K. A sample input set for the simulation program is shown in
Appendix F.

The input data provides for reading some decision parameters that
are used to change significantly the character of a simulation run. The
most important ones are the following:

NRULE Indicates the dispatching rule to be employed in the simulation
run.
NLDR  Specifies whether a job pool is to be used or not. If a job pool

is to be used, it determines which loading method should be employed.
IDUE Specifies which one of two methods of generating due dates is to be

used,
NARR Indicates whether the arrival process is strictly Poisson, or

whether the interarrival times calculated according to the
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exponential distribution are superimposed on a sine curve. This
causes the mean interarrival time to fluctuate with respect to
time.

MSW Specifies which special loading modification, if any, will be used,.

DESLF Specifies the desired shep load level or management load factor
when the controlled shop loading approach is utilized.

Using different values for these parameters and cthers, several special

shop conditions were investigated.
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CHAPTER VI

DESIGN OF THE EXPERIMENT AND VALIDATION

The approaches toward wvalidation and experimental design of the
simulation experiments that have been focllowed and which are mentioned
below are based on the books by Naylor, Balintfy, Burdick and Chu (1966),
Schmidt and Taylor (1970), and Tocher (1963)}; the dissertation by Deane
(1972) and the papers by Naylor, Burdick and Sasser {1%69), Van Hormn (1971)
and Conway (1963).

The elements in plamning a simulation experiment according to
Naylor, Balintfy, Burdick and Chu are the follcocwing:

1. Formulations of the problem

2. Collection and processing of real world data

3. Formulations of the mathematical wmodel

4. Estimation of parameters of operating characteristics from real world
data

5., Evaluation of the model and parameter estimates

6. Formulations of a computer program

7. Validation

8. Design of the Simulation Experiment

9. Analysis of Simulation Data

Items 1-6 have already been discussed and item 9 will be covered in a

subsequent chapter. The purpose of this chapter is to discuss items 7

and 8. Items 7 as listed here includes the steps of verification and
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validation given by Fishman and Kiviat (l1967). Verification insures that
a simulation model behaves as an experimenter intends. Validation tests
the agreement between the behavior of the simulation model and a real

system,

6.1 The Experiment

The design of simulation experiments must include a random number
generator which is truly random, and considerations of start up conditions,
run lengths, replications and finally, have the results pass adequate tests
of statistical significance. These items will be examined next.

6.1.1 Random Number Generator

The pseudo randem number generator used employs a 17 bit multipli-

cative congruential method. The general formula used is:

Ni*i = ANi(mod m)

where A = 57 and m = 217.

The maximum attainable periocd with this generator is 32,768 and the quantity
of random numbers used by a run in this research is close to 30,000,

The random number was tested with a group of seeds some of which
were used for the experimental runs. The tests used and .the purpose were
the following:

a. Goodness of fit, Chi Square test,
The numbers gencrated were grouped in intervals of .1 from 0 to 1

2 . . . . .
and a X test was uscd to check fitness to a uniform distribution.
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b. Goodness of fit, Kolmogerow ~ Smirnov test.

Same purpose as the first test,

c. Serial test, Chi Square.

The purpose of this test was to detect any first order serial cor-
relation. The numbers were truncated so that only the first digit was
used and every number was placed in one cell of a ten by ten array as
given by the first digit with the columns indicating the previous number
obtained and the rows giving the current number. A Chi Square test was
then used to test the uniform distribution of the random numbers over the
100 cells.

d. Total Runs, Normal Statistic.

The expected total number of runs was calculated. For samples
greater than 20, the distribution of the total number of runs caan be ap-
proximated by the normal distribution. This fact was used in constructing
a two-tailed normal test for checking the number of runs generated.

e. Number of Runs for each Run Length, Chi Square.

A Chi Square test was used to compare the observed vs expected number
of runs of run length 1, 2, 3, 4 and greater than 4.

The results of the tests and critical values at the o= .05 level
for the generator with twelve seeds that passed the test and for a sequence
of 10,000 numbers are given en Table 3.

6.1.2 Startine Conditions

Starting conditions are one part of the more general question of
equilibrium, According to Tocher (1963), the accepted technique has been

to invent starting conditions and to allow the simulation to proceed for
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Table 3. Results of Tests on Random Number Generator

Goodness Goodness Serial Total Number
of Fit of Fit Correlation Number of Runs
2 KOLM~-Smirnov 2 of Runs of Each
X, *
- Length
Noermal --
X2
Critical 16.92 .0136 123.2 1,96 9.49
Values
Test Results
Seeds
1. 100933 7.59 .0040 64.7 .34 5.36
2. 411719 3.12 . 0050 64.7 .02 1.32
3. 297449 2,11 .0089 83.¢ .02 3.86
&, 349387 6.85 .0050 61.9 .07 3.07
5. 281923 7.22 . 0040 64.9 43 1.18
6. 154231 4.41 .0060 64,3 1.11 5.30
7. 329963 7.33 .0060 80.2 .85 1.61
8. 900131 7.61 . 0080 81.8 .24 4,43
9. 392819 2.55 . 0060 61.1 .19 48
10, 214753 2.47 .0050 61l.2 .17 .35
11. 200933 6.15 . 0050 54.4 01 2.52

12. 117341 5.87 .0050 55.8 .ao 2.86
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some time and take the final conditions as the initial conditions of the
genuine run. According to Conway (1963), the length of time required to
render the state probabilicy distribution independznt of the starting con-
diticens must certainly depend upon the starting conditions used. The ap-
preoach selected in this research was to preload the shop with a number of
jobs that would give approximately the same aumber of hours of work in
process in the shop as the hours of work in process that were observed at
the end of several trial runs.

Actually, the specific condition selected is not too important
since all that must be done is to select a reasonable starting condition.
"Reasonableness" according to Conway (1963) should simply be associated
with conditions that possess non-zero probability in the equilibrium state
probability distribution,.

6.1.3 Run in Period

The run in period in a simulation study is the time during which
the simulation is allowed to proceed so that operating conditions hope-
fully reach a "steady' or 'representative' state, but not allowing shop
statistics accumulated during this time to influence final results. There
is not any general method that can be used to determine the length of
run-in peried. Tocher (1963) flatly states this and Conway (1963) says
"there is no single peint in the execution of a simulation experiment
beyond which the system is in equilibrium,"

Regardiess of how '

'sood' the initial conditions selected are, there
is general acceptance of the idea that a run-in period is needed, Deane

(1972) presents a very convincing argument for this, In effect, he argues
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that if no run-in period is considered, the first jobs leaving the system
will have biased statistics for time speat in the system and due date
measures. Also, the initial statistics for work in process performed in
the shop will also be biased.

The run~in period selected for this research was 400 hours during
which about 175 jobs left the shop and around 1200 operations were per-
formed.

The selection of 400 hours as the run-in period was made after de-
tailed printouts were obtained showing conditions at the end of every
8-hour period. After examining these results, it was clear that there
were no easily spottable abnormal conditions in the statistics collected
after 30 or 40 periods. However, 50 periods were used in order to stay in
the safe side. For example, Figure 4 shows the work in process in opera-
tions done for jobs in the shop pletted against time periods for periods
1 through 50 in one of the trial runs made. It can be seen that after
the first 25 or 30 periods the initial almost uninterrupted increase in
the value of the variable has ceased and a more normal fluctuation is
cbserved. The run-in period selected certainly satisfies the rule of
thumb given by Tocher (1963) that the longest cycle in the simulation should
have been executed three or four times before abnormal behavior caused by
starting cenditions can be expected to have died away. Although there are
many cycles in a job shop, it was felt that the longest cycle of interest
in this research is the time a job spends in the system. This time was
from 70-100 hours in the experimental runs, depending on the conditions

used.



180 ¢

160 -

140 ¢

120 ¢t

100 1

80

60

40 1

20 1

10

1
9

Figure 4.

—r——— = e —— 11 T
15 20 25 30 35 40 Ag 50 55

Work in Process in Operations Done for Jobs in the Shop
During the Run In Period

€L



74

Another rule of thumb that was considered is the following one
proposed by Conway {(1963): '"From pilot rums, truncate a series of mea-
surements until the first of the remaining series is neither the maximum
nor the minimum of the remaining set." Conway cautions against examining
cumulative statistics for this purpose because thay may cause the discard-
ing of too much data. However, if they are used, the error would be on
the conservative side. 1If an average based on a cumulative statistic were
used, the last measurement of the truncated series instead of the first of
the remaining one must be used. The run-in period used in this research
also meets this rule of thumb for the statistics that were printed in de-
tail, whether they are presented on a cumulative basis or not.

6.1.4 Run Length

The variability associated with the measurements of even very simple
simulation models is discouragingly large according to Tocher (1963). How-
ever, what is desired in most simulation experiments, including this one,
is the comparison of alternatives so that relative results are more im-
portant than absclute ones.

Another property of simulation experiments that helps keep run
lengths and replications to manageable levels is the use of identical event
sequences. This procedure insures that any relative differences observed
can be attributable to the alternatives and not to random variation.

A trade off in run length still exists since it would be desirable
to have very large samples to reduce variability as much as possibie,
while at the same timec vun lengths must be kept at reasonable levels to

economize computer time.
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The time selected for each replication in this simulation experiment
was 4000 hours (500, 8-hour periods). In this time about 2,120 jobs left
the shop and about 12,720 operations were performed.

Initially, several replications were obtained by using 100 periods
after run-in but the variance on the measures of performance was toc high.
Other run lengths (Tables 4 and 5) were tried until it was decided that
500 periods (4,000 hours) reduced the variance considerably and that addi-
tional use of computer time would not be justified. The statistical veri-
fication of this rumn length was made by taking six 4000 hours runs with
different seeds and comparing these results with those of a second set
with different seeds (Table 53). A standard t-test was then performed to
test for equality of means as suggested by Deane (1972). The results on
the Shop Balance Measure (SWB) and Average WIP (hours of work in the shop)
for each set of runs are shown in Table 5.

The t. 5 (10) value obtained from the tables is 2,228 while the

97
calculated values were tSWB = .38 and tWIP = 1.39. Therefore, there are
no grounds to reject the hypothesis of equality of means in either case.
It is granted that this is not a rigorous justification for the rum length

selected, but it provides additional assurance,

6.1.5 Replications

One of the first questions faced when deciding the number of runs
to be made is whether successive runs shall consist of wholly independent
runs started with new random number seeds or whether they should be started
using the final calculation of one run as the beginning of the next one,

The advantage of using the first approach is that there is less
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Table 4. Runs in an "Uncontrolled'" Shop. DSOP Dispatching Rule.
Results with Run Lengths of 800 and 3200 Hours

100 Periocds (800 Hours) 400 Periods (3200 Hours)
_SWB WIP (Hours) _SWB WIP (Hours)
467 854 721 670
867 616 .597 665
1.443 505 1.074 642
.973 559 .997 613
1.2%90 565 .953 616
.586 724 .675 617
Avg. .938 637 .836 637
Var, . 1456 17013 .0388 918

Std. Dev. .382 130.5 .197 30.3




Table 5. Two Sets of Runs in an '"Uncontrolled"” Shop. DSOP Dispatching
Rule. Results Used to Test the Adequacy of 4000 Hours

Run Length
Set 1 Set 2
SWB WIP (Hours) SWB WIP {Hours
.753 670 1.071 620
.715 626 .966 598
1.036 625 .992 621
. 954 619 .945 6l6
.892 623 .683 625
. 646 635 .652 638
Avg. 0.833 633 0.868 620
Var. .0229 352 .0287 170
Std. Dev. . 151 18.8 .170 13.1
2 -
S SWB .0258
2 _
S WIP = 261
tSwB = .38

tWIP = 1.39
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risk of running into sutocorrelation preblems. The second approach insures
that satisfactory initial conditions are used in all replications after

the first one and alsc eliminates the need for a run-in period in the
second and successive replications,

The first approach has been used in this thesis.

The actual number of replications used is a function of the pre-
cision desired in the results and the computer time available, 1In a case
like this one in which it is desired to obtain and compare the wvalues of
a group of statistics under different ccnditions, it is impractical to
start from the precision required and arrive at the number of runs needed.
Instead, the approach followed was to select the quantity of five replica-
tions as an acceptable number from both points of view,

6.1.6 Statistical Design of the Simulation Experiment

The selection of factor levels and combinations of levels and the
order of experimentation is often a critical decision in simulation ex-
periments. The number of runs, even with incomplete experimental designs,
that might be needed to cover an acceptable range of the factors often gets
out of hand. A factorial treatment arrangement was not employed because
this arrangement was not necessary to answer the most important question
being investigated.

The primary purpose of this study is to explere the effects of
loading jobs into a shop [rom a poel, and to cowmpare the valucs of some
measures of performance using this approach against letting the jobs ar-
rive to the shop directly., Tt was desired to do this for four different

dispateching rules. A pairod observation t-teslk was used to test for
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significance in the differences observed between the two leading methods.
A total of 40 runs were required for the main portion of the experiment.
There were two loading rules to test {(an "uncontrolled' shop and shop with
a job pool and the loading algerithm) and four dispatching rules to be
used with each lecading method. €Each one of these eight conditions was
replicated five times.

An ANOVA has been performed on the four runs with five replications
each that do not use the job pool, that is, the conventiomal uncontrolled
loading approach to test for any differences in fhe means of the measures
of performance. Another ANOVA has been used in a similar way for the 20
runs (4 X 5) using the job pooi. Statistical tests were also performed
to determine the effect of the job pool and loading algorithm on the dif-
ferent dispatching rules.

Several additional items have been explored utilizing the runs men-
tioned before, but also requiring some additional runs. These runs were
made under only one dispatching decision fule, DSQP.,

Dynamic Slack per Operation (DSOP) was selected because this is a
decision rule which has been shown to give guod results with respect to
due date measures without showing an extraordinary adverse effect on other
measures. A t-test has been used to test for the significance of any dif-
ferences observed, unless otherwise noted,

The additional shop conditions that have been tested are
a. Effect of a variable job arrival rate., The effect of a variable

job arrival rate, that is, an arrival distribution with a dynamic

nean which has been used throughout in this research is illustrated
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by comparing results previously chtained against the results of
five additional replications using a fixed arrival rate. The fluc-
tuating arrival rate was obtained by having the interarrival time
generation process superimposed on a sine curve such that the mean
interarrival time cnanged from 50% to 150% of its normal value with
a pericd of 16 hours,

b. Effect of the job pool and the loading algorithm when used in a
shop with less interactions. This is illustrated with a shop of
five machines and an average of two operations/job. Ten additional
runs were required here consisting of five replications for each
loading condition,

c. Effect of using a heuristic to load the shop from the pool. The
purpose of this test Is to show the advantages of the loading algo-
rithm over a reasonable heuristic which also utilizes the job pool
concept.

d. Effects of variations in the 1oadiﬁg algorithm. Several variations
of the loading algorithm were explored for various management load
factors, The variations consisted of changes in the job releasing
mechanism. The results obtained, however, did not justify making
the additional computer runs necessary for statistical analysis.

e. Effects of a non-symmetric transition matrix when the machine
utilizations remain the same. This experiment reguires additional
replications (only with DSOP) under loading and no loading conditions,
It is desired to investigate the effect of a non-symmetric transi-

tion matrix under the uncontrolled loading approach, Also it is desired

to check if the improvements produced by the controlled loading methodology



are more significant when the imbalance condition exists. A t-test has
been used.

The non-symmetric transition matrix is characteristic of a shop in
which special work flow patterns can be identified, that is, when a pure
job shop does not exist. The average utilization for each machine and
the probability of initial job arrival at each machine was maintained
equal between all machines, but the work flow structure used was such that
some paths were much more likely than others.

Complete results of all simulation runs are presented in Appendix

I. Results are analyzed and summarized in Chapter VII,

6.2 Program Validation

The conditions normally reccmnended (Nayler, Chu & others; 1966)
to insure a satisfactory program validation are:
a. Teo verify how well the simulated values of the endogenous variables
compare with known historical data,
b. To verify how accurate are the simulation models' predictions of
the behavior of the real system in future time periods.
it is not possible to satisfy the above conditions in this research
because there is no shop data available of the type required to make the
comparisons,
Fortunately, howcver, there have been previous job shop simulation
models reported in the literature, some of which have been verified. The
verification and validation in this case will consist of comparing results

in this rescarch to resulus reported by Conway (1963) and Deane (1972).
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The measures of performance of primary interest in this research
are the Shop Balance Measure (SWB) and other measures of balance, the
level of work in process calculated in twe different ways and a measure
of the ability of jobs to meet due dates.

Many of these measures are not available in published research that
has been validated and, therefore, it is not possible to use the most in-
teresting measures (balance measures) to vaiidate the program in this
thesis., Three measures of performance that were selected for validation
are the average flow time, the level of in process inventory and the stand-
ard deviation of the lateness distribution. These measures were selected
because of their relative interest to this thesis and their availability
in published research. The comparisons are shown in Tables 6-8.

The results shown for this thesis are based on average values for
the applicable runs (five replications) reported elsewhere on this thesis.
The results reported by Deane are based on three runs of about 2100 jobs
each and the results of Conway are based on one run of 8700 jobs.

The absolute value of the results reported is not very important
due to the difference in parameter values used., The important considera-
tion is the relative performance of the three dispatching rules used. Of
course, differences are to be expected even in the relative values shown
in the Tables. These diffcrences are caused by "structural' variations
in the shops used. Tor example, the shop used by Conway had nine machines
while Deane's and this one had ten machines. Also, the due date genera-
tion process used in this thesis is different than the one employed by

Deane and the one used by Conway is unknown.



Table 6.

Comparison with Conway's Results

on Mean Flow Time
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Rule Conwav's Results (p 232) Thesis Results
Actual Percent Actual Percent

DSOP 74.0 218. 74.6 154,

SPT 34.0 100. 48 .4 100.




Table 7. Comparison with Conway's and Deane's Results
on Standard Deviation of the Lateness Distribution

Rule Conway's Results Deane's Results Thesis Results
(p 232) (p 41)
Actual Percent Actual Percent Actual Percent
DSOP 4.15 100. 26.9 100. 28. 100.

SPT 66.5 160. 53.3 199. 59.5 213.
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Table 8. Comparison with Conway's and Deane's Results

on Work-in-

Process Levels (Hours)

Rule Conway's Results Deane's Results Thesis Results
(p 224) (p 42)
Actual Percent Actual Percent Actual Percent
SPT 545 100. 661 100. 472 1G0.
EWIQ 709 130. 720 109. 553 117.
FCFS 1078 198. 815 123. 657 139,
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The results shown in Tables 6-8 indicate notlceable differences
in the absolute value of the measures of performance for the various shops.
The relative differences are smaller, but still significant, The direc-
tions oI movement for all the measures shown, however, from one dispatch-
ing rule to ancother is the same for Conway's, Deane's and this thesis.
It is felt that these results indicate the reasonableness of the shop model

used and, therefore, the program can be considered validated.
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CHAPTER VII

ANALYSIS OF RESULTS OF THE SIMULATION RUNS

The results of the computer simulation runs are discussed in this
chapter. The results of all runs are given in Detail in Appendices I and
H. 1In this chapter, the more significant results have been summarized and
presented in tabular form. The chapter is divided in three sections. The
first section concentrates on the effects of the management or desired
load factor (DESLF) of the job loading algorithm for the control of var-
ious measures of performance.

The second section analyzes the effects of the job pool and the
loading algorithm when various dispatching rules are used. The improve-
ments obtained in this area were the main objective of the research. The
third section analyzes the results obtained under various special shop
conditions., The results on these last two sections are based on t tests

(Table 53), ANOVA (Table 54) and Duncan Ranking Tests (Table 53).

7.1 Effect of Changes in the Management Load Factor (DESLF)

The effect of changing "DESLF" is equivalent to changing the value
of the Cj's in the mathematical formulation of Chapter IV. The results
are shown in Table 43 for the DSOP dispatching rule and Table 44 for the
SPT dispatching rule. Table 44 illustrates the effects obtained. A re-
duction in the DESLF parameter causes a reduction in the desired load used
in the algorithm since the relation between the two is the following:

Desired Load = (DESLF) X (Scheduling Period)
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In this research the scheduling pericd is eight hours, therefore, for a

DESLF of 4.25, the management desired load used is 34 hours, The manage-

ment desived load is the aggregate shop load that the algorithm attempts

to maintain in the shep every scheduling period. As the DESLF decreases,

the algorithm attempts to maintain 2 lower amount of work in the shop, but

at the same time attempts to minimize the absolute deviation from desired

balance while lecading jobs with close due dates. Starting from a rela-

tively high management load factor (DESLF), the fcllowing basic effects

are observed as the DESLF value is reduced (up to a point):

- Average time spent in the system by a job increases,

- Average time spent in the shop by a job decreases.

- 411 Lalance medsures improve.

- Average number of jobs in the pool before and after loading
increases.

- Average hours of work in process in the shop decrease.

- Average hours of work dome for jobs in the shop decrease,

- Variance of the Lateness Distribution decrease.

- There is a very small reducing trend in job tardiness.

The net effect of reducing the management load factor (DESLF) is to
keep off the factory floor extra jobs that couldn't be worked on anyway.
This condition is illustroted by the progressively shorter shop flow time
shown by the jobs as the management load factor {(DESLF) decreases, It is
fairly obvious that the total hours of work in process in the shop should
be reduvced as the DESLF is reduced and wore jobs arve kept in the job pool,

It is wmore interesting, however, te note that the hours of work done for
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jobs in the shop also gees down., When the shcp is overloaded with jobs,
there are many jobs for which one or two operations have been performed,
but the jobs still stay in the shop walting to have the final operations
done.

The number of jobs in the pool increases because the algorithm has
a smaller requirement from the shop and, therefore, tends to be more se-
lective in loading jobs from the pool. The balance measures improve for
the same reason, that is, there are more jobs in the job pool to choose
from.

The variance of the lateness distribution is decreased, when the
dispatching rule is Shortest Processing Time (SPT), as the Management Load
Factor (DESLF) is reduced because this dispatching rule does not explicitly
consider due date. TUnder this conditicn, the improved shop balance ob-
tained with the smaller DESLF parameter and the due date term in the ob-
jective function of the loading algorithm produce a smoother job flow
through the shop. This more than offsets the fact that jobs are placed
in the shop at a later time. A due date oriented dispatching rule such
as Dynanic Slack per Operation (DSOP) does not cause the conditions de-
scribed in the paragraph above to occur.

The results obtained when the management load factor (DESLF) is re-
duced do not of course, continue indefinitely. There is a range of values
for DLSLF where many of the measures of performance start to move in an

opposite direction or where the values stay basically constant.

7.2 The Job Pool and the Leading Alsorithm with Various Dispatching Rules

The program employing the sheop control methodology, that is, with
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the job pool and the loading algorithm was replicated five times with
different random number seeds. It was desirable to test the effects of

"uncontrolled" loading scheme

the loading algorithm when compared to an
whereby all jobs are released tc the shop floor as they are consigned,
Thus, five runs were made with the same random seeds for the uncontrolled
shop model, The results for the DSOP dispatching rule are shown in Table
9. These results show the average value obtained in the five replications,
Similar results for other dispatching rules are shown in Tables 10 to 12.

The detailed discussion and interpretation of results that follow
will generally show that very significant improvements were obtained in
most balance indices, except the Machine Work Balance Index (MWB) where
the results obtained varied depending on the dispatching rule. The Work
in Process measures showed consistent improvements and the results with
respect to due date measures were mixed.

It can be seen in Table 9 that, when the dispatching rule is DSOP,
there is virtually no difference in MWB but there is a 36% improvement in
the SWB index. Other balance measure indices showing very significant
improvements are QWB with a 397 reduction (improvement) and PQB with a
657 improvement.

The work in process mcasures were also significantly improved with
the job pool and the loading algorithm. The total hours of work in the
shop were reduced by 16.5% and the hours of work done for jobs in the
shop were reduced by 31.6%. The variance of the lateness distributions
on the other hand, was increased by 62% and the average tardiness changed

from 2.01 hours to 24.7 hours., A reduction in these last two measures,



91

Table 9, Comparison of Results Obtained by Using a Job Pool
and the Loading algovithm Against an "Uncontrolled"
Shop. Ten Machines. Dispatching Rule is DSOP.

Measures of Performance Uncontrolled Shop Job Pool,
{From Table 35) Loading Algorithm
(From Table 47)

Aggregate Deviations from Balance 157, 120.
Balance Index, MW3B 4.97 5.11
Balance Index, SWB .893 .571
Balance Index, QWB 14.4 8.84
Balance Index, PWB 4,12 4.58
Balance Index, PGB 73.1 25.6
Work in Process, hours 634 529
Work done for jobs in shop 231 158
Variance of the lateness dist. 784 1276

Average Tardiness 2.01 hours 24,7 hours
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Comparison of Results Obtained by Using a Job Pool

and the Loading Algorithm Against One "Uncontrolled"

Shop.

Ten Machines.

Dispatching Rule is EWIQ,

Measures of Performance

Uncontrolled Shop
(From Table 36)

Job Pool,
Loading Algorithm
(From Table 40)

Aggregate Deviation from Balance

Balance Index, MWB

Balance Index, SWB

Balance Index, QWB

Balance Index, PWB

Balance Index, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the lateness dist,

Average Tardiness

153

5.19

1.291

9.03

3.94

61.9

553

258

4296

13.4

131,

5.24

1.220

6.47

4.06

47.6

495

228

3629

12.1
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Table 11. Comparison of Results Obtained by Using a Job Pool
and the Loading Algorithm Against an "Uncontrolled"

Shop. Ten Machines,

Dispatching Rule is SPT.

Measures of Performance

Uncontrolled Shop
{From Table 45)

Job Pool,

Loading Algorithm

(From Table 46)

Aggregate Deviation from Balance

Balance Index, MWB

Balance Index, SWB

Balance Index, QWB

Balance Index, PWB

Balance Index, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the lateness dist.

Average Tardiness

156.
5.15
1.1¢6
3.65
4.04

17.3
471
150

3218

6.89

84.4

4.69

LA442

2.07

4.28

4.85

366

120

2217

13.1
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Table 12, Comparison of Results QObtained by Using a Job Pool
and the Loading Algorithm Against an "Uncontrolled"

Shop. Ten tachines.

Dispatching Rule is FCFS.

Measure of Performance

Uncontrolled Shop
(From Table 38)

Job Pool,
Leading Algorithm
{(From Table 42)

Aggregate Deviation from Balance

Balance Index, MWB

Balance Index, SWER

Balance Index, QWB

Balance Index, PWB

Balance Index, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the lateness dist.

Average Tardiness

153,

5.00

.781

15.3

4.26

130.

657

249

2967

14.9

94.8

4.99

.684

8.67

4.34

40,

540

201

2670

16.4
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usually invelving some tradenff with the balance and WLIP measures could

be accomplished by chanzing the weighting factor in the due déte term of
the loading algerithm or by forcing the jobs from the pool to the shop
sooner. This second approach is illustrated in Table 50. Also Tables

51 and 532 illustrate the insignificance of the tardiness measure in eicher
case when the jobs bhave lcoser due dates.

A t test for paired observations (Ostle, 1963) has heen used to
test for the equality of pairs of means. Results of these tests are
given in Table 53.

A computed t value of 10.9 for SWB is greater than the t.99 (4)
table value of 3.747. The job pool and leoading algorithm have thus im-
proved significantly the 5WB index. Other statistically significant im-
provements in measures of performance consisted of the GWE balance index
and the hours of work done for jobs in the shop.

Even more dramatic improvements are observed when the SPT dispatch-
ing rule is employed.

In this case the improvement in the MWB index is a respectable 9%
while the SWB index is reduced by 62%. The Pericd Queue Balance Index is
reduced from 17.3 to 4.85, an improvement of 72%.

The work in procecss measures, total hours of work in the shop and
hours of work done for jobs in the shop, are reduced by 22.3% and 20%,
respectively.

Finally, the average tardiness is increased from 6.9 hours to 13.1
hours, but there is a reduction in this case (as opposed to the increase
with DSOP) on the variance of the lateness distribution from 3218 to 2217
for a 34.1% improvement. The results obtained in the SWB and QWB indices

and in the Work iu Process measures are gignificant at the 99% level,
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while the improvements in the MWB index and the variance of the lateness
distribution are significant at the 69% level. The increase in average
tardiness 1is also significant at the 99% level.

The results obtained with dispatching rules EWIQ and FCFS are of
a similar nature to the ones already described, although in these cases
no experimental search was made for the best range for DESLF. These re-
sults are given in Tables 10 and 12,

An analysis of vavriance was performed utilizing the results of
Tables 35 to 38 to test the differences in the effects of the four dis-
patching rules. The calculated F values are given on Table 54. t can
be seen that the MWB index does not change significantly for the various
dispatching rules, However, SWB, QWB, PWB, the work in process measures
and the timeliness measures show significant differences when the four
dispatching rules are used. For example, the calculated F value for aver-

age hours of work in process is 75.15 which greatly exceeds the F (3,

.99
16) value of 5.29. This is not a new result since it has been reported
before by Conway and others (1967) and also in many other works.

Another analysis of variance was performed using the results of
Tables 40, 42, 46 and 47 to determine the effect, if any, of various dis-
patching rules on the measures of performance studied when a job pcol and
the loading algorithm were used. The calculated ANOVA values are given
on Table 54. The results are basically the same as in the ANOVA described
in the preceding paragraph, except that the conclusion that there is some

difference in the four dispatching rules with respect to the average

tardiness can not be reached this timc. In addition to the ANOVA, Duncan
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Ranking Tests as described by Hicks (1964) rwere alsc performed to identify
the dispatching rules with significant diffevesces in the measures of per-

formance. These results are presanted in Table 535,

7.3 Other FResults Qibrained

7.3.1 Variations in Shop Arrival Pattoerns

S

One of the arrival patterns used essumed Poisson arrivals, while
the other arrival pattern as was explained in Chapter VI was obtained by
superimposing the exponential interarrival times on & sine curve. This
created a fluctuating or dynamic mean interarrival time. The results for
each condition are shown in Table 13. The Shop Balance Index increases
by 50% when fluctuating arrivals are introduced. The reasonm for this is
that some of the variabiliiy of the arrival rate filters throuvgh the shop
and is seen alsc in the departure rate. The other measures where signif-
icant differences at the 997 level are detected are WIP (hours), PWB and
PQB. The difference for the WIP (hours) was only a 4.17% increase in the
hours for the case with fluctuating arrivals, but this became significant
due to the small variability observed over the various replications,

The conclusion in this case is that a fluctuating arrival rate of the
magnitude used here causes most measures of perfcrmance te have a less
favorable value than when a flat arrival rate (puire Poisson arrivals) is
emploved. The variance of the lateness distribution is the notable ex-
ception, but the results in this case are not significant at the 99%

lavel.
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Table 13. Comparison of Results in an "Uncontroiled" Shop Obtained
when Arrivals Are Generated by a Distriburien with a Starcic
Mean vs Results when 2 Dynamic Mean Was Employed. Dispatch-
ing Rule is DSOP.

Mezasures of Performance Flat Arrivals Fluctuating Arrivals
(From Table 29) (From Table 35)

Agpgregate Deviation from Balance 138 157

Machine Balance, MWB 4.83 4.97

Shop Balance, SWB . 595 .893

Queve Workload Balance, QWB 13.5 14 4

Period Workload Balance, PWB 4.27 4,12

Period Queue Balance, PQB 109 73.1

Work in Process, hours 609 634

Work done for jobs in shop 227 231

Variance of Lateness Dist. 894 784

Average Tardiness 2,05 2.01

Note: The results shown are the average of 5 runs.
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7.3.2 Shop with Few Interactions

The effects produced by the job shop control methoedclogy in a shop
with few interactions are illustrated by simulations performed in a shop
with five machines and where the average number of operations per job is
only two. The comparison of these results with results obtained in the
same shop while operating under "controlled" conditions are shown in
Table 14, They are of the same type as those obtained for the larger shop
when the same dispatching rule (DSOP) was used, except that the percentage
improvements obtained by the job pool and the loading algorithm are even

more dramatic here, The balance indices are reduced as follows:

MWB - 167%
SWB -~ 46%
OWB - 42%
PWB - .5%
POB - 837

The work in process measures are reduced by &43% (total hours in the shop)
and 65% for hours of work done for jobs in the.shcp. The variznce of the
lateness distribution shows a 12.5% increase and the average tardiness
increasad froem .2 to 6.5 hours, The results where the improvement was
statistically significant at the .99 level were the deviation from bal-
ance, the MWB, SWB, (WB indices, and the work in process measures.

The other measures were not shown tc be statistically significant
using the paired observation t test due to the large variance in the ob-
served samples, There is no question, however, that the percentage im-

provements obtained do have practical significance.
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Table 14. Comparison of Results Obtained by Using a Job Pool
and the Loading Algorithm Against an '"Uncontrolled"
Shop. Small Shop {5 Machines) with Few Interactions.
Dispatching Rule is DSOP.

Measures of Performance

Uncontrolled Shep
(From Table 31)

Job Pool,

Loading Algorithm

(From Table 32)

Aggregate Deviation from Balance

Machine Workload Balance, MWB

Shop Workload Balance, SWB

Queue Workload Balance, QWB

Period Workload Balance, PUB

Period Queue Balance, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the lLateness Dist.

Average Tardincss

41,

28,

166

16l

38.

1158

6

.67

.54

.21

26.5

4.76

.831

16.3

3.99

27.5

91.7

13.6

1303

6.50
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The reason why the job pool and the loading algorithm cause an even
greater improvement in this case is because the balancing features of the
model have a greater effect on the jobs since thev remain in the shop for
an average of two operations only. Ia this form, the shop interactions
have a much smaller chance of disrupting the work done at loading time,

7.3.3 Special Loading Modifizations

It was desired to investigate the effect of several variations of
the releasing of jobs provided by the loading algorithm.

The loading provided by the algorithm is done normally once every
scheduling period. It is apparent that in practical situations a shop
should be flexible enough to expedite jobs to idle machines if the need
arises, It was desirable to test this feature as a modification or exten-
sion of the basic loading algorithm,

Modification 1

This condition consists of putting a job directly in the shop,
without passing through the pool, if the machine which is to perform the
job's first operation is idle at the time the job arrives in the shop.

Modification 2

This option is put into use when a job is finished by a machine
and that machine queue is empty, Under this condition, the pool is then
searched to sce if any job from the pool uses tne machine in question for
its first operation.

Modification 3

This option provides a medificaticon of conditions 1 and 2, It

allows conditions 1 and 2 to take place only if the machine in question
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has not yet performed its average amount of work in the scheduling period.

Modification &

This option operates as follows: after leoading from the pool using
the loading algorithm, 2 check is made to see if a match is found between
an idle machine and the first operation number of a job ia the pool. 1If
this match is found, the job is loaded immediately. Condition 4 can be
used by itself or with options 1, 2, and 3. It should not be used with
options 1 and 2 alone because it would be redundant in that case.

The results obtained with these special loading conditions are
shown in Tables 26 to 28. These special loading modifications were in-
vestigated to test the shop control methodology under various shop condi-
tions, It was observed that the improvements obtained for most balance
measures and for work in process levels were maintained. No significant
improvement was obtained in the MWB index, however, and it must, there-
fore, be concluded that to obtain changes in this index, it is necessary
to get into the shop and "direct traffic'" from machine to machine.

7.3.4 Results Obtained with a Loading Heuristic

The loading heuristic utilized was explained in Chapter IV and
briefly consisted of loading a job in the shop if the first job operation
made a contribution to the queue of a machine that was underloaded at the
tire. The cowplete list of jobs in the pool was examined everv period
but no attention was vaid to the contribution of the sccond and succeeding
operations. The results obtained with this heuristie method are compared
to those obtained with the leading algorithm (both using the job pool)

and they are shown in Table 15,
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Table 15. Cecmparisen of Results Obtained by Using the Job Loading
Algorithm and a Loading Heuristic.
Dispatching Rule is DSOP,

Job Pool is Used.

Measures of Performance

Job Loading

Algorithm

(From Table 39)

Loading Heuristic
(From Table 30)

Aggregate Deviation from Balance

Machine Worklead Balance, MWB

Shop Workload Balance, SWB

Queue Workload Balance, QWB

Period Workload Balance, PWB

Period Queue Balance, PQB

Work in Process, hours

Work done for jobs in shop

Variance of Lateness Dist.

Average Tardiness

95.7

5.04

.674

9.51

4.40

32.8

550 hours

181 hours

1029

14.6 hours

130 hours

5.09

.830

11.4

4.30

43.6

588 hours

210 hours

854

5,44 hours




The results obtained with the loading algorithm are better in most
areas except in the variance of the lateness distribution and the average
tardiness. The improvements are significant at the 99% level in the cases
of the SWB and QWB indices as well as with the work in process measures.
Some improvement is obtained, however, by the loading heuristic in some
of the measures when results are compared to those obtained when the shop
operates under "uncontrolled" loading conditions. It must be concluded,
therefore, that the improvements reported elsewhere in this research have
been produced jointly by the use of the job pool concept and the loading
algorithm.

7.3.5 Shop with a Non-Symmetric Transition Macrix

A shop with a non-symmetric transition matrix is one in which spe-
cial work flow patterns can be identified, The matrix used is shown in
Figure 5. The comparison of results obtained in a shop with specific job
flow structure when the shop controcl methodology is used and those ob-
tained for the same shop under "uncontrolled" shop loading conditions are
illustrated in Table 16.

It can be seen that sizable improvements were obtained fer SWB,
QWB, and PQB as well as the work in process measures. These are the same
type of results obtained for the pure job shop when the same dispatching
rule used here, Dynamic Slack per Operation, is employed.

7.3.6 Shops with Alrernate Selections of Machines in a Machine Pair

This feature allows for some alternative routing characteristics in
the shop. Specificallyv, the shop is treated as if it consisted of pairs
of machine groups with the cdd numbered machine group and the even num-

bered group immediately following it making up a pair. Thus each machine
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;Zchine 1 2 3 4 ) 6 7 8 9 10
from
machine
! 0 .16 .01 .20 .01 .01 .30 .01 .10 .20
2 26 0 (038 .01 .30 10 20 10 01 01
3 20 ol 0 01 09 .26 01 40 01 01
4 .01 .10 .36 0 .01 .01 .01 .01 .20 .29
5 .01 .20 .30 .01 0 .10 .07 .10 .20 .01
6 .10 .01 .01 .35 .01 0 .11 .01 .20 .20
7 .20 .01 .01 .20 .27 .10 0 .10 .01 .10
8 .02 .30 .10 .20 .01 .10 .10 0 .10 .07
9 .10 .20 .10 .01 .10 .02 .10 f26 0 .11
10 .10 .01 .10 .01 .20 .30 .10 .01 .17 0

Example of a likely 6 operation path - 1,7,5,3,8,2

Example of an unlikely & operation path - 1,3,2,4,7,9

Figure 5. Yon-Symmetric Transition Matrix
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Table 16. Comparison of Results Obtained by Using a Job Pool
and the Loading Algorithm Azainst an "Uncontrolled"
Shop. Shop with a Non-Symmetric Transition Matrix,
Dispatching Rule is DSOP.

Measures of Performance

Uncontrolled Shop
(From Table 33)

Job Pool,

Loading Algorithm

(From Table 34)

Aggregate Deviation from Balance

Machine Workload Balance, MWB

Shop Workload Balance, SWB

Queue Workload Balance, QWB

Period Workload Balance, PWB

Period Queue Balance, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the Lateness Dist.

Average Tardiness

le4

5.03

.806

14.0

4.25

40.9

647

230

7127

2.06

86.2

5.11

. 546

9.09

4.59

18.5

545

185

934

11.3
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in the shop has a companicn machine. Both machines do the same type of
work such that jobs can be interchanged on the two machines. The shop
operates in its normal way except that when a given machine becomes idle,
the queue of its companion machine is checked to see if there are any jobs
in it so that it can be transferred to the idle machine., Also when a job
ig first placed in a mzchine queue, the status of the companion machine

is checked to verify that it is not idle. The purposes in using this fea-
ture were to investigate the effect on shop balance measures in general

of having a shop with this additional flexibility and also to check on

the usefulness of the pool concept and the loading algorithm under these
coenditions.

A group of simulation runs for shops in which the alternate selec-
tion of machines in a machine pair was allowed were performed. The DSOP
dispatching rule was used in all cases.

Table 17 compares the results in a traditional shop with those in
which the alternate routing feature was allowed. These runs did not uti-
lize the loading algorithm. The hours of work in process were reduced by
the use of the alternate machine feature by 32.3% and the hours of work
done for jobs in the shop were reduced by 25.6%. The calculated t statis-
tic for these measures were 50.4 and 21,7respectively, while the tabulated
value for t.99 (&) is 3.747. 1t can, therefore, be said that the work in
process measures are improved by the use of the alternate machine feature,
This result is not surprising since improvements in work in process mea-
sures and mean flow times (the improvement in average time in the shop

in this research was close to 407) when some sort of alternate machine
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Table 17. Comparison of Results in a Traditional Shop with a Shop

Where Alcernate Routing is Allowed.

Dispatching Rule is DSOP.

Shop is "Uncontrolled".

Measures of Performance

Traditional Shop
(From Table 35)

Alternate Routing

(From Table 48)

Aggregate Deviation from Balance

Machine Workload Balance, MWB

Shop Workload Balance, SWB

Queue Workload Balance, QWB

Period Workload Balance, PWB

Period Queue Balance, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the Lateness Dist.

Average Tardiness

157

4.97

.893

14.4

4.12

73.1

634 hours

231

784

2.01

280.

4,61

1.58

7.04

3.05

49.7

429 hours

172

1288

46




109

scheme is used has already been reported by Conway and others (1967).

The main purpose, however, of investigating the alternate machine
feature in this research was in relation to its effect on shop balance
measures, The MWB, QWB, PWB and PQB indices show improvements of 7.2%,
51%, 26%, and 327 respectively with the improvemcnts in the MWB, and PWB
shown to be significant at the 99% level by the paired observation t test.

The surprising result is that the SWB index and the variance of
the lateness distribution show a significant increase when the alternate
machine feature is used. The calculated t values are 9.07 and 16.4 while
t.99 (4) is 3.747.

A possible explanacion for this shop behavior is that the alternate
machine feature causes greater fluctuation in shop cutput by pushing out
a lot of work in some periods which can not pe maintained over the long
run. Table 18 illustrates the same type of compariseon as Table 17, but
in this case the job pool and leading algorithm are used.

The direction of the improvements observed in this case are similar
to the ones cbserved when the job pool was not used except that the magni-
tude of the improvements obtained by the use of the alternate maching fea-
ture are somewhat larger this time. The SWB index shows again an increase,
but the variance of the lateness distribution does not experience a sig-
nificant change this time,

Finally Table 19 deals with a shop in which the alternate routing
feature is used and the dispatching rule is DSOP, The Table shows a com~
parison of a shop with a job pool and the loading algorithm against one

operating under "uncontrolled" loading conditions., Very significant
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Table 18. <Comwpariscn of Results in a Traditional Shop with a Shop
Wherce Alternate Routing is Allecwed. Dispatching Rule is
DSOP; a Job Pool and the Loading Algorithm Are Used.

Measures of Performance Tradicional Shop Alternate Routing
(From Table 47) (From Table 49)

Aggregate Deviation from Balance 120. 260,

Machine Workload Balance, MWB 5.11 4.24

Shop Workload Balance, SWB .571 .767

Queue Workload Balance, QWB 8.84 2.81

Period Workload Balance, PWE 4.58 3.48

Period Queue Balance, PQB 25.6 3.84

Work in Process, hours 529 311

Work done for jobs in shop 158 97.8

Variance of the Lateness Dist. 1276 1199

Average Tardiness 24,7 9.36
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Table 19, Comparison of Results Obtained by Using a Job Pool
and the Loading Algorithm Against an "Uncontroiled”
Shop. Shop with 10 Machines and Where Alternate

Routing is Allowed.

Dispatching Rule is DSOP.

Measures of Performance

Uncontrolled Shop
(From Table 48)

Job Pool,

Loading Algorithm

(From Table 49)

Aggregate Deviation from Balance

Machine Workload Balance, MWB

Shop Workload Balance, SWB

Queue Workload Balance, QWB

Period Workload Balance, PUB

Period Queue Balance, PQB

Work in Process, hours

Work done for jobs in shop

Variance of the Lateness Dist.

Average Tardiness

280,

4,61

1.58

7.04

3.05

49.7

429

172

1288

46

260.

4.24

.767

2.81

3.48

3.84

311

97.8

1199

9.36
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improvements are also obtained this time. For exampie, the SWB and QUWB
indices are reduced by 517 and 60%, The hours of work in process are
reduced by 27.5% and the hours of work done for jobs in the shop by 43%.
All four of these measures showed a significant improvement at the 997%
level. The average tardiness had an increase from .46 to 9.36 hours and
the variance of the lateness distribution showed a small, but non-
significant improvement when the job pool was used. This is somewhat
surprising since the wvariance of the lateness distribution increased when
the shop control methodology was employed under the DSOP dispatching

rule and the alternate machine feature was not used (see Table 9).



113

CHAPTER VIIL
EXTENSIONS OF THE BASIC LOADING METHODOLOGY

The extensions that follow were developed during the course of the
research for this dissertation. They are not a necessary part of the
central research theme and therefore have not-been used, They are pre-
sented here, however, so that they can serve as possible starting points
for future research.

The basic idea of loading and of the loading algorithm are ex-
tended below to the area of dispatching and then a model is proposed to
use the operations to be performed in a given period while jobs are se-
lected from the pool. Finally the desirability of combining the research
presented here and the work of Deane (1972) into a single methodology

is discussed,

8.1 A Dispatching Model Using the Same Concepts Emploved

by the Loading lModel

The concept presented here consists of treating each machine queue
as a "job pool" and giving priority at that machine to that subset of
jobs which minimizes the deviation from balance for the rest of the shop
as a whole, Conventional dispatching rules (SPT, DSOP, FCFS, etc.) can
then be used to rank the subset selected,

This extension, while considering the loading or releasing problem,
looks at the dispatching problem in a way similar to that used by Deanc

(1972).
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The differences are that Deane used an elimination scheme to arrive
at the subset of eligible jobs and then a repeated search to obtain the
actual jobs to be worked on, Here the loading idea is added and a mathe-
matical pregrarmming approach is used to select the subset of eligible
jobs,

The objective function minimizes the deviation between actual and
desired (management goals) aggregate loads for each machine, Deviation
values are obtained both from the pool loading constraints and the queue
loading constraints. The due date term gmployed in the loading algorithm
in Chapter 1V is also used here,

A modification of the objective function is also needed to assign
some weight to those jobs with large in process inventory value. It is
assumed that this can be determined frem the number of work hours already
spent on the job. The formulation requires m2 constraints where m is the

number of machines.

Notation

i(o) job index for jobs in the pool

j machine index (m machines)

No number of jobs in the pool

i(3) job index for jobs in the queue at machine j (also including
the job being worked on)

Xi(o) = (0  job pool decision variable -- job not seclected

Xi(o) =1 job pool decision variable -- job selected

Xi(j) =0 job queue decision variable ~-- job not selected

Xi(j) =1 job qucue decision variable -- job sclected

W.. amount of work contributed by job i to machine center j

1]
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(work not yet performed on job i)
same as wij’ but this time referring to work already performed
on job 1

present load in the chop (not in the pool) ahead of machine j

m e

Ei wi(k)j

k=1 i(k)=0

e
.
I

present lead in the shop (not in the pool) ahead of machine j,

but not including the work in the queue of machine %

"k

m
(‘l
i 4 ZJ i(k)j
k=1 i(k}=0
4
present load in the shop for machine j loaded in the queue at
machine j
n,
J
. = W., ...
QJ Z i(j)]
1(j)=1
present load in the pool for machine j

Tt
o]
Lum]

Poj = £L
i(o)=1
desired load in the shop for machine j
desired load in the quoue for machine j
deviation from desired aggregate load in the shop (except

queue of machine k) for machine j after loading jobs for

machine k
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The formulation then consists of the following:

Pool Loading Constraint for Machine j:

n
_O

W, .. X, . +S._ -S§.. =C, j=1,2,. . .
Z $0)5 Xicoy T By TSy 7 Sy = C j=1,2, n
i(o)=1

These constraints indicate that the contribution of jobs selected from
the pool to the aggregate shop leoad for machine j plus the existing ag-
gregate load in the shop for machine j plus (minus) any shortage load
(any excessive load) released must equal the total desired aggregate load
in the shop established by management.

Queue Loading Constraint for Machine j when Loading Jobs at

Machine k:
Py

121 Yias Freo Tk YKL T Y5kn T m O

for j=1,2,- - o,k"'l,k"‘l,. « o,

k=1,2,. . .,m

The queuve loading constraint for machine j when loading jobs at machine k
considers the shop as if the jobs at machine k were in a job pool outside
the shop. This constraint then indicates that the aggregate workload

for machine j contributed by those jobs given priority at machine k plus
the present load in the shop (not in the pool) ahead of machine j without
including the jobs in the queue of machine k plus or minus any deficiency
or excess of work equals the amount desired by management. It must be
noted that, due to the constraint structure, at least one of the two

slack variables in the equation will be equal to zero.
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Non Negzativity and Integer Constraints:

Obiective Function A1l X's = 0,1
m ™ 11.1.‘ m
D= S 3. St Y M Zm*T ) (4 + 9
j= J=1 J=1 =1
i#k
T
m J m J
- £f(d,) X.,., - K Ej §1 V.,,.. X, ,.
S G i(3) 2 . 4 i(j) i
1=

The objective function minimizes the sum of the deviations from desired
loading from the job pool and the individual machine centers. It also in-
cludes a term to make jobs increasingly attractive loading candidates as
their due date approaches and as the investment on a job, given by the

work already performed on it, increases.

B.2 The Apgregate Loading Problem Using Multiple Operations

in the Horizon

In aggregate scheduling problems, the number ocf time perieds to be
planned is called the planning horizon. Generally, the length of the plan-
ning horizon should be such that the addition of one more period to the
planning horizon would have little effect on the production rate decisions
in the early periecds.,

For example, according to Holt, Modigliani, Muth, and Simon (1960),
since each period's decision has cost implications that extend cver an
appreciable length of time, this cost function must span sufficient time

to include virtually all of the cost implicatiens of the decision.
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The formulation that follows does not employ time periods or
scheduling periods (although a leading decision is made every scheduling
periocd). The formulation uses 'operation in a machine"” as the planning
period. This is based on the argument that the critical time element in
a job shop is the number of operations to be accomplished, Ackerman (1963).
Along the line of the HMS argument, the penalty function will have to
span sufficient operations into the future to include virtually all of
the shop balancing implications of the decision.

Notation {n jobs, m machines)

Wijt amount of work contributed by job i to machine center j on
their immediately next plus tth operation

E:Wijt = wij- amount of work contributed by job i to machine center j

Pjt present load in the shop for machine j, t operations away

from machine j

Pjo load in the queue for machine j
EE Pjt = Pj- present load in the shop aﬁead of machine j
t
it desired load in the shop for machine j, t operations away
from machine j
Cjo desired load in the queue for machine j
5; Cjt = Cj- desired load for machine j in the shop
t

The following should hold ameng the Cj's and make the job of developing

them easier

1 == = = =
If ‘1010 k2C20 k3C30 « e kmcmo

Then klclt = k2C2t = k3C3t = ... = kmcmt for t = 1,2,3,. + .



Of course this in no way implies

C =
jo Cjt

since the absolute values of the

nize the additional loading that

scheduling periods.

119

that
for any t

Cj's with respect to the Cjo must recog-

the pool will effect during future

a weighting factors to be used in the objective function to

t

attach different penalties to the deviations from balance

right now at the queue, in the entire shop, 1 operation

away, etc.
Formulation
m t* m
Min D= a Z (SJL° + 8 H-) + Z a, [Z (Sth + Sth)]
j=1 t=1 j=1
subject to:
Xi =0,1
2 =
SjL- 0, SjH- 0
2> =
Sth 0, Sth 0
n
5: Wij- Xl + PJ. + SjL- - SjH- = Cj- ji=1,2,. . .m
i=1
n
j; Wijt Xi + Pjt + Sth - Sth = Cjt j=1,2,., . .,m
i=1 -
t=0,1,2,. . .,t

* . .
where t is the operations horizon
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The objective function is the deviation in work hours from a de-
sirable and pre-established sheop condition., The constraints contain posi-
tive and negative slack variables to indicate the excessive or deficient
work loaded for a machine group. One of the two slack variables will be
zero in each constraint, and the other is used in the objective function.
There is a constraint for the aggregate shop load for each machine center
and also constraints for the work 1,2,3, etc. operations removed from
each machine center.

If the future periods are handled on a "time" basis rather than an
"operation" basis, then it is not possible to present a "loading only"
model since the loading decisions required for balancing "t" periods into
the future are going to depend also on the dispatching decisions made
during that time. OSuch a loading and dispatching model with a planning
horizon should not be too difficult although the notation required will be

cumbersome.

8.3 Combination of Dispatching and Loading Algorithms

The model in the first section of this chapter attacked the prob-
lems of dispatching and loading on an integral basis by looking at the
dispatching problem as if it were a loading problem. However, it was ob-
served that the number of resulting constraints is large and the model is
rather awkward.

On the other hand, it has been shown by this research that the
loading methodology prescnted here improves the shop workload balance
measure (SWB) and other balance measures as well as work in process mea-

sures considerably. However, the results obtained with the machine work-
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load balance measure (MMWB) have been mixed. Mocdest improvements were
obtained with some dispatching rules (SPT) and no improvement at all with
some others (DSOP). The reason for this is that the job goes through teo
many operations in the shop without any "balance” control after being
loaded from the pool. The results obtained by Deane (1972) with his dis-
patching method give practically the opposite results and job control is
maintained at every operation in the shop. The combination of the load-
ing methodeology presgnted in this research and the dispatching approach
introduced by Deane is, therefore, a logical step which should be inves-

tigated by future researchers.
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CHAPTER IX

CONCLUSIONS AND RECOMMENDATIONS

The objective of this research has been to develop 2 loading and
balancing methodology for job shop control. This objective has been ac-
complished by the introduction of the job pool concept and the develop-
ment of the job leoading algorithm to select jobs from the pool.

In addition, a large number of shop balance measures have been
identified and their applicability to different kinds of shops has been
discussed. The validity and relevance of the shop balance concept as a
measure of performance has been presented.

Significant improvements were obtained through the use of the job
pool and the loading algorithm in most balance measures tested as well as
in work in process measures related to both total work in the shop and
to work performed for jobs in the shop. The results dealing with balance
measures and work in process levels are closely related.

In fact, it can be argued that the reduction of work in process
levels is a consequence cf the better "balanced" shop because under the
improved balance condition there is less interference in the shop and,
therefore, a lower in process level is needed to maintain a certain work
throughput level.

These results were not achieved without paying a price, however.
The use of the lcading and balancing methodology resulted in increases in

the average job tardiness and the variance of the lateness distribution
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the dispatching rule was Dynamic Slack per Operation. On the other hand,
the variance of the lateness distribution was reduced by the use of the
loading algorithm when the dispatching rule was shortest processing time.
It has alsc been observed that the results obtained with the job pool and
the loading algorithm are highly dependent on the desired load level
(management load factor) used in the algorithm. This parameter greatly
influences the average number of jobs in the job pool and the loading
methodology needs a reasonable number of jobs in the pool so that it can
have flexibility in selecting the jobs to be loaded in the shop.

The work performed in this dissertation can result in significant
practical applications and it also provides a good starting point for
additional research. Among the important areas where additional research
could be done are:

a) Testing the results obtained by incorporating into a single
model the dispatching approach introduced by Deane (1972) and the loading
ideas developed in this research. The combination of these two approaches
was discussed in Chapter VIII. This combined model should offer the bene-
fits of a shop with better overall balance provided by the shop control
methodology and the ability to react to specific out-of-balance conditions
that develop on the shop floor as provided by the "search" dispatching
approach,

b) Extending and testing the algorithms presented in Chapter VIII.
The first one consists of a dispatching model which utilizes the same con-
cepts employed by the loading model. The sccond one is a loading meodel

which considers the shep load not only in an aggregate basis but also takes
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into account the "timing” of work availability to the various machines.
The testing required will consist of programming the algorithms and em-
ploying them in a job shop simulator to investigate their effect on vari-
ous measures of shop performance.

c¢) Performing sensitivity analysis on the loading algorithm with
respect to both the management load factor and the due date function.

The performance of the algorithm is dependent on the desired aggregate
load in the shop and alsc on the weight assigned to the due date term in
the objective function. As the management load factor is increased, the
aggregate load in the shop increases and the average job pocl size de-
creases. This condition hurts the balance and work in process measures
but improves the average tardiness.

An increase in the weight assigned to the due date term forces jobs
into the shop earlier, at the expense of balance and work in process mea-
sures. The effect of changes in values of these two parameters is highly
interrelated and the performance of detailed sensitivity analysis on them
will add new understanding to the job shop behavior.

d) Investigating the sensitivity of the results obtained with re-
spect to the scheduling period. The value of the management load factor
that should be used is closely related to the scheduling periocd employed
because as the scheduling period gets leonger, more work hours should be
loaded in the shop every period. The recason for this is that the times
between job releases to the shop will be longer.

e} Investigating "leading” algorithms that control the job pool

size in a more dircet way than the algorithm presented in this research.
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The loading algorithm exercises an indirect effect in the sizg of the job
pool through the management load factor anmd the weight of the due date
term. The results of the simulation have shown a high correlation between
the size of the job poel and the value of most of the measures of perform-
ance related to shop balance. A new algorithm that recognizes this fact
and makes use of it explicitly could possibly result in additional sig-

nificant improvements for several shop measures of performance.
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Table 20. Description of Simulation Subroutines

MAIN.

EVNTS.

START.

ARIVL,

This is the main pregram and its functions are to read in the
parameters describing the simulation, initialize the non-GASP
variables, and to call subroutine GASP which turns over control
to the GASP II language.

This subroutine calls one of the four event subroutines (ENDSV,
ARTIVL, COLL, START).

It sets the simulation clock to zero and generates new arrivals
to preload the shop. The new arrivals are placed in the job
pool if a pcol is being used and if the initial number of jobs
desired in the pool has not been reached yet. Otherwise the
new jobs are placed directly in the proper machine queues. New
arrivals continue to be generated until the total number of jobs
to be preloaded is reached.

The subroutine ARIVL generates the simulation clock time for the
next job arrival to the shop and this time is set up as an ar-
rival event in the GASP event file., It then generates the job
attributes for the jeb that just came in, starting with the num-
ber of operations, and then the machine number and time for the
first operation, other machine numbers from the job transition
matrix and their times, and finally the job due date, The sub-
routine then assigns a file leocation to the job and moves it to
the job pool or shop. It also contains options to handle the

special loading conditions #1,3 described in Chapter VII.
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Table 20. (Continued)

ENDSV.

COLL.

CLEAR.,

This subroutine is used every time & job finishes an operation
at a machine. It must then collect shop statistics and depend-
ing on whether the job is leaving the shop at this time or not
it must collect the terminal job statistic or update the job at-
tributes and place it in the next queue,

The next task for this subroutine is to select from the queue
of the machine that just finished an operation the next job to
be processed., If the queue contains one or more jobs, statis-
tics on job waiting times as well as shop worklcad must be cal-
culated. On the other hand if the queue is empty, machine
utilization statistics must be updated. This subroutine also
contains instructions to handle the special loading conditions
#2,3 given in Chapter VII.

COLL is a subroutine called only at the end of every scheduling
period. Its main functions are to calculate and update statis-
tiecs which are kept on a scheduling period basis and, if a pool
is used, to call the matrix generator subprogram. In addition,
this subroutine tests for the end of run-in period and end of
simulation conditions and takes apprepriate acticn if these con-
ditions have occurred.

This subroutine is used only at the end of the run in period to
clear and reset the arrays which keep the accumulated statistics.

The shop status, of course, is left undisturbed,
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Table 20. (Continued)

PTJOB.

GENMAT .

LPI.

JOBDEC,

Subroutine PTJOB is responsible for placing a job in the job

pocl or in a machine queue or in the machine itself, Which one
of these actionms is taken depends on whether the shop is still
being preloaded, on whether the job is a new arrival or not,
whether a job pool is being used, and on the status of the ma-
chine itself, 1In addition to the above, statistics are collected
on interarrival times to the pool and each machine. Once it has
been decided to put a job in a méchine, the workload in the ma-
chine status is changed and the time for the completion event is
set if the machine was idle.

Subroutine GENMAT generates the matrix required by the loading
algorithm to select those jobs that will be moved from the job
pool to the shop. The matrix is generated by using job attributes
contained in the job pool file,

This subroutine is by-passed if the job pool is not being used
and it calls the proper loading routine, either the loading
heuristic or the mathematical programming loading algorithm if
the job pool is being used.

LPI is basically a simple linear programming code with the bounded
variable feature. It then calls JOBDEC and transmits the values
of the job decision variables to it.

The function of JOBDEC is to decide which jobs will be moved

from the job pool to the machine queues based on the value of

the job decision variables given by LPI.



Table 20. (Concluded)

ENSTM,

POOLHE.

This subroutine is called at the end of the simulation to print
simulation results, In addition it has an option to start other
simulation runs with a different dispatching rule and if this
option is used, ENSIM must reinitialize the non-GASP variables
and call GASP to begin the new run,

This is the loading heuristic subroutine and was already ex-

plained in Chapter IV.
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‘ BEGIN ]

MAIN
GASP, DATAN
> EVNTS
I
L4 v
START ENDSV
CALLS AT JOB

IF PRELOAD- ]

ING l
Y

ARIVL COLL
CALLS PTJCB

FINISH
PRELOAD

Figure 6, Job Shop Simulator



OF RUN IN?

NG

CALL CLEAR

NO END O JOBDEC
SIMULATION CALLS PTJOB

THERE A
JOB POO

13

CALL GENMAT AND LPM

ENSIM

Figure 6.

Concluded



START

J

GENERATE TIME ¥FOR NEXT ARRIVAL TO
THE SHOP

12

GENERATE THE NUMBER OF OPERATICONS
FOR NEW JOB

v

GENERATE MACHINE NUMBER AND TIME

FOR FIRST QPERATION WITH EACH MA-

CHINE HAVING EQUAL CHANCE QOF BEING
CHOSEN

GENERATE MACHINE NUMBER AND TIME
FOR EACH SUCCEEDING CPERATION AC-
CORDING TO JOB TRANSITION MATRIX

\

DETERMINE JOB DUE DATE AND ASSIGN
JOB ATTRIBUTES

)

ASSIGN THE NEW JOB A NUMBER AND

MARK ITS LOCATION. PROGRAM LOOKS

FOR FIRST JOB NUMBER WITHCUT A
COLUMN IOCATION

i

N

MOVE JOB INTO THE SHOP (CALL
PTJOB)

T

RETURN

Figure 7. Subroutine ARIVL

L3

Y
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‘ START }

CLEAR AND RESET THE GASP
ARRAYS SUMA, SSUMA, AND
JCELS

RESET NON-GASP VARIABLES

SET INDICATOR NRST TO
INDICATE NO RESET DESIRED
IN THE FUTURE

Figure §. Subroutine CLEAR



( START )

SCHEDULE NEXT DATA COL-
LECTION AT THE E£ND OF THE
NEXT SCHEDULING PERICD

4
-4

UPDATE TIME INTEGRATED
STATISTICS ON FACILITY
UTILIZATION

COMPUTE AND COLLECT STA-
TISTICS ON SHOP UTILIZA-
TION FOR PERIOD

|

IS A
POCL USED?

YES

NO

Figure 9, Subroutine COLL
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40

ADJUST AGGREGATE SHOP LOAD
FOR EACH MACHILKE AND QULEUE
LOAD FOR PARTIALLY COM- CALL CENMAT
PLETED JOBS (QUEUE LOADS &

AGGREGATE SHOP LOADS ARE giii Egépgc
REDUCED IN ENDSV AND PTJOB CALL PTJOB

AS SOON AS A JOB STARTS TO
BE WORKED ON BY A MACHINE)

CALCULATE | DEVIATIONS

FIRST

FOR AN IDLE
MACH?

YES

LOAD THESE JOBS IN THE
SHOP BY CALLING PTJOB
(3,NSET)

CALL

7 ENSTM
NO
RETURN

Figure 9. Concluded



‘ START }

COLLECT AND UPDATE
DYNAMIC SHOP STATISTICS
TMST 13,14

COLLECT TERMINAL STATISTICS
ON THE JOB, INCLUDING TIME
SPENT IN SYSTEM, POOL, AND

SHOP

ki

UPDATE JOB ATTRIBUTES
CALL PTJOB (2,NSET)

80

UPDATE DYNAMIC AND STATIC
SHOP STATISTICS

COLLECT STATIC SHOP STA-
TISTICS (WORK AND OPERA-
TIONS IN SHOP)

3|

COLLECT

Figure 10,

MACHINE

STATISTICS

Subroutine ENDSV
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YES{ ~
/

REMOVE THE JOB FROM QUEUE
WITH THE HIGHEST PRIORITY
ACCORDING TO THE RULE
BEING USED

CHECK NEXT JCB IN POOL TO
SEE IF FIRST OPERATION
IS FOR EMPTY MACHINE

v

COLLECT STATISTICSON TIME
SPENT IN QUEZUE BY JOB,
DECREASE WORKLOAD IN MA-
CHINE GQUEUE & AGGREGATE
SHOP WORKLOAD FOR THE
MACHINE

]

INITIALIZE PROCESSING
JOB IN MACHINE

/
RETURN
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CALL PTJOB (3,NSET)

REMOVE JOB FROM POOL

Figure 10.

Continued
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START | PRINT SIMULATION
RESULTS

s

INCREASE NRULE BY ONE

SET GASP RAKKING
INDICATORS FOR NEW RULE

N/

REINITIALIZE NON-GASP
VARTABLES

/

SET INDICATOR FOR GASP

RETURN SUMHMARY REPORT

Figure 11. Subroutine ENSTM



CALL
ENDSV

RETURN

CALL
ARIVL

RETURN

CALL
COLL

CALL 4
START RETURN '

RETURN

Figure 12. Subroutine EVNTS



OBTAIN NUMBER OF JOBS IN
THE POOL AND INITIALIZE
MATRICES

FOR EACHE JOB IN THE POOL
OBTAIN THE HOURS OF WORK
REQUIRED AT THE FIRST MA-
CHINE AND FORM MATRIX
WFOP (MACHINE, JOB )

/

FOR EACH JOB IN THE POOL
OBTAIN THE HOURS OF WORK
REQUIRED AT EACH MACHINE
AND FORM MATRIX
A(MACHINE, JOB #)

OBTAIN DUE DATE FACTORS
FOR EACH JOB

Figure 13,

Subroutine GERMAT
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SET UP QUEUE  SET UP
MATRIX AGGREGATE
MATRIX
\ 4
NO CHANGE ALL SIGNS FOR

THAT ROW AND REASSIGN

Rlx‘iLgMENT BASIC VARIABLE

BTAIN OTHER INFORMATION

THM AND PUT IT IN FORM
QUIRED BY ALGORITHM

QUIRED BY LOADING ALGOR- fe

CALL
POOLHE

CALL LPI

Figure 13, Concluded




( START ,

OBTAIN JOB DECISION
VARTABLES FROM LPI OR

POOLHE OUTPUT MATRICES

IN QBTAINING VALUE FOR
XJOB CONSIDER WHETHER
VALUE IS GLVEN BY UPPER
BOUND, BASIC VARIABLE, OR
UPPER BOUND MINUS BASIC
VARIABLE

SEARCH JOB PCOL FOR JOBS
WITH DECISION VARIABLE

2 .75

REMOVE THOSE JOBS FROM
POOL PILE (CALL RMOVE)
MOVE THOSE JOBS INTO THE
PROPER MACHINE (CALL
PTJOB)

UPDATE SHOP LOAD

Figure 14,

WAS
POOLHE
USED?

YES

Subroutine JOBDEC
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4

GET FROM JOB POOL FILE
NEXT JOB WITH DECISION
VARIABLE BETWEEN .3 AND
«75

/

VARIABLE BETWEEN
.3 AND .75

NO MORE JOBS WITH DEC.

YES

REMOVE JOB FROM POOL FILH
CALL PTJOB TO PUT JOB IN
THE SHOP

UPDATE SHOP LOAD

Figure 4. Continced

RETURN




START
O,
/
INCREASE SET PARAM-
NO. OF < Y 200 ETERS AND
ITERATIONS INITIALIZE
BY 1
YES
CALL
900 JOBDEC
FAVORABLE
RICE COEF-~NO >
CIEY
. y
YES RETURN

- COLUMN COMING TO THE BASIS
HAS BEEN SELECTED

- PICK ROW TO PIVOT ON

- USE ISUB TO DENOTE THE
FOLLOWING:
0 STANDARD PIVOT

2 UPPER SUBSTITUTE

Figure 15, Subroutine LPI

1 PIVOT AND UPPER SUBSTI-
TUTE

145



YES

ANY
W CAN-
DIDATE
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f
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SOLUTION
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UNBOUNDED
SOLUTION

r - CHANGE C(INCOL) SIGN
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- CHANGE UPPER ROUND SWITCH

UPDATE MATRIX, C VECTOR,

AND KBV

y FOR THIS COLUMN

GO TO 200 s)@

)

Figure 15. Concluded

146



147

START

READ IN PARAMETERS
DESCRIBING SIMULATTION

INITIALIZE NON-GASP
VARIAEBLES

CALL GASP

END

Figure 16, MAIN Program



PUT JOBS IN QUEUE UNTIL QUEUE QUANTITIES
ADD UP TO DESIRED AMOUNTS. THEN DEPEND-
ING ON FLATURE SELECTED, PUT MORE JOBS

IN THE SHOP UNTIL THE TOTAL DESIRED LOAD

1 FOR THE SHOP IS REACHED.
SET TO ZERO
A(XOROW+2,J)
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TEMPAG NO
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MACHINE TEMPOL = 0.0
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NTEST = MBEST = 0

DDIT.

—(

INITIALIZE TOTLD,
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At ¥

QUIRED IN

LOOK AT FIRST JOB IN THE
POOL

Figure 17.

Subrecutine POOQLIE



Q

e

RST~,
ERATIONS. N

<OF JOB IS FOR—

THIS HMA- -
TNE?
YES
HAS '
HIST;E?\u YES
——%.

EEN SELE?EEJ>’
READY?
s

NO

DOES TEZE”JOR HAVE
AN BARLIER DUE BATE

THAN _ANY PREVICU i
NON SERECTED B
FOR THIS FAUHINE?

YES

RESET
MBEST
MTFEST

A

0

LOCK AT NEXT
JOB

N

10

RESET

A(NOROW+2,J) = -1.0 FOR
SELECTED JOB J.

ALSO INCREASE QUEUL LOAD
AND AGGREGATE LOAD.

—>

Figure 17. Continucd



MTEST
MBEST

i
)

38

AD-
ITIONAL
LOADING RE-

O

NO

LOOK AT
FIRST JOB
IN THE PCOL

i o

5. JO
VE AN EARL
DUE DATE T

RESET
MBEST
MTEST

LOOK AT
NEXT J0B

/ 50

RETURN

RESET
A(NOROW+2,J) = -1
FOR SELECTED JOB
J. ALSO INCREASE
SHOP LOAD.

Figure 17. Concluded

150



RO 10

E JOB
COMING FROM
E POOL3

NO
40

_ 20
SET TIME JOB ARRIVED IN - ATRIB(33) == TNOW
THE SHOP AND NO. OF JOBS - UPDATE STATUS OF WORK IN

ENTERING SHOP

- UPDATE AGGREGATE LOAD IN
SHOP FOR EACH MACHINE

AND COLLECT STATISTICS

YES NSTSW = 0 (NORMAL)

%.

Figurce 18, Subroutine
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COLLECT STATISTICS ON
INTERARRIVAL TIMES TO
THE CURRENT MACHINE

YES

CHANGE MACHINE STATUS.

UPDATE STAT. ON MACH.

UTILIZATION, REDUCE AGGRE-

GATE LOAD IN SHOP FOR THIS
MACHINE

50

h |

PUT JOB IN MACHINE
QUEUE

INITIALIZE PROCESSING
OF THE JOB BY MACHINE.
SET TIME FOR COMPLETICN
EVENT TO OCCUR

INCREASE WORKLOAD IN
MACHINE QUEUE

v

Figure 18.

Concluded
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SET PRESENT TIME TO 0
START | AND POOL SWITCH (NSTSW)
TO O (USE POOL)

A

GENERATE A NEW ARRIVAL
{(CALL ARVL) TO PRELOAD
THE SHOP

SET NSTSW TO 1
(BYPASS POOL)

Figure 19, Subroutine START
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—-F\‘_‘).{,IS pL -""‘IAI“;\.).'\ I\‘
E)?JLA;\U\.J-{ INE ARTVL LNSGET)

EEAE A
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CoV G Lol 9].41]$J Vil o d S IT o ' F g "5 0 a G YN, LT T,
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Gl ATl e d UL AL 20 s HEL25 s L2280 a7 LELZS Yy
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TITY it vt AV e oLy e 3010 ) e S0 Ve[ 9170y
Z OUS T et LT Ll s L0 LT e DS L e,
3 RN AV UE IPRET A S LY N T Y NG RO (VAP PR PRI SN AP

Coves e s 2RE L AL P e i S e L CATT (1Ll D
oWl {lu et GLE 4L 9 LA T 0 g XOP ey '\.E‘eTI""
ZLoTons Lo e AR, 2L
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e
-

GUIUERATE Thim TIXVE FOR THED WEyT A9l
#¥% 0 TO OCCUR

[ N A
3

CrllL ¥ icoc {1le00LT)
o
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-
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L
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e
-

ATE Toe N0 Tobn O OF TS TD R P Tl
.';r‘\T J\}S_)T Cr.'w.‘:[_ l.;
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aNaNaNa

20U
30

Iee;

vl 1o J=1400

Xu=J

[F (ReOTaXJd/FLOATILAYY GO TS 10
REURANSTIL )

izJ

ATRIctLlly="

Al=TI'E (R

TAHLL COLCT (A146595M5ETH
ATRIC{IZ 1 =2A1sT el ()
GRTTE=ATRISTLIZIF (S e o /CAFNM))
aLIY)I=0o M) +ATRILELZ2)

ol T Zu

COnTInud

LA

YW

T
% 4

p)
m M

1
C
20 6o 1=24N0P

R=DRANDIGeD)

PO 40 TI=1s1t"

IF (ReDGTexX({Asll¥) 50 TO 43
MAC=11

IF (MAaCeEQe) GO TO 3u

GO T2 bU

CONTINUL

A=MAL

REDRAND{Jau)
ATRIG(2%]14+9)=MAL

AT=TINE(R)

CALL COLCT (Al 4L5aNOETH
ATRI{Z2%®I+10)=A1I*TIEF (AC)

" ot SUCCHEL G ING SPCRATI
ORSING TO THE JUOL TRANSIT

¢l
I

nt
Eh ]
[aR Y
N

e

Ot THE

SATRIX

AT IM=n KT IV AALHTIERF (YAC)® {(Be L 7CAPY L HAL) )

SOIHMAC) =SB IMACI+ATRI N (2#T+112)

% SET UP OTHER ATTRILUTE VALULES

ATRIS({3Z2 1 20avy
VMNEXT=ATRIv(ll ) +evuuil
ATRIZ(IF9)1=0eU

NRN=]10+2 %¥LCP

DO 770 1=12eMKNs2
ATRIBUII=ATRIE(I)+ATRIDLI(])
ATRIB(3 ) =THNCY

WORK=ATRIELD)
ATRIO(4Y=DUELLoKTI Vel LDEF+THNDW
ATRISIEY=ATRI 42T

TF (NRULESLFa3) ATRIALA)I=ATRIL(TF)

ATRIDETI=ATRIS S /ATRIL(E)

ROUJTE
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C ##%  GIVE THE NEW JOu A MUYBER AMND WARK ITS L2ACTITN
C #¥%  PROG LOLKS FOR FIRST JOB NOe «ITH HO COLW-N LOC,
C

WG BU 1=1,200

L=LCC(])

IF (LeEQel) GO 7O 9u
Bo COMTINJE

CALL ERAOR (2u]1eNSET)
G0 ATrIc(30)=1

IF1]eGToAX ) MAX=]

C
C ¥E#E O OUOVE THE JOO INTO THE SkHuv
C

CALL PTJOo (14NSET)

RETUR!Y

Enb

-FORs 1S S5HEPLOADINGSCLEAR
SUBRIJTINE CLEAR (NSLET)

*%%  CLEAR THE STATISTICAL STCRAGE AREAS
k% AFTUR NRSET PERICDS

I AN o

O1MENSION NSET(325.1)

CONVYIN TDg I alNITaJEVIT o d "SI T s YFAsVSTCE s X oy Cy i CLLCT,
INHIST o MEG e NCRPT o0 T o PRV S e NiRUN g MEULNS 9 HSTAT oDU T, SCALE,
ZISEED S THO s TEEG e TF TN oM XX o xPRAT 9 MCLD? o MEP s VML 29 ) o
AKOF s X LE s DL SATRIOIZ3 ) o025 )0 1M {25) 9 JUELS{ 206320
HEBATKAZ2D ) s JCLE s JAXNGI2E s Fel25) s LCI25) i "LE(ZD)

S NCLLIT2u)aMNGIZ25 Yy PAKA T T4U 4 ) s LTT "Ll Z29) 50U ALZ092)
O S TALTS s S e nAMELE) s NPHUJ 0 s DAY s i

COVON PLENsNTPOS s iTOTPU Yo XISEYE X  KS5Y el By
TITYFe s hEXT el bEms Ve tBELO s S ilul e o llu)aXx(luslly
l BUSTTICYadROET o RULE s "0 el ST B 0SS nTLe” “ L
3L WL SEEDsARATE S LOCI200) s AXZAT (1]

Ol NPREL I MREP 9 DESL ™D 'L s CADT LY )9 UELLIT )y
Juul (1 oy s DESLE "L F oL T AC I T U ) 9 XOPS s X LS TEYEF L0 ) s
2inST o s LOP AN 3ot IPLL (1 0)

e (L CLOTY 4oebisl

1u va 2o 1=l LT
VO eo J=140
v Bursilad)=oec

Sd°mnllss)=levtl o

" Sd"ﬁ#‘\(isS):‘ln_,E?u
Go IF (U5TAT) Buslusbhe

O Tw 1214:8TAT

-
<



Hu
Tu
8J
Yo
100U
11¢C

126G

130

159

SSUMALL1Y=THOH
0 6w J=2,3
SSUMA({T sJ)=Ceu
SSUMALLs4)Y=1aukE20
S5UMALT 5 )=~1WsUk2y
IF ANAIST)Y 11usllus®o
VO 1uuy K=1-0im157
DI 1ovu L=14"XC
JCELS(KsL) =0

OG 120 1=1,50"
WBLI)=De0
Wuwwl{ll=vebd

R TICH O B I VI

L3 130 K=1sNCGS
VisUIRK)=veli
ErUdlR)=uel
VAXT UK Y ERGK)
NRST=99995756
TBEL=TNOA

NEN=v

NLV=J

RETURK

END

-FORs IS SHUPLOADING.CULL

[aNaNal el

SUSROUTINE CCGLL {N3ZETH

& BEVENT SUoRCUTINE TCO COLLECT STATISTICS AT
®*¥¥% THZ LD COF LEVERY SChEDULING PERICL ANG TS
#%%  CALL THE LCADING ROUTINE

DIMENSTON HESETHU3551),5C0Le2(10) 47 LSAD2(1w)
CUOMTON Tl o INITadEWiT ad NI T g niFag "STSP e VA o axCy L Cl,
LAl ST o il WimPT s iuT e P T 5 RN L IS s IGTAT 30 UT s SCAL L,
SLIOEL s TR s TOEGs TR I oA X o iPRN T 5 CrL T 3 EP oV (25 )
IXOF o KLE s XL s ATRIU 33 ) LM 129 )0 110202 JCELSE270422)
GREKAANRIZE Y ool Lo AKX L {250 0 FE (29 LCU20 s 'LLIZ5) s

S5 el S22 ) shiwl 2o ivnss " lhoeb ) s uTT el el il 2l s}
Geod Al T2 ) sl alintol s Ldsl TloalUnY s Y

Coul iy PR v TEOoy T Thus’ e Xilvliey wOYs 1Lty
Lldvbbes  GExXT o B ieil e illosnlloys 0 lluleaxXlleel ™ )s
2 BUSIT )RS ET s N Lol ve e moT e iuSe e

-9
j\‘\.d.’." J.v) QSLLJQARHI L,L;\-‘(_ {2\«;}) ,“;\;’(,r\‘.' :11]
(TR C AN B A ARG T F T RN S S G (8 U IESV2ERCT I b oD I

ToGL AL oy sl SLE s L s L AUELu Y o XKITS» X . XSeTH " EF (12}

v T Ho s bolel ARt PLL (1)



aNaNaNala

COMMON A(2541.0)»KUVIEL15,CH10L)

s FnQOUs

CGAMON TQUUNT » WCTUNT s STNPER 95w {1v ) 9 AVGLLY

k%% SCHEDULE Tob NEXT DATA (COL

ATRIb{Z21=3eu
ATRISLL)=TiOw+PLEN
CALL FILEY (LlsNSET)
NTPLDS=RTPDS+1
ISCALE=SCALE+.GU0UU]
HTP=MTPDS-1

TS=0U e

TOT=vaeli

LECTICH

PGINT

®¥%  UPPDATEL TIME INTEGRATED STATIETICS 0N MACHINLS

®xxk ANG CLHPUTE STATISTICS OnN
%% DURIM THAk PERICD

AP=0Ueuw
dp:OUU
DO 1w 1=140M
CALL TA5T (bUSTIYsTROW 1L WNSET)
UT=SS5UMACT # 31 /PLENYFT UL U
wB il =an (1) /PLEN*TUGLU
TS=T5+550 A2
GO UL ) =0 LIV +S50 AT 9 3 )RS SIUMAY
TOT=TOT+ausl]1}
AW l{ly=0an (Y400l ])
CALL COLCT (UT o1 4NSET)
AP=AP+55U0MAT3)
DP=BP+55UVA{T1 43 }¥55UMA{TL,.3)
abBll)=0eu

1u S5UMATLN3)=0e
AP=AP/FLOAT i)
BP=BP /FLIAT (1)
CRP=UBP-AP®x?
CALL COLCT R e T oanstT)
ChP=u
DP=G
HelzNa+d
ud 12 1=247071
Ii=]-1
Xiw=tlalh)
ACS R EL ) T o =0T )y
iF (TRDJ-Lt.t-JUI) XAVL(I])zzoJ
AV = (XC=XAVL(I1) )y /7PLL .
CP=LR+AVS
UPEultAVGE A2

e Anvi (1l )y=xo

FACILITY

1+31}

UTILTZATIEC

160



[aNaN AN

oW aN e

39

o

45

CP=CP/FLOAT (")

UP=0P/ELSAT ()

DF=uP-Cpxxy

CALL COLCT{LP s 714M52T)
ATS=TS/FLOAT L)
ATOT=TOT/FLCSAT (1)

CALL COLCT (AT5sld e T)

CALL HIGTS (ATSs b o533 90001 Y
AT=ATOT

CALL H1STD (AT s0evsDHavsbanSET)

v

##x  CAeC IF A JUs PLCL [5 sRlnG USEu

REe6=1L{12)
CALL COLCT (RG5,065,"MGET
IF (NLDRetGLav) G2 TO 39

wxk  POCL IS GEING Ustue CALL SUORCUTINES TO LOAu
®E% O SHOP

IF (U121 eb%Qeu) 0O T 39
CALL GLLAT (NSLTH

#x%  ADJUST AGGREGATE SHOP LOAU FOR EACH “tACHINE
w24 JUEUE LUAD FuR PaRTIALLY COlPLETED Joob

RET=N30172)

CALL CCLCT (ROGT+O6THNOJLETH
IF (45w {4 ebSed) OO T 40
Ir (Null2)eLTall) G T 4Uu
J=u

fil="FE(12)

J=J+1

B LRET=FLOATINSET (1) o1 1) 25CALE+av D]

IF {oUSERFIRST Y)Y 25925420

NLI=MSET X a1

[F (Rl 7777) G TN 156

GO T2 4.

NEEMSET U X e M)

CALL RIUVE{IL 4125716507

CALL COLCT{1e.eHTe" 0ETY
FUIEXT=AT Rl (11 ) +0euood

CALL PTJudot (324751

;\125'32

IF (hilatce 7777y GO T 1%

H1I='FE(L)

I GFLIATELSET (29033 /0CALE« LT elaw) UD T 63
TILLFT=0SeT sl ) /7alnle~TH

ClEFLOAT I SETIL el b /nlanlbte 7 7]

161
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‘aNaNala
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SCPLL2 01 y=5mtP Lol L)y (TILLET®CAP 'L "11) /847

wLJADZ(”l)” GLSADE I+ (THLEFTHCAPS (1)1 /B2
LI=LSET XM

IF (ilenEd7777) O TO 45

¥xd CALCULATE obVIATIONS vROY phLinNCE

DeALT=Uaw

UL T J=1l,7

BISYLR SDESLTJ)-50PLD2 L)
EEINENT X

J3uv=DoAL

CALL COLCT (DL3Usni3.»45ET)
CAVABEALS{UE0)
UEALT=O2ALT+D3UAL

CALL CZLCT (DUALT»41 oNS5ETY

RRX CALCULATE AUSITIGNAL oEVIATICNS FROY BALARCESIF
A% REGUTREDSDEPE W JING ©° LOAUTRNG RULE USLO.

DbAL?TZu.u

DO 75 J=140"

LeALG =0 L(J)—‘L AD2(J)
WH3=J+53

LH52=DrAl L

CALL CCoLCT (D53 4534850 T)
DL 3An=AB5152)

UoAL ST =0uALuT+L53 A0

CALL COLCT (DoALLT 641852 T)
IF (NTPLSaLE«?ETY CALL CLEAR (MNSET)
I (T PO5LT« 1 TOTPLY RETULRN
CaLL EWSI (NSET)

TeT Jik

L

S 00T TAL I M e lnw
G CTLID Y DR 2% s 0 )

A noS160S A vl wnle rod a7 120 TG Jio

lé'{j.../;to'_’\.'oz) G2 TU R
oo™ T+ ul Al Je )1 R o
GO v e
?1‘37u e )
IF l.\a. .1
J-JL‘,.‘—.O SR
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GO TO 2L
15 DIUEv=nORK+i1I¥300e0
2u RETURrN

EfD

—FURe 15 SHOPLOADINMNGDY AN
SUBFPQUTINE DYHAY (VOEST oMNSET)

¥x%  SUBRCUTIHNE USED ~1Th DYkl C SCAC,
% DISPATCHING ®JLES

AN AN e

DIVENSTION HNSET(35.1)
CC.‘-'.““UI"\! 10,1“51.‘\,!1‘{’!\][:_“\/“7 ) '-NIT,.v:FA-r-'.STur'sz !I"YC'I\LLC?Q
INHIST o MOT o 0P T o 0T o TP 20 S g mRUN o UNS e nSTAT s JT e SUALE &
2ISEED s TMNO Yy TOEG e THIN s XX s kR T sl snbEr s Vnw(25) »
BEOF o Loy ML yATR L0335 (25 ) IMHI25) s JCELS120932)
G inAN L e JUL 7 AXNTI25 ) s "FELES) o LCU 25 s LEL{Z25) »
S5 NCELS(2U)oMGHI25 ) ePARAY (4 e ) e TImE{Z25) o SS5ILALZ T 03)
Ga0U T ALTE 9D ) s WAVETIG ) s MFPRUI s U s DAY s Yy
CO N PLE H sl . TRUSNIT 2T PO M X LSS e X KEY s TOVE S
JITYPRPE oV HMEXT o EM o' LY e ™HELD e Bl 151 e 3wl lu)eX {15417}
2z BUSTL ) e SET oLty 00 o iZ8 T o B 0SSN o7 2L,
Daca l10)YsSELD s ARATL SLLC (200 s AXsARTELI L)
Cianoi PRLL e  PreP s b Sl eiu-LaCAPA LU svESLIT H)
IDGL L1 U) sWESLE w0 " LE oL ADIL o) o XOPS X kS TIVEF (L)
2HOTHA s LD o MARR g SHUPLD (1 11)
XXK=laoE+Z0C
FN1ETNOWH]
bk ST=0
CIXT=FR MY
I1F (“HXT)Y 1oalleZ
1o CALL ERROR (Z201sMN3ET)
e uji":.‘\SLT(‘{ii‘ XT)—$SE_T(5’-NXT]
wS=olF /A SCALE-T 40
WSO =L /A LEFLUAT [T {5 XT 1Y /SCALE)
NECETU 7 iy T)=D3 e CnLb+e o0 01
IF (IRULEsE 2 GO T2 30
1F (UGl Te®¥l oL hTznXT
It (05 eLTaXX) ¥X=05
T In 4,
20 010 ADSZPeL Ty ) clBEST =X T
[F (OSTPaLTe¥Y) X¥=ulur
G X TENLeT O W e e XT)
IF U XT=T7877) 2 a5 o2,
o AeToRN
D
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—FUR 1S SnSPLOALIRNGENUDY

Nl N

aNaNA

SULROUTINL ERDSV INSET)

R¥Ea EVENT SUSROUTINE CALLED wnbN AM civw GF SERVICH
¥ JAS CCCURRLEY FOR A JOY OPERATICH

DI:?F'QSIGN MEETU35.1)

COMMOH i),I:'sI"IT!JRV-’JTQJ”NIT"-'FA!"STHPQ'?Xg"'YCs'iCLCV.
lr\jrlI\)T’l\L Dot iCRPT 0T g NPRVYS RN g MRS STAT 4D Tyl AL
ZISEEDsTHOw o TLEO o T ING XX g NERMT o HHCRIIR g EF oV (2'3) s
IKOF s ALE o KUCL s ATRIGIB3 ) yEN (291 s [N 2% )+ JCELS(Z2D332)
GRIRANKIZE Y s JOLRMAX N2 )9 ~FE 25 9" LCLZ25 Yo VLE(Z29]) »

5 NCLELS{Z2U)sMGI25) o PARA Y (G4uaha sl TITELZ25) 0510 A2
GaSUMATTD S Yo NAMETO Y s NPROJ 9 AIN o I DAYs‘in\

COMNMON PLEN sHTPDONTOTPD s 0 s X1 EYS e, SEY s TUE
IITYPt_’f"ll\JEXT’::E\ihdLV’--:HF.LOL’:j(lU]QL'.'lJ'-'l(lu)i)((].uv].J)’
A BUSTLI V) sNKSET e MifULE 900000 a7 RET 9,20 105 s HHCL o 0L
FWWW LU SELD )‘RnTE;LO((Zku)!' AX s ARIL11)

COMMON HPRELsMPREP S MUDESLsH 7L CAP LT e UESLIL1D)
I0QL (10)sS0SLFsDMLF s OLTY U(l ) e XOPH e XWKSGsTIVEFI15)
ZMNSTEW s NLOR o NA ”’9 StdPLOELIO)

COMMON AL25s 100 K2VITID)sC{ 1wy s FACHUD

CCMYON TCOUNRT o HCOUNT o SINPER IS L] 5) s &AVGLDS
#"il\iOﬁ.-ATn\I.;(ll)+ucu‘uu'\.;1

ANEXT=ATRIV (13 )Y+uevnuel

CALL T.ST (XUPSsT w0 e135H50T)

XUPS=XIPP5+1e0

CALL TioST {XakSesTHD s 14 NSETH

XAKS5=XKE+ATRIB(12)

ATRIS(32)=ATRIG(32)+ATRIS(12)

ATRIBIS)I=ATRIGIS I~ 1w

IF (ATRIC{S)) 1uslusbe

-

k]

®¥#%  COLLECT STATISTICS ON Trfh JO3 LUAVING THE SYST7L

TISYS=THNOS=ATRI(3)

CALL COLCT (TISYS5se1l 50T
NCP=ATRIGILIU) +ueuduul
NPZ3=NOP+2E

CALL COLCT (TIGY5LsliP22ei 50T
CaLL T35 [XISYSHs T 0 91295 T)
)\IJYJ-)\IL;YC"IQU

CALL Ti5 (R XS s T 9allai8LTH
Al SY=X ROY-ATRILEG)
CousAGSITNI=ATRI 24

(ALl COLCT (DDLU e1LeNOETY
TLATL=Tina ., ~ATRT )

CALL CuLCT (TLATLs12./.5LT1
CALL #HISTO (TLATLs=1_e-wslesalsnSiT)



[l S N

2y

Ly

5J

i

TARDY=TLATL

IF (TLATE«LTaCev) TARDY=Uaewu
CALL COLCT (TARDYs13,n8SET)
TSYNPL=ETHCGA=-ATRID(33)

CALL COLCT ({TSYNPLy42»NSET)
NP4Q=NOP+36

CALL COLCT (TSYRPLeNPULSHNSET)
TIPOOL=ATRIBI331-ATRIL(3)
CALL COLCT (TIPOOLGBsNSET)
PLrRPOL=TIPUCL/PLEN+ULS
NPEPOL=PERPCL

CALL HISTQ (NPEPOLslevsledslbaNSET)
HP&6L=HOP+45

CALL COLCT (TIPOOLsHPGOsNSBET)
o=FLOAT(NTPLS-1)#PLEN
oLJE=ATRIL {4}

IF (BOULLT.8) GO TO 34

IF (DUl LT «TNOW) GO TO 24
LP= (TNCW-oDUE/PLEN)=«294%9999
GO TO 4u

LP=0Q

GO TO 4.
LP={0o—0UJL ) /PLEN+ 999997
xp=LpP

CALL HISTO (AP s=10eD sl ey Z2sNSET)
XSPS5=X0P5-ATRIB(1W)
XWwKS=XWKS-ATRIBI(T) -
NLV=NLV+1

JOB=ATRIo(3u)+.501

LOC(JOG =0

IF (JObeNLaax) G5 TO 80U
MAR=AX-T

Jod=Jd0u-1

Ir (LOCtJOL)eLESU) GO TC 54
0O TO 8w

¥ Tl JCd IS5 NOT LCAVING THE SYSTEM
*EE UPOATL Tht JO03 ATTRIGLUTES

IF {NRULLSLDe3) ATRIZ(SI=ATRIZ(EI-2TRIG(12)
LriisATRIC{D)+e 01

Lik=e=sLn'"+7

Ud 1o I=11sblosd

ATRIG(II=ATRIELT+2)

ATRToltI+11=ATlnl(l+3)

ATaloiblR+2)=_ev

ATRISILR+3 ) =0 ..

CALL PTJOL (Ze0.0ET)
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80

9u

o4

¥1

92

93

lue

166

s#%  CALCK FACHINE QUEUE FCR ARy JCas
#%%  AVATAZLE FOR PROCFSSING

IF (RQGINOA+1) ) 9us9dsl vy
¥#%  TrbRE ARE NO JOUS 1IN THE QUEJE

CALL TuisT (LULSTHNON ) s THLOW s iOw s NSET)
BUSIIINGAY=ueo

IF (MSu{2YelGeu)y GO TO 93

IF (NLDR<ELWS) GO TO 93

CALL COLCT11.Gs689NSET)

IF (NGE12)eLTel) GO TO 93

[F C45a{3)yetQelt) GO TG 68

1F (5SUMATRNOY 931 eGEAVGELOYY GO TS 33

®¥%  TRY TO CVE JD8 FROM POCL TC EYPTY HMACHINE

J=u

Nl=mFE(12)

J=Jd+1
NETRST=FLOATINSCTEITL oN1 Y Y /SCALE+.0L01
IF (NFIRST«LGWMNOH) B0 TO 92
NI=SNSET(MXeN])

1F (lileNE e 7777 GO TO 91

#¥% NO JOB WAS FOUND TrAT CCULD hELP IDLL MACHID
GO TO 93

#%%  PUT JUb FROS PCOL IN IDLE “ACHINE

CALL RWCVE(N1.12sHSET)

CALL COLCT (14T9699HSET)

MNEXT=ATRIo(ll)+es0luul
CALL PTJOIB{3+NSET)

RETURN
#%%  MORE THANL ORE Jou 15 AVALACLD. CCVPUTE
L

% PelORITIRS Aho clkIG T T JCa WIThe T2
wHE n]OADST PRIORITY FrsY THe GuLzUl

|‘l’| \_.

AR TN TN 3

IF (NGl lelGel) GO FO 120

IF (l\l:\uLt..‘:".\‘i,;\I.;iex.)LL.:.}TOB) (-C‘ T(. 12»}
T (hRJblEeaTe2d) G2 T0 11,

CALL wYsAn (FubsTeNEPT)

CALL K OWE (LU EETy il s 2ET)

GO TS 130
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110 CALL AKING (MEESTHHSET)
IF (MLLoTebGeu) G0 TO 124
CALL RH-OVE (MBLoisMNISNSET)
GO T0 13u
120 CALL RIMOVE (AFE(ANLY 2 ML NSET)

w¥#d COMPUTL THC WAITING TIME FOR THLC JOB AND
#%%  DECREASE TWL WORKLOAD IN THt MACHINE QUEUE.

aNaNaNa

130 LT=TN0OA-ATRIB{B)
MN1S=MNDW+15
CALL COLCT (.TsMN1IBeNSETH
GLOAD (RO =GLOAD (O Y -ATRIB12)
SHUPLD (NS =50PLD (R Cw ) —ATRIc(12)
TIMEVTI=ATRIGI12)Y #(de/CAP /{0 )
ATRISBOL1Y=TNOW+T INEVT
ATRIG(Z)=]eu
JOB=ATRIG(I3U}1+,.,001
LOC{I0G)Y=HFA
CALL FILEM(1sNSLCT)
RETURN
END

—FURs 15 SHOPLCADING.ENST
SUBROUTINE LENSTM (NSET)

C ¥%%  SUBROUTINKE USEL TO PRENT SIVJLATION RESULTS

DIMENSTION NSET(35.10

COMMON TOs T s THIT o JEVNT s it I T o FASTOP s X ¢ AXCoICLLIT,
INHIST s NOGQ s MURPT 9 iOT s NPREMS s NRUN s NRUNS s NSETAT 2 GUT 2 SCALE
ZISEEDs THOWsTLEGsTHE TN oM XX e MPRIT 95 CRUIK s REP VLT (25)
BKOF s KLESKOLsATRIO (33 ) oENS{ 2510 INNI25) 9 JCELS12Gs32)
GERBRANK(25) o JOLR MAXTIZ 25 o P25 97LCHU25) s LELZ25)Y
5 WCELS{Z2u)sMNLI2D)sPARAN T4 usb ) s LTI L1258 o350 A02042)
EeSUMALTS sS ) o RANMELO ) o NPIRCU 9 M is NDAY ¢ 1Y

CurndON PLE s TRPOSanTOTPO sl i e X TSY S X RS Y s TLLL
TITYPE o MNEXT o Uil eNLVeNHLLD y 4is 1S o™ (Ul oX (13618}
2z BUSTIU) oMRGET oW RULLE o Nl w el kST o B 0SS s wHSL s o n L s
3w {lOY s SLEDSsARATE SLGCI2uu) s iAY s ARI1]1)

COMNMON HPRLELsPREP «NUESL oML o CAPT LYo DESLITI0)
TRGLET O s DESLF swMLE s Ul SADILL Y s Y UP S s ¥ KSsTIVEFE1GY
ENSTSW s MLOR o HARR$SHOPLD (1w

COMYMON ALZ25910ul o KBV 151 sC{1lov)sFACIUD

COUION TCOUNT » rCCUMNT o STHNPLR 'Sy (1w s AVGLO T

PRINT lousi LD RULE
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10

le
13

14

CALL THMST (XL KSY$TNO s 114MHSETY
CALL TMST (XI5Y5sTNOWws12,H5ET)
CAlLL THST (XOPSsTNOYvs1344S5ET)
CalLl THST (XWKASsTHNOW 14 43HSET)
uQ 10 T=148

CALL TAST (DUSLIY»THO 914 HSET)
NTPDS=NTPDS-NRSLET
NNTP=NTOCTPO-NRSET

ARITE (69170) NYsNRSETsnNTPSPLEN
WRITE (63171) {MSalJ)sJd=1910)
IF M3%15)1.GTeu) GO TO 13

wRrlTE (6+172)

XN=iTPOS

00 12 I=1,0%

J38=33+41
XE41=SURA(J3L 1) /FLOATINTPDS)
J53=53+1
Xie2=5UALJo3 s 1) /FLODATIHTROS])
ARITE (64173) 1eXH1sX42

CONT I HUE .
XH3=5UMMA{4141)

X =5UMA (64 41)

XHN3=5UJA(414+2)

XNG=SUATBL+3)

X53=5UiAlale )

XS4 =5UMAlLA422)

AVG3=XM3 /X3

AVGa4= X4 /NG

VARI= ({IXMNIRXS3 )= (X A3 RXV3Y I/ (XR32 (XN2-10 )
VARG { (IXNG# XS )~ (X4 X4 ) )/ (IXNA%(¥YNG-1-01 1)

WwrRITE (64+174)

RITE €69175) AVG3 S VARS
ARITE (641761

ARITE {65175) AVG4,VARY
J=11

wl 16 I=1,3

XN5=5U A1)
X55=5UrATds2)
XhO=5UA0U3)

AVGEL=XA5 /XS

VAR S= (L LXEEXED =X D) h ) )/ IXNEA XN -1e0) )

PP (TalTel) GO TO 14
sR1ITE (6s177)

J=48

L0 TU L6

kil (Gelico)

J=42

Gu TO 16

168
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15

17

ARITE (64179)

“RITe (64175) AVOS5sVANRS
XNT=5U"AlE6,1)

XNT=5J0A16642)

XS57=5UMAL066+2)

AVGT =X T/ XRT

VART=T L IXNTRYST )= XATAXT ) )/ UX T~ 0Xn7 1ali)))
STO=5QRT{ABS{VART) )

ARITE (64185) AVGTSTU
XT=S5UMAL6T,1)

XNT=5U"AlLATS2)

XSET=S5UAAT6T42)

AVOT=XMT/XNT

VART =L IXNTEXST )~ IXHT®XaT )/ {XnTa{Xn7 1eu} )
STO=50RTLALSIVART)}

WRITE (692186 AVGTH»STU

WRITe (Gsl18L)

CONTINUL

XN=TPOS

v 20 1=1,KN"

A= SUFA(TS1)Y/FLOATINTHLS)

W Dy LV /FLOATINT LS

IF 50 051.0Te) GO TO 20
WRITE (59150 ) laAostomil])
COMTINUL

Thio=ceo

OO 3. E=T14RY

Toao=T o+ BMUTYZFLUAT Liam)
SOM=(SUMAT LA 2 ) #XN=5UYALT 4 1) *=2 )/ (Xnnal¥ix—1a4T))
WHRITL (6201 TousSpMsMENHLY
U2 4G 1=12.14

X5=5U0A01.1)

XEE=51A(T 420

NESLUMATT L3

AVOL=X5G/7XN

VAR { { {¥H¥XES)~ (XS~ X5Y) /., (X, 1a0) 1))
IF (lerlal2) PRINT 210 AUGGVAR
IF (el sel2) PRINT 220y AVUGsVAK
I (lecWel®) AVLOTAYOL/PLEHTT 1,
IF {JaEDeld) PRINT 2209 AVEG
Comtlne

DS Lo 1=11sl5

{

XT=207A01e1)-Toueb
XE=550 {1+27
X55=550"101s3)

AVOU=X5/%T
STo={X5° /2T 70ufnuc )

169
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51

52

53

STO=S5TGNISQRT{AGSISTD))STD)
IF (1eEGell) PRINT
IF (1«EQe12) PRINT
[E (T.L0e«13) PRINT
IF {I«EQel4) PRINT

CONTINUE

2a4is AVGGLSTD
25uy AVGGL.STD
252+ AVGGSTD
254, AVGGLSTD

TIME=FLOAT(NTRPUDS =L DN

PRINT 260, NTPDSsTImE

} GO TO 51
PRINT 270s (laowwwl{l)sI=1l,NH)

IF MSWI5)eGTWT

CONTINUE
WRITE (64361)
WRITE (6+362)
WRITE (6+363)
QWwe=0

MAXQ=0

XX=0

NIAlI=NM+1

DO 53 1=2,NM1
XRQ=NQ (I}

XE=(ENGEIIHXNGR{THOW-GTIMECT 1)) /(L TROW-TBEG)
VARE=( {YNQ{T )+ XNIXXNGFATHOW-QTIMECI Y1)/ (THOW-TBIZO) = XF*XE)
IF (MAXNGUI ) «GT e MAXG Y YMAXQSMAXNGQLT) .
IF P"1S.ﬂ"5)OGT.()) GO

11=1-1

WRITE (6+364)
CONTINUE
XX=XX+XE
QUE=QWR+VARE

XX=XX/FLOAT {NM

QW¥E=0WB/FLOAT(
WRITE (643065)

WRITE (65367

I11sXE

)
M}

TO 52

s VARE o MAXNG (1)

XX s QWO s MAXQ
PaB=SUMA(TUs1)/5UMATTuUs3)

P

PUB=SUMA{TL s 1) /5U1ATT13)

WRITE (6+368)
IF  NRUN «GTae

IF MSWI5)eGTav

PRINT 28y

DO 65 T=14074
WRITE (642900)
SRITE (64300
“RITE {65310)

PQJ

1} GO TO 69

)y GO

(X {1y

15ULD

RRATL=1 e U /ARATL

AR1TE (65320)
JRITE (64321)
Xoh=5UA165,1)
XHNOG=0UrAl6De3)
AVOE=X16/ KNG

ARATL
RRATL

TO 69

JYsJd=1sMY)

ITYPE 9 SEET s IS2ED s NLOR
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[aNaEaNa

H

l1ao

vRITE (69322) AVGH

ARITE (69330) NPROLWMNPREPSNOESL e PESLF
SRITE (69335) NOML$DVLF $MARR
SRITE (69236 FACDUDSSINPER
2xITE (693400

AR ITE (692900 [TIMEF(JYad=1 4NN
“nlTE (693451}

A ITE {S5929%0) (CAPHTJ)sd=1 M0
aRITe (69350)

CRITE (68290) (DZSLEJ)»d=1 480
ARITE (69355)

DRITE (692900 (DQLEJY s =170

*E ¥ SET UP FOR MNEXT RUNe CHANGE DISPATCHING
% 3 INITIALIZE STATUS VARIASLES.
ARULE=NRULE+]

R IT IS DUSIREY TO SKIP EJLE 5 (DUE DATE)
IF (NRULE.EGe5) NRULE=6

IF (MRULESLE«4) GC TC 12V

IF (NRULE«uTe5) GO TO Buo

VO Ty 12,11

KaanslI)=4

GS TO 124

IF (MRILELGT6) 52 T2 150
el Fu I=2,11

ARALK{ 1Y =F

Go TC 12

CHTINJC

LG 130 I=1aM5

Ar{l)I=0eu

o I 1= e

Al N=0 e

aanlli=Lel!

suStli=o
ShOPLLU LI
WwLOADLT)
LAaX=u

JO 14 I=le2
Leif{ly=o
anf{ll)=waeal

8]
[,

I o~ »

= e
~ ;
ol

;

Avt 3% C e o
AbnOF L
AiSToTcew
P R .
veivT .
LY E
;\.‘J\J‘QLu:u

|..-'):‘.:Lf‘\:~.-'

RULE
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172

NniLbw=Eo
;"Ti"la.'s:\l
XASu=LRAotIsSOEM
RST=n5eT
150 I5TUP=-1
. RETURN
lovw FORSAT (11l 36nVARIDUS APPRSACHLES FLL JOo S0P LT
137l NS COHING CIFFrixENT DISPATCHING F'LES;/24“93“ L=
221 1RA01NS APPRSGACH U BERsI59 /20 K130 2ISPATCING =0 L
39UHE wuublk s lass/)
172 FURCAT (IH Z/7775X e THNACHTINE s 123X 16HDIEYTATION FIO L
19601 ALANCE 9 /21X 144AGGEGREGATE LOAD 914X 1 (HOUEIE LSAT)
173 FURFAT (55X ]10sluXsFlZel3euXsFlZe3)
174 FORAAT /5493 Tn0eVIaTION FRDYD oALaCZ o AGGRESATE LD )
L7595 runtiAT (1 o5 X s TitAVIRAOE 92X sF 1o e etV ARTANCE 95X aF 167
176 FOnAT /75X 33wV IATION FROG oALANCE sQUEJE LOAD)
177 ¢ ORCSAT (/775X 240T10E SPENT IN TitE SYSTEM)
176 FORMAT (/2K 26HTIVE SPENT IN TrHiE JG4 POOL)
179 FORVAT (/55X 3BHTIL SPENT IN Ttic SYSTLY /0 POOL TI"
252 FORGAT (10K 3THaelaPalAVERAGE OPFRATICHS PERFIRYIO P
12uirdR J23 IN THE 5HOP) e /15X +53HAVE= 9sF1ee296H STD*s"‘
254 Furm-nTilueXe3Ghilel ePe tAVERALL iCUKS OF “ORK DOGLE Fla 4
117HioeS 1 Thtl SHOP) e /15X 501AV5= sF 15e336i11 S5T2=sF10e7)
170 FORGAT (55X 37r NUAAER OF HACHTINES TH Tiid STULATEL
190500P o 1675 X261 HUPSER COF RUMN T, PERICOSE +18/5X,
246 LU BER UF Tl PURIQDS STSULATEDY AFTER Uiy T
316/5X 2510 LELCTHE OF tAGHE TIVE PEAICY sFde2)
171 FOURSAT (1h o5x%a1605PECTAL FOATY ”\‘,_UL&X’I';[].)
1dv FOrRWAT (1HYL//7 /770K TriACHTINE s 18 UTILIZATION &AL
Iel2iiAhCt ¥MLASURLD)
18% FORCAT (/73161 o 3THJIDos IM THE POCL orfrl<D LOADING AV
1F 7 el sbid S5T0 »FTe2)
16 rUR AT /710 »3701J0485 TN TS POCL AFTZR LTADING AVS
Ir7a2sb:i ST $FT7e2)
125 FORAGAT (95X 16l 12e3aF 143
2Uu FOR AT L7274 0% 20 ACHTND GALANTE VEASYURL =4,F12.7/
11oXs 22nGH0P SALATCE YEASURD =4F1243/7/10K
=
b}
-

W

"

Cel)

23 umolin OF JOuo ENTERING Shice
3L tole SF JdTuD LEAUI“C SHIP
2lo roiiAT (llas 2344000000 JTa LAT = 2 F 1027105
120nmVisale LATL DS WadlaiCt = yF1llac)
I

£lv o AT [(leay 2300AVERAN L O TASTTNEAS =4F 12437104,
J 28b:AVIRATE TAROTLE &S JARIANLCE =47 1247)

23¢ FORCSAT (10K 280 AVERALE SlE UTILIZATIZL =24F1747)

2w F o AT U1 Ky SGniavi 30T JelePe (10 510005 Wb XIRS) =

IFiZacslXeilha3)

250 FORMAT (10X 340 VERAGE -
12 =9 12e3sF172a7)

260 FORVAT 11 as 200Li70T0: OF STOCLATIOD RUN SRS #7107,

-1
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2Tu

280

293
30U

119, 15H TIME PERIDDS » IHOsF1lCels  9H HCURS ) )
FORMAT (//7/77/715K THMACGITINE 93Xy 13HAVG INPUT/PDW/
I{I15X s[4 s8XsFTel))

FORMAT (1H1/7/73Xs 32HTHE JOG SHCP PROSASILITY TRANSIT

14 1UHION MATRIXS///77)

FORMAT (3Xs10F6e3)

FORMAT (/7777 3444 ICUE VNN ITYPE
ls23H SLED 15LeD NLDR)

310 FORMAT (/0K s 10 gaX o TX DXl 2X QFJ_‘\J‘.LI',BX’IS’I{*}

32y
321
322
330
335
336
EYRY
345
isv
355
361
362
363
364
365

367
368

-FUR

[l Sl el o

FORMAT /75K, 26:HAEAN TNPUT ARRIVAL RATE = 4F 7.4,

1 16A ARRIVALS/ZHOUR )

FORMAT (95X e290MEAN THHAC SETWEEN ARRIVALS = sFTats
18H i1OURS)

FORMAT (5X93600ACTUAL MEAN TImE PER OPESRATICN =

IF7eb4s7HH HOURS)

FORMAT (1H /73X s THNPRIL= 9 [593 X2 THNPREP= 9 1% 93X 9 2pi"
14HSL= s 1543Xs THDESLF = 4F143)

FORMAT (1h 23X 96HiDMLE 9 1593X96HINLF= sF1 343530431500
13HR= »15)

FORMAT (1H 3% s8IFACDOULG= »F 84 242X58iiS5INPER= 4F8.2)

FORMAT (1H //7/5X53300J08 OPLRATION TIND FACTORS FOR
1iehiCit MACHTINE)

FORSAT (1 7//710Xs32HMACHINE CENTER CAPACITIES Pis
14ARICD)

FORMAT (1H /7/710Xs30tDESTIRDID HULUL LTAD PLR MACHIND)
FORVAT (/775X 22N0THLR BALANCE NEASURLSY)

FORMAT (/75X 2THMACHTNE GUEUL oALANCE THIOEX)

FORMAT {1H //771oX34HCESIRED ACGRESGATE LOAD PER VACH

ne

173

T

FORMAT [3X s 7:40A0H ND s TX s THAVERAGZ 9 12X 9 2HO W9 BX g Tt AT

FORMAT {5Xsl6e2lM15a34s1uXs151)

FORMAT (/50X e4H ALL+Z2F154351CXs15)

FORMAT (/75X 25HPERIDD WCRK BALANCE THRDEX.4X,61iPS0 =
FORMAT (/5X206rPERISD QUEUE BALANCE TRUZXs4Xs6HPLS
END

IS SHOPLCGADINGSEVNTS
SUBROUTINE EVNTS (IXeNSETH

##% DIRLCTS Tk PeDGisAND TO Trit
%% PROPLKE LCVENT SUORTUT Law

WIHENSTON RSET(35.1)

COAGAON Il e INTIT o JENII T ad. N IT s F el S5TCOR s X o X T iCLE
INAEST o NCE s NORP T ol T o PR o i T ViU WS e O TAT 3O UT s SC MWL
SISELD s THIOL s TLbOe T T XX a NPTy Ot s VLS (25 ) s
BOF s KLE s kLo ATRTo 33 s litu (20 el 1259 JCELSI2032)

[y
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174

LGLRANKIZ2E ) 3 JULR L, AXMNAM25) s FEI25) 3 'LCI25) 7' LEL25)
5 SCELSHZ2U) Gl C5sPARA (L4ush s dT1L{25)e5500A12045)
GaSUVALTE s5 )1 g MANMELL )Y s NPRCJ s «ONa LDAY ¢ IY

CulttOm FLENSMNTPOS s T OTPL i s X[ S5Y R e XaRhEY s ok
TITTYPE s HEXT o B e NLY s HELD s V(L) e 0 (1vteXluelT)s
P BUSTYI L) s NRSET s MRULE o0 1 0W RS T oSNNS o iHOL o™ 7L
FaaullodsSELD v ARATLSLOCI 20 s AXsAR{L1T)

CUMial WPREL W PREP sHNILSL o NS L s CAPCTT V) s EELI1T)
ToGL {1 u) sl SLF UL sl Ol T ) aXLbP S o X 'SSe TIVEF{LI DY
£ioTSHsiLuR s ARy SHOPLOD L)

GO TOU (louslus3l42)s IX

12 CALL ENuSY (KSET)

Re TURN

2u CALL AxIVL (NSET)
RETURN

34 CALL COLL (XSeT)
RETULN

4L CAalbL STAR NSET)H
e TJdicM
L

ru|\91C Sllhr“_urn)la\_‘ln:}\‘. AT
S\JuJ\CFuTIWu_ L,tl\..w‘\-l (qu.T )

RE% TalS SUGRCUTINE PLACES THL PaiRA CETZRS FOR THE JnES
¥x% N THD J03 POOL In THE FORY REQUIRED =Y LP

CLACNSIU, wWSETI3% 1) s Uk T IS0 s WHFCPLLIve70) $KAUXLID)
COSMON 1ol s I T wdoviiTad NITs: FH!'DILP?YyOJXCQNCLCT,
lmHIoTsNCusu\uﬂ ’lAT,”PH o NRUMN e TR TS e NGTAT S 2 U TS 20ALED,
2ILE 0 s TR aTuiGeTHIN, )(Xo‘t'r’i.-Ta C?qu"fﬁi) ‘r’! {25
3KGF;~<LE&=‘§CL$AT"?I\J[33)91’1;\“1(?J)91“- 125y JCELSL22432),
4&3%&&(25)9JQLF;”AX\3(2H}Q T2 ) o LC{Z2E ™" LELZ2S )
5 LCCLSE20 ) el L2280 AN gl ) s STTVELZD) s S5 0VALZT 95
BelSuAlTD e ) e AYELOY s NFREJ 9T e DAY o NYK

CLW S0 FLE o TP OE sl TOT TR ol s [SYSe X SKIY s 125

LITY oy e XTelitivenly e i Los (oo W00 o X (10918 )

Z CuS L Ve SCTeliulb s N0 e xS T s B ioSe T 97 L,
SacalladebiuisnAaT e s LOT20d) s AL ARILD)

CoAlh ol e PRCH e L SL st hsC‘”'{lu)Qu:\L(13)$
Jualllu)eswbLibal L sSLTACTLu) s XOPOsX wabsTIVEFILIG)
ZoaSTons Loy ARty IPLL L)

—

Co . Tunn A2l edyei s tlIa)s QoY aF AU

A% CoTATL TLelF Jouwd 1l PIoL ANL TRITIALIZE YATRICES



a5

NPCuUL=RJ112)
MROK=25
MCeoL=g¢u

WORGA =1
NOCOL=NPCo0oL+2+=
INOEX=2

DO 3 [=1s5
KAUX(I)=0
UDJI:.;:OIH

O 1 T=1enN

LO 1 J=1seNPUCL
WFOP({IsJ)=vatl
CONTINOE

U0 2 I=1sii

ulb 2 J=110C0L
Allsdl=uvel

J=u

Nl=“FE(L12)

¥&x  DUTAIN LP

J=Jd+1
WKTIM=0ad

NOL=FLOAT{NSET LUl ) ) /SCALLH 000

0 3% I=1,01
NGW1=9+42%]

NONZ2=FLCATINSOT (Huidl s

NON3=NONT+]

NOL=FLOAT{NSET(ROH3 N

ALNONZJ)=00L

J‘c‘flTIl"i:t\'l\’T n"‘t"l"t’OL*(B- o
IF INLDReNE e 24CR:

IF {(NON1eHNEW11}

wFOPINGNZ 9 Jd1=W0L

CONTINCE
TIHOUE =FLCAT (T

WRKOJE =FLOATING
DJLSLE=T LR =-THND .
-LI:__cvo-J}
OUQFT(J)=FnCLUu/(UQDJL +a Jl)

IF {DJasSLK

E>

Hi=50T IXe01)
IF (Nlanfa7771)

w®E% SET UP OMATRICES

FF Lo elwelde el L0

MATRIX ENTRIES FCR EACH JOG

.1 ) ]/SCJ.\LE"’-\.C‘GLOI

11)y/75CALE

Lu?ouE.Jl 60 TO 35

IS5ET L4110 ) /SCALE+ 4 U030 21
ET195 5111 /SCALE+e. 00031
x%#%  OSTALN HIXT Jou

TitE POILsIF

TEULUIRED

175



(AN

52

e

54
51

Gu

62

64

61
71

77

76

PO bl 1=1.kCRCW

DO 92 J=1,.M0C0OL

IF (JalUe(MNPLOL+IY)Y AllsJd)=1.
IF (JeEQe (HPCOL+A+T Y)Y AT sdY==1,
CONTINUE

AL o NOCOL+1)=DESLITY-SHCPLL (1)
AA=ATT S NOCOL+1)
ORJTN=0TJIMN+ADSAA)

KbV T =hPOUL+1]

IF (AAGCeUev) GO TO bH1

ACT s NOCUOL+1)= ~AA

KBVI{I)= NPUCL+NH4+1

U0 b4 J=1,N0OCCL

AllsJ)r= =A(1sJ)

CORTINUE

GO TOo 71

Ex MATRIX PREPARATION wroEN MEXT QUEUE

DO 61 1=1sNCROW

DO 62 J=1.K0C0OL

IF (JeLLoMPCCLY AlTs)=wr Tt s d)y
[F (JeEGe (MPCOL+I)) AllsJ)=1a
IF (JaEGQe (NPOOLHNM+TY)Y ALl sJ)==1.
CONTINUE :
A{T+NCCOL+1)= DGLITI=GLOADIT)
AA=AL] s NOCOL+1)
OBJIN=OBJIN+ABSLAA)

KBV (D )}=NPOOL+I

IF (AAWGELCLCY GO TO 61

AL sNOCOL+1Y= —AA

KBVILY= NPCCL+NA+I

DO 64 J=1sNOCOL

Allsd)= —~A{TsJ])

CONTINUE

CONTINUE

DO 76 J=1,hCCOL

C(J,:JQQ

IF (JeGTNPCCLY GO TO 77
CtJI==DUDFT(J)
ATNOROwW+13Jd) =140
ATNUROW+2,,J)=140

GO 10 76

C{Jy=1la.

AUNOROA Y13 d)==1el
n“\(l'\;bi\)uv‘-""Z’J):lou

CONTIMNUL

CINOCOL+1)= =0BJIN
AUNURKON+1900C0LFL) = Gav

RULE 15

L&
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177

ALNORON+2,,NOCSL+1 )= 0.0
JO 88 [=1,il0ROW
DO 88 J=1sNOCOL
ClII=C{JI~Al]lsJ)
b8 CONTINJE
IF (NLOR.GLe4) GO TO 91
CALL LPI (NSETsiOROW»HOCOL s MROL s HCOL s [HOEX s LAUX)
GO TO 92
21 CALL POCLRHE (HEET»NORCWNOLCL)
S22 ReTdRN
END

=Fuins 1S5 SHACPLUADTINGGNARY
FUNCTION GRNARVIRNJ)
C *AE COMPUTES TImk FOR THE NEXT JOb ARRIVAL

COXlN IOl s ITNITaJEVNT o NI T o F A STOP s X o XCyiCLCT,
LONHIST oSO s NCAPT o 2T s MPRIIS o NRUN s xS s NSTAT 40T s SCALE
SISELOsTROWsTIEGsTFIN s MX X aNPRNT sRCRDR $HEP s VNG 25)
SKUF s XLEsKCL»ATRIL{33)sENGI29) s [iN(25) s JCELS(20432)
HGERANKIZD ) o JULR s AXTQI25 ) 9 AFE(25) 9 LCL{25) o MLE(25) 5
5 RCELSHLZ2U0)sNG{25)ePARA Y LG U6}y QT I ELZD) 4 855UYA(2045)
e SJMATTS s5 ) »MNAMELGE ) s KPRGI s MOy DAY aMYR

CCHMHGN PLENLsATPLDS o TOTPLR s e X ISYS e X KSY S IDHE,

1ITYPE s NEXT o iNEN eV aNHELD s 8 (10 92010 o X (10120
2z BUSTICTaNRSGET s N JLE 9 Caa i G T ol BN SaNPCL e L s
Baanwl13)YsSEEDsARATESLOCI2Z3) oM AXsARIL1])

CONIION NPREL s SPREP o NDESL s HDYL s CAP L1 uY s DESL(1GY

TGl (U sDESLE oD ALF s QLCAD(Lu ) s XCPS s X KSsTINEF{10)
ENSTSH s Lo s AR SHIPLLTLIU)

COWMoN AL2941 50U a&3VIE1I5 010 a)sEFALDUD

COXMON TCCUNT S NCCINT o SINPER

IF (NARRLGTW1) GZ TD QG

CLRARVE=-1a O/ZARATEXALQG (RIUMN

IF{OHNARV W CT adsre ) OMNARV =L UL

o IO 29
1o IF (ICOUNTeLLeS)Y GO TO 15
ICUUNT =

NCOUNT=NCOUNT+1

15 L COUNT=1COUNT+1
Al==1aU/ran TEHRALSC 7L 1)
e 16 o ¥ lOUNRT I/ oL LR
IF(;\l.C}T.QQ.) Al=bev
stl:'i(r'\Z,
GHARVEAL®(le. +Ueb®5)

2 moTuin

Bl
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=FORS IS SrTPLOCADING. JOSDEC

aNaNal e

aEaNaNE

[N aNANe!

2V

SUGRCUTINE JCLUET [HSET sNHOROD Y« RCCSL)

g THlL SLSROVITIND USES THE LP RESULTS TO MAKE T-%Z
#x%  FLHAL SELECTION REGRASING ToF JCoBs5 THAT SHOULT
#EX P LCADED TN THLD SHCP

DIMENSTON NSETI3b sl ) e XJOS (100

Corttn TG I s INI T JEVHT s J T T,y F\,“CTPP Y 'XC»“CLC;.
IMNHI ST o TS s DT T a NP RV S g U o UG e NSTAT «OHIT S
SISEE U s THIDW s TULG s TE TN s " XX 9 tPRET o CRDE SHER Vi?(25)s
3KOF S KLL s KCL s ATRIJ(33)sFm-(ZS)9INE(25]9JCELS(233?2ls
GRKANCLIZE ) s JULR e VAXMRUIZO ) s MFEL25) oMLC 25 ) o ¥LEL25) s

S NCLLSTM2u) ynal 2519 ARAN (4 ush ) o LGTITHELZ25) o SHIMALZ )45
OaSUMALTS s )y AT {6 ) s NPROJ Qs HDAY 9 MY

COMRACT PLEN »HNTPOSaNTOTP O s e XTLYS e XuWREY o [0,
IITYPE o EXT o EN oMLV HHELD o #2010 ) o 73N 1) o X (10175 )
2 BEUSTTI oY s NKSET s NRULE o MNO Y 9l RST s NEHES o NHOL 97 2L
BwaAnsllu) o SEEDSARATERLQCUZUd Y g™AX S ARILLY

COMMON NPREL s NPREP S HNDESL o NDEL s CAPI1C) sCESLEL10Y
JOGL U1 ) sDESLF sDVLT 2 LOAD (1) o XCPS 3 X KS» TIMEF (10,
SHOTSyHLOR s NARR S SHOPLDITIU)

COMMON A{25,1001sKEVI1S)C10C) #FACDUD

NPOOL=RI{12})

DU 1 J=1sNPCGL

XJOuidr=vaew

AL =A{NUROu+Z24J) —aulul

[A=1FIX1AALY

{
- %

1F (In..LJ."]} XJOB(J)ZIOU
IF {NLDRWGLs4) GO TO 2v
DO 2 T=1ski

JJ=KsVvI(1])

XJOD (IS =A{],,12C0OL+ 1)

¥#¥%  VARTAGLES TN BASIS AND WITH UPPER BOUND TLODICAT
®%% ONe NEED TO 8€ CALCULATED DIFFERENTLY

AAL=ALHCROMTZ s JI ) el
Tav=lt I1X {041

IF tlAaaiiie—1) LO TO 2
XIJOB(JI =2 AlNUROWHFL s JJ ) =A T 9N C0L+])
CONTINUL

LR SEARCH S0 PCJL FILE ARD LOAW 1 THik SHDP T i85
#X% JOoS WITa DECISION VARTIAZLE WGLe 70

JEu
Nl=2FrC({l2)
WKSHIP L= e



[aNARAKANE A

25
30

40
41

50
55

65
66

0

TODES1=2 .0

DO 25 1=14NM
TOESI=TDESI+DFEL(])
WKSHP1=WKSHP1+SHOPLD ()
J=J+1

XJBN=XJOB(1J)

IF (XJUNLTLZ«75) GO TO 4C
NZ=NSET{MxsN1)

CALL RMOVE [(N1,12sNSET)
WKSHP1=wWKSHP1+ATRIBI(9)
MNEXT=ATRIBI(1]1l) +.0u0u1
CALL PTJOB (3+NSET)
N1=NZ

G0 TO 41

NI=NSET (MX»N1)

CONTINUE

IF (Nl1.NEL7T77) GO TO 3G

179

#%%  SEARCH JOB PCOOL FILE AND LOAD JOBS wiTH DECISICH

#%%  VARIAGLES BETWEEN Ce3 AND
¥#% IS LESS THAN DESIRED

J=0

IF (NQ(12)+EGaQ) GO TO Tu
N1=MFE(12}

IF (WKSHP1.GESTDESL)Y GO TO 7V
J=J+1

IF [JeGT«NPOOLY GO TO 7w
XJBN=XJOB(J)

IF (XJBNGELO&7H) GD TO 55
IF (xJBN«LTW0Cu3) GO TO 65
N2=NSET (X sN1)

CALL RM¥MOVE (N1s12sNSET)
WKSHP 1 =4KSHPI+ATRIB (7))
MNEXT=ATRIE(1]1) +eiui;ul
CALL PTJOU (35NS5ET)

Nl=NZ

GO TO 66

NI=NSET (X1}

CONTIMUE

IF {(Ml1aNEL7777) GO TOD 506
CONTINUE

RETVRMN

ErD

o

« 75

[F TOTAL SHOP L7TAT
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—F2Re15 SHOPLUADINGeLr ]

aNaN el

()

(g

o

.

SUBRSUTINE LPI (NSET o NOROWSNOCUL siruysmCut s [MUEA sh Aux )

% THIS SUbROUTINE CALCULATES wECISlun VARIABLES I'eeD
¥#¥%  FOR LOADING Jous InTu THE SHu

VEIVENSTION NSETI25s 1o kKAUXIB)aCuLlnlld)sluvenbE(10)
COMNON T 1M INITaduVNT s JANIT oM FASSTCOP e X oMY T o RCLLT,
1Al ST o MNOD e MORPT s NOT 9 MPRYS s HRUN s ARUNS s nSTAT su 1T e SCALL o
ZISEE s TNO L s TLEGsTFIN MY X s NHRNT snNCrDrsnEr sVivw (251

3L OF 3L s KOL #»ATRIOTIZ33) oEmnw (251 91w (2519 . CELS(2034932)
HLEANKUZD ) o JULR 9 VAXND U 25 ) 9 MFE(29) 0 C{25) smeE(25) s

5 NCELSTZU) oMGU25) sPARAY (4D 04 ) 3QTIHELZD) + SSUNA(2049)
OeSUTAT TS 35 ) o HNANME LG ) s NPROJ $ FON s NDAY s MY K

COMYON PLEVSNTRPOSsNT N TPU sN e X1 SYSe Y 'REYS LU T s
TITYPE»NEXT il WLY s NHELD »=B (10 9 wam{12) X (1G4107)

2 BUSEIU )Y aNRIET o NRULE $M4NC 9 iRST 9 NEMOUS s "WHCL 9™ R Ly
3w ktlU) s SECDYARATESLOCI20G) sMAXsARI(L L)

COMMON NPREL ¢ NPREP $NDESL s MOV L s CAR {1 W sDESLI1D)

IDGUL (I V) sLESLE oDMLF s QLOAD (I U s XU S XunSsTImEFL1T)
ZNSTS e MLUR s MARR ¢ SHurcL{1U])

COMMON AL25,100)oKBY IS ,CU1ILU)FACDUD

DO 51 I=1,1C

51 COLINtI =0,

cPS=e 20001

GAXCoL=RCnL-1

VAXRO S =VMRO

NORHI=NDCOL+]

NMUPPER=MUKL I+

MUPSA=L0RON+?

IF (0RO e BT a "AXRD L o MR W MPCNL «GT e AYCAL)Y LU TU 7130
NolTewk=-1

InceL=-1

FE¥ OSEGIN YALIN ITERATIUnN Luur

NCITER=DIToR+1]

SOCONTINE

¥ CHECY CPTIALTITY AMND-0R FIVC [HCOwIndg CoLuen

I T
-

—_ T —
{

R A A

*COLerDe ) 0D Ty Sl

I
o
Td
b

C
e M

’
1o

ERAIORSTR
VI GO TU 26w

L
i~

roee

o

ST DT .

N e

[

PR B
[ I

(RPN

M

L
—

£ o ) e Y e e
Pl sl [N+ R T

R LI g S



AN N el AN SN A

[aNaN.

28

282

281

422
421

420

IF{IICOLLRs2) GO TO 9.4

##E PICC ROW TO PIVOT ON

¥xx [5UL=w [MPLIES STAROARD rlIVoT

#x% 0 [5Uop=1 [VPLIcS PIYOT AND UPPeiR SUOSTITUITE
BEx JSU3=2 IWPLIES UPPER SUoSTITLTE

INROW=0

RAT Y IN=9995909,

U 282 MR=1,NORON
TFCAGHNRSINCOLYWLESFPSY GO Tu 2850
RATIC=AINR o NOREHS)Y /A (e [nCoul )
IF(RATIO G «RATHMIN) GD TO 287
RATVIN=RATIC

INR I =NR

ISdo=J

[FTATNRSINCOL) «GLe—EPS) GO TO 282
NoeX=KoV HR)

IFCA(NUPPERSNDEX) oLbs —-EPS) Gu Tu 28

RATIO={ANR s NCRHS) A INUPPER ¢NDEX Y /A Tnums [T )

IFIRATIOSGLSRATYMINY G0 TO 282
RATHIN=RATIC

INRDW=NR

ISU4=1

CONTINUE

TFLAUNUPPERSITHCOLY «LEWe =EPS) GO Tu 2581
IF{AINUPPERSTRCOLY «0Le RATIIN) Gu Tu 281
RATNIN=A{NMUPPER o« INCUL)

INRGW="1JPPLR

ISLb=2

IFLIMNROyeHEaL )Y GO TO 301

#ed CHOCK FCR OAUXILIARY VARTAoLES IH BASIS

TFUINDEXSEW.CY Gu Tu 420
IT=1

DO 421 I=1sMCRONY

vl 422 J=1.INDEX
[FIKBVID) e NEKAUXTIY) GO TU 422
[DONECTITY=KBVIT)

IT=1T+1

GO TO 421

CONLTINUE

CONTIMNUE

IFUITeGTel) GO TO 423
CONTINUE

*¥x%  UNBOURDED SOLUTICN

181



[N aN AN e

WRITE(6,285) INCOL

285 FORMAT(1H s30HSCLUTION UNBOUNDLD=--ADUING CCLLI5)
GO TO 625

#¥%  PIVOT

361 TF(ISUs «LTe 20 50 TO 304

302 CANCRASI=CINCRHS)=CULINCCOLI*ALNUPPER S INCTL)
CLINCOLY==CUINRZCL)
RATHIN=ATNUPPER, INCDOL)
PO 34u3 NC=1sNOROW
ALHCsNORNSY=ATNC s NORHS I =ATHCs INCOL I ®A GIUPPER s INCCL)
ATNCs THCOL ) ==AINCy IRCTL)

303 CONTINJE
AINUP SN INCOLY=-AINUPSW s [ACOL)
GC TO 2uy

304 NCROV=LBVINROW)
KBVIINROWI=1INCCL
DO 305 NR=1sMOROW

305 COLINIHRYI=A(INR, INCCOL)
CSTIN=C(IMNCCL)
COEF= A{INKCW,INCSL)
DO 330 NC=1sKCORHS
AUINROWSNCI=ATTNRO S NC) /COEF
CORR=A(INRIW O
DG 310 NR=1sNCRGCW
[FIANRSEDSTITNROY)Y GO T2 310
ATNRsNCI=AINR,NCY=COLININR I #CCRR

314 CONTIMUE
CRCOI=CINCY=CSTIN*CORKR

330 CONTIHNUE
IF{iSUS«LT&l) GO TO 2uJ
INCOL=NCROW
GO TO 302

k%% PN MAIN ITERATICHN LOOP
¥%X OPTIMAL SCLUTION

5ud CONTINJE
GCoTO 939
423 GRITELG193)

193 FORMATULLIH #4L'S5CLUTION INFEAST. L o ARXILITARY VARTD ".-L

T4dAVE s /2101 9 230VALUE JORUATER TrAn 28070
Lo TL 998

10 «RITC (6%

J11 FORSATELH #24HTL0 FANY ROZS O CCLUSLS)

JYS NRITE (699296)

P36 FORHSAT Y o 203250100 LUA0TIRG AoQORTED)
ue T2 958

182
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LYo RRVs)
\C O
[¢3IEVs}

CALl JOBOEC(NSLTSHOROXSNOCOL)
CCNTINUL

RETLRA

Cio

=Furs iS5 SHEPLIADINGe AT

-

m O

PROGRAL VATN
IMENSTON NSTET{30+200)

183

COMNON TDs I INIToJEVIT »JHIT e "F iy ”STCP9VX9"KC9MCLCT,
INAIST o iCQ e liURP T iU T o0 G e im Ul e KUNS o NOTAT 9 OUT »SCALE,
ZISELUs TNOWSTUEGTHF TNy " AX s uPRYNT o IICRDZ $NEP SV (258
SKIF o nLC oKL o ATRIB (331 0EN2(25 911701208 ) s JCELSI22332)
GRINANKLEZE ) o JULRSWMAXHG (25 ) o MFE(25) oV LCI25%Y s LEL25 ) »

5 NCLLS(2U) onGI29)sPARAY [ 40ab) o CTIVEIZD ) o SOUVALZ2D42)

OasUMALTO sS5 ) o NAMELS ) o IFRGJ s "IN MDAY o NYR
CGrmmCii PLE o hTPOS s NTOTPO st e XTI 3YSe X urnsY s I0UE

LITYPE o NEXT aNEide LV e NBELD s 4301 8) a0 {Tu) o X (1UslG) s

2 BUSTLIU) aNASET o iRULD oM NQA s RS T o EMUS s NIHT

3adwllu)l s SELL s ARATL,HLLC C(Euu),uAXsAn(lll

L’;\‘L,

COMIEON HPRLL s NPREP $DESL o MDML s CAPY {1 U)o DESLILT)
IDGL(lu);DFSLFgDWLFsQLOAU(lJ),XOPS;X.KS:TIWEF(I“I;

25T 54 s hLOR$HART S SHOPLE L1 G)

COMNMON AU255100) K83V IE15)1sCT1GU) s FACDUD
COHAaN TCOURT s HCOUNT ¢ STNPER 905011 19 AVGLOY
ANCROR=D

APRAT =0

®Rx O RCAD TN SIHULATION PARAMETERS

REAUDEDS s 4 ) N RTOTPD s SET sPLLY [ OEZL
XXSu=DR/AANLIISLED)

ReAlibe5Sul ITYPE o 1. RULE s 12UE L LDR
RCAD [555) {(MEJ{J)ed=lslu)
READ (D e6u) ARATL s IARR oA ACUUT o ST HPER
AVOLII=[ARATE#Bev 0wl e 4B ) /FLUAT NS
AVOLu?=AVGLLF-124

Ir (X5 Tebllen) GikGeT=

nToTro= T Tr.;+ﬂ&3LT

anST=LK5ET

[ kot Tecvwel) AnGT=0 %0920

A% RKEAD 17 TRAWSITIZN GATRIX
Ve 1w I:}.’.‘.”

doau (DeT ) (X{lsd)ed=140070)
RESTD {595 ) SPRELeT ST I EL s FLLT s 0L aYLE



laNaN s

—
Ul e

16
17
it

REAw (D 70) [TTMCE{JYsd=1707)
wWEAT (59503 (CARP (U sd=1 )
iF (NUCSL.ﬂtlu) QJ TO 12
)iAs (S50 ) (ResLtdrsd=1s04)
oo I3 10

ua 13 Jd=l,yi.
wESLIJY =20 SLir=CAR Y ()

IF (Ll Lelicen)y oo T2 156
READ (59970 (LOLTIJ)Isd=1,0")
su T2 18

o 1T J=1le0Y

eal LU =L ® AR DD

CONTINUE
x#%  IHITIALIZE T STATUS VARIAJLES

uO 2v I=1400
woll)l=veu
worMtl)=uved
ARTL ) =0 ev
wwwll)=wels
dUSIII=wel?
SHOPLLI(]lY=uew
WLOARIT )= e
AR(11) =040
XCPS=uaeu
Ao ™vew
AISYo=Lav
XANSY:uav

T

MAXEU

NLV = J
HNiieLw=0
WIPusS=u
1COUNT=.
HCOUT =0

gu 30 I=zlslon
LOCtIL)=0u

CMLL QMSP[hSLT)

Foc AT (31501 1uadslln)

bt AT (41 )

FoanT i1}

o nd {}ld'i,EB,llﬂ.b’Flv'b)
Foinoad {lorTedi}

PO AT (31290 cedslhisi ] et}
FunenT (1t 7ed)

ST

184



=FGR$ 1S SIHOPLOADINGS P
FUNCTLION MOPIR)

C &% COMPUTES NUYMEER OF OPERATINNS FIR AT INCCHING

mOP =4

IF(RCGT. Nelby A0P=5
1F(R|GT. O-BS} .‘;OP=6
IF{ReGTe JabD) HUP=T
Ir{RalTe UeBbH) MOP=3
RETURN

END

=FUils 15 SHOPLCADINRG.OTPUT
SUBROJTINE CTPUT (KRSET)
RETURN
END

~FORS IS SHOPLUADIRGPOOLHE
SUBROUTINE PUOLHLINSET o MNORDW . HOCOL)

#%%  TO KEEP THE QUEUTS AT A CERTAIN LEVEL

e aNaN s

GIMENSTON NSET(35’I)

COHAMON TO» T THNITaJUVHT s JiNIT o MFASMSTOP 9 MY oMY C N

®#%%  THIS SR LOALS THE JO3S5 FRCH THE PCOL Oy ATTES

185

Jo

CLCT,

INHIST’NCQ,LCA:T,NJTaFP .ugARU\;u\b“Qsh' ATA0UT s SCALT

SISELDy TNIOW s THLGaTFIN e XX el iPRYET o NCRDR yNEP 9V 12 125)
3&UF;RLL9NCL9MTHIM(33)’LJQ(Z))’I.](Zjlsth S(2032 0
GREANKNEZE ) s JCL s AXNIIZ2D o FELZ25 ) LCTIZD) o LELZ5)
5 NC&LS(Zu)!ﬁ$(25)9VARAV(4J94)oQT SEL25) 550U AI2042)

Gy SUMATTES o5 ) s AL (6T 9N "OJ;WOWyHDnYQJYA
CUMAON PLE! Tﬁdb’JTqTPJy LaX I SYS e X AREY e [EUE

1ITYPL’|I\hx[,-!t“,l‘LJ’ on.LD!n‘lj(l‘u) "‘w”(l\)} 9}’(10)1:’9
2 DUSTLI U s NRSET s RULD o HOW e iR ST s L LuSetltICL s ™

3uan il nszw,,\.z,.T_.Louzu ) atAX AR
CCHMON NPRLL 5 HPREP 5 0T SL5 70 L CAPT (1 )5 DESL (10

].UL.-L(].U)QL/I SL} gu LT y. f"*.*'L-;’(l )Qkasa}(”‘\q)TI[’F( IC) L]

ZNSTgA;HLJK;uhAmyJJJHLD(IU}
CQW'U” AL25 91 s e LD )Ll whFCDUD
CUirnion TCCUNT o COUHT s L IRPER G 1w e AVGLUY
JId1=Ne{12)
Lo 1 J=leudl

1 ALLWROS+E»d =0
TESPAG= et
DO 2v T=1,410

oTI .



>

1o

2

30

30

4o

n

TEMPLL=0 o0

MTEST=0

MOEST=0
VIF=DJL [y —uLoAC ) -TEPUL

I (DIFLLevel} GO TO 2.
ne=nFE(12)

vO lov J=lyeJJl

nl=N2 -
IFIATNIROY+29s Vel Ta—awwul) GO TO 12
IF tA{T sJd)elTevsl) Allsd)=—A{]4+J)
IF (A{lsJ)elLTaueDu1) GC TO 10

IF (C(J)YeGL &« TESTY GO TO 10
ADBEST=J

HWTEST=CLU)

NZ2=ERSETIMX N

[F (M3ESTeiview) AINOROWH2yMBESTI=—14"
TeMPQL=ACT o283 L5TY+TREVPIL
TEMPAG=TL  PALFNSET (79 NY )/ SCALE

Ie (MOESTebQec) GC TO 2

GO TO o ‘ -
CONTINUE

IF INLOReNL6) GO TO 5y

TOTLO=0eU

ACTLED=0eC

D0 30 I=1,n

TOTLO=TOTLw+DeSLIT)
ACTLD=ALTLS+5300PLD (T
ACTLO=ACTLO+TENPAG

TE:"IPTL:"VI‘.

HTEST=u

Mk ST=u

QIF=TOTLLD-ACTLO-TEXPTL

IF (OIFelLfelel) GO TC 5w
NE=RFELLZ)Y

DO 4u J=1,JJ1

Nl=N2

[P AGNGHOA+2) e ) el Te—a 70} G0 TO 49
IF (C{J)aGrenTi5TY GO TO 4u
SorsST=J

HTEST=CH U

NEELSET L X" 1)

Ir tiicioTenber) AmlnGRl 2y ST I==]a0
Te PTLsTE e TLrnolT (9 1) /50A0C

iF LS T) Seebueidl

ConTlilul

CAaLl Jooot CIRALT e 2O »noCGLD

K Tdni

o
L

186
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—~FURS IS SHCPLOADING.PTJCE

aEaNANA

a¥aNal [aNale

(aEaN e

nNore

SUBKOUTINE PTJOS (IRPINSET)

*E2 O SUBROUTINE willICH MOVES JCO TO NEXT MACHINE
&% CENTER

DIMENSICN HNSCT(35.1) :

COMMON TR I s ITNTITaJEVNT o JtNTT o VFASIHSTOP o X o MXCaMCLCT
FNHIST s HOC o iCEP T o T o MP RS s NRUN e MNEUNS s NSTAT 92T o SCALL 4
ZISLECyTHOW s TOF G s TFINs W XX o MPRHUT s NCROR o MNEP WYX {25
BKOF o ALEsKLLsATRIBIZZ)HENCI29 ) s INNIZH ) o JCELS(204532)
GERANKIZ2D s JOLR $HAXTIDIZ2E ) o "FE(29 1 92 LCH(25) oi'LE( 25 )y
5 RNCELS(Z20 ) el (25)sPARA {4 usd s TIVE(29s 5510 A120.5)
SrSUATTD D o NAME{G) s NPRCJ s MON s MNDAY s MYK

CON-UN PLELsNTPLS s ITCTPD sl e XTI SYSa X KEY S0 1D
LITYPL o dEXT o vEN LY o NHELD 9w 3 0106) 9wOrillulaX (1359100,

Z BUSTEL1C) oidRSET o HKULE o MO s MRS T o MENC S iAdAQL o131
3WaWlLU) sSELOSARATE SLOC (20 ) oMAXARET L)

CUMMON HPREL s MFREP o MDESL o %O L s CAFY (1) sDESLIINY,
T0GLITO) o OLGLF oDMLF yGLOAB (1) o XOPS e X IKSHTINVEF{1T)
ZHETSAsNLDR SNARRSSHOPLLD(13)

COMMON AT25s100)skKBVIIB)aC{10u)}sFACDUD

CCOMMION TCOUNT s NCOURT o STHPERSMSA (1w ) s AVGLDT

¥%X CnkCK IF JGo IS A KEW ARRIVAL

IF (INPsNCel) GO TO 1o

ATRIS(3)1=TNDw

NEN=NEN+1

#%¥%  NExy ARRIVAL. CHECK IF A JoB PCOL [IS& BEING USED
TF (NLDRSCQeLY GO TO 29

w®#%x  CHECK 1F SHOP IS 3E1HG PRELOADEL AND JC3 PIIOL
#%% HAS BEEN CCHPLETED

IF [NSTSHetGel) G TO 2o

¥x% PUT ARKIVING JOo TN THE PCCOL IF CPe 1 HACH I

o
B
—

ATRIGI8)Y=TL0n
JOp=aATRkIel{3 ) +uel o]
LoCiJOouy=""FA

%% COLLECT STATISTICS Ch THTLRAERIVAL TIMES TO
* R R Trie JJd POOL

O=Tilu=A(11)

I
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CALL HISTC (DyleDsa59154NSET)

ARELIY)=TNOwW . -
RFIRST=ATRIB(11}40400001

IF (MSwlllefGas) GO TO 4

IF [TNOWeLEsDeL01Y 52 TC &

IF {LGJUSINFIRST)Y) 545,4

CALL FILEM{124MHSLT)

GI TG 7v

##4  JF FIRST CPERATION MACHINE 15 TOLESsCOMSIDER THE
#%% JOS AS COMING FRCM POOL AND PUT IN THE SHCOP

CONTINJE

IF (MSW({3).FEQe0) GO TO 6
[FISSUFAINFIRST 93 ) 0B« AVGLET) GO TO 4
SNEXT=NFIRST

CALL COLCT (1la036TF4NSET)

GO TO 24

#x¥%  JO3 IS NCT A NEW ARRIVAL. CHECK IF IT IS5 COMING
*¥%%X  FR0OM THE PCOL

IF [IivP«EQe2) GO TO 40

¥x%x J04d 1S5 COHING FROM THE POOL.

¥¥®  ALSO NEw JO3S WHEN A POOL 15 NOT USED ARRIVE
*%¥%x AT THIS POINT

#E% UPDATE STATUS OF WORK IN SHOP ARD ALSO UPDATE
®#%%  AGOREGATE LOAD IN SHCP QUEUES FCR EACH MACHINE .

CALL THST (XISYSsTNOAs124HSETH
CALL TXS5T7 {XWKSYsTHROWs11sNSET)
XISY5=XI5YS5+1.0

XekKSY=X ROY+ATRIG(9)
ATRIp(33)=TROUN
NiN=UeUt2 e ¥ATRIv{1lu)+tevuul

DO 37 1=11aMNNs2

JEATRIBIL)

SHOPLO Uy =SHCPLO{JI+ATRIS(1+1)
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% JOR IS KNOT GCING INTO THE PCCL. CCLLECT STATISTICS

*¥%%  ON INTERARRIVAL TINMES TO THE CURRENT MACHIANE

D=THON=-AR(MKNEXT)

MNG=MNEXT +4

CALL AISTC (DaveboueDsNasNSET)
AR(CHUNEXT)Y=TNOY

¥ea CHECK CN THE STATUS OF YACHINE FCR KEXI
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R aNaN e
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54

Tu

%% JOB OPERATION
IF (BUSIMNEXTY)Y 60,6050

*¥%x%  NEXT MACHINE IS BUSY. JOB CAN NOT BE PUT ON
MACHINE

ATRIBI8)=TNOW

MX1=MNEXT+1]

JOB=ATRIB(30)Y+0.001

LOC(JOB ) =MFA
GLOAD(NEXT)=QLOAD(MNEXT)+ATRIB(12)
CALL FILEM (X1 +NSETH

GO TO TV

®##¥  NEXT MACHINE IS MNOT BUSY.
¥%# OB YAY BE PUT OM MACHINE

CALL TMST (bUSTYMNEXT ) s TNO s iNEXT »%SET)
BUSEMNEXTYI=1e0

Wi=UeU

MX15=MNEXT+15

CALL COLCT (T sMX195sNSET)
TIMEVT=ATRIB(12) #(Ba4u/CAPZ{MNEXTY)
ATRISTI I 1 =THCH+TIAEVT

ATRIB(2)=]1al

JEATRIB(1Y)
SHOPLDUEJY=SHUPLOD (I -ATRIB(12)
JOB=ATRIu(3u)+0Ua0V]

LCCiJOB)Y=1FA

CALLFILEM (LleNSET)

NSTSH=u

RETURN

LD
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—FUR 1S SHOPLOADINGSTART
SUBRCUTINE START (NSET) : -
C
C ®u% GENERATES INITIAL JOu3ET Ik ToHE 3HOP AT Tl 2¢:7
C * % ¥ AND ESTACGLISHES THE JOd POSL IF REDCIRED
. .

DIYENSTIOY WSET (35,1

CCHinGN T I s THITAJEVAT o JNIT o FAs™STOP 9 X o™X ComCLCT
INIST o 00 URPT DT s PRV 9y HRUMN S MRL ISy NESTAT 40U T s 5CALE,
2IOECD s THOn s ToLGs TR T XX NPRNT s NCRUR aNEP 9 YNC{25) »
AROF oKL s KULsATRIDIZ3) sl (25 ) s [I {22 ) s JCELS(2C9322)
GRRANKIED ) s JULi o MAXN I 2D o MFELZ25) aMLCU25 e LEL2T)

5 WCELSTZ2u )y ol (Z22)araRAll40sb ) alT 1 Ll e SEUNALZL 90
GaSUMATLTSH L 1 nANELS) s NPROJ 9 O NDAY o8 YR

COMACN PLEL s HMTROS s ST 2TPD oM e X ISYS e X KSY s TLJE
TITYPE o NEXT o vEN oLVt HELD o wBU1G) 9o {1U) s X {1vs1D)y
Z BUSTLIU) sNRSET o NREULE o MO e " ST e lENUSs irCL s L 4
3aav {1} s SEEDSAPATLE ZLOCHI20 ) s "AXsAR(T1)

COMWUN RPRELSUPREP 9 WDLSL o ™MONLsCAPYHL L) s JESLITG)
JDQLELTU) s DESLEsDMLF s GLDADI 1) ¢ XCP S e XK Ge TEVEF(10)
ZNSTSasiLDR s NARKR SSHIOPLULI 1L

TROa=Gew

TBEG=TNOW

NOTSwW=u

LO 10 1=1,!PREL

C
C ®#%% DO NOT SET S5uITChH IF POCL 15 STILL BEING L2ADLL
C
IF(leLE«NPREPY GO TO 7
NSTSw=1
T CALL ARVL({L.SLT
10 CONTLINLE
RETURH
END

—FUK» 15 SHIPLCADINGeTIAE

C

FURCTIZN TLUELRNNUSY)

%% COUPUTES TEHARE FORR A JOu CPEPHTITN
Tlhie==2443~ALO0LRNUY)

IF{TE " zalTalevi}t Tl '£=leuu
IE(TIMEsGTeeou) TlHHE=V ey

RLTURN

EnNb
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—FORs IS SHCPLCADINGWLIND

[l el A

[N Al A [aNaN e

[ N N A

aNalal

14

20

SUGROUTINE wealhw (H8ESTNSLET) : -

#¥3% SUBRCOUTINLE USED wITH WORK TN NEXT GURUE
#E% DISPATCHING RULE

DIMENSICN NSETI35.1)

COMMON TD e Ls INIT s JEVRT s NI T s FAsSTOP 9 X oMY CoaNCLLT
INALIST o NGO s ivCRPT o NOT o3P is 9 TRUNL e NIKUT S o NSTAT s QUT 9 SCALL
ZISEED s THOwW s TOEG s TR I N s XX s iiPRNT o NCRER s NEP o VNG 125) »
AKOF s KLESKUOLsATRIVI33) yEXN(29 s IHNMN(25) s JCELS(20932) s
GRRANKIZO Vs JOLR »™WAXIIDUI25 )5 IiFE(25) o LC{25) s ¥LELZ29) 9
5 NCELSTZ2u) olG {25 s PARAY (404 s UTINE(Z25 )3 S5UNALZ2T4+5)
GaSUMATTE 35 ) o MAVE(SH ) yMPRO 4 WAN G HOAY 4 MYR

COMBMCM PLEsMTPUS s TIOTPO ol e X 1SY3 s XuRkEY s TDUE
TITYPE s iNEXT a0l ligiLVeNACLD swWB (10 928 (1ir sX(10s1010
Z BUSTI V) sHNRSET s UL L oriidUn s WEST o NELTS o NrlOL 91kl o
3wwiw{Llu) o SEED sARATLSLOC (20U} s MAXSAR{L])

COMIAON NERLL s nPREPSHNDESL s NUML s CAP{IICIH»DESLI1D)
IDGL(10) s DLSLE 4DMLE 3y GLOAU(L V) o XOP S o XWKSSTIMEF{1G) s
SNSTSHsNLDR s NARR $SHOPLE (1 U)

##%  CHECK JOBS IN QUEUE FOR THIS MACHINE

XX=1s0E+20

MBEST =0

MN1=MNOW+]1

MXT=UFREONNT) :
NeM=FLOAT (MSET (L3 MXT Y)Y /SCALE+.CUW0O01

®¥#%%  CHECK IF TAlS JCo HAS A NLXT OPERATICH
IF (RMdeEQeu) GO T Sy

TwK=GLOAD (M)

TH=TNOW+FLOAT{NSET (124MXT))/SCALL

Nl1=daFET]1)

#%%  CHECK IF NEXT EVLEART IS AN BENU OF SERVICE
IF (FLOAT(NSET{Z2si1))/5CALE«GT«1a8) GC TG 40

®#% FIND MACHINL CENTER &HELRE END OF 3ERVICE EVEN
Fr® 15 0CING NEXT

M= LOATINSET {13813 /5CALE+e U]
[F {(AdeRE i) GO Tu 4

k#%® CHRCK 1R EVLAT IS OOING TC HaAvE ANl EFFECT ON 404
#%% AT NEXT QUEUE JITH RESPECT 17 THE J40d WE ARE



[aEakn

[N el

3
4y

IF (FLCATINSET(1eN]
(

*#x CONSILERING

NIV /SCALE=-(TM) ) 204409408
Tauk=Tak+FLCATINGET (149N11)) /75CALE
N1={SET (X1
IF (N1eMNESTT77T)Y GO TO 24

®¥#k%  CHECK IF SEASURE IS OPTINAL SC FAR

IF (TadKeLTexXx) ABEST=0XT
IF (TakelTaXxX) XX=TwWK

¥®%  GET MeXT JUo 1IN QUEUE FOR THIS MACHINE

MXT=HSET (A XT)

IF (XTeWETTT7T) @O TO lu
RETURN

EnD
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APPENDIX C

FORTRAN IV LISTING OF THE RANDOM NUMELR

GENERATOR TEST PROGRAM

o3

[¥S]



£D,U RANDT,MAIW
ED 13.00-05/05-16:15-{13,14)

EDIT
O:P 1 124
C Fk? PROGRAM MAIN

DIMENSION MMAT(L1,11),NRUN(1O0),NLIN(10),ER(10)

READ (5,10) ISEED, INUM
10 FORMAT (16,2X,15)

DO 20 I=1,10

NRUN( I)=0

NLIN(I)=0

DO 20 J=1,10
20 NMAT(I,3)=0

NRUNTO=0

NRUNLE=0

KA=ISEED

KR=5%%7

KD=KA

DO 100 I=1, INUM

Ra=KD

KC=KAKB

KD=MOD (KC, 2%#17)

D=KD

X=D/(2.0%*17)

X{=X*10.

X=X

™=TX+1

IF (I.EQ.1l) GO TO 99

NMAT (IX1, TX)=NMAT (IX1,TX) +1

ITX=X+*100000C0.
ITX1=X1*1000000.
IF (IIX.EQ.IIX1) GO TO 900
IF (IDIP.EQ.1.AND.X.GT.X1) GO TO 30
IF (IDIR.EQ.2,AND.X.LT.X1) GO TO 30
NRUNTO=NRUNTO+1
IF (NRUNLE,GE.5) NRUNLE=5
NRUN(NRUNLE)=NRUN (NRUNLL)+1
NRUNLE=0

30 IF (X.GT.X1l) IDIR=1
IF (X.LT.X1) IDIR=2
NRUNLE=NRUNLE+1

99 X1=X
IX1=1X

100 CONTINUE
NRUNTO=NRUNTO+1
IF (NRUNLE.GE.5) NRUNLE=3
NRUN(NRUNLE )=NRUN (NRYNLE) +1
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WRITE(6,201)
201 FORMAT (IH1,24HRAKDOM MO GENERATOR TEST///}
WRITE (6,203)
203 FORMAT (IH ,32HFREQUENCY COUNTS AT .1 INTERVALS)
DO 207 J=1,10
DO 205 I=1,10
205 NLIN(J)=NLIN(J)*NMAT(I,J
WRITE(6,209) J,NLIN(J)
207 CONTINUE
209 FORMAT (1H ,3X,I2,3X,16)
WRITE (6,221)
221 FORMAT (//1H , 13HMATRIX COUNTS)
DO 223 I1=1,10
223 WRITE (6,225) (NMAT(I,J),J=1,10)
225 FORMAT (1H ,1016)
WRITE (6,231)
231 FORMAT (//1H ,10HRUN COUNTS)
WRITE (6,233) (NRUN(I),I=L,5)
233 FORMAT (1016)
WRITE (6,235) NRUNTO
235 FORMAT (/1H ,20HTOTAL NUMBER OF RUNS,5X,16)
%%% CHI-SQUARE GOODNESS GF FIT
CHISQ=0.0
EXP=FLOAT( INUM-1)/10.
DO 301 I=1,10
Y=(NLIN(I)-EXP)#*2
Y=Y/EXP
301 CHISQ=CHISQ+Y
WRITE (6,303) CHISQ
303 FORMAT(//1H ,33HCHISQUARE GOODNESS OF FIT(9DOF) ,F9.3)
*kk KOLMO GOROV-SMIRNOV GOODNESS OF FIT
D=0.0
¥1=0.0
EXP1=0.0
EXP=EXP/FLOAT ( INUM-1)

DO 321 I=1,10
Y=FLOAT(NLIN(TI))/FLOAT ( DNUM-1)
YI1=Y1+Y
EXP1=EXP1+EXP
DIF=ABS(Y1-EXP1)
IF (DIF.GT.D) D=DIF
321 CONTINUE
WRITE(6,323) D
323 FORMAT (//IH ,34HKOLM-SMIRNOV GOODNESS OF FIT(9DOF),F9.3)
%%% SERIAL TEST



9]

341

351
353
900

901
951

CHISG=0.0

EXP=FLOAT (NUM-1) /100.0

B0 331 1=1,10

DO 331 J=1,10

Y=(NMAT( I,J) -EXP) %2

Y=Y/EXF

CHISO=CHISQ+Y

WRITE (6,333) CHISQ

FORMAT (///1H ,27HCHI-SQ SERIAL TEST(9$DOF)
**% RUN TESTS(TOTAL RUNS)

RNUM=NRUNTO- (2. 0*FLOAT (INUM)-1.0) /3.0
RDEN=(16. 0*FLOAT ( INUM)-29.0/90.0
RDEN=RDEN**0. 5

Z=RNUM/RDEN

WRITE (6,341) Z

FORMAT(//1H ,28HTOTAL RUN NORMAL STATISTIC
*%% RUN TESTS(RUN LENGTHS)
FINUM=FLOAT ( INUM)

ERT=( (2.*FINUM)-1.)/3.
ER(1L)=((5.%FINUM+1.) /12,
ER{2)=({11.*FINUM)-1%&.)/60,

ER(3)={(19,FINU{)-47.}/360.
ER(4)=((29.*FINUM)-105.)/2520.
ER(5)=ERT-ER(1)-ER(2)-ER(3)-ER(4)

CHISQ=0.0
DO 351 I=1,5

FNRUN=FLOAT (WRIN(I))

Y=(FNRUN-ER(1))%*2

Y=Y/ER(IL)

CHISQ=CHISQ+Y

WRITE (6,353) CHISQ

FORMAT (//1H ,26HCHISQ  RUN LENGTHS (4DOT)
GO TO 951

WRITE (6,901) I

FORMAT (11 ,34HERROR CONDITION, 2 EQUAL NG, ITER

CONTINUE
END

,F9.3)

2F9.4)

,¥9.3)

»15)
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RANDOM Y0 GENZIRATOR TEST
FREQUENCY COUNTS AT .1 INTERVALS
§83

1011

978

994

1049

1032

976

073

1017

986

S OD~IOvA W

i

MATRIX COUNTS
87 100 89 102 110 107 104
96 102 111 102 83 100 100
50 109 95 85 107 104 89
94 9% 106 101 106 111 95
114 113 104 102 109 95 101
104 109 95 109 111 101 103
92 87 162 87 102 96 102
98 91 85 99 106 113 95
101 101 9 106 102 105 93
107 1G2 27 161  1GY  iGO 89

RUN COUNTS
4147 1872 503 121 22
TOTAL NUMBER OF RUNS 6666

CHISQUARE GOOLDNESS OF FIT(9DOF) 6.146
KOLM-SMIRNOV GOODNESS OF FIT (9DOF) .005
CHI-SQ SERIAL TEST(99DOr) 54,435

TOTAL RUN NORMAL STATISTIC -.0079

CHISQ RUN LENGTHS (4DOF) 2.515
END 1469 MLSEC

98
98
108
89
105
101
90
87
105
g2

102
110

89

9%
109

99
103
106
104
101

g3
1G3
102
102
98
100
115
53
101
39

197



188

APPENDIX D

DESCRIPTION OF ATTRIBUTES, EVENTS, AND OPTIONAL

VARIABLES IN THE GASP PROGRAM



Events
1- End of service (ENDEV)
2- Arrival of a job to the system (ARIVL)
3- Completicn of a schsduling period (COLL)
4- Beginning of the simulation (START)

Other events which are not called by EVNIS are:
End of run in period (CLEAR)
End of simulation (ENSIM)

User Subrouvtines

MAIN

EVNTS

ENDSV This is used when a job operation has been completed on a machine.

ARIVL Called when a new arrival comes into the system.

COLL Collects statistics on machine and shop utilization at the end of
every scheduling period,

START Called at the beginning of the simulation to preload jobs in the
shop.

CLEAR Used to clear statistical areas after the run in period.

DYNAM This is used to calculate priorities for dynamic rules (DSOP).

WKING Used with the expected work in next queue rule,

PTJOB Takes an available job from ARIVL, ENDSV, or JOBDEC and moves it
to the machine center required.

GENMAT Called by COLL to put the shop loading information in the mathe-

matical programming modzl when this form of leoading is being used.



LeM

JOBDEC

ENSIHM

POOLHE
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The linear program model used to decide which jobs should be moved
from the job pool into the shop.

Program used to interpret the results of LPM and to call PTIJ0OB as
required.

Fnd of simulation.

Program used to load jobs in the shop with a heuristic algorithm

instead of the linear program algorithm.

Function Subprograms

DUED Computes a due date for each incoming job.
MOP Computes the number of job operations for each incoming job.
TIME  Computes a processing time for each of the job operations on the
routing.
GNARV Computes the time before the next arrival is due.
#1 Events
#2-11 Machine queues (jobs in the queue) for machines #1-10
#12 Jobs in the job pool
Acttributes
1- Time the event is going to take place
2- Event code
3- Time -at which the job came into the system
4- Due date for the job (including TNOW)
5- Number of operations left
6- Slack time (including TNOW) (for static rules); work remaining

(for dynamic rules)
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7~ Slack or work rewaining/operation

8- Time at which job arrived at its current queue

9- Total work time

16- Total number of operations

11- First or actual cperation (machine) number

12- Time required for the operation in attribute 11, that is, for the

operation in the machine where the job is presently located.
13-26 Similar to #11,12

27-29 Not used

30- Job number

31- Not used

32- Amount of work already performed on this job (hours)
33- Time at which the job came aut of the pool

Stetistics Collected

COLCT (SUMA array) : 64 statistics

N2 Var.
1-10 UT Percent of time busy in a perio& for machine T
11 TISYS Timec spent in the system
12 TLATE Time value of job lateness
13 TARDY Time value of job tardiness
14 ATS Avarage time busy in a period per wachine
15 b Tine value (absclute) of job latenzss
16-25 WT Waiting time for jobs at queue of machine "I’

26-30 TYSYS Time spent in the system for jobs with 4-8 c¢perations

31-40 DBAL Deviation from bilance for machine J
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4347

48
49-53
54-63
64
65
66,67

68,69

76,71
TMST
1-10
11
12
13
14
HISTO
1
2
3
4
5-14
15

1é
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DBALT  Deviacicn from balance for anrirve shop
Time spcont in system w/o counting pool time
Time spent in the system w/o counting the pool time for
jobs with 4-8 cperations
Time spent in the pool
Time spent in the pool for jobs with 4-8 operations
DBALQ Devialion from balance in queue for machine "J"
DBALQT Deviation from queue balance (all machines)
Operation run time
¥ in pool before/after loading
N of jobs loaded in shop thru special features on PTJOB,
ENDSV
PWB, PQB
(SSUMA array) : 14 statistics

BUS(I) Amount of time machine "I" has been busy

XWKSY  Amount of work in hours in the shop

XYSY Amount of work in number of jeobs in the shop
XOPS Number of cperations performed for johs in the shop
XWKS Amount of work already done for jobs in the shop

16 statistics

TLATE  Time value of job lateness

Xp Number of perieds late

ATS dverage time busy in & period per machine
AT Average percent of load arrived/machine
D Interarrival times for machine I

Interarrival times to the job pool

Time jobs spend in the pool



APPENDIX E

DESCRIPTION OF NON-GASP VARIABLES

i~



Descripticon cf Nen-GASP Variables

ARATE
AVG(I)
BUS{I)
LOG(I)
MNEXT
NEN
NLV
NM
NRSET
NTOTPD
NTPDS
PLEN
SEED
TISYS

WBM(T)

WWW (1)

X(1,3)
XYSYS
XWKSY
I Type

NLELD

The rate of jcb arrivals

Average percent utilization for machine i

Statug variable for each machine: 0 = idle, 1 = busy
Column location in NSET of job "I”

The machine to which a current job will next proceed
Miumber of jobs emtering the system

Nunber of jobs leaving the system

Number of machines in the shop

Number of runs in periods for the simulation

Number of periods the simulation is to run

Number of elapsed periods in the simulation

Length of one scheduling period

Random nurber seed to be used:

Time spent in the system by an existing job

Variable used te maintain MWB (machine work balance) statis-
tics for machine "I"

Variable used to maintain utilization statistics for machine
HI [}

Input transition matrix for job routing

Number of jobs in the shop

Amount of work {(in hours) in the shop

Not used

Not usecd



WB(1)

NRULE

MNOW

NRST

MAX

AR(T)
NPREL

NPREP

Hours of work that has arrived to the shop for each machige,

Code which indicalbss queue discipline (dispatching rule) to

be used

{(Dvnamic), Dynamic Slack Rule, DS

(Dynamic), Dynamic Slack per Operation Rule, DSOP

(Dynamic), Expected Work in Next Queue, EWIQ

(Not Dynamic), Shortest Processing Time, SPT

(Not Dynamic), Due Date, DD

(Not Dynamic), First in First Out, FIFO

(Normal GASP procedure for ranking entries im the file is used
to maintain ranking of jobs In wachine queues for rules 4-7,.
Rules 1-3 utilize separate subroutines for computing priori-
ties.) Only Rules #2,3,4,6 were used to obtain detailed
simulation results in order to save computer time,

The machine number where the current job has just finished
Used by main to indicate the number of runs in periods. Set
by main NRST = NR3ET except that if NRSET = 0, then NRST =
9999999, The effect of this is to eliminate the run in period
if NRSET = 9.

Equals the largest job number presently in the system (not the
nunber of jobs, but the job number)

Last time machine "I" had an arrival

Number of jobs to be preloaded in the shop

Number of jobs to be preloaded in the pool, if using a pool,

out of the total in NPREL



NDESL

DESLF

CAPM(J)

DESL(J)

NDML

DMLF

DQL{J)

QLDAD (J)

TIMEF{J)

NSTSW

X0ps

DBAL (J)

DEALT

206

Switch to indicate whether desired agzregate load per machine
is to be read individually or calculated using a facror:

0 = read, 1 = calculated

Factor to be used in calculating the desired aggregate load
Machine capacity for machine "J" (per scheduling period)
Desired aggregate load for machine "J" after loading.

Switch to indicate if desired queue load at each machine is to
be read individually or calculated: O = read, 1 = calculated
Factor to be used in calculating desired queue lcad

Desired queue lcad for machine "J"

Variable used to keep track of work in queuve for machine J
(to be used by work in next queue dispatching rule)

Factor used to extend the time generated for 2 machine copera-
tion properly

Switch to determine if the job being handled by ARIVL is to
be preloaded directly into the shop regardless of any pool
arrangements: ( = handle normally, 1 = preload directly in
shop

Number of operations performed already for jobs in shop (see
TMST)

Amount of work performed already for jobs in the shop (see
TMST)

Deviation from aggrezate balance for machine "J" (that is,
deviation from desired aggregate load in the shop)

Deviation from balance for entire shop
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NLDR Loading rule to be used:
0 = shop with uncontrelled leoading or releasing

1

pocl with desired aggregate load, LP;

5 = pool, desired queue load, heuristic

IDUE method of job due date generation (1,2}
NARR Code to indicate type of arrival rate
1 = Poisson arrivals

2

Poisson arrivals with mean interarrival times superim-

posed on a sine curve

SHOPLD(J) Variable used to keep track of the aggregate work in the shop
for machine "J"

DRALQ(J) Deviation from desired level of work for machine "J" in queue
of machine "J"

DBALQT Sum of ’DBALQ(J)| over all machines

A(T,T) Matrix used by the bounded LP including RHS and two extra
rows, one for upper bounds and one for switches

KBV(I) Variables which give column number of vector in the basis in
the LP programs

c(I) Objective row, including objective value in the RHS column

FACDUD A factor used to assign different weights to the job due dates,
A factor of 0 ignores due dates.

NOROW Number of rows in the LP program, not counting the boundary
and switch rows

NOCOL Number of columns in the LP program, not counting the RHS

INDEX Number of artificial variables in the final basis

KAUX () Column number of the artificial wvariables in the fimal basis,
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if any.

Variables Used Internallv in Some Subroutines

MAIN
XX3SD
ENQSV

NOP

NP23

DDD

TLATE

TARDY

X?

JOB

LR,LRM

MBEST

A random number used to prime the random number generator

Total number of operations for the job being handled (current
job that is just leaving the systen)

NOP+22. Index used to collect statistics onm jobs (time spent
on system) depending on their number of operations

Absolute value of job lateness

Job lateness

Tardiness = 0 if TLATE is £ 0, = TLATE if TLATE > Q

Integer number of periods late for a jeb (could be negative
if job is early)

Job number for job leaving the system or job number for job
entering service

Variables used to set indices for rolling job attributes when
an operation has been finished

Value returned to ENDSV by DYNAM and WRINQ giving the celumn
number of the job with tep priority {(accerding to the rule in
use) in the machine queue where an end of service just oc-
curred

Waiting time for job being placed ¢n machine

Percent of time busy for a machine

Time busy for all machines this period
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TOT Percent of capacity load arrived for all machines

ATS Average time busy this period per machine

ATOT Average percent of capacity load arrived per machine

PTIOB

INP New arrival indicator: 2 freom ENDSV, 1 from ARIVL, 3 from
JOBDEC

D Interarrival time

DyNAM

DIF : Due date--work remaining

DS Dynamic slaék

Dsop Dynamic slack per operation

XX Best dynamic slack value so far

MBEST Column number oF bLaest job so far

MNXT Column number of job being considered

UKING

MXT Column number of job being considered

TWK Total work content at the machina queve where the job being

considered would go next
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SAMPLE INPUT DATA FOR SIMULATION PROGRAM
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MACH NO AVERAGE QWi MAXIMUM

1 1,512 ————— 24154 8

2 1,853 3.284 10

3 1v249 2,456— —9—

4 l.601 3.753 i2

—5 3T 27938 —10

G 1,436 2,402 )

- 7 ——1y898- 34964 t1

8 1,115 1.85% 8

T G- 1 257 —24s127 B8

10 1,167 1,89 9

ALL 1,453 2,681 12
PERIOD WORK dALANCE INDEX PwB = GoiaY
PERICO GULUE BALA'ICE INDEX PR3 = 11,59




kY

[ W)
-
o5

F*GASR SUMHARY HERGAT++

e GIMULAT I 0% PROJECT-NOy —1—BY———IRASTORZA

-

pea

——— DATE- 1/ -4/ 1973 RUH -HUMIZR—3

e ke k GERERATED - DA TA% 4

1 54,4865 27.4736 «0000 100,0000 500
e Sly b 22— 2 plf———000—2O0 00 —D00
3 77.6187 31,5957 «0GN30 100,0000 209
4 B4a2109 2747559 ——— 0000—100,0000 —— 00— ——
5 B0.,9352 28,7667 «0030 100,708 %00
———— - —— 83,8690 - 2B T29g- 9008 100,4009 200
7 85,5755 26,3558 « 0000 100.0009 200
+ T35 2—— —F U FE——— 030 01850003 B{—
9 7780690 30,9089 20000 100,00600 200
—— 79 64 57— ——29,9557 — 900 0— 190 ;0000——P00—
11 51,9517 35,6425 7+6603 41¢,7900 2128
124D E 5254020 141567324, 2907 2128
13 650G 22,5975 0000 324,2900 128
— 14 635355 Oy M egs— B0 0H 280
15 B3, 1035 39,2018 « 0200 324,2900 2128
——m ey ey TG R B, B Uy 0000 129,320 —I<965— -
17 3.8249 16.4565 +0086 335,790% 1278
— 18— 43525 ———9,7138~ FO000——123,6900—12056——
i9 541160 13,2996 0000 222,0500 13509
——— 2 U 3SR TS 6 B 00— 95 RO 18—
: © 2% H.4137 8,7560 «0000 99,7700 1327
22 5+690—— 104504 ——— 0000275, 4 190—13354 —
23 3,5789 6,3218 « 0000 83,7600 1233
— 24001 8—— 89588 a0 1597900 1€57
25 3.8539 7.5595 + 0000 116,4900 121n
25 %83 4TI — o f s 2B Ee— A 0—
27 Li,25673 32,8127 12.4200 333,97c0 441
———2B8 -~ — 513814 35,3627 — L1 800—31ug 4700 B32
° 29 60,7213 37.2z280 1640800 318,7100 424
——— 30— 65,9152 - —--37 ,B368——20%180—U12;7F 00— 21 }-——
33 63244 11.2274 -20.2188 31,6312 500
32 2798015 o te———3fvu 537459 500
33 9,4B59 12,448y -29.2934 30,2462 500
e 3y = B, 3082 —-- 15,3112 =53, 2075 —~ 30,9825 — - 00—~
. A5 73661 13.593) =30.6267 31,0432 500
s e — R, e 680G - — 1 2 3G 20 AN 0R——30, 5892 ——-D00 ———
37 3,.8640 16,5782 ~64.2508 32,0332 b00
—- dg- L2 T T T =L e S A 320 5 73— 0
39 8,1595 12.,97% w2l h6] 32,9739 00
el ) =G, 3062 11, BE5A - =29.0625 - — 33,9675 - — S0 -———
4 123.5543 47,0155 43,8721 26R,0026 5090
e P = 2 BB 13 o 3] BR0T 65200 - 393,5400 — 2128
L3 29,0655 23.6424 645203 183,27¢0 329
44 351 /90 ——24,55¢7 #1900 AE1P2n—MLt———
45 42,7538 31.5323 10,4300 307,8000 b3z

e e e B10S3% - 32,7231 - GeR300 0 309,7100 - B24 -



219

47 S5 o9a T 3Byt — AP A IO —39 e — it ————
48 B.93704% 1¥,1782 T 131,%9400 2128
4g — Ga4337 - 151579 o 0B00 11674300 320
bg 8.9?“0 14,0805 , 18090 11n,970n Yy
e = B e B (R TR 4, 23 g et 2 30 L3 9any—— b3 ——
5p 9,5973 14,5303 22200 110,7500 424
53 8v2ir Aty S5 .ﬂo:r'—-*aqri‘sfm—-—-ah—-—————
54 601717 Te2350 ~38,1666 3,1931 200
55 ""9.5825"' - ;niRJT-_'Suosja’j—— —3 —167d bGG
b6 =5,2451 78251 ~46.45903 3.13090 2090
57 =T BAZD- 11,7105 —=H5,40039 - ——3;03G0 504
58 ~5,5611 B,0337 «~38,3200 3,1600 900
G ~Bv ool FiBoed 3o 20— T—o 88—
60 -3,1054 11.3261 -62,30400 3.1600 200
31 -3,5605 —“'é;'2522———-2? V94— 1S 90—
&2 -4 8051 7.35 -35.,1018 3,1883 500
- T R I | Y 1531---“--3~ 3594 —— 351908 S00—
b 72,1431 25,3188 116729 136,4939 0¢p
—65 255552 25 UBSY ;.1}000—‘——9—9%‘0—12562——
&6 £.+6920 by1322 0300 18,0000 09
—— 72 UKy ~3.2553 50000 — 1370000 — 00—
&g NO VALUES RECORIED
e g e NG - L LS S RICORIED
76 4,436 2.7735 « 0000 12,2429 500
L 175922 SIS e TEy = 00eS—HBTSTEY T ——ho———
e ey TIN CTN T RAYED T DA T A e - -—
cope MZAN ST0.DEY, MIN, MAX, TOTAL TIME
1 8449 =+6459 « 0000 1,0000 40Y0,0090
4 VBGRB8 000 80900l oone—
3 2 7782 -, 7782 « 000G 1,0000 40U0,0000
4 38 LT TBu 0o i 0008—40U0;0000—
5 « 894 =.80%94 « 0000 1,0000 40uUQ,.Q000
& — 8387 B3 8T G000 130 00—40U60000—
7 « 8558 -.B8558 0000 1,0000 40U0,p000
') vI78% - .:'?ai-ﬂ—wmreﬁﬂ%-—-&r%ea—-qﬁuﬂrw%*
9 « 7787 -.7787 <3000 1,0000 40U0,0000
—_——— A VOB o 7965 000 0———1 +0000—4 QU0 (00—
13 411.7676 120.8925 hEL,525(0 696,0349 40UU0,Q000C
1P 24 THEE e B, T51 — — 3D 000 ——— 454 DO0DO— 4RO oNe—
13 58.80H7 19,2998 746000 133,0000 40Y0,0000
I 130T U T F— - 555 b5y — it i3 2 704 62— GV 6 066—
wkSEHERATEDFREQUENRCYDISTRIBUTIONGxx
CODE HISTJJHA S
b1 1491 34 3J 38 29 34 22 29 26 3y 2b
—_—lp— 2t — 16—ttty F—— e
2 R LA ¢ I e
164 62 59 s4 22 16 15 1y b 71683
3 0 0 0 0 0 0 1 5 10 17 4d

48—89—107—t1 63 —6—0—— 0 ——O—0—-0
¢ © © o0 © 0 o 0 0 ¢




APPENDIX H

RESULTS FROM RANDOM NUMBER GENERATOR TEST SEEDS
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Table 2i. Results of Tests on Random Number Generator
N’-‘
z
> .
& 2 5 2 5
] ] -~ [=1 Y a0
[ g ] el 44 =] ~ @] =
w “ = o 2 o Wow
[« [ IR /) — o [= ] o~
= =R o O - 3 E O
= Y T - E o o W 0o on oo
g w Sw g & o D w g §SS
(-} [ oI+ vl Qg B O =z N O
CRITICAL i p
VALUES 16.92 014 }23.2 1.96 9.49
TEST RESULTS
SEEDS
1) 100933 7.59 004 64.7 .34 5.36
2) 411710 g.12 .0N5 64.7 .02 1,32
3) 297449 9.11 .008 83.9 .02 3.86
4) 349387 6.85 .005 6l.9 .07 3.07
5) 281923 7.22 004 64.9 43 1.18
6) 154231 4.41 .006 64.3 1.11 5.30
7) 329963 7.33 006 l80.2 .85 1.61
8) 900131 7.61 .008 81.8 <24 4.43
9} 392819 2.55 .006 6l.1 .19 48
10) 214753 2.47 .005 61.2 .17 .35
11) 200933 6.15 .005 54.4 .01 2,52
12) 117341 5.87 .005 55.8 .00 2,86
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Table 22. Simulation Results

Conditions: No Pool, Results after 100 pericds, DSOP

Run Number 1 2 3 4 5 6 Avg,
1. Time spent in the system 94.6 76.4 65.8 66,1 66,2 83.0 4.4
2. Time spent in the shop 94.6 70.4 65.8 66,1 66,2 83.0 74.4
3. Aggregate deviation from Des, Bal, 234, 151, 149, 150. 153, 162 167.
4, Machine balance measure, MWB 3.81 5,00 6.62 5.19 5.51 4,14 5.05
5. Shop balance measure, SWB LA67 . 867 1.443 .973 1.29 . 386 L9328
6. Queue workload balance, QWB 21,7 14,2 10.6 9.063 8.86 12.04 12.74
7. Period werkload balance, PWB 3.62 4,31 5.44 4,32 4,28 3.69 4.8
8. Period gueue balence, PQB 903. 198. 56.4 141, 119, 157. 261,
9. Average queue size 4,30 2.99 2,42 2,50 2.69 3.63 3.09
10. Average work in process in hours 854 616 505, 559 565 724 637.
11, Average number of jobs in the shop 51.6 37.9 31.5 32.9 34,9 44.7 38.9
12, Average operation done for jobs in shop 106 92.6 86.3 85.8 92.6 104, 94 .6
13. Average worl hours done for jobs in shop 275 230 215 222 237 201 240,
14, Average lateness 3,98 -17.2  -25.8 -23.8 -24.8 -8,0 -15,9
15. Variance of lateness distribution 773 772 786 934 790 391 741,
16, Average job tardiness 11.2 2.5 .86 1.26 473 3.00 3.23
17. Average tardiness variance 366 36, 10.4 13.4 4.7 50.6 80.2
18. Number of jobs entering shop 422 416 379 410 405 430 410,
19. Average shop utilization 86.4 80.8 74.3 80.1 80.4 85.3 81.2
20. Average number jobs in pool before loading| o 0 0 0 0 0 0
21, Average number jobs in pool after loading { ¢ 0 0 0 0 G 0
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Table 23.

Simulation Results

Conditions: No Pool, Results after 400 periods, DSOP
Run Number i 2 3 4 5 6 Avg,
1. Time spent in the system 77.2 4.6 75.1 72.5 71.4 71.3 73.7
2, Time spent in the shop 77.2 74.6 75.1 72,5  71.4 71.3 73.7
3. Aggregate ceviation from Des. Bal. 170. 148, 164, 162, 153 144 157.
4, Machine balance measure, MWB 4 5 4,34 5.20 5.38 5,22 4,81 4.93
5. Shop balance measure, SWB .721 .597 1.074  .997 .953 675 836
6. Queue workload balance, QWB 15,4 14.8 14.8 14.8 14,1 A 14,4
7. Period workload balance, PWB 3.94 3.76 4,19 4,45  4.31 4.14 4.13
2. Period queue balance, PQB 233 58.6 25.1 46,3 37.9 46.3 4.5
9. Average queue size 3.2 3.24 3.17 2.95 2,96 2.94 3.05
10, Average work in process in hours 670. 665 642, 613 &l6 617 637
11, Average number of jobs in the shop 40.¢ 40.9 39.8 37.6 37.6 37.6 39,1
12. Average operation done for jobs in shop 96.5 99.9 97.7 91.9 95.2 95,2 96.1
13, Average work hours dcene for jobs in shop 234 241, 240, 224 234 231 234
14, Averape latcness -13.4 -15.3 -18.0 -19.,9 -2Q0.7 -19.4 -17.8
15. Variance of lateness distribution 891 613 762 843 830 749 781
16. Average job tardiness 4,03 1.99 1.82 1,64 1.36 1.50 2.06
17. Average tardiness variance 124, 25.1 23.6 21.7 17.1 21.5 38.8
18, Number of jobs entering shop 1704 1745 1691 1672 1667 1655 1696
19. Average shop utilization 83.9 84.3 8.7 80.4 80.9 82.6 82.3
20, Average number jobs in pool before loading| 0 0 0 0 0 4] 0
21. Average number jobs in pool after loading | 0 0 0 0 0 0 0




Table 24, Simelation Results

Conditions:

No Pool, Results after 500 periods, LSOP; Set 1

Run Number 1 2 3 4 5 6 Avg
1. Time spent in the system 76. 7L, 72, 72, 72, 72, 72,5
2, Time spent in the shop 76. 71, 72, 72. 72. 72, 72.5
3. Agpregate deviation from Des. Bal. 168. 145, 159, 151. 149, 156, 155,
4. Machine balance measure, MWB 4,73 4,59 5.24 5.11 4.89 5.18 4,96
5. Shop balanc: measure, SWB .753 .715 1.036 .892 . 046 . 954 .833
6. Queue workload balance, QUB 16,2 13,3 14,1 14,6 =w-- 14.0 4.4
7. Period workload balance, PWB 4,00 3.89 4,26 4,28 - 4.28 4,14
8. Pericd gueue balance, PQB 180. 47.8 21.7 33.5 - 38.8 00.4
9. Average queue size 3.25 3.0 3.0 3.0 T 3.0 3.1
10. Average work in process in hours R71. 627 625 623 635 619 633
11, Average number of jobs in the shop 40, 3R,2 38.5 38,2 38. 37.9 18.5
12, Average operation done for jobs in shop 96,8 995.1 95.6 96.5 95.9 94 .3 95,7
13. Average work hours done for jobs in shop 232, 296 231 233 230. 228 235,
14, Average lateness -13, -18. -19 ~-19 -17. -20, -17.7
15, Variance of lateness distribution 876, 735 784 790 815 761 794,
16, Average job tardiness 4, 1.7 1.6 1.6 2.6 1.4 2.2
17. Average tardiness variance 116 21 21 21 59, 19, 52.8
18, Number of jobs entering shop 2132 2132 2113 2110 2114 2109 2118
19, Average shop utilization 83.4 83.2 8i.5 81.2 82.4 81.4 82,2
20. Average number jobs in pool before leoading; ¢ 0 0 0 0 0 0
21, Average number jobs in pool after loading | a 0 a 0 0 0
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Table 25.

Simulation Results

Conditions:

No Pool, Results after 500 periods, DSOP; Set 2

Run Number . 2 3 4 5 6 Avg,
L. Time spent in the system 72, 69, 72, 72, 72 73, 71.7
2. Time gpent in the shop 72, 69, 72. 7 72. 73 71.7
3. Aggregate deviation from Des. Bal. 158, 145, 152, 153, 143, 148. 150.
4. Machine bazlance measure, MWB 5.17 5.20 5.15 5.27  4.97 4.93 5.12
5. Shop balance measure, SWB 1.071  .B866 .992 .945  ,683 652 .868
6. Queue workload balance, QWB 13.6 13.6 13.5 ———— _—— ——— 13.6
7. Period workload balance, PWB 4.15 4,38 4,21 ————— ———- ———— 4,25
8. Period queue balance, PQB 72.6 _—— 74.0 ———— _——— ———— ————
9. Average queue size 3.00 2.8 3.0 —_——— ———— .o 2.9
10. Average work in process in hours 621 598 621 616 625 638 620,
11. Average number of jobs in the shop 33. 36.5 38.2 37.8 37.9 38.7 37.9
12, Averzsge operation done for jobs in shop 95,5 94,2 95,7 94.1 94.6 94 .1, 94,7
13. Average work hours done for jobs in shop 232 288 242 296 227 225 218
14, Average lateness -20. -23. -19. =20, ~18. ~-16. ~19.3
15, Variance of lateness distribution 734 310 729 798 768 768 768
16. Average job tardiness 1.4 1.1 1.4 1.4 2.0 2.4 1.62
17. Averaze tardiness varilance 18. 13. 17. 17. 32 42 23.2
18. Number of jobs entering shop 2113 2111 2113 2100 2117 2113 2111
19.  Average shop utilization g1.5 81,2 81.7 8L.1 82.3 82,4  81.7
20. Average number jobs in pool before leading| g 0 0 0 0 0 0
21. Average number jobs in pcol after leoading | g 0 0 0 0 0 0
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Table 26, Simulation Results with One Seed

Conditions: Pool, Special loading approach 10101, DSOP, Seed 411719, Various DESLF Values
DESLF  4.25 3.50 3.00 2.50 2.25
Run Number 1 2 3 4 5 Avg,
1. Time spent in the system 84.9 93.5 96.7 102, 1G9.
2, Time spent in the shop 62.7 59.8 57.6 56.1 57,5
3. Aggregate deviation from Des, Bal, 97.8 LO8 112 140. 169,
4. Machine balance measure, MWB 4.94 5.02 4,84 4.83 4.90
5. Shop balance wmeasure, SWB LT2L L7048 571 L4499 L5511
6. Queue workload balance, QWB 9.4 8.36 7.20 7.36 8,36
7. Period workload balance, PWB 4.38 4,37 4.32 4,38 4,40
8. Period queve balance, PQB 41,46 34.3 24.3 23,4 23.7
9. Average queue size 2.30 2.34 2,22 2.14 2,21
10, Average work in process in hours 533 512 493 485 498
11. Average number of jobs in the shop 33.2 31.5  30.3 29,5  30.2
12, Average operation done for jobs in shop 81.3 73.5 1.4 66,9 65.5
13, Averapge work hours dene for jobs in shop 194 173 166 155 L52
14. Average lateness -7.21 1.37 4 .44 9,53 16,7
15, Variance of lateness distribution 1045, 1444 1311 1480 1373
16. Average job tardiness 8.14 15.1 16,2 20.0 24.3
17. Average tardiness variance 171 406 3az2 510 537
18. Number of jobs entering shop 2113 2113 2113 2113 #4113
19. Average shop utilization 81.4 81.2 81.2 81.1 85.8
20. Average number jobs in pool before loading| 13.54 19.7 22.6 25.9 29,0
21. Average number jobs in pool after loading | 1g.00 16,1 19,1 22.5 25.5
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Table 27. Simulation Results with One Seed

Conditions: Pocl, Special loading apprvach 01101, DSOP, Sced 411719, Various DESLF Values
DESLF 4.25 2.50 2.00 1.50
Run Number 1 2 3 4 Avg.
1. Time spent in the system 75.0 74.5 76.9 79.8
2. Time spent in the shop 63.0 54.1 53.9 52.8
3. Aggregate deviation from Des, Bal, 111, 97.4 117, 139,
4, Machine balauce measure, MWB 5,28 5.12 5.09 4.97
5. Shop balance measure, SWB .972 .849 . 721 . 755
6. Queue worklerad balance, QWB 10.4 7.50 8.21 7.26
7. Period workload balance, PWB 4,36 4,33 4 42 4,27
8. Period queue balance, PQB 49.8 35,8 27.7 22.0
9, Averapge gueue size 2.52 2.05 2,04 1.98
10. Average work in process in hours 540, L4B7T 462 453
11, Average numbher of jobs in the shop 33.3 28.6 28.5 27.9
12. Average operation done for jobs in shop 87.5 79.4 77.4 76.1
13. Average work hours dome for jobs in shop 211. 187 180 172
14, Average lateness -17.2 -17.6 -15.2 ~12.4
15, Variance of lateness distribution 879 1135 1226 1198
16, Average job tardiness 3.01 4,38 6.13 6.81
17. Average tardiness variance 46,9 69.4 102 103.
18, Number of jobs entering shop 2113 2113 2113 2113
19. Average shop utilization 81.6 8l.96 8L.4 81.7
20. Average number jobs in pool before loading| 7,98 12,2 13.4 15.4
21. Average number jobs in pool after loading | 4, 684 9.8 11.4 13.7
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Table 28, Simulation Results with One Seed

Conditiorns: Pool, Special loading approach (0011, DSOP, Seed 411719, Various DESLF Values

DESLF 4,25 1.50 2,50
(11101) ({11101)
Run Number 1 2 3 4 5 6

1, Time spent in the system 78.8 74.7 71.8
2. Time spent in the shop 63.4 51.2 54,2
3, Aggregate deviation from Des., Bal, 103, 126 97.4
4, Machine balance measure, MWB 5.11 4,76 4,88
5. Shop balance measure, SWB .796 . 666 .821
6. Queuc workload balance, QWS 9.32 6.59 7.72
7 Period workload balance, PWB 4,37 4,14 4,11
g Perisd queue balance, PQB 38.1 29.1 33.2
9. Average qusue size 2,54 1.90 2,05
1G. Average work in process in hours 539 446 466
11. Average number of jobs in the shop 33.5 27.1 28.7
12, Average operation done for jobs in shop 86.2 76.8 80.8
13. Average work hours done for jobs in shop 205 182 190
14, Average lateness -13.3 ~17.4 -20.3
15. Variance of lateness distributien 810 1235 1124
16, Average job tardiness 3.95 5.22 3.54
17. Average tardiness variance 57.9 77.1 52.0
18. Numbar of jobs entering shep 2113 2113 2113
19, Average shop utilization 81.6 g81.5 81.6
20. Average number jobs in pool before loading 10.3 13.5 10.5
21. Average number jobs in pool after loading 6,5 12.0 8.5
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Table 29, Simmlation Results

Conditions;

Job arrival distributicn with static mean, No pool, DSOP

Run Number i 2 3 4 5 6 Avg

1. Time spent in the system 74.9 68.9 69.0 69.1 70.1 70.4
2. Time spent in the shop 74,9 68.9 69.0 69.1 70.1 70.4
3. Aggregate daviation £from Des, Bal, 158. 136, 122, 136, 140. 138.
4, Machine balance measure, MWB 4,55 4.99 4,62 5.03 4.94 4.83
5. Shop balance measure, SWB 477 .689 . 507 .672  .831 .395
£. Queue workload balance, GWB 17.1 12.5 12.6 12.3 13.1 3.5
7. Period workload balance, FWB 4.(19 4,35 4,13 4,41  4.3% 4,27
8. Period queue balance, PQB 255 130 80.5 32,3 49.1 109.
9, Average queue size 3,12 2.81 2.83 2,83 2.88 2.89
10. Average work in process in hours 652 592 602 595 602, 609.
11, Average number of jobs in the shop 39.5 36.3 - 36.6 36.4 36.9 37.1
12, Average operation done for jobs in shop 95.1 S4.4 94.9 94.5 94,3 9% .6
i3. Average work hours done for jobs in shop 227 228 227 2238 227 227.
14, Average lateness -15.3 -23.2 -21.3 -23.0 -22.1 -21.0
15, Variance of lateness distribution 1170 834 804 842 822 394,
16. Average job tardiness 5,05 1,18 1.46 1.26 1.29 2.05
17. Average tardiness variance 292 1.18 L.46 1.26 1.29 54.6
18. Number of jobs entering shop 2126 2115 2127 2112 2112 21138
19. Average shop utilization 83.2 8l.6 83.0 81.5 81.8 82.2
20, Averape number jobs in pool before loading| o 0 1] 4] s) Q

21. Average number jobs in pool after leading | o 0 0 0 0 0
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Table 30, Simulation Results

Conditions: ©Pool, Loading heuristics, DSOP

Run Numbher 1 2 3 4 5 5 Avg
1. Time spent in the system 88,7 78,2 80,6 80.1 77.0 80.9
2. Time spent in the shop 70.6 66,9 68.0 67.2 66,6 67.9
3. Aggregate deviation from Des., Bal, 138 129 125 133, 125. 130,
4, Machine balance measure, MwB &, 77 5.32 4,80 5,28 5.28 5.08
5. Shop balance measure, SWB L7279 .925 .678 .941 .874 L830
6. Queue workload balance, QW3 12.9 10.8 11.0 10.9 11.4 11,4
7. Period worklcad balance, PWB 4,07 4,45 4,14 4.39 4.4% 4,30
8. Period queue balance, PQB 106 44 2 28.6 16.9 22.1 43.6
9. Average queue size 2.96 2,72 2.81 2.75 2.70 2.79
10. Average work in process in hours 623 575 595 577 570 588,
11, Average number of jobs in the shop 37.¢ 35.4 36,4 35.6 35.1 36.1
12. Average operation done for jobs in shop 86.5 87.4 88.0 86.6 88.5 87.4
13, Averapge work hours done for jobs in shop 208 212 210 207 213 210,
14, Averape lateness 1,43 -13.9 -9.3 -11.9 -15.3 -10.4
15. Variance of lateness distribution 1053 821 777 828 791. 854,
16. Averape job tardiness 11.1 3.6 5.0 4.5 3.0 5.44
17. Average tardiness variance 254, 58.0 79.8 73.0 47 .4 102.
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization B3.5 81.6 83.2 81.5 81.2 82.2
20. Average number jobs in pool before loading| 11,7 8.2 3.8 8.9 7.6 9.04
21, Average number jobs in pool after loading (7. 4 3.9 4.6 4.7 1.3 4.78
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Table 31. Simulation Results

Conditions: Few interactions, No pool, DSOP

Run Number 1 2 3 4 3 Avg.
1. Time spent in the system 34.9 34,4 35.8 36.3  34.5 35.2
2. Time spent in the shop 34.9 34.4 35.8 36.3  34.5 35.2
3, Aggregate deviation from Des, Bal, 40.8 40.8 42,3 43,4 40.6 41.6
4. Machine balance measure, MWB 5.89 5.42 5.91 5.41 5.71 5.67
5. Shop balance measure, SWB 1.720  1.453 1,700 1,271 1.558 1.540
6. Queue workload balance, QWB 28.6 25.6 31.9 27.6 28.9 28.5
7. Period workload balance, PWB 4,24 4,07 4,23 4.20 4,20 4.19
8. Feriod queue balance, PQB 340, 106, 66,1 239 27.5 166,
9. Average gueue size 4,68 4.76 4.90 5.07 4.77 4,84
10. Average work in process in hours 154 160. 161. 170. 159 161.
11. Average number of jobs in the shop 27.5 28.0 28.6 29.5 28.0 28.3
12. Average operation done for jobs in shop 16.0 16.4 16.1 17.1 16,7 16.5
13, Averape work hours done for jobs in shop 36.3 38.9 37.7 40,3 39,2 38.5
14. Averape lateness -46.3 -45.6 44 4 -43.6 -46.0 45,2
15. Variance of lateness distribution 1246 1105 1231 1090 1118 1158,
16. Averape job tardiness .35 11 .30 .14 .13 .21
17. Average tardiness variance 3,19 72 3.6 .86 .77 1.83
18. Number of jobs entering shop 3182 3257 3211 3268 3255 3235
19. Average shop utilization 81.0 83.3 81.8 83.9 82,6 82.5
20. Averapge number jobs in pool before loading| g 0 0 0 0 0
21, Averapge number jobs in pool after loading | 0 0 0 0 0
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Table 32, Simulation Results

Conditions: Few interactions, Pool, DSOP

Run Number 1 2 3 4 5 Avg,
1. Time spent in the system 64.1 62.5 64.3 76.2  66.3 66.7
2., Time spent in the shop 22.1 20.3 24.0 26.3 21.4 22.8
3. Aggregate deviation from Des. Bal, 25.3 23,2 28.5 31,2 24 .4 26.5
4, Machine balance measure, MWB 4.72 4.51 5,02 4,81 4,74 4.76
5. Shop balance measure, SWB .743 .694 .867 .875 .976 .831
6. Queue workload balance, QWB 16.2 11.0 21.0 20.7 12.4 16.3
7. Period workload balance, PWB 4,06 3,92 4,17 4.01 3.81 3,99
8. Period queue balance, PQB 51.8 17.0 15.1 43,3 10,1 27.5
9. Average queue size 2,72 2.44 3.05 3.48 2.63 2.86
10. Average work in process in hours 86.6 82.7 96.9 107. 85.3 91.7
11. Average number of jobs in the shop 17.6 16.3 19.3 21.5 17.3 18.4
12, Average operation done for jobs in shop 7.25 7.10 7.05 8.14 7.32 7.37
13. Average work hours done for jobs in shop 12.8 13.2 12.8 15.8 13.6 13.6
14. Average lateness -17.0 -17.5 -15.9 -3.9 -14.1 -13.7
15, Variance of lateness distribution 1462 1193 1807 939 1116 1303
16. Average job tardiness 6.29 4.35 8.46 §.55  4.87 6.50
17. Average tardiness variance 156, 80.3 273 207 108 165,
18. Number of jobs entering shop 3182 3257 3211 3268 3255 3235
19, Average shop utilization 81.2 82.5 81.5 83.3 82.3 82.2
20. Average number jobs in pool before loading} 34 4 37.7 35.4 44.2 39.8 38.7
21. Average number jobs in pool after loading | 39 ¢ 31.2 29.0 37.7 33.3 32,2
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Table 33, Simulation Results

Conditions: Asymmetric trans. matrix, No pool, DSOP
Run Number 1 2 3 4 5 Avg.
1. Time spent in the system 74.3 72.2 73.3 77.2  75.6 74.5
2. Time spent in the shop 74.3 72.2 73.3 77.2 75.6 74.5
3. Aggregate deviation from Des., Bal, 157. 168. 158, 174, 163, 164,
4, Machine balance measure, MWB 4,91 5.37 4,63 5,18 5.06 5.03
5. Shop balance measure, SWB .155 .987 .565 . 887 .838 . 806
6. Queue workload balance, QWB 12.8 13.7 13.6 15.4 14 .4 14.0
7. Period workload balance, PWB 4.19 4.40 4.09 4,31  4.25 4,25
8. Period queue balance, PQB 52.6 38.7 45.2 47.4 20,7 40.9
9. Average queue size 3.15 3.04 3.11 3.29 3.23 3.16
10. Average work in process in hours 647 626 644 664 655 647,
11, Average number of jobs in the shop 39.8 38.5 39.4 41.1 40.5 39.9
12, Average operation done for jobs in shop 97.2 94.9 97.9 97 .4 98.7 97.2
13. Average work hours done for jobs in shop 2342 294, 235 228 233 230.
14, Average lateness -16.0 ~18.3 -16.9 -13.9 -15.6 ~16.1
15, Variance of lateness distributicn 672 793 754 713 703 727
16. Average job tardiness 2.1 1.51 2.27 2.51 1.92 2.06
17. Average tardiness variance 33.0 16.3 41.0 56.2 22.6 33.8
18. Number of jobs entering shop 2136 2135 2147 2124 2150 2138
19. Average shop utilization 83.2 81.2 83.3 82.4 82.8 82,6
20. Average number jobs in pool before loading]| g 0 0 0 0 0
21, Average number jobs in pool after loading | g 0 0 0 0 0
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Table 34, Simulation Results

Conditions:

Asymmetric transition matrix, Pool, DSOP

Run Number 1 2 3 4 5 Avg,
1. Time spent in the system 93.9 85.0 84.8 95.9  95.4 91.0
2, Time spent in the shop 64.6 62,2 63.9 64,2 65.1 64.0
3. Aggregate deviation from Des. Bal. 78.3 93.2 85.4 86.1 87.9 86.2
4. Machine balance measure, MWB 4,78 5.44 4.91 5.20 5.24 5.11
5. Shop balance measure, SWB . 384 .771 .489 566 .519 546
6. Queue workload balance, QWB 8.40 9.05 9,20 9.11 9.71 .09
7. Period worklead balance, PWB 4,43 4,69 4,45 4,65 4.74 4.59
8. Period queue balance, PQB 27.2 15.1 14.1 19.6 16.4 18.5
9. Average queue size - 2,62 2,48 2.58 2,59 2.66 2.59
10, Average work in process in hours 552 524 549 543 556 545
11. Average number of jobs in the shop 34.5 32.9 34.1 34,1 34.8 34,1
12. Average operation done for jobs in shop 77.8 80.1 83.6 77.7 49.7 49.8
13. Average work hours done for jobs in shop 132, 184, 198 178 183 185
14. Average lateness 3.6 -5,6 ~5.5 5.04 4,43 .39
15. Variance of lateness distribution 760 1001 900. 915. 1094, 934
16. Averapge job tardiness 11.8 8.49 7.92 13.9 14.4 11.3
17. Average tardiness variance 222 197 149 258 403 246
18. HNumber of jobs entering shop 2136 2135 2147 2124 2150 2138
19. Average shop utilization 83.1 80.8 82.8 81.9 82.0 82.1
20. Averapge number jobs in pool before loading| 17.8 14.3 13.6 19.2 18.6 16.7
21, Average number jobs in pool after loading | 13,5 10.1 9.4 14.9 14.3 12,4
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Table 35. Simulation Results - Basic Runs

Conditions:

Symmnetric transition matrix, Tight due date generation--DESLF 4.25, SINPER 16, FACDUD
80, DUD generation 1, ¥o pool, DSOP

Run Number 1 2 3 4 5 Avyg,

1. Time spent in the system 76.5 72.2 79.1 72.7 72.5 4.6
2. Time spent in the shop 76.5 72.2 79.1 72,7 72.5 74.6
3. Aggregate deviation from Des. Bal, 168, 158, 146, 159, 152, 157.
4. Machine balance measure, MWB 4.73 5.17 4.59 5.24 5,12 4,97
5. Shop balance measure, SWB L753 1.071 .715 1.036 .892 L8953
6. Queue workload balance, QWB 16,2 13.6 13.3 14.1 14.6 14 .4
7. Period workload balance, PWB 4.00 4.15 3.89 4.26 4.28 &.12
B. Period queue balance, PQB 190, 72.6 47.8 21.7 33.5 73.1
9. Average queue size 3.25 3.00 2.99 3.03 3,01 3.06
10. Average work in process in hours 671. 621 627 625 624 634.
11. Average number of jobs in the shop 40.8 38.2 38.2 38.5 38.2 38.8
12, Average operation done for jobs in shop 96.8 95.5 95.1 95,7 96.5 95.9
13, Average work hours done for jobs in shop 232 232 226 232 234 231,
14. Average lateness -13.6 -19.9 -18.4 -19.3 -19.6 -18.2
15, Variance of lateness distribution 876 734 735 784 791 784,
16. Average job tardiness 4.06 1.39 1.71 1.64 1,63 2.01
17. Average tardiness variance 116. 18.4 21.6 21.0 21.6 39,7
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization 83.4 81.5 83.2 81.5 81.2 82.2
20. Average number jobs in pool before loading| g 0 0 0 0 0

21, Average number jobs in pool after loading | g 0 0 0 0 0
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Table 36. Simulation Results - Basic Runs

Conditions:

80, DUD generation 1, No pool, EWIQ

Symmetric transition matrix, Tight due date generation--DESLF 4,25, SINPER lé, FACDUD

Run Number 1 2 3 4 5 Avg,
1. Time spent in the system 65,7 62.2 61.3 61,6 62,8 62.7
2. Time spent in the shop 65,7 62.2 61.3 61.6 62.8 62,7
3. Apgregate deviation from Des. Bal, 155, 155, 148. L55, 151, 153.
4, Machine balance measure, MWB 4.81 5,28 5.00 5.33 5,52 5.19
5. Shop balance measure, SWB .923 1.392 1.067 1.413 1.58 1.291
6. Queue workload balance, QWB 11.4 9.13 7.86 8§.93 38.81 9.03
7. Period workload balance, PWB 3.84 3,94 3.95 3.98 3.99 3.94
8. Period queue balance, PQB 142, 70.1 64 .7 12,4 20,1 61.9
9. Average queue size 2,58 2,47 2,39 2,45 2,47 2,47
10. Average work in process in hours 573 549 547 546 552 553,
11. Average number of jobs in the shop 34.1 32.9 32.2 32.6 32.8 32.9
12. Average operation done for jobs in shop 112, 107. 104, 106. 107 107.
13. Average work hours done for jiobs in shop 265 256, 251, 255, 260, 258,
14. Average lateness 24,6  -30.0 -28.8 -30.4 -29.5 -28.6
15. Variance of lateness distribution 5753 3911 4208 3749 3859 4296
16. Average job tardiness 16.7 12.4 13.1 12.1 12.6 13.4
17. Average tardiness variance 2687 1158 1444, 1013, 1108 1482
18. Number of jobs entering shop 2124 2117 2126 2118 2109 2119
19. Average shop utilization 82.8 81.6 82.9 81.4 81.0 81,9
20. Average number jobs in pool before loading| ¢ 0 0 0 0 0
21. Average number jobs in pool after leoading | o 0 0 0 0 0
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Table 37. Simulation Results

- Basic Runs

Conditions: Symmetric transition matyix, Tight due date generation--DESLF 4,25, SINPER 16, FACDUD

80, DUD generation 1, No pool, SPT

Run Number 1 2 3 4 5 Avyp,
1. Time spent in the system 51.2 47.5 48.8 46.7 4B.O 48 .4
2. Time spent in the shop 51,2 47.5 48.8 46,7 48.0 48.4
3, Aggregate deviation from Des, Bal, 147, 148, 143, 149, 146, 147,
4. Machine balance measure, MWB 5.05 5.16 4,86 5.17 5.46 5.14
5. Shop balance measure, SWB .923 .871 .877 966 1.302 .988
6. Queue workload balance, QWB 4,35 3.82 3.61 3.66 3,61 3.81
7. Period workload balance, PWB 4,15 4. 34 4.00 4,26 4,22 4.19
8. Period queue balance, PQB 78.8 27.4 26.5 6.16 12.3 30.2
9. Average queue size 1.82 1.68 1.70 1.65 1.70 1.7L
10, Average work in process in hours 497 465 471, 458.  468. 472
11. Average number of jobs in the shop 26.4 25,0 25,3 24,7 25,1 25.3
12. Average operation done for jobs in shop 69.5 64,1 66.0 62.7 64.3 65.3
13. Average work hours done for jobs in shop 161 148. 150. 144, 147. 150,
14. Average lateness -39.1 -44.6  <41.5 ~45.4 44,1 -42.9
15, Variance of lateness distributien 4783 3189 3434 3086 3158 3530
16, Average job tardiness 9,78 7.07 7.80 6,52 7.10 7.65
17. Average tardiness variance 2052 596. 891 547 585 934
18. Number of jobs entering shop 2118 2118 2124 2118 2104 2116,
19. Average shop utilization 82.8 81.6 82.8 8L.5 81,2 82.0
20, Average number jobs in pool before loading! ¢ 0 0 0 0 0
21. Average number jobs in pool after loading | o 0 0 0 0 0
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Table 38, Simulation Results - Basic Runs

Conditions: Symmetric transition matrix, Tight due date generation--DESLF 4.25, SINPER 16, FACDUD
80, DUD generation 1, No pool, FCFS
Run Number 1 Y 3 4 5 Avg.
1. Time spent in the system 74.9 73.7 77.4 69.5 77.6 74.6
2. Time spent in the shop 74.9 73.7 77.4 69,5 77.6 74.6
3. Aggregate deviation from Des. Bal. 152, 148 152 142, 172, 153,
4, Machine balance measure, MWB 4,71 5.19 4,91 5.01 5.19 5.00
5. Shop balancz measure, SWB .671 .921 .687 .685 942 .781
6. Queue workload balance, QWB 15,9 14.4 17.0 12,8 16,4 15.3
7. Period workload balance, PWB 4 .06 4.31 4,24 4,38 4,31 4,26
8. Period queue balance, PQB 171. 201 131. 45,1 100. 130.
9. Average queue size 3.16 3.05 3.26 2.86 3.25 3.12
10. Average work in process in hours 668 642 686 611. 676. 657.
11. Average number of jobs in the shop 39.9 38.7 40,9 36.7 40.7 39.4
12, Average operation done for jobs in shop 105 102 108. 95.6  107. 104,
13. Averapge work hours done for jobs in shop 252 246 259, 231, 258, 249 .
14, Average lateness ~-15.3 -18.4 -12.7 -22,6 -14.7 -16.7
15. Variance of lateness distribution 3092 2834 3046 2713 3148 2967
16, Average job tardiness 15.7 13.9 16.8 12,0 16,2 14.9
17. Average tardiness variance 785 624, 800. 498 801 702,
18. Number of jobs entering shop 2129 2107 2115 2112 2108 2114,
19. Average shop utilization 83.3 81.6 82.8 81.5 81.6 82,2
20. Average number jobs in pool before loading| 0 0 0 0 0
21. Average number jobs in pool after loading | o 0 0 0 0 0
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Table 39, Simulation Results -~ Basic Runs

Conditions: Symmetric transition matrix, Tight due date generation--DESLF 4,25, SINPER 16, FACDUD
80, DUD generation 1, Controlled shop with pool, DSOP

Run Number 1 2 3 4 5 6 Avy,

1. Time spent in the system 116. 88.4 100,2 89.3 79,2 9%.6
2, Time spent in the shop 69.2 62.8 64.7 62.5 61.7 64,2
3. Aggregate deviation from Des. Bal, 126, 85.2 89,1 88.0 90.3 95.7
4, Machine balance measure, MWB 4,08 5.24 4.70 5.34 5.26 5.04
5. Shop balance measure, SWB 488 762 .562 .778 .782 674
6, Queue workload balance, QWB 11.6 8.99 9.54 8.48 8.96 9.51
7. Period workleoad balance, PWB 4,21 4,52 4,15 4,61 4,53 4,40
8. Period queue balance, PQB 82.5 31.3 21.5 12.9 15.9 32.8
9. Average queue size 2.89 2,51 2.63 2,49 2,44 2.59
10, Average work in process in hours 602, 533 559 529 525 550.
11. Average number of jobs in the shop 37.2 33.2 34,6 33.1 32.6 34.1
12, Average operation done for jobs in shop 71.7 79.0 74.1 77.5 82.5 80.0
13. Average work hours done for jobs in shop 157. 188, 173, 183 196. 181.
14, Average lateness 25.6 ~3.7 10.3 -2.8 -12,9 4.1
15. Variance of lateness distribution 1374 920 956 1026 867 1029
16, Average job tardiness 31.3 9.1 17.8 10.5 4.3 14.6
17. Average tardiness variance 762 188 355 223 68, 319.
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19, Average shop utilization 83.7 81.5 83.1 81.3 81.2 82,2
20. Average number jobs in pool before loading] 27,0 15.7 21.0 16.3 11,3 18.3
21, Average number jobs in pool after loading | 22.7 1.4 16.7 12.0 7.1 14.0
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Table 40, Simulation Results - Basic Runs

Conditions:

80, DUD generation 1, Pool, EWIQ

Symmetric transition matrix, Tight due date generation-~DESLF¥ 4,25, SINPER 16, FACDUD

Run Number 1 2 3 4 5 Avg.
1. Time spent in the system 67.3 63.6 63.0 63.2 64.3 64.3
2. Time spent in the shop 59.4 55,2 55.5 55.4 56,3 56.4
3. Aggregate deviation from Des. Bal. 131. 130, 130, 132,  131. 131.
4. Machine balance measure, MWB 4,97 5,32 4,86 5.48 5,56 5,24
5. Shop balance measure, SWB .998 1,199 .946 1.357 1,601 1.220
6. Queue workload balance, QWB 8,22 6.24 5.93 5.88 6,08 6.47
7. Period workload balance, PWB 4.00 4,17 3.93 4.18 4,01 4,06
8. Period queue balance, PQB 144, 36.0 34,5 8.6 14,7 47 .6
9. Average queue size 2,24 2.11 2.13 2,12 2.15 2.15
10. Average work in process in hours 515, 487. 496 486 493 495.
11. Average number of jobs in the shop 30.6 29.3 29.6 29.3 29.6 29.7
12, Average operation done for jobs in shop 100. 93.0 94.9 94.2 95.6 95.5
13. Average work hours done for jobs in shop 240, 222 226 225 229 228,
14, Average lateness -22,8 -28.5 =27.2 -28.8 -27.9 -27.0
15. Variance of lateness distribution 5188 3194 3514 3002 3246 3629
16, Average job tardiness 15.7 11,2 11.8 10.4 11.6 12,1
17. Average tardiness variance 2409 707 1040 634 742 1106
18, Number of jobs entering shop 2124 2117 2126 2118 2109 2119
19. Average shop utilization 82.8 81.6 83.0 8§1L.5 81.1 82.0
20. Average number jobs in pool before loading] 6,08 6.50 5.91 6.18 6.24 6.18
21. Average number jobs in pool after loading { 1,84 2.27 1.66 1.95 2.03 1.95
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Table 41, Simulation Results - Basic Runs

Conditions:

Symmetric transition matrix, Tight due date generation--DESLF 4.25, SINPER 16, FACDUD

80, DUD generation 1, Pool, SPT

Run Number 1 2 3 4 5 Avg.

l. Time spent in the system 54.3 52.0 53.3 52.0 52.5 52.8
2. Time spent in the shop 45,3 43.0 44,5 43.1 43,2 43.8
3. Aggregate deviation from Des. Bal. 123, 124, 122, 124, 119, 122,
%4, Machine balance measure, MWB 5.09 5.30 5.03 5.21 5.64 5.25
5. Shop balance measure, SWB .936 . 870 . 844 874 1.336 .972
6. Qucue workload balance, QWB 3.26 2.68 2.84 2.63 2.46 2.77
7. Period workload balance, PWB 4,18 4.48 4,20 4,39 4.36 4.32
8. Period queue balance, PQB 34,5 11.6 10.8 3.5 5.3 13.1
9. Average queuc size 1.57 1.46 1.54 1.46 1.46 1.50
10. Average work in process in hours 438, 412 427 413 413 421,
11, Average number of jobs in the shop 23.9 22.7 23.6 22,7 22.8 23.1
12, Average operation done for jobs in shop 62.9 58.8 63.0 58.5 58.8 60.4
13. Average work hours done for jobs in shop 144, 136, 143 135. 134, 138.
14, Averape ilateness ~36.0 ~40.1 -37.1 =40.2 <=39.6 -38.6
15, Variance of lateness distribution 3941 2754 2973 2810 2790 3054,
16. Average job tardiness 8.75 6.50 7.48 6.69 6,78 7.24
17. Average tardiness variance 1517 424, 671 446 433 698,
18. Yumber of jobs entering shop 2118 2118 2124 2118 2104 2116.
19, Average shop utilization 82.8 81.7 82.8 81.5 81.3 82.0
20. Average number jobs in pool before loading| 6,04 6.69 6.48 6.71 6.82 6.67
21. Average number jobs in pool after loading | 2,39 2.45 2.23 2,48 2,61 2.43
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Table 42, Simulation Results - Basic Runs

Conditions: Symmetric transition matrix, Tight due date generation--DESLF 4,25, SINPER 16, FACDUD
80, DUD generation 1, Pool, FCFS

Run Number 1 2 3 4 5 6 Avp,
1. Time spent in the system 87.1 77.8 84,3 73.7 79.7 80.5
2. Time spent in the shop 3.9 60.2 63,2 59.3 60,1 61.3
3. Aggregate deviation from Des. Bal. 9(), 3 96.2 93.1 95.5 99,1 94.8
4, Machine balance measure, MWB 4,68 5.17 4,82 5.07 5.20 4.99
5. Shop balance measure, SWB .588 L745  .544 636 .906 . 684
6. Queue workload balance, QWB 9.55 8,00 10.2 7.94 7.67 8.67
7. Period workload balance, PWB 4.11 4.47 4,29 4.49 4,34 4.34
8. Period queue balance, PQB 79.5 46.6  39.3 18.4 16,1 40.0
9. Average queue size 2.58 2,38 2.53 2,32 2.36 2.43
10. Average work in process 1n hours 567. 528 561 518 524 540,
11. Average number of jobs in the shop 3.2 32,0 33.6 31.4 31.8 32.6
12, Average cperation done for jobs in shop 88.7 82.8 R7.7 81.5 82.3 B4.6
13. Average work hours done for jobs in shop 210. 197. 208, 194, 196, 201.
14, Average lateness -3.1 -14.4 -6.0 -18.4 -12.4 -10.9
15. Variance of lateness distribution 2785 2527 2812 2518 2707 2670
16. Average job tardiness 20,2 14.3 18.9 12,7 15.8 16.4
17. Average tardiness variance 747, 483 722 430 529 582,
18. Number of jobs entering shop 2129 2107 2115 2112 2108 2114
19. Average shop utilization 83.4 81.7 82.8 81.5 81.6 82,2
20. Average number jobs in pool before loading] 14.4 11.0 13.1 9.6 12.3 12.1
21. Average number jobs in pool after loading 10.2 6.8 8.9 5.4 8.1 7.9
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Table 43, Simulation Results with One Seed

Conditions:

Showing the effects of changes in DESLF with DSOP, Tight due dates, Sine arrivals,
SINPER 16, DUDFCT 80, Seed 100933, Pool, DSOP

DESLF 5.5 5.0 4,25 3.75 3.50
Run Number ] 2 3 4 5 Avg,

1. Time speat in the system 92.1 101, 116, 124, 126,
2, Time spent in the shop 72. 63.9  69.2 67.5 66,3
3. Agpregate deviation from Des. Bal. 106. 100. 126. 146, 157.
4. Machine balance measure, MWB 5.89 4,71 4,68 4.71 4,86
5. Shop balance measure, SWB .693 604 . 488 475 L4586
6. Queue workload balance, QWB S ———- _———- ———- 10.6
7. Period workload balance, PWB - ———— —-——- - 4 .40
8. Period queue balance, PQB ———— ———— . _—— 58.6
9. Average queue size -—— - ——-- c--- 2.72
10. Average work in process in hours 627 607 601 591 577
11, Average number of jobs in the shop 38.6 37.5 37.2 36.2 35.4
12, Average operation done for jobs in shop 84.3 78.4 71.7 66.8 63.6
13. Average work hours done for jobs in shop 202 185 167 155 146,
14. Average lateness 2.1 11.3 25.6 34.0 35.6
15. Variance of lateness distribution 1002 1233 1374 1158 1044
16. Average job tardiness 12.6 20. 31.3 37.2 38.0
17. Average tardiness variance 285 474 762 751 725
18, Number of jobs entering shop 2132 2132 2132 2132 2132
19, Average shop utilization 3.3 83.5 83.7 83.3 83.0
20. Average number jobs in pool before loading| 12.8 18.9  27.0  32.4 34.0
21, Average number jobs in pool after loading 8.5 14.6 22.7 28.1 29,7
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Table 44, Simulation Results with One Seed

Conditions: Showing the effects of changes in DESLF with SPT, Tight due dates, Sine arrivals,
SINPER 16, DUDFCT 80, Seed 411719M, Pool, SPT

DESLF | 4.25 3.75 3.25 2,75 2.25 2.00

Run Number 2 2 3 4 5 14
1. Time spent in the system 52.4 53.5 56.0 62,2 78.9 92.5
2. Time spent in the shop 43,2 41.9 39.7 38.0 38.3 38.8
3. Aggregate deviation from Des. Bal. 121 101. 83.8 72.1 84.1 101.
4. Machine balance measure, MWB 5.52 5.41 5.25 5.09 4.93 4.79
5. 5Shop balance measure, S5WB 1.19 1,12 . 944 . 697 .523 .515
6. Queue workload balance, QWB 2.53 1.35 2.07 1,83 1.98 2.18
7. Period workload balance, PWB 4.38 4,34 4.36 445 4.46 4.33
8. Period queue balance, PQB 9.40 8.01 6.33 4.19 3.85 3.06
9. Average queue size 1.47 1.40 1.29 1.19 1.21 1.24

10. Average work in process in hours 417. 400. 379. 359. 363 371
11, Average number of jobs in the shop 22.9 22,2  21.0 20.1 20.3 20.5
12, Average operation done for jobs in shop 59.7 57.8 54.2 52.2 52.9 53.4
13. Average work hours done for jobs in shop 137. 132 124, 119. 120. 123,

14. Averape latencss -39.7 -38.6 -36.1 -29.8 -13.3 5
15. Variance of lateness distribution 2726 2610 2516 2474 2469 2048
16, Average job tardiness 6.68 6.57 6.50 7.28 12.0 15.6
17. Average tardiness variance 374. 330 322 340 564 712
18. Number of jobs entering shop 2113 2113 2113 2113 2113 2113
19, Average shop utilization 81.5 8L.5 81.5 81,5 81.6 81.5

20. Average number jobs in pool before loading| 6.95 8.24 16.7 14.9 23.6 30.6
21. Average number jobs in pool after loading 2.72 4,00 6.5 16.7 19.4 26.3
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Table 45. Simulation Results - Basic Runs

Conditions:

80, DUD generation 1, No pool, SPT

Symmetric transition matrix, Tight due date generation--DESLF 2,25, SINPER 16, FACDUD

Run Number 1 2 3 4 5 Avy,
1. Time spent in the system 49,2 47.2  47.5 47,6 47.2 47.7
2. Time spent in the shop 49,2 47.2  47.5 47.6 47.2 47.7
3. Aggregate deviation from Des, Bal. 162 156. 149, 159, 154, 156.
4, Machine balance measure, MWB 4.80 5.28  4.84 5.47 5.37 5.15
5. Shop balance measure, SWB + 290 1.279 .958 1,304 1,266 1.16
6. Queue wecrkload balance, QWB 3.89 3.69 3.48 3.62 3.58 3.65
7. Period worklcad balance, PWB 3.84 4,06 3.90 4,22 4,16 4,04
8. Period queue balance, PQB 42,1 17.0 14,7 4,99 7.93 17.3
9, Average queue size 1.78 1.68 1.70 1.70 1.67 1.71
10. Average work in process 1in hours 489 466 468 471 462 471
11, Average nunber of jobs in the shop 26.1 25.0 25.3 25.2 24.8 25.3
12, Average operation done for jobs in shop 68.1 64.6 66.3 65.1 64.5 65.7
13. Average work hours done for jobs in shop 155. 149 150. 149, 148 150
14. Average lateness -40.8  -44,8 -42,8 -44.5  -44.,9 ~43.6
15, Variance of lateness distribution 3744 3096 3117 3146 2986 3218
16. Average job tardiness 7.89 6.60 6.68 6.74 6.53 6.89
17. Average tardiness variance 1173 537 644 582 474 682
18. MNumber of jobs entering shop 21,32 2113 2132 2113 2110 2120
19. Average shop utilization B83.4 81.5 83.1 8l.4 81.2 82.1
20. Average number jobs in pool before loading| 0o 0 0 0 0 0
21. Average number jobs in pool after loading 0 0 0 0 0 0

92



Table 46, S8imulation Rasults - Basic Runs

Conditions: Symmetric transition matrix, Tight due date generation--DESLF 2,25, SINPER 16, FACDUD
80, DUD generation 1, Pool, SPT
Run Number 1 2 3 4 5 ) Avg.
1. Time spent in the system 91.2 78.9 89.5 77.8 79. 83.3
2. Time spent in the shop 40.8 38.3 39.6 37.1 36.8 38.5
3. Agpregate deviation from Des. Bal. 97.0 84.1 89.5 76.8 74.6 84.4
4. Machine balance measure, MWB 4. 44 4,93 4,46 4,91 4.70 4,69
5. Shop balance neasure, SWB 2377 .523 L403 491 416 LA4d2
6. Queue workload balance, QWB 2,46 1.98 2,21 1.80 1.89 2.07
7. Period workload balance, PWB 4,08 L.46 4,07 4.47 4,33 4,28
8. Period queue balance, PQB 12.2 3.85 4.18 1.88 2.15 4,85
9. Average queue size 1.36 1.21 1,29 1.15 1.13 1.23
10. Average work in process in hours 394 363 380 348 344 366
11, Average number of jobs in the shop 21.9 20.3 21.2 19.6 19.4 20.5
12. Average operation done for jobs in shop 56.9 52.9 55.0 51.0 50.2 53.2
13. Average work hours done for jobs in shop 128, 12Q. 123 114 113 120
14. Average lateness 1.03 -13.3 -.7 -14.3 -13.1 ~6.22
15. Varioance of lateness distribution 2159 2469 1981 2235 2239 2217
16. Average job tardiness 16.3 12,0 15,3 10.9 10.9 13.1
17. Average tardiness variance 857 564 649 424 468 592
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization 83.2 81.6 83.2 81.5 81.1 §2.1
20. Average number jobs in pool before loading| 29.1 23.6 28.7 23.6 24 .4 25.9
21, Average number jobs in pool after loading 24,8 19.4 24 .4 19.4 20.1 21.6
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Table 47, Simulation Results - Basic Runs

Conditions:

Pool, DSOP, DESLF 3.5

Run Number 1 2 3 4 5 Avg.
1. Time spent in the system 126, 105. 119. 97.7 90.9 108,
2. Time spent in the shop 66,3 61,2 65.0 58.8 57.2 61,7
3. Aggregate deviation from Des. Bal, 157. 121, 145, 104, 73.4 120.
4. Machine balance measure, MWB 4,86 5.35 4,77 5,30 5.25 5,11
5. Shop balance measure, SWB .86 . 665 AT2 .693 340 .571
6. Queue workload balance, QWB 10.6 8.60 9,69 7.51 7.82 8.84
7. Period worklecad balance, PWB 4,40 4,74 4.32 4,66 4.77 4.58
8. Period queue balance, PQR 58.6 25,9 18.7 11.5 13.1 25,6
9. Average queue size 2.72 2.41 2.64 2,29 2.20 2.45
10. Average work in process in hours 577 522 563 502 483 529,
11. Average number of jobs in the shop 35.4 32,2 34.7 31.0 30.1 32.7
12, Average operation done for jobs in shop 63.6 68.9 63.8 70.86 71.5 68.1
13. Average work hours done for jobs in shop 146 162 150. 165, 167. 158,
14, Average lateness 35.6 3.t 29.3 5.7 -1.4 16.5
15, Variance of lateness distribution 1044 1644 1210 1491 990 1276.
16, Average job tardiness 38.0 23.2 33,7 17.8 10.7 24,7
17. Average tardiness variance 725 685 705 519 209 569
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization 83,0 80.8 82.9 81.2 80.7 81.7
20. Average number jobs in pool before loading| 34.0 25.5 31.2 22.7 20.0 26.7
21l. Average number jobs in pool after loading 29,7 21.3 27.0 18.5 15.8 22.5
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Table 48,

Simulation Results

Conditions:

Normal conditions, DSOP, No pool, Alternative machine pairs

Run Number 1 2 3 4 5 Avg.
1. Time spent in the system 50.9 46.8  47.7  47.5 48,9 48.4
2. Time spent in the shop 50.9 46,8 47,7 47,5 48.9 48.4
3. Aggregate deviation from Des, Bal. 207 370. 294, 265, 264, 280,
4, Machine balance measure, MWB 4,12 4.83 4,28 4,95 4,86 4.61
5. Shep balance measure, SWB 1,234  1.741 1,281 1.857 1.777 1.58
6. Queue workload balance, QWB 7.95 6.49 6,69 6,64 7.44 7.04
7. Period workload balance, PWB 2,90 3.10 3.01 3.12 3.10 3.05
8, Period gqueue balance, PQB 187. 16.0 26.2 8.23 10.9 49.7
9. Average quecue size 1,87 1.66 1.72 1.70 1,76 1.74
10. Average work in process in lours 454 413 429 417. 430. 429,
1l. Average number of jobs in the shop 27.0 24.8 25,5 25.1 25,7 25.6
12. Average operation done for jobs in shop 77.0 70.4 72,8 Tl.4 74.1 73.1
13. Average work hours done for jobs in shop 181 166 170 168, 176. 172,
14, Average lateness ~39.3 45,1 42,3 -44.6 -43.,3 -42.,9
15. Variance of lateness distribution 1277 1325 1253 1305 1280. 1288,
16. Average job tardiness 74l L4224 .333 .376 .409 457
17. Average tardiness variance 14.0 4,74 2.58 4,12 4,22 5.93
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization 83.7 81.5 83.1 81.4 81.1 82.2
20, Average number jobs in pool before loading| o Q 0 0 0 0
21. Average number jobs in pool after loading 0 0 0 0 0 0
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Table 49,

Simulation Results

Conditions:

Normal conditions, DSOP, Poeol, Alternative machine pairs

Run Number 1 2 3 4 5 Avg.
1. Time spent in the system 98.0 68.8 97.8 79.1 74,2 83.6
2, Time spent in the shop 37.8 32,9  38.2 25.0 33.7 35.5
3. Aggregate deviation from Des. Bal. 260, 377. 176, 269, 220. 260,
4. Machine balance measure, MWB 4,11 4,33 4,00 4.40 4,36 4,24
5. Shop balance measure, SWB .708 .799 .620 .879 .829 .767
5, Queue workload balance, QWB 3,27 2,16 3,48 2,69 2.45 2,81
7. Period workload balance, PWB 3,41 3.54  3.38 3.54 3.55 3.48
8. Pericd queue balance, PQB 6.55 2,82 3.74 3.26 2,82 3.84
9, Average queue size 1.19 .931 1.20 1.04 .963 1.06
10. Average work in process in hours 336 289 336 305 291 311.
11. Average number of jobs in the shop 20.2 17.5 20.3 13.6 17.7 18.9
12, Average operation done for jobs in shop 45.3 45.2 45,7 45.1 44,8 45,2
13. Average work hours done for jobs in shop 97.0 98.8 97.9 G7.8 97.6 97.8
14. Average lateness 7.83 -23.2 7.56 -13.0 ~17.9 -7.76
15. Variance of lateness distributicn 847 1471 842 1479 1354 1199,
16. Average job tardiness 15.0 4,13 14.8 7.79 5.07 9.36
17. Average tardiness variance 20% 63.7 215 146 88.4 143.8
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization §3.1 81.7 83.0 8l.5 80.8 82.0
20. Average number jobs in pool before loading| 34,3 21.1 34.0 25.4 23 .4 27.6
21. Average number jobs in pool after loading 30.0 16,8 26,7 21,2 19.2 23.4

0s?¢



Table 50, Simulation Results

Conditions: OSymmetric transition matrix, Tight due date generation (method 1), DESLF 4,25, SINPER
16, FACDUD 80, Pool loading, Modified GENMAT to force jobs in the shop 16 hours before
reguired by job content, DSOP

Run Number 1 2 3 4 J b Avg.
1. Time spent in the system : 108 82.2 99,1 83.2 80.9 90.7
2. Time spent in the shop 70.3 62.9 66.4 62.1 63.7 65.2
3. Aggregate deviation from Des, Bal, 126 93.6 104. 95.7 93.6 102.6
4 Machine balance measure, MWB 4.63 5.24 4,75 5.21 5.15 5.00
5. Shop balance measure, SWB 490 77 .531 771 . 702 654
6. Queue workload balance, QWB 12.3 8.53 10.6 8.51 10,2 9,99
7 Period workload balance, PWB 4,15 4.51 4,2 4,49 4,50 4,31
g Period queue balance, PQB 91.4 35,7 28.3 11.9 17.1 36.9
9. Average queue size 2.93 2,52 2.72 2.50 2,52 2,64
10. Average work in process in hours 607 534 574 532 539 557
11, Average number of jobs in the shop 37.7 33.3  35.5 33.1 33.3 34.6
12, Average operation done for jobs in shop 73.6 81.9 73.2 80.8 82.5 78.4
13, Average work hours done for jobs in shop 171 196 170 191 197 185
14, Average lateness 18.4 -9.95 -9.08 -9.01 -11.4 -4.21
15. Variance of lateness distribution 1020 774 897 803 840 867
16. Average job tardiness 23.9 4,76  l6.4 5.76 4.51 10.9
17. Average tardiness variance 513 81.9 296 117 73.2 216
18. Number of jobs entering shop 2132 2113 2132 2113 2110 2120
19. Average shop utilization 83.4 8l1.6 83,2 81.5 81.3 82,2
20. Average number jobs in pool before loading| 22.5 12.3 19.5 13.0 11.3 15.7
21. Average number jobs in pool after loading 18.2 8.1 15.3 8.7 7.1 11.5
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Table 51. Simulation Results

Conditions: Symmetric transition matrix, Loose due date generation (method 2), SINPER 16, No pool,
bsor
Run Number 1 2 3 4 5 Avg.,
1. Time spent in the system 74,1 74.9  75.4 75.4 76,0 75.2
2. Time spent in the shop 74.1 74.9 75.4 75.4 76.0 75.2
3. Aggregate deviation from Des. Bal. 148 138, 144 143 142 143
4, Machine balance measure, MWB 5.30 4,81 5.39 5.33 5.36 5.24
5. Shop balance measure, SWB 1.17 929 1.22 1.23 1,21 .15
6. Queue workload balance, QWB 14,7 15.7 14.5 15.0 14.8 14.9
7. Period workload balance, PWB 4.18 3.89 4,23 4.15 4.20 4.13
8. Period queue balance, PQB 89.5 78.9 23.4 43.6 88.4 64.8
9. Average queue Size 3.1 3.17 3.17 3.15 3.17 3.15
10. Average work in process in hours 635 659 646 645 643 646
11. Average number of jobs in the shop 39,2 40,0 39.9 39.7 39.8 39.7
12, Average operation done for jobs in shop 124 127 126 126 125 126
13. Average work hours done for jobs in shop 305 313 311 309 308 309
14, Average lateness -96.2 -91.2 -94.9 -95.1 -95.1 -94.5
15. Variance of lateness distribution 4161 3887 4136 4095 4111 4078
16. Average job tardiness .012 .004 .Q02 .006 .Q01 .005
17. Average tardiness variance .104 ,008 .003 037 004 .031
18. Number of jobs entering shop 2113 2132 2113 2110 2113 2116
19, Average shop utilization 81.6 83.1 81.4 81.2 81.5 81.8
20, Average number jobs in pool before loading| ¢ 0 0 0 0 0
21. Average number jobs in pool after loading 0 0 0 0 0 0
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Table 52.

Conditions:

required by job content, DSOP

Run Number

14.
15,
16.
17.

18,
19.
20.
21.

Time spent in the system
Time spent in the shop

Aggregate deviation from Des. Bal.
Machine balance measure, MWB

Shop balance measure, SWB

Queue workload balance, QWB
Period workload balance, PWB
Period queue balance, PQB

Average queue size

Average work in process in hours

Average number of jobs in the shop
Average operation done for jobs in shop
Average work hours done for jobs in shop

Average lateness

Variance of lateness distribution
Average job tardiness

Average tardiness variance

Number of jobs entering shop

Average shop utilization

Average number jobs in pool before loading
Average number jobs in pool after loading

Simulation Results

Symmetric transition matrix, Loose due date generation (method 2), DESLF 3.50, SINPER
16, FACDUD 80, Pool loading, Modified GURMAT to force jobs in the shep 24 hours before
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Table 53. T Tests, Paired Cbservations
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Table 54, ANOVA F Tests (F values)

F 99(3.16) = 5.29 Tables 35 to 38 Tables 39 to 42 Tables 47,40,46,42
: * No Pool Pool, DESLF = 4.25 Pool, DESLF for
F = 3.24 Four Dispatching Rules Four Dispatching Rules DSop = 3,50, SPT = 2,25,
.95(3.16)
Others = 4,25
R 3, Dev from BAL 1.648 22.14 7.37
4, MWB .881 1.17 3.99
5, SWB 6.815 8.80 21.75
6, QWB 93.598 47.13 49,87
7, PWB 6.030 4.86 7.81
8, PQB 2,904 134 1.72
10, Avg WIP hrs 75.155 37.90 47.72
13, Avg hrs work done 212.97 110.37 198,
14, Var of lateness 36.78 22.50 20.70
15, Avg tardiness 66.77 2.51 4.44

/82



Table 55. Duncan Ranking Tests
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I --

Tables 35-38

IT --

No Pool, four dispatching rules

Row 3, Deviation from Bal
No difference in the means

Row 4, MWB
No difference in the means

Row 5, SWE
EWIQ is different

Row 6, QWB
No difference between DSOP and FCFS
Other groupings are different

Row 7, PWB
EWLQ is different

Row 8, PQB
SPT is different from FCFS

Row 10, Avg WIP (hrs)
DSOP and FCFS show no difference

Row 13, Avg hours work done
No difference between FCFS and EWIQ

Row 14, Variance of lateness dest
No difference between FCFS and SPT

Row 15, Average tardiness
No difference between EWLQ, FCFS

Tables 39-42

Pool, four dispatching rules

Row 3, Deviation from Balance
FCFS and DSOP show no difference
SPT and EWIQ show no difference,

| -

'y

SPT EWIQ FCFS DSOP
] i h f
FCFS DSOP SPT  EWIQ
- | | L

T 1] ! I
SPT EWIQ DSOP  FCFS
ﬁ‘_ — _llf i
EWIQ DSOP SPT  FCFS
4 ] ] 1

f ¥ t

SPT  EWIQ DSO FCFS
} +— }
SPT EWIQ DSOP  FCFS
} t t ;
SPT DSOP FCFS EWIQ
—+ - : |
DSOP FCFS  SPT  EWIQ
4 — f
DSOP SPT EWIQ FCFS
-+ : ] +
FCFS DSO SPT  EWIQ

L

but the two groups are different from each other



Table 35  (Continued)
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ITI --

Row 4, MWB
No difference shown

Row 5, SWB Dsop FCIES SPT EWLQ
No difference between DSOP and FCFS : } } —
Row 6, QWB SPT  EWIQ FCFS DSOP
No difference between FCFS and DSOP t + } f
Row 7, PWB EW1Q SPT FCEFS DSOp
EWIQ is different } t t :

Row 8, PQB
No difference

Row 10, Avg WIP hrs SPT  EWIQ FCFS DSOP
No difference between FCFS and DSOP | f . i

Row 13, Avg hours of work done SPT DSOP FCFS EWLQ
All means are different ! } } ¢

Row 14, Var. of lateness DSOP FCFS  SPT EWIQ
DSOP is different from all others t } } t
Also FCFS and EWIQ are different

Row 15, Avg tardiness SPT EWIG DSOP FCFS
SPT and FCFS are different } i } +

Tables 47,40,46,42

Pool, four dispatching rules with the following DESLF values:

DSOP (3<S), EWIQ (4.25), SPT (2.25), FCFS (4.25)

Row 3, Deviation from balance SPT FCFS DSOP EWIQ
No difference between SPT and FCFS or t —4 — +
between DSOP and EWIQ. Other com-
parisons show differences.

Row 4, MWB SPT FCFS DSOP EWLQ
SPT differs from DSOP and EWIQ } : — '
Row 5, SWB SPT DSOP FCFS EWIQ
EWIQ is different from all others } : +——t

Also SPT is different from FCFS



Table 55.

{Concluded)
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Row 6, Q‘;JB

No difference between FCFS and DSQOP

Row 7, PWB

No difference between SPT and ECFS

Row £, PQB
No difference

Row 10, Avg WIP hrs
SPT is different froem all others
AL1sc EWLIQ and FCFS are different

Row 13, Avg hours of work done
All means are different

Row 14, Variance of lateness

No difference batween SPT and FCFS

Row 15, Average tardiness
DSOF is different

SPT  EWIQ FCFS DSOP
3 T t i
ENIQ SPT  FCFS DSO
— } S 4
SPT  EWIQ DSOP FCES
} 7 } 4
SPT  DSOP FCFS EWIQ
: ! ; :
DSOP SPT  FCFS EWIG
! : —
EWIQ  SPT _ FCFS DSOP
— —t
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APPENDIX K

FORTRAN IV LISTING OF SUBROUTINES CHANGED
FOR THE ALTERNATIVE MACHINE OPTION

IN THE STMULATICN PROGRAM
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—FCRs IS SHOPALT2.ENDSV

aNalala

aNa¥nl

1y

SUBROUTINE ENDSV (NSET)

*%% EVENT SUBROUTINE CALLED WHEN AN END OF SERVICE
®¥% HAS OCCURRED FCR A JOB OPERATICM

DIMENSION NSET(35+1)

COMMON TDs Iy INIT o JEVNT o JANTIT o MFAMSTOP s X o XCos NCLCT,
INHIST s NOQsNORPTsNOT s WPRMS 3 MRUMSMRUNS s NETAT »OUT s SCALE,
ZISEED s TNOW s TOEGsTFIM o XX s NPRNT s NCRDR $HEP s VMNE({25)
AKOF s KLEsKCLSATRIS{33)+ENQI25) s INNIZ25) 2 JCELS(2C532)
LKRANK(Z25) s JLLRsMAXNGQU25)sMFE(Z25) o MLC(25) s MLE(25) »

S NCELS(2U)sNCU25)sPARANTAL4U4 ) QATINMELZ2D)955UMNA(205)
6+ SUMALTS595) o NAME(OH ) »HPROJ s MON s NDAY s NYR

COMMON PLEN sMNTPDSsNTOTPD oMM X ISYS e XWKSY S IDUE
TETYPE s MNEXT s NENsNLV o NFELD o WBLIO)Y owBMI10) X (10412,

2 BUSTICY NRSET sMNRULE »MMOu s NRST o NENDS s NHOL »MRL
3HEWIL10) s SEEDSARATESLCC(20U) o MAXSAR{11)

COMMON MPREL oKPREP s NDESL sMNDML s CAPY(10)+DESLI1Q)
1DQL{10) s DESLF 4DMLF s LOADIL1U) s XOPS o XHUKSHsTIHMEF {10 »
ZMSTSWHaNLDRsNARRSSHOPLS (1)

COMMON AlLZ5+100YsKBVIIS)sC(10CGYIFACDUD

COMMON TCOUMT s NCOUNT o STHNPER #MSW ({10} s AVGLDY

MNOW=ATRIB(111+0.,u0C1

MNEXT=ATRIB(13)1+Jecuil]

CALL TMST (XOPSsTHNOWs134NSET)

XOPS=X0P5+1.0C

CALL TMST [XWKSsTHNOW»14sHSET)

XuXS=XJKS+ATRIB(12)

ATRIB(32)=ATRIB(32)+ATRIS(12)

ATRIBIB)I=ATRIB(5) =12

IF (ATRIDBISY) 1091050

*%%  COLLECT STATISTICS Ot THE JOB LEAVING THE SYSTE"

TISYS=TNOW-ATRIB(3)

CALL COLCT (TISYS5s11,%4SET)
NOP=ATRIB(1U)+0,0J301
NP23=N0OP+22

CALL COLCT (TISYSsNPZ23,NSET)
CALL TMST (XIS5YSsTNDO<s12,NSETY
XISYS=XI18yY5-1.0

CALL TMST (XWKSYsTNC.He1l1sMSET)
XeKSY=XZKSY~ATRIB({ 2}
DDD=ABS{TNOw=-ATRIL4})

CALL COLCT (DDDa15,5N5ET)
TLATE=TNO—ATRIB(4)

CALL COLCT (TLATEs12+.SET)
CALL HISTO {(TLATEs=lueuslauslsNSET)


file:///PRMS

AN aNaN e

20

30
40

50

60

70

TARDY=TLATE

IF {TLATE«LT«0e0) TARDY=0.0
CALL COLCT (TARDYs13,NSET)
TSYNPL=TNOW-ATRIB(33)

CALL COLCT (TSYNPL»42sMSET)
NP4Q=NOP+39

CALL COLCT (TSYNPLsNP&4USNSET)
TIPQOOL=ATRIBI33)=-ATRIS(3)
CALL COLCT (TIPOOL s484NSET)
PERPOL=TIPOCL/PLEN+J,.,5
NPEPQOL=PERPOL

CALL HISTO {NPEPOLsylelsleQys16sMNSET)
NP46=NOP+45

CALL COLCT (TIPCOLSMNP4&ESNSET)
B=FLOAT{NTPDS~1)#PLEN
BDUE=ATRIB{4)

IF (BDUE.LT«B) GC TO 30

IF (BDULLT«TNOWY GO TO 20
LP= (TNOW-BDUE/PLEN)=¢9999999
GO TO 40

LP=0

GO TO 40
LP={B-BDUE)/PLEN+.999999
XP=LP

CALL HISTO (XPs=1Je531e092sNSET)
XOPS=X0OPS-ATRIB(10}
XWKS=XWKS-ATRIB{9)

NLV=NLV+]

JOB=ATRIB(301+.001

LOC(JOB)=0

IF (JOB«HNELHMAX) GO TO 8O
MAX=MAX-1

JoB=JoB-1

IF (LOC{JOB)Y«LELO)Y GO TO 50
GO TO 8¢C

¥%% THE JOB IS5 NOT LEAVING THE SYSTEWM
®¥% UPDATE THE JO3 ATTRIBUTES

IF (NRULE+LE«3) ATRIB(6)=ATRIB(6)1-ATRIB(12)
LRM=ATRIU(5)1+.001

LR=2¥LRIM+9

DO 70 I=11sLR»s2

ATRIBII)I=ATRIBII+2)

ATRIB(I+1)=ATRIB(I+3)

ATRIB(LR+2)=C,0

ATRIBILR+31=U.0

CALL PTJOB (2,NSET)
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8O

81

B2

200

2190

220

230

264

¥%x*¥ CHECK MACHINE QUEUE FOR AMNY JCBS
**%  AVATAGLE FOR PROCESSING

IF (NQ{MNOW+1)) 81,81s1.u

*%% THERE ARE NO JOBS IN THE CGUEUE
¥#x (HECK QUEUE FOR COMPANICM MACHINE

CONTINUE
CALI=(MNOW+aC1}/240
MCAL1=CAL1

MCAL1=2%MCAL1
MCALZ2=MNOW-MCAL1

IF (MCALZ2.LE-U) MNOI=MNCOw~-1
IF (MCALZ2+.GT.0} MNO1=MNOW+1
IF (NQUMNOL+11)9Us9u,s82
CONTINUE

*#*¥ MORE THAM ONE JOB IS AVAILAZLE IN COMPANIONMN
¥ MACHINE (MNOl). COMPUTE PRIORITIES AND BRING IN
#%%  THE JOB WITH THE HIGHEST PRICRITY FROM THE QUEUF.

MN1=MNO1+]

IF (NQ(MNI1}.EQ.1l} GO TOQ 220

IF (NRULESEQ+sO+ORNRULE.GT«3} GO TO 220
IF (NRULE«GT.2) G3 TO 210
MNO2=MNOW

MHOW=MNO1

CALL DYNAM (MBEST»NSET)

CALL RMOVE (MBESTsMN1sNSET)

GO TO 230

CALL wWXINQ (MBESTINSET)H
MMOW=MND2

IF {(MBEST.EQ.D) GO TO 220

CALL RMOVE (MBESTsMN1sNSET)
MNOW=MNO2

GO TO 230

CALL RMOVE (MFE(MN1) »MN1oNSET)

®*x®  COMPUTE THE WAITING TIME FOR THE J0OB AND
*#*% DECREASE THE WORXLOAD IN THE YACHINE GUEUE.

HT=TNOW=-ATRIB (8)

MMN15=MNOL1+1E

CALL COLCT (=T +MN15sNSET)

QLOAD (MND1 )Y =0LCADIMXNO1Y-ATRIE(12}
SHOPLO{MNOL )=SHCPLC(MNOL)-ATRIZ(12)
TIMEVT=ATRIB(12) ¥(3.u/CAPMIMNON )
ATRIBILI)I=TROW+TIMEVT
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90

88

91

92

33

100

1lv
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ATRIB(2)=1,0

JOB=ATRIB{30)+.001

LOCtJOB ) ="Fa

ATRIB(11)=MNOY

CALL FILEM{1.NSET)

RETURN

CALL THST {BUS{MNOW) s TNOW sMNOWSNSET)
BUS (MNOW)=u.0

IF (MSW(2).EQe0) GO TO 93

IF (NLDR.EQ.C) GO 7O 93

CALL COLCTU(1403689NSET)

IF INQ(12)«LTWs1) GO TO 93

IF (MSW(3).EQ.0) GO TO 88 '
IF (SSUMA(MNOW3)«GE.AVCLDY) GO TO 93

#%%  TRY TC MOVE JOB FROM POCL TOC EMPTY MACHINE

J=0

N1=MFE{12)

J=J+1
NFIRST=FLOAT(NSET(11,N1))/SCALE+.C021
IF (NFIRST.EQ.MNOW) GO TO 92
N1=NSET(MXsN1)

IF [N1«NE.7777) GO TO 291

*#%  NO JCOB WAS FOUND THAT COULD HELP IDLE MACHINE

GO TO 93

*¥¥  PUT JOB FROM POOL IN IDLE MACHINE

CALL RMOVE(N1,12»NSET)
CALL COLCT (1.0469,NSET)
MNEXT=ATRIBI11Y+auiuU]
CALL PTJOB({3sMSET)
RETURN

#%%  MORE THAMN OMNE JOd [S AVATAELE. COMPUTE
*%%  PRICRITIES AND BRIMG IN THE JOB wWITH THE
®¥¥  HIGHEST PRIDRITY FRO™ THE QUEUE.

MML1="1NOW+]

IF (NQIYNI)WEQ.L) GO TO 12¢C

IF {NRULE eEQeDaORe I RULEGT«3) GO TC 120
IF (NRULE.GT.2) GO TO 119

CALL DYNAM (MBESTINSET)

CALL R™OVE (MBESToMMN1tSET)

GO0 TO 130

CALL #XINQ {MBESTsNSET)
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120

130

IF (MBEST.EQ.C) GO TO 120
CALL RMOVE (MBESTsMN1sNSET)

GO 7O 130

CALL RMOVE [MFE{MNL)»MM1aNSET)

#¥#¥%  COMPUTE THE WAITING TIME FOR THE JCB AND
¥## DECREASE THE WORKLCAD IN THE MACHINE QUEUE.

WT=TNOW-ATRIRBL(B)

MN15=MNOW+15

CALL COLCT (WT,¥N15sMNSET)

QLOAD {MMNOW)I=CQLOAD (MNOWY-ATRIE(12)
SHOPLD (VMNCW)I=SHOPLD (M“NOW)I-ATRIB{12)
TIMEVT=ATRIB(12) #(8«L/CAPM{MNOY )}
ATRIBU1)=TNOW+TIMEVT

ATRIB(2)=1.0

JOB=ATRIB(301+.,001

LOC({JOB)I=MFA

CALL FILEMU{1sNSET)

RETURN

END
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¥EFx TrmlS SULKDUTIRE PLACES ThHe PARAMLILRS fOR Tni Joos

®¥x% Iy THe JPg PIOL 1N THe FURrY weddIkEw oY wv

DI eSS NEeT (355 1) +DUBFTIO U e WFRP{Y s 7T ) 2<A 'Y (S)

CO0M IOl e I I T JEVHT o NIT o FA e STUF s oo ¥ CanC LT,
INHI ST oty DT g T P S R R NS s STAT s " T SLALL
ZISEEODs T 0 v TorGeaTF TN XX s NPRNT s MCRDRK sivER oWt (25 ) »

AN CF o ILE s 0L sATRPI B33 0B {25 )91 (252 JCELSIZ2Le32)
GERALS 25 ) o JUL W s MAXTEI 25 9 MFELZ2D ) - LCTI25 ) amE(25) s

5 WCLLSEZ2u) oGt 25 ) ePARA (G b ) e TLivbEl ) s 5S5UMALZ0935)
etV AL TZe5 b aivn L0 ) s NPRUU s N aNDAY s Y

Covmoy PLE o TPLS e iTOTRPD o e XTEYS X KEY s UL E
TITYPE s " NEXT ol ENe MLV e MHEL D8 (18 ) e B {1l )Y (1 sl
2 BUS (T ) aNRSETsMNILE o T U e m BT o " EIUS ¢ HUL 9 XL,
Fian o) e SEEDaARATE S LUCIZ L2 Y smAY AR L1])

COVrDN UPREL o PREF s OESLaNDML s CAPMIT L) 20ESLEY )
IVZL{L oY s UESLF sDMLF o OLCALTL D) o XORS e X RS TIMEF (10) o
2HSTS Vs MLDR s NARKR s 3HUPLOLL )

COCATOR ALZ25 100 kBVIL1D)CLTICUYsFACDUD

wE% Rpdactets T USE ONLY AN BEVES pUMDEK OF MACHInNces
%% I Th THIS 5SPeClAceY woDIFLIED W LG0LA,,

LPOCL=ENL(LIE)
YROL=25

SCOL =80

HORM s

MOCUL =nruuL T2 %¥NM
[Nbex=2

CC 3 1=1,.5
LAUXTY=o
SbBJIN=2e0

D7 Y I=1emi

vl 1 J=1snruue
CECP UL sd)=10w
2Tl CE

T2 1=l
T2 o Jd=laeiing

[al)="a"

pAY

C
U
D
£

L.

[ A

=UFELY2)

W
»

ToTALL LP MATRI Y eNTRILS QR ciln JOB

RENES

B CoThAll, NGeOF J2ouS 1N POOL AND InNITIALIZE wmATRICFS



N

wWTIM=0e1)

NOI:FLOAT(NSﬁT(139N1))/SCAut+o“ﬁﬂOOi

D 35 I=1,4n01
NON1=D+2%]

NONZ2=FLTAT (MSETINOML M1 1 /5CALE+ 770101

NON3=NONT ]
VGOL=FLOATIHSET(NON3sNY )Y ) /SCALE
ALNINZ29J)=u(CL :

W KTI =TI 40 0L#(Bew JCARYINUNZ))

IE (Lo ReliceldeTRaVLOReNES3 ) GU Tu 35
IF (NONleMEell) Gu Tu 35
WEFOPINONZ,J)=20L

CONTINUE

TIMOUE =FLOATINSET LA ,M1 ) ) /SCALE+.ED0001
WRKJIUL =FLOAT(MSET(Genl )1 /8CALE+L. 00001

veRSLE=T IV OUE-THO AT Im
IF (DLusLe eLEe e’} DUDSLK =T 2
DUDFT(J)=FACLUD/{DUDILK+. 1 1)

¥k QOTALL NLXT JO0os IN Tkt ruutsIF THENE

NI=NSET{MXsMN1Y)
IF (MleMNELT7777) GO TU 3u

xE OSET UP OCATRICES REQUIRcY by LPI

MAL=M gD

NCORDw=m1

NOCOL=NPUULFZ sivim]

DO 45 [=14K"1

00 45 J=1."PI0L

111=(2%]1}-1

Iiz= 2%}
All»Ji=AlT11s ) +nl]1124J)

IF (NLDReL eZeTWe ' iLuRatiel3) GC TO 6D
WO BT Izl ROY

w52 J=1,77 (0L

IF (Jel il POTL+E Y Alladl=1.
IF {Jenle{ P 7L+ 071+ ) ) Alledy==14)
ConTineL
LLSLZ2=0L LT y+ueSL LI

Sl Lz=ou0r Lot T +507 Pl 2)
ALLS»NCC T L+1h=0e 5L =52
Anss ]l ioCul+1)
dodINEluJdl LS Eang
KpVvil)=.PloL+]

It {Adecle-e-) O T2 51

AL 5007411 =AN

VeV Ty = oo+ 14+1
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[N el

54
51

6J

62

64
61

12

17

76

RO 54 J=1,n0C0L
All,J)= ~AllsJd)
CONTINUE
6O TO 71

#adt MATRIX PREPARATIONN JHEN NEXT GuUolk RULE I8

DO 61 I=1,N0RON

PO 62 J=1,N0C0OL

I11=(2%1)-1

112= 2%]

IF (JeLEKPZGL)Y AT o J)=WFOPIITIlsu)vwFour(llZeu)
TF (JeENe{MNPODL 4T )Y AtTsud=1le
IF (JeEQ e {NPOGL+NMI+IY) AllsJd)==140
CCNTINUE
DQLZ=DGL{IT1I+DGLLITZ)
QLOADZ=QLCAD{IIL1y+LOADI(]ITI2)
AT sNOCOL+1)= DuL2 —-wLuwAD2Z2
AA=A(T1 . NOCOLH1)
OBJIN=08JIN+ABS(AA)
KBVI{I)=NPOOL+]

IF (AALGE,0.0Q) GO Tu 61
A(INOCOL+1)= —-AA

KBVv(Il= NPOOL+NM1+]

DO 64 J=1,MOCOL

AllyJ)= =AlL»d) . -
CONTINUE

CONTINUE

NRT1=NOROW+1

NCT2=NOoLlOL+2
NPT2=NPJ0OL+ (2% NM)

DO 72 I=NRT1yNM

DO 72 J=NCT2+MPTE

All+J1=040

DO 76 J=1,NOCOL

CitJ)=0.0

IF (J«OQT«NPOCLY GO TC 7
ClJy==-DUDFT(J)
AINORCW+H1 92 ) =18
AINORDH+HZ9d)=1au

GC TO 76

Cltdi=leu

AINORON+TL s d)==1aU
AINIROW+24J)=1av

CONTINUE

C{NOCOL+1Y= ~-QBJUIN
A(NEROWHLHZHNCCOL 1= G
ATNUROS+2+5000LF1 )= Ll

DO 88 T=140CRKRC
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G
f)

E

1
2

0O 88 J=1,%0C0L .
ClUlI=CtI=-AtllsJ) - —
CCNTINUE

IF {NLDR«GES4) GO TO 91

CALL LPT (NSETsHNIRIWsNCCOL o MRD N "COL s TREEX K AUX)
GO TO 92

CaLL POTLELD (NHSETSMARCYSMNCOL)

ReTJIRM

END

=reilsl5 SNIPALTZ2.J0L0EC

[aNaNaNANAl

SJUROUTINE JOBOEC (NSET«NOROW,HQCTL)

%% TAlS SULGRCITINE USES THE LP FESULTS TO MAKE THE
#%%  FINAL SELECTION REGRADIKG THE JOBS THAT SHOULD
*¥% 3B LOAZED IN T+ SHOP

DIENSTICH MSET(35,10.XJd03(102)

COMAON T 1 e INTT s JEVNT o NI Ty MFASYSTOP o X oM XC o NCLCT,
IHOIST o MCQ o ONP T ol lCT s NPRMS s NRIM o MUV S e NSTAT 93T S SCALE,
ZISEEDsTHRO s TOEU s THFIN eI XX anPRNT o5 ClRZaNERP sVNI(25)
BCOF s X LE o KTL o ATRIC U339 EML(29) s iXNL22) 9 JCELS(23932)
GrdA LWL 25 ) s JCL R s HAXIS 29 9 FEIZH ) o LC{Z25) o LE{25)

S CCLOI20 ) 0 25 PARANAC G s QTIVE(25)9SS5UTALZ2D 92
O S5UNATTE 95 oA IO Y s NP s QN e DAY ¢ YR

CORION PLEN o TRuS s TOT D N XISYS Y "KSY s [DUE
1ITYPE s i NEXT o NOH e LV e NHELD s w3 L0 s w3 (12X {10100,

2 AUST10 ) e RSET o MRULE ¢ NS W e " ST o NEMIS s MHOL 8" KL
3 adl Yl e Sl s ARATL WLCCI20LD) 90 AX e ARTL LY
Um0l LPREL s  PREP o iNFSL a0V L s CAPY (1 3 2ESLIT D),

ICGL LGy s SLF a0 Ll o GBLUAZLILUY s XOPS e X "KSEsTIVEF(1IC)
2ST SN s LOR s ARRSSHOPLLU (1)

CONMUN A28 e udakKuv 1S ClILuysFACDUD

il Ena /2

WPFoO2L=RLl1g)

Ol Jd=lel il 0L

XJ2o(J)=vev

n:tlzrx(::\f'\\.‘fZ!J) —e vl

La=slFIXR0AAL)

i (IS eble=1) XJOS{dY=lel

IF {(LLOoReCoasay 02 T2 20

0% 2 1=14"7"1

JI=EEvT)

AJZolJddy=r11s.2Co0L+1)
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LV

~

1

¥®k  ON. NELDR TO 3t CALCULATED DIFF

AAI=ALNCRO V425 JJ) 00l

FTA=TFIXTAAL)

IF (IAsNEe=-1) GO TO 2
XJOG{JII=ATNOROWHL » JJI AT 4 1OCCL+ 1)
COnTINUE

¥#x SEARCH JOG POCL FILE ARD LOAC

J=u
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