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return ranked lists of documents that are predicted to be rel-
evant to the user’s need.

One aim of our work is to develop methods that automati-
cally categorize and aggregate hypertext information.
Another aim is to develop automatic methods that predict
needed information in hypertext collections. Unlike other
approaches to automatic categorization [7] or search
engines [11], we seek to use more than just text content as
the basis for our techniques. We think that the browsing pat-
terns of users and the changing structure of hypertext docu-
ments and links provide important data that can be exploited
to enhance our methods. Just as the regularities of texts and
language have been exploited in current search engines, we
expect there to be regularities of use and hypertext that can
also be exploited.

We are investigating these methods as potential enhance-
ments to an Information Workspace [5] that is connected to
the WWW. The Web Forager [6] is an example of such an
Information Workspace. It supports a variety of interaction
techniques for finding, grouping, and abstracting collections
of WWW documents. The Web Book [6] is an example of a
structure supported by the Web Forager, but in its current
form Web Books are constructed largely by direct manipu-
lation techniques. Automatic categorization and aggregation
techniques could be used to rapidly create structures such as
Web Books. The ability to predict needed information based
on a user’s current focus of attention could be used to order
and arrange information in the workspace, or in pre-fetching
documents that the user is likely to read next. The current
sluggishness of page retrieval on the World Wide Web could
be greatly alleviated by such pre-fetching.

In this paper, we extend our previous work on clustering
WWW documents [14] with new clustering techniques.
These techniques are inspired by ones developed for the
analysis of the structure of scientific literatures [9] and
exploit the link structure of hypertext. We also propose an
intrinsic property, calleddesirability, of WWW documents,
that might be used to predict future need and use. We
present a simple model of the time-course of desirability of
WWW pages that explains some statistics of WWW use.
This model is, in fact, quite general to information use on
many kinds of media. We then turn from the analysis of
information consumption to concern ourselves with the
analysis of the dynamics of information production. We
present a model of the time-course of document creation,
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ABSTRACT
To facilitate users’ ability to make sense of large collections
of hypertext we present two new techniques for inducing
clusters of related documents on the World Wide Web.
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enhanced by finding lawful properties of document behavior
and use. We present models and analyses of document use
and change for the World Wide Web.
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INTRODUCTION
The ever-increasing universe of electronic information com-
petes for the effectively fixed and limited attention of peo-
ple. Both consumers and producers of information want to
understand what kinds of information are out there, how
desirable it is, and how its content and use change through
time. Our work aims to discover empirical regularities of
hypertext content, use, and structure, and ways of exploiting
these regularities to provide new ways of helping people to
find and make sense of information.

Making sense of very large hypertext collections and forag-
ing for information in such environments is difficult without
specialized aids. The basic structure of hypertext is
designed to promote the process of browsing from one doc-
ument to another along hypertext links, which is unfortu-
nately very slow and inefficient when hypertext collections
become very large and heterogeneous. Two sorts of aids
seem to evolve in such situations. The first are structures or
tools that abstract and cluster information in some form of
classification system. Examples of such would be library
card catalogs and the Yahoo! WWW site [18]. The second
are systems that attempt to predict the information relevant
to a user’s needs and to order the presentation of informa-
tion accordingly. Examples would include search engines
such as Lycos [11], which take a user’s specifications of an
information need, in the form of words and phrases, and
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change, and deletion on the World Wide Web. This model
explains some factors that affect the survival and change
dynamics of documents.

CLUSTERING THE WORLD WIDE WEB
One way to approach the automatic clustering of hypertext
documents is to adapt the existing approaches of clustering
standard text documents [7]. However, there are several
impracticalities with such existing text-clustering tech-
niques. Text-based clustering [7] typically involves comput-
ing inter-document similarities based on content-word
frequency statistics. Not only is this often expensive, but,
more importantly, it’s effectiveness was developed and
tuned on human-readable texts. It appears, though, that the
proportion of human-readable source files for WWW docu-
ments is decreasing with the infusion of dynamic and pro-
grammed pages.

Other attempts at clustering hypertext typically utilize the
hypertext link topology of the collection [3]. These cluster-
ing methods have been applied to collections with several
hundred elements, and do not seem particularly suited to
scale gracefully to large heterogeneous collections like the
WWW, where over 70 million text-based documents cur-
rently exist [11].

In our own previous work [14], we represented each WWW
document as a feature vector, with features extracted from
information about text-content similarity, hypertext connec-
tions, and usage patterns. Clustering was then computed
from inter-document similarities among these feature vec-
tors. Unfortunately, any clustering based on usage patterns
requires access to data that is not usually recorded in any
easily accessible format. In the case of the WWW, while a
moderate amount of usage information is recorded for each
requested document at a particular WWW site, the log files
for other sites are not publicly accessible. Thus while the
usage for a particular site can be ascertained, this informa-
tion is not available for the other 500,000 WWW sites that
currently exist [13].

As a potential way of circumventing these difficulties, we
decided to try outco-citation analysis [9]. Our adaptation of
this clustering technique is based solely on the analysis of
hypertext link topology. Unlike earlier link-topology tech-
niques, co-citation analysis builds upon the notion that
when a WWW document D contains links referring to docu-
ments A and B, then A and B are related in some manner in
the mind of the person who produced the document. In this
example, documents A and B are said to beco-cited. It is
important to note that links between document A and docu-
ment B may or may not exist. Given this property of picking
up patterns from the implicit topological structure of hyper-
text documents, we hypothesized that co-citation analysis
might be useful in telling us something about the semantic
structure of a collection and the thinking of the authoring
community.

CO-CITATION ANALYSIS
Citation indexing, the creation of an index that details the
explicit linkages of citations between papers, has been
employed as a tool to facilitate the searching and the man-

agement of information for over a century, dating back to
the legal profession’s use of theShepard’s Citationsin
1873. The field underwent major advances during the post
World War II increase in scientific expenditures and subse-
quent explosive increase in the scientific literature. With the
intent of ensuring information exchange among scientists,
the United States government initiated a number of projects
to generate indexes without human involvement. Citation
indexing was found to be a powerful yet simple tool, as it
replaces an indexer’s subjective judgements with author’s
citations, thus avoiding many of the semantic problems
found in term and title based analyses [9].

It was not until the mid-1970s however that Small and Grif-
fith [16] developed co-citation analysis as a method for
measuring the common intellectual interest between a pair
of documents. The principal component of co-citation anal-
ysis measures the number of documents that have cited a
given pair of documents together. This metric is referred to
asco-citation strength. Unlike other forms of citation analy-
sis, co-citation strength is able to reflect the frequency of
items being cited over time, thus enabling deeper insight
into the development of certain research fields and other
semantic structures within a citation index. We hypothesize
and later show that co-citation analysis yields insight into
the implicit semantic structures of the WWW.

Algorithm
The original algorithm developed by Small and Griffith [16]
takes a citation index as initial input. For all documents in
the index, the number of times a document was cited is
computed and those documents whosecited frequency falls
above a specific threshold are kept for further processing.
This prefiltering retains the most important (or at least the
most popular) documents. Next, the extracted documents
are sorted and all pairs of documents that have been cited
together by the same source document are formed. The
resulting list contains unique co-citation pairs and their
associated frequency of co-occurrence.

The final step in co-citation analysis creates a set of clusters
whose elements are indirectly or directly related by co-cita-
tion. This is accomplished by clustering all documents that
have at least one document of the co-citation pair in com-
mon with the other elements in the cluster. To start, a pair is
selected, say AB, and all pairs that contain A or B are added
to the cluster. Next, all pairs that include a document that
have been included in the cluster are added. This processes
repeats until there are no pairs that have a document in com-
mon with the elements in the cluster. At this point, a new
pair is selected from the remaining pairs to form a new clus-
ter and the processes repeated until all pairs belong to a
cluster.

Application to the WWW
It is interesting to note that the properties that fueled the
development of citation and co-citation analysis are similar
to those found with the WWW. Hyperlinks, when employed
in a non-random format, provide semantic linkages between
objects, much in the same manner that citations link docu-
ments to other related documents. The resulting topology of
a Web site reflects the organization of a community and its
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knowledge base, similar to the way in which citations in a
scholarly paper reflect a scientific community’s organization
of knowledge.

One might argue that hyperlinks often serve as just naviga-
tional aids. Still, the role of hyperlinks for navigation can be
viewed as a hypothesis by the hypertext author(s) that the
person interested in the current page will also be interested
in browsing the linked pages. It was our belief that given the
close resemblance of hyperlinks to citations, meaningful
structures would emerge as the result of co-citation analysis
on WWW ecologies.

During early September 1996 we extracted the hyperlink
structure of the Georgia Institute of Technology’s Graphic
Visualization and Usability (GVU) Center WWW site
which contained 5,582 HTML files, 15,139 non-HTML files
and 24,768 hyperlinks1. This site was chosen because of its
loosely structured properties, i.e., the site contained a large
number of documents authored by hundreds of people over
the course of several years. The co-citation clustering analy-
sis mentioned above was applied using several different
citation frequency thresholds (one, three, five, and ten).
Table 1 shows the distribution of the size of clusters using
different citation frequency thresholds. For example, using
citation frequency threshold of three, there were six clusters
formed where each cluster contained between 101 and 500
pages. Table 2 shows the number of pages each range of
cluster sizes produced. Overall, the six clusters that con-
tained between 101 and 500 pages collectively contained
979 pages. Since co-citation analysis using the citation fre-
quency threshold of three resulted in 2,798 pages being
clustered, over a third of the pages are contained in the six
medium sized clusters.

1. Objects embedded into HTML pages, e.g., images,
were not considered hyperlinks for this analysis.

As one would expect, lowering the number of times a docu-
ment is cited results in more documents being included into
the co-citation analysis. This results in the formation of
more clusters as well as the formation of larger clusters. Our
analysis included a cited frequency of one to show the
effects of including documents that do not necessarily con-
tribute to the definition of a specific area. Since these docu-
ments were only cited once, it is likely that the community
of authors has failed to reach consensus on the importance
of these documents with respect to the ecology of the entire
Web. We observe that from the clusters formed from the
cited frequency of five and ten, a certain degree of agree-
ment has been reached by the authoring community on the
intellectual structure of the set of pages. This is reflected in
the similarity of the cluster sizes and their respective ele-
ments as well as in the actual elements included in each
cluster as determined from random inspection.

The trend for a significant proportion of the documents to
belong to a few large clusters is an effect typically found in
traditional co-citation analysis of publications [9]. These

Cluster Size
(Pages)

Citation Frequency Threshold

1 3 5 10

3 - 6 34 4 2 2

7 - 10 12 2 1 1

11 - 20 14 0 1 1

21 - 50 8 1 2 0

51 - 100 4 1 1 2

101 - 500 7 6 3 3

501 - 1000 0 1 0 0

1,001+ 1 0 0 0

Total 80 15 10 9

Table 1: For each range of cluster sizes, the total number of
clusters formed are given for various citation frequency
thresholds.

Cluster Size
(Pages)

Citation Frequency Threshold

1 3 5 10

3 - 6 136 15 8 8

7 - 10 97 17 7 8

11 - 20 213 0 16 14

21 - 50 211 21 92 0

51 - 100 319 95 93 163

101 - 500 1,747 979 687 520

501 - 1000 0 1,671 0 0

1,001+ 3,315 0 0 0

Total 6,038 2,798 903 713

Table 2: The total number of pages included in the range of
cluster sizes using various citation frequency thresholds.

Cluster
Number
of Pages

Description

Sub Arctic 177 Documentation specific to
the Sub Arctic Toolkit

Talk Slides 46 Group of slides for a talk
converted to HTML

WWW Surveys
19 Main pages for GVU’s

WWW User Surveys

GravityWeb 4 The major stories for an
online humour publication

Table 3: Examples of the types and sizes of clusters formed
by co-citation analysis.
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large clusters consist of diverse set of pages, reflecting a
loose semantic coupling among elements. For example, for
the set of clusters formed with the cited frequency set at
five, the cluster containing 387 elements was composed of
different projects’ online documentation, peoples’ personal
pages, specific project pages, and online presentations. The
smaller clusters tend to form sets of tightly related pages,
typically composed of all the same types of elements, e.g., a
specific project, online book, etc. Table 3 shows examples
of the types of clusters formed using this form of co-citation
analysis.

Other Co-citation Techniques

Other techniques used in co-citation analysis include hierar-
chical clustering, multi-dimensional scaling, and factor
analysis [12], though these techniques typically use authors
as the unit of analysis instead of documents. In the case of
the WWW, the author of a document can not be reliably
determined across sites. In our version of these techniques,
the co-citation matrix is computed as outlined above using a
cited frequency threshold to reduce the set of potential can-
didates for clustering. Rather than use the iterative method
of cluster formation described above, the techniques are
based on the computation of similarities among co-citation
patterns for each document [17].

For our analysis, we took the three, five, and ten co-cited
frequency threshold co-citation matrices computed in the
above analysis and calculated the euclidean distance matrix
on the log transformed co-citation frequencies. The result-
ing distance matrix was than run through a complete linkage
clustering algorithm.

Figure 1 shows the partial results of the clusters formed
from the cited frequency five threshold matrix. The number
of pages is noted in parenthesis. Several interesting and use-
ful structures emerged. The ‘Organization Pages’ shows that
the clustering pulled the College of Computing and GVU’s
Organization home pages together into one cluster. This two
element cluster was not formed in the iterative clustering
method, as all the pages that co-cited with either of these
pages were been included in the cluster that contained these
two elements. The algorithm successfully clustered the
pages of an online class, as well as the online documenta-
tion for the SVE library and Sub Arctic (SA) projects.
Within the “People” cluster, subclusters were formed that
separated out the people from the papers they publish. Fur-
ther inspection of the clusters revealed many other interest-
ing and well-formed clusters, though no empirical
evaluation of the “goodness” of the clusters was performed.

With the goal of facilitating users’ ability to make sense of
large collections of hypertext by reducing the number of
documents necessary to explore, we have presented two
new clustering techniques. We now present a general model
of document desirability, and extend our analyses of WWW
interaction to issues concerning the life histories of WWW
documents (birth, changes, and death). The lawful proper-
ties discussed below can be used to further refine the struc-
ture of information presented to users.

THE DESIRABILITY OF DOCUMENTS

In previous work we analyzed patterns of WWW use to
induce retrieval structures that could be used by a spreading
activation mechanism [1] to predict documents relevant to a
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users interest. In essence, we were predicting the need prob-
ability or desirability of information. A broadly applicable
and approximate model of the distribution and time-course
of information desirability is, what we call, the Burrell
Gamma-Poisson (BGP) model [4]. In its original form [4] it
was used to model the circulation of library holdings. In
modified form, it has been found to model the recurrence of
information use (or need) in child language, newspaper
headlines, and electronic mail [2]. The applicability of the
BGP model to the WWW is partly justified by the key
observation that the distribution of frequency of access
(FOA, or page hits) across WWW pages is approximately a
negative binomial distribution (see [10] for discussions of
how to judge the appropriateness of the negative binomial as
a model of an empirical distribution).

Figure 2 is a plot of the FOA for the GVU Center’s WWW
site on April 27, 1996. Basically the BGP model assumes
that accesses to information are Poisson events, and the
desirability of individual information elements (e.g., WWW
pages) is modeled by the Possion parameter . In Pois-
son models, this parameter determines the average wait time
between events. In this case, it models the average time
between accesses of a particular WWW page.

The Poisson parameter, , is time dependent (nonhomog-
enous) on time t. This is because the desirability of informa-
tion changes through time. Figure 3 shows the typical
average decay in odds of accessing WWW pages. This
power law relationship between odds of access and time
appears to be ubiquitous [2][15]. Conceptually, the desir-
ability of faddish WWW pages, long-lasting popular pages,
and occasionally used but enduring reference material is
presented in Figure 4.

The BGP model addresses patterns of information use, but
we are also interested in modeling the way that documents
themselves change through time. These changes occurring
over the lifetime of document probably interact with the pat-
terns of use. Towards this end, we hypothesized that sur-
vival analysis would augment our existing models by
identifying principal factors determining the life-cycles of
documents on the WWW. From this analysis, we can gain a
better understanding of the relationships that exist between
the attention documents receive from the users of the infor-
mation as well as the attention from the authors of the infor-
mation.

SURVIVAL ANALYSIS
Survival analysis models the time to death of specific enti-
ties. In the case of the WWW, these entities are items within
a given WWW collection. The probability that a particular
item will be deleted at particular time forms the basis of the
model. It seems reasonable to suspect that highly desirable
documents are not likely to be removed from WWW sites. If
also seems reasonable that as the desirability of a document
increases so does the likelihood that the document will
change accordingly.

Survival analysis is a well-developed field of statistical
research [8]. A survival function defined over timet is the
probability that an entity survives at least to timet. More
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formally, let  be a positive random variable with the distri-
bution function and density . The survival func-
tion  is:

and the hazard rate  is:

which translates to the probability that a page will be
deleted in the next unit of time, , given hat the page has
survived to time .

Unlike other forms of statistical analysis, survival analysis
handles items that are still alive, where the true survival
time is only known to be greater than the end of the observa-
tion period. These observations are said to becensored. As
one would expect, for WWW ecologies the amount of cen-
sored data is quite large, as the majority of items are not
deleted once published on the Web. Like other forms of sta-
tistical analysis, the survival observations can be stratified
and the presence of statistically significant differences
between the strata computed.

Methodology
Software was implemented to collect the changes to the
objects within the GVU WWW site on a daily basis. As
mentioned for the co-citation analysis, the GVU sites was
chosen for its loose, large structure and the presence of
many authors. The changes observed by the software
included the addition and deletion of material as well as any
modifications made to the material. Properties about the file,
e.g., author, filesize, etc., were recorded as well as the struc-
ture of the hyperlinks between items. From this data, the age
and censoring status of each item on the site was computed
as well as the probability that an item will change on a daily
basis. The probability of change can be viewed as a direct
component of the attention given by the producer of the
information. Data was collected for a 215 day period, start-
ing January 15, 1996.

In trying to weave the life story of items on the Web, the
attentional processes of the consumers of the information
are also important. That is, how much attention is an item
receiving and to what community does the information pri-
marily serve? These attentional processes could originate
from within the organization’s intranet, originate from con-
sumers on the Internet, or be driven mutually by both inter-
nal and external communities. We hypothesized that
information that is driven primarily by the external commu-
nity would have the greatest likelihood of survival, followed
by mutually driven and internally driven information. Atten-
tion in this case can be viewed as a form of desirability as
explained in the previous section.

As a hypothetical example, the life story of an item reads
that the item receives attention initially from the producer of
the information as reflected in the creation and subsequent

flurry of modifications. At this point, the information is pri-
marily being consumed internally by the author. Until some
notable change occurs in the attention given to the item by
internal and/or external sources, the item will continue to
age, following a path of decreased modifications by the
author, and have a rather good chance of being deleted
sooner than later. If members of the internal and/or external
communities discover the item, the survival probability for
the item may change significantly.

Given that the perceived utility of the item has increased, as
measured by increased consumer attention, we hypothe-
sized that the item would be less likely to be removed, espe-
cially if the information is widely attenuated by the global
Internet community. In order to model the origin of con-
sumer attention, the GVU WWW site’s access logs files for
a 226 day period beginning January 15, 1996. Requests that
originated within the ‘gatech.edu’ subdomains were consid-
ered internal requests with those originating outside of ‘gat-
ech.edu’ considered to be external requests.

Figure 5 shows the access history for internal and external
requests to the GVU sites. Inspection of Figure 5 reveals
that for external accesses, a steady positive trend is
observed, while the internal accesses show a positive trend
until around day 150, when the Spring quarter ended. The
spike around day 60 resulted from an internal process that
repeatedly refreshed a set of pages.

Information on a per file basis was also recorded (over
700,000 entries for the sample period). As one would
expect, the access rates per file vary considerably. Despite
this difference in visitation rates, both internal and external
access curves show asymptotic behavior at high access rates
for a few selected pages. This suggests that certain informa-
tion’s desirability will be driven by internal sources, while
other information’s desirability will be driven by external
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sources. Naturally, the remaining pages will mutually ser-
vice both internal and external desirability forces. Figure 6
reveals that indeed such a distinction exists. The curve in
Figure 6 was derived from the following formula:

which subtracts internal requests from external requests for
each file for each day, resulting in the difference vectorD.
In Figure 6,D is sorted by value. The mean for the differ-
ence vectorD is 0.51, with a standard deviation of 1.33.
Negative values in Figure 6 reflect information that is pri-
marily of internal interest, near zero values indicate infor-
mation that is of both internal and external value, and strong
positive values reflect pages that are of primarily external
interest This stratification provides a useful metric to cate-
gorize the origin of desirability of information in WWW
ecologies.

For each file, it’s age, censor status, probability of change,
and the origin of attention were included into the survival
analysis. Additionally, the media type (HTML vs. non-
HTML) files was incorporated into the analysis, as we
hypothesized that the life stories of content would differ
from other media given the different creation and modifica-
tion costs and roles of each within a WWW ecology.

Results
For the survival analysis, we use the non-parametric
Kaplan-Meier estimate of the survival distribution, the
Flemming Harrington method for comparing the difference
between survival curves for each strata, and the Cox propor-
tional hazards model for regression modeling of the differ-

ent factors influence on survival likelihood [8]. It is
important to note that while the results reported below are
statistically significant, they have not been replicated on
other sites. This remains an area for future research.

Figure 7 shows the survival curves of the documents within
the GVU WWW site stratified by origin of access. The
highest curve represents externally driven pages, the middle
curve, mutually driven pages, and the bottom curve, inter-
nally driven pages. From Figure 7 it is clear that internally
driven pages are the most likely to be deleted whereas exter-
nally driven pages are the most likely to remain accessible
to the Internet community. The difference between the sur-
vival curves was found to be highly significant across strata

(  867.2, df=2, p <0.001), indicating the origin of access is
a robust predictor of the likelihood of survival.

For the probability of change, three strata were created cor-
responding to the low, medium, and high likelihood of a
document changing. These strata where then analysis and

found to be significantly different (  1273.0, df=2,
p<0.001). That is, items that receive a lot of attention by
their author as reflected by a high rate of change have differ-
ent survival properties than items that are less likely to
change. Additionally, media type was also found to have a
reliable impact of the survival distribution, with HTML files

being more likely to be deleted than non-HTML files (
42.2, df=1, p<0.001).

DISCUSSION
From the standpoint of an information consumer, our clus-
tering techniques are aimed at abstracting the content and
likely usage of large collections on the World Wide Web.
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These abstractions can be users to facilitate searching, navi-
gation, and browsing, as they reduce the amount and com-
plexity of the displayed inforamtion.The analysis of
desirability and survival patterns of documents can also pro-
vide users with knowledge about documents: whether they
are faddish-like vs. reference-like, whether they are for pub-
lic consumption or internal consumption, and so on.

The techniques may also inform information producers
maintainers (e.g., “webmasters”), or members of the com-
munity of authors on a World Wide Web site. The co-cita-
tion clustering can provide insight to the invisible colleges
of people interacting on the World Wide Web and who they
conceive of the information that they produce and manipu-
late. The desirability analyses can provide predictions about
when information will no longer be need. The survival anal-
yses and factoring into internal vs. external communities of
interest can inform about the kinds of consumers that are
attracted to specific documents. Extensions of such analysis
could provide more fine-grained views of who the readers
are and their intellectual tastes.
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