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## Summary

Power consumption and soft-error tolerance have become major constraints in the design of DSM CMOS circuits. With continued technology scaling, the impact of these parameters is expected to gain in significance. Furthermore, the design complexity continues to increase rapidly due to the tremendous increase in number of components (gates/transistors) on an IC every technology generation. This research describes an efficient and general CAD framework for the optimization of critical circuit characteristics such as power consumption and soft-error tolerance under delay constraints with supply/threshold voltages and/or gate sizes as variables.

A general technique called Delay-Assignment-Variation (DAV) based optimization was formulated for the delay-constrained optimization of directed acyclic graphs. Exact mathematical conditions on the supply and threshold voltages of circuit modules were developed that lead to minimum overall dynamic and static power consumption of the circuit under delay constraints. A DAV search based method was used to obtain the optimal supply and threshold voltages that minimized power consumption.

To handle the complexity of design of reliable, low-power circuits at the gate level, a hierarchical application of DAV based optimization was explored. The effectiveness of the hierarchical approach in reducing circuit power and unreliability, while being highly efficient is demonstrated. The usage of the technique for improving upon already optimized designs is described. An accurate and efficient model for analyzing the soft-error tolerance of CMOS circuits is also developed.

## Chapter I

## Introduction

### 1.1. Motivation

Energy consumption is recognized as one of the most important parameters in the design of modern digital systems [1]. With the scaling of transistor feature sizes, more and more transistors can be made to fit in a given area of die. Furthermore, the clock frequencies also have been scaling up with every technology generation. The combination of increased transistor densities and increased clock frequencies has been causing the dynamic power consumption/dissipation density ( $\mathrm{W} / \mathrm{cm}^{2}$ ) to increase very rapidly even though it has been slightly offset by the scaling down of supply voltages and node capacitances [2]. The high power density causes problems with chip packaging, increase in cooling costs, and reduced chip reliability. Even though the transistor counts per unit area have been going up, designers are putting more and more functionality into ICs. This causes die sizes to go up, for example, by $25 \%$ every micro-processor generation. Combined with the increasing power density, the increase in area leads to a roughly $75 \%$ increase in total chip dynamic power every technology generation, leading to correspondingly increased energy expenses for consumers. The scaling of technology features has also led to an increase in the leakage energy per transistor. This is because threshold voltages have been reducing to compensate for the decrease in transistor switching speeds due to reduced supply voltages. The reduction in threshold voltage causes an exponential increase in the transistor leakage current [3] which means that the


Figure 1.1. Scaling trends of transistor performance ( $1 / \tau$ ) and sub-threshold leakage current ( $\mathrm{I}_{\text {sd,leak }}$ ) for high-performance (HP), low-operating-power (LOP), and low-standby-power (LSTP) logic [1].
chip wastes a lot of energy even when in standby mode. This has crucial implications in mobile applications which are battery-powered because the battery gets used up even when the device is not being operated.

Figure 1.1 shows the trends for performance and leakage current of transistors in three different kinds of applications viz. high-performance (HP), low-operating-power (LOP) and low-standby-power (LSTP). The transistor performance is characterized by the metric $\mathrm{CV} / \mathrm{I}$, where C is the gate input capacitance, V is the supply voltage and I is the drive current. HP chips use low $\mathrm{V}_{\mathrm{DD}}$ s to reduce dynamic power and very low $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ to maintain high-performance. They, therefore, have the highest leakage power. LOP chips are typically for relatively high-performance mobile applications, such as notebook computers, where the battery is likely to be high capacity and the focus is on reduced operating power. LSTP chips are typically for lower performance consumer type
applications, such as consumer cell-phones, with lower battery capacity and an emphasis on the lowest possible static power dissipation, i.e., the lowest possible leakage current.

Another side-effect of technology scaling that is rapidly coming to the forefront is the increased susceptibility of logic and memory circuits to soft-errors caused due to alpha particles in the chip material and cosmic rays from space [1][4]. Because of the reduced node capacitances, a smaller injected charge is needed to induce a glitch at a circuit node. Thus, low-energy particle strikes that earlier had no effect on a circuit can now cause soft-errors. Because of the reduced supply voltages, noise margins are reduced, which also increases the susceptibility to particle strikes. Increasing clock frequencies increase the probability of a soft-error getting latched. Furthermore, due to super-pipelining, the number of gates in pipeline stages have been reducing, which in

turn reduces the electrical attenuation of glitches as they propagate to the latches. Although the factors described above affect the power consumption and soft-error tolerance of both memory and combinational elements, this work focuses on combinational elements only. Figure 1.2 shows the predicted SER by technology and pipeline depths. The x -axis plots the CMOS technology generation and the y -axis plots the SER (in FIT or failures in time) for each element on a $\log$ scale. 1 FIT is equal to 1 error in $10^{9}$ hours. The SER of a single SRAM cell declines gradually with decreasing device size, while the SER of a latch stays relatively constant. The SER for a single logic chain shows the most significant change - increasing over five orders of magnitude from 600 nm to 50 nm . The effect of super-pipelining is illustrated by the increasing SER for logic circuits at higher pipeline depths (smaller clock period in FO4 delays) within each technology generation.

The power consumption of a circuit is the product of the supply voltage and the current drawn by the circuit from the supply voltage. Thus, the power consumption can be reduced by reducing the supply voltage and/or the current drawn. The supply voltage can only be reduced to a certain extent beyond which the circuit delay becomes unacceptable. One way to reduce the current drawn from the supply voltage is by developing technologies in which transistors need less current for operation. This is seen in the shift of usage from BJT transistors to MOSFETs. Another way is by implementing the circuit using a logic style that draws less current. An example is the usage of CMOS logic style instead of the NMOS logic style to reduce the current drawn. The current drawn can also be reduced by appropriate transistor level design of the circuit. Given the technology, the logic style and the circuit design, there are various other optimization
techniques proposed in literature to reduce the power consumption at the circuit level. Since the major parameters that affect circuit power consumption are the supply voltage ( s ) ( $\mathrm{V}_{\mathrm{DD}}$ ), threshold voltage $(\mathrm{s})\left(\mathrm{V}_{\mathrm{th}}\right)$, circuit transistor sizes and switching activity; most techniques try to optimize one or more of these parameters. Optimization is necessary since changing the values of these parameters can adversely impact other circuit characteristics such as delay and area. This work focuses on reducing the power consumption of CMOS circuits by optimizing the supply voltages, threshold voltages and gate sizes simultaneously.

The soft-error tolerance of a circuit also depends on the technology, the logic style and the circuit design; and there have been various studies on the effect of these on the soft-error tolerance. However, there has been little investigation into usage of circuit parameter optimization to reduce soft-errors. It is stressed in [1] that such techniques will be urgently needed for mitigation of soft-errors in logic in future technology generations. This work shows that optimization can indeed significantly improve the attenuation of particle-hit induced glitches through CMOS combinational circuits, thereby increasing the soft-error tolerance.

Although circuit reliability refers to a host of issues besides soft-error tolerance such as electro-migration, thermal reliability and noise reliability (cross-talk, ground bounce, substrate coupling, etc); in this thesis, reliability of a circuit will be used to refer solely to its soft-error tolerance.

### 1.2. Organization of Thesis

Chapter 2 surveys commonly used techniques for low power and reliable digital design. Since this thesis focuses mainly on optimization at the logic level, technique at
this level will be given more attention. Structural/behavioral level techniques will also be described briefly for the sake of completeness. Chapter 3 first gives a new matrix representation of the topology ( $\mathbf{T}$ ) of a directed acyclic graph (DAG) and then describes the use of the new representation in the development of Delay-Assignment-Variation (DAV) based optimization, a generic technique for delay-constrained optimization of DAGs. In Chapter 4, the topology matrix representation, $\mathbf{T}$, is used to derive exact conditions on the supply and threshold voltages of circuit modules that yield minimum energy consumption under delay constraints. Search based methods are then used to obtain the values of these voltages and cluster them into small groups that can be used in a practical implementation of the circuit. A metric is developed that can be used by designers to determine the energy efficiency of their designs at the module level. Experimental results of optimizing ISCAS'85 benchmarks are provided. In Chapter 5, the usage of the topology matrix representation for optimization of gate level netlists is explored. A hierarchical method is developed that is able to handle large netlists and provides energy reductions beyond those possible by other methods given in literature. Chapter 6 describes ASERTA (accurate soft-error tolerance analyzer), a tool for fast and accurate estimation of the soft-error tolerance of combinational circuits. The tool yields soft-error estimates close to those generated by SPICE in orders of magnitude less computation time. The energy optimization method developed in Chapter 5 is then extended to also optimize the soft-error tolerance of circuits. Finally, Chapter 7 concludes by summarizing the main contributions of the thesis and providing suggestions for future work. The applicability of the topology matrix representation for optimization at the behavioral and software levels is also discussed.

## Chapter II

# Survey of Low-Power, Reliable CMOS Circuit Optimization <br> Techniques 

### 2.1. Introduction

This chapter surveys techniques described in literature for the design of lowpower and reliable CMOS circuits. Low power digital design requires optimization at all levels of the design hierarchy viz. system, structural/behavioral, logic, circuit, and device technology level. However, techniques at all levels basically boil down to a fundamental set of concepts: energy dissipation is reduced by lowering the supply voltage, the voltage swing, the physical capacitance, the switching activity or a combination of the above [5]. The application of these techniques may result in an increase in the delay and/or area of the system. Since the focus in this work is on low power CAD techniques at the logic level, design techniques at this level are surveyed in detail in Section 2.3. Design techniques at the behavioral level are also described briefly in Section 2.2, as these can impact the techniques at the logic level.

Soft-error tolerant design has mostly focused on memories and flip-flops since these are highly vulnerable. However, the focus has recently started shifting to combinational logic. In Section 2.4, traditional approaches to soft-error reduction at the combinational level are described as well as emerging approaches. Finally, Section 2.5 categorizes the work in this thesis according to the techniques discussed and compares it to previous approaches.

### 2.2. Low Power Structural/Behavioral Design Techniques

At the structural/behavioral level, a high-level specification of a problem is mapped into the register-transfer level. The high-level specification is typically in the form of a control-flow graph (CFG) and a data-flow graph (DFG) or a combination of the two (CDFG). The register-transfer level specifies the number of different types of hardware modules needed (allocation), what operations of the CDFG are mapped onto what modules (assignment) and at what time-step what operation is carried out (scheduling).

Power reduction can be achieved with the use of behavioral transformations that reduce the number of time-steps by increasing concurrency and through proper scheduling. The reduced time-steps allow usage of a slower clock, enabling the use of lower supply voltages. The quadratic reduction in power due to reduced supply voltage can often offset the increase in capacitance due to more concurrency. A number of other high-level transformations of the CDFG that reduce the number of operations, reduce the switching activity, increase utilization of modules, etc have been described in [6].

If a number of modules, with a range of power/delay costs, are available for allocation, then an appropriate mapping of modules to operations can lead to lower power consumption for the same performance. In [7], an Integer Linear Programming (ILP) approach is used to generate low-power schedules using an optimal set of supply voltages while accounting for level conversion costs. Approaches that takes up available slack in schedules in a power-aware way are presented in [8][9].

Dynamic Voltage Scaling (DVS) [10][11] is another approach that can yield large power savings while meeting performance constraints. The basic idea is to run modules at
a lower supply voltage (and hence lower speed) when the system is idle or has lower computing requirements and to increase the supply voltage (increase speed) when there is an increase in computing demand. The major issues in this technique are (i) whether to have software or hardware control of voltage scaling, (ii) accurate prediction of when the system is going to be idle and when it is going to be busy, (iii) the granularity of voltage changes allowed, and (iv) the frequency of voltage changes allowed. DVS can also be combined with dual/multiple threshold voltage usage to reduce leakage power as well. A low-power RISC processor built using hardware-based DVS and variable-threshold CMOS (VTCMOS) technology has been described in [12].

### 2.3. Low Power Logic Design Techniques

The power consumption of any CMOS logic circuit is composed of dynamic power, short-circuit power and leakage power. Although dynamic power has been the predominant component of total power in older technologies, the leakage power component is becoming significant due to the reduction of supply and threshold voltages in current deep sub-micron (DSM) technologies. Short-circuit power is a small fraction of the total power and its importance is not expected to grow with device scaling [13].

The dynamic power consumption of any CMOS logic circuit is given by:

$$
\begin{equation*}
P_{d y n}=0.5 \cdot f_{C L K} \cdot V_{D D}^{2} \cdot \sum_{i} \alpha_{i} \cdot C_{i} \tag{2.1}
\end{equation*}
$$

where $\mathrm{f}_{\text {CLK }}$ is the clock frequency, $\mathrm{V}_{\mathrm{DD}}$ is the supply voltage, $\alpha_{\mathrm{i}}$ is the switching activity of the $\mathrm{i}^{\text {th }}$ node in the circuit, and $\mathrm{C}_{\mathrm{i}}$ is the load capacitance of the $\mathrm{i}^{\text {th }}$ node in the circuit. Hence, dynamic power of the circuit can be reduced by reducing the supply voltage or by reducing the product of the switching activity and load capacitance (the switched
capacitance) at the circuit nodes. The clock frequency generally cannot be lowered as it is determined by the timing constraints.

Lowering the supply voltage is an effective mechanism for reducing dynamic power because of the quadratic dependence in Equation 2.1. However, lowering the supply voltage affects the delay of the logic gates. The delay of a CMOS logic gate is given by:
$d=\frac{k \cdot C \cdot V_{D D}}{\left(V_{D D}-V_{t h}\right)^{\alpha}}$
where k is a constant depending on the logic function computed by the gate, C is the output capacitance of the gate (includes the load capacitance as well as the parasitic junction capacitance), $\mathrm{V}_{\mathrm{DD}}$ is the supply voltage, $\mathrm{V}_{\mathrm{th}}$ is the threshold voltage, and $\alpha$ is the velocity saturation coefficient [14] which is between 1.2 and 1.5 for short-channel devices and 2 for long-channel devices. Thus, lowering $\mathrm{V}_{\mathrm{DD}}$ leads to an increase in the delay.

The most common approach uses two or more supply voltages for reducing power. The gates on the critical path use the highest supply voltage to meet the timing constraint. Gates on the non-critical paths that have available slack can use lower supply voltages. There are two major problems facing this approach. The first is the need for generating and routing multiple supply voltages to different parts of the chip and the second is the need for level converters whenever a low supply voltage gate drives a high supply voltage gate. Level converters are needed to prevent the flow of large static current from supply to ground because of the PMOS transistor in a high supply voltage gate not being completely turned off by the lower voltage output by a preceding low
supply voltage gate. The first problem is limited by restricting the number of supply voltages used to two [15][16]. The area, delay, and power impact of the level converters is reduced by two ways. In Clustered Voltage Scaling (CVS) [17][18], it is tried to cluster the gates that operate at the reduced supply voltage so that the number of interfacing level-converters is reduced. The other approach [19] is to partition the gate level netlist into modules and use multiple supply voltages at the module level. The area, delay and energy penalties of the level converters are shown to be small compared to the modules. The idea of taking up slack can be straight-forwardly extended to the usage of gate sizing and dual/multiple $\mathrm{V}_{\mathrm{DD}}$ simultaneously [20].

The delay impact of reduced supply voltage can be decreased by reducing the threshold voltage as can be seen from Equation 2.2. This trend is being increasingly followed in current technologies where the supply and threshold voltages are lowered to reduce dynamic power as well as not impact delay significantly. The reduction in threshold voltage, however, has the adverse effect of increasing the leakage power per transistor exponentially as can be seen from the leakage power equation below:

$$
\begin{equation*}
P_{l e a k}=V_{D D} \cdot I_{S} \cdot e^{\frac{V_{G S}-V_{t h}}{n \cdot v_{T}}} \cdot\left(1-e^{\frac{V_{D S}}{v_{T}}}\right) \tag{2.3}
\end{equation*}
$$

$\mathrm{I}_{\mathrm{S}}$ is a circuit and process dependent constant, n is the sub-threshold swing coefficient, $\mathrm{V}_{\mathrm{DD}}$ is the supply voltage, $\mathrm{V}_{\mathrm{th}}$ is the threshold voltage and $\mathrm{v}_{\mathrm{T}}$ is the thermal voltage.

Leakage energy is expected to equal, if not overtake, dynamic energy as the major component of total energy in future technology generations. To tackle this problem, researchers have proposed using two [21][22] or more [23] threshold voltages. Similar to the dual voltage approach, the idea here is to use the lower threshold voltage for gates on
the critical paths so that they can operate at high speed albeit with high leakage energy dissipation and to use the higher threshold voltage for gates on the non-critical paths so that they operate with less leakage.

The combined usage of dual/multiple $\mathrm{V}_{\mathrm{DD}}$ and dual $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ has also been suggested [24][25]. [25] gives an exact method that achieves the upper bound on energy savings possible using multiple supply and threshold voltages. As a practical application of these techniques, an ARM processor has been designed using Clustered Voltage Scaling (CVS) and dual threshold voltages in $0.18 \mu$ CMOS technology [26]. The problem of circuit sizing and dual threshold voltage assignment has been studied in [27]. Using multiple gate sizes to achieve low-power while meeting timing constraints is a standard optimization carried out by commercially available CAD tools and also studied in literature [28][29][30].

Methods have been proposed to simultaneously use multiple supply voltages, multiple threshold voltages and multiple gate sizes to reduce power [31][32][33]. These methods use heuristics to determine the supply voltage, threshold voltage and gate size to be used for every gate in a circuit such that the total power is minimized while the delay constraint is met. Rules of thumb for choosing the values of $\mathrm{V}_{\mathrm{DD}} \mathrm{S}, \mathrm{V}_{\mathrm{th}} \mathrm{S}$ and sizes are given in [34].

The switched capacitance of a logic circuit is primarily dependent on the logic function implemented by the circuit. However, different circuits implementing the same function may have different internal switching activities and loads. For example, among various adder implementations, a ripple carry adder has the least average number of logic transitions while a conditional sum adder has the largest number, for the same set of
computations [35]. For arbitrary logic functions, a power-aware cost function can be used while doing logic minimization [36], resulting in lower switching activity.

The switched capacitance may be reduced by pre-computation [37] in which a subset of inputs is used to guess the final answer. If the guess is correct, the remaining inputs are disabled so as to reduce switching activity. Another approach is to "gate" the inputs to those logic blocks whose output will not be needed for the present computation, thus reducing switching activity in the blocks. This approach can be very useful when applied to clock signals [38], since clock signals are generally heavily loaded.

Switching activity can also be optimized at the logic level by appropriate technology decomposition and mapping. Technology decomposition is the problem of converting a Boolean network into a network of primitive gates (e.g. NOT and 2-input NAND) before mapping the network to a cell library. Even though the switched capacitance of the final circuit is unknown at this stage, it is good to have a decomposition that minimizes the sum of the switching activities. Technology mapping is the step in which sets of primitive gates are mapped to gates in some target cell library. The general approach is to hide nodes with high switching activity inside the gates where they drive smaller load capacitances [39]. As a final step of technology mapping, power aware signal to pin assignment can also reduce power by assigning high switching signals to input pins with low input capacitance. The pin permutation for low power should take place on non-critical gates as it generally interferes with pin permutation for minimum delay.

Path balancing is an approach which tries to minimize the level difference between the inputs of nodes which drive highly capacitive nodes. This reduces the
chances of the occurrence of glitches at the circuit inputs, which reduces the switching activity at the nodes output. Balanced paths can be achieved by inserting buffers in the shorter paths. The amount of power saved due to reduced glitching has to be weighed against the increase in capacitance due to the buffers. Another approach is to use smaller sized (and hence slower) gates on the shorter paths, which can reduce glitches as well as power consumption in the smaller gates [29].

In finite state machine synthesis, states with highest transition frequency to one another can be given uni-distance codes so as to minimize switching activity [40]. However, such a state assignment might increase the activity in the combinational logic of the state machine. This problem has been handled in [41].

This section listed the major techniques for low-power logic design, but this list is brief and far from complete. The interested reader is referred to [5][42][43][44][45] for more details and more techniques.

### 2.4. Soft-Error Tolerant Design Techniques

Soft-errors, also called transient errors or single-event upsets (SEUs), are errors in digital circuits that arise due to electrical noise or external radiation rather than design or manufacturing defects. The existence of this phenomenon has been known for a very long period and various studies have focused on protecting memory elements, particularly caches and latches/flip-flops, from soft-errors. The focus on caches has been due to the fact that caches occupy a large chunk of chip area and that the soft-error rate (SER) primarily depends on the area exposed to the environment. Latches have been also studied because they are very vulnerable to soft-errors; a bit flipped can have catastrophic effects. Logic circuitry has been much less susceptible to soft-errors because of
occupying less chip area and also because of three effects that mask soft-errors: (i) Logical masking, which refers to the case when a soft-error is stopped form propagating to a latch because of the path not being sensitized, (ii) Electrical Masking, which refers to the case when a soft-error just attenuates away before reaching a latch and (iii) Latchingwindow masking, which refers to the case when a soft-error arrives at a latch input when the latch is not accepting data.

However, recent studies [4][46] have shown that the SER of combinational logic is expected to rise with decreasing feature sizes, supply voltages and increasing clock rates. Decreasing feature sizes and supply voltages reduce the critical charge needed to cause a soft-error, thereby increasing the number of soft-errors generated and hence possibly latched. Increasing clock rates reduce the time when latches/flip-flops are not accepting data, thereby increasing the probability of errors getting latched. Furthermore, reducing logic depths (due to super-pipelining) reduce the attenuation of glitches before they reach the flip-flops. Therefore, it is becoming necessary to study techniques for hardening combinational logic against soft-errors.

In view of the above, research interest has been increasing in the development of techniques for reduction of soft-errors in combinational logic. The most common way has been to use concurrent error detection (CED) logic [47][48] that monitors the output of a logic block for the occurrence of an error. If an error is detected, the system can correct it and keep operating. However, these methods add a lot of area and power overhead to circuits. Furthermore, the speed of the circuit is also reduced because of the presence of the extra checking circuit. Low-cost methods for increasing soft-error tolerance of commodity applications using time-redundancy [49] and partial duplication [50] have
been proposed. However, these methods still add additional delay overhead to the original circuit due to the presence of the checker circuit. Also, these methods have system level overheads (such as pipeline flushes) when an error is detected, either to correct the error or to do the computation again.

Recently, there has been work in using gate sizing as a way to reduce soft-error rates. The key insight is that the amplitude and width of the voltage pulse (glitch) generated at a node due to a particle hit is a function of the capacitance at that node [51][52]. Hence, it is appropriate to increase the sizes of the gates loading nodes more susceptible to soft-errors. These techniques mostly use analytical models [53][54] to simulate glitch propagation from the point where the particle hit to the primary output, and then try to minimize some cost function that depends on gate sizes.

### 2.5. Research Categorization and Comparison

This research focuses on the problem of power and soft-error tolerance optimization at the logic level, specifically by using gate sizing, dual/multiple $\mathrm{V}_{\mathrm{DD}}$ and dual/multiple $\mathrm{V}_{\mathrm{th}} \mathrm{S}$. The problem of determining the optimal $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ that minimize total energy consumption (dynamic + static) at the module level is first tackled. An arbitrary interconnection of modules is assumed as compared to [24], which assumes node and edge-disjoint paths. Furthermore, an exact condition on the supply and threshold voltage values is developed as compared to [24], which uses rules of thumb.

The problem of determining optimal gate sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ is tackled next. While [28][32] stop after taking up the circuit slack using some heuristics, the approach described in this thesis searches for the best way to take up slack. It is shown that taking up slack using heuristics is atleast $12 \%$ off from the optimal. In [33], a mixed-integer-
linear-programming (MILP) problem is solved repeatedly to determine the optimal circuit parameters. This approach is prohibitively expensive in terms of CPU time. On the other hand, this research develops a novel hierarchical optimization approach that can yield near optimal circuit parameters with approximately $\mathrm{O}\left(\mathrm{N}^{3}\right)$ worst case optimization complexity, where N is the problem size (number of gates).

Finally, this thesis presents a novel way to reduce soft-errors in combinational logic. A unique approach that uses circuit sizing, multiple $\mathrm{V}_{\mathrm{DD}} / \mathrm{V}_{\mathrm{th}} \mathrm{S}$ and output loading to increase the attenuation of particle-hit induced glitches is developed. It is shown that this approach performs better than an approach that just uses gate sizing and it also performs better than an approach that uses higher supply voltage and output loading for reducing soft-errors.

## Chapter III

# Delay-Assignment-Variation (DAV) Based Optimization 

### 3.1 Introduction

This chapter lays the mathematical groundwork for the rest of the thesis. A novel representation of the circuit topology is first developed. The representation is then used to develop a generic delay-constrained optimization framework. Although the discussion focuses on circuit netlists, it is applicable to any directed acyclic graph (DAG) based problem.

### 3.2 Topology Matrix Representation of Circuit Netlist



Consider a digital circuit of N gates and P paths from primary inputs to primary outputs. A binary matrix, $\mathbf{T}$, of P rows and N columns, representing the topology of the circuit is constructed as follows:

$$
\begin{align*}
\mathrm{T}_{\mathrm{ji}} & =1 \text { if gate ilies on Path } j  \tag{3.1}\\
& =0 \text { otherwise }
\end{align*}
$$

For example, the $\mathbf{T}$ matrix corresponding to the circuit in Figure $3.1(\mathrm{~N}=5, \mathrm{P}=4)$ is:
$\mathbf{T}=\left[\begin{array}{lllll}1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1\end{array}\right]$
If a path $P_{u}$ is a subset of $P_{v}$ (i.e. all gates on $P_{u}$ also lie on $P_{v}$ ), then the row of $\mathbf{T}$ corresponding to $\mathrm{P}_{\mathrm{u}}\left(\operatorname{Row}_{\mathrm{u}}(\mathbf{T})\right)$ is removed from $\mathbf{T}$ to reduce unnecessary computation. The delay of each path in the system is given by:

$$
\begin{equation*}
\mathrm{T}_{\mathrm{j}}=\sum_{i \in P_{j}} \mathrm{~d}_{\mathrm{i}} \quad \text { for } \quad \text { all } j \tag{3.3}
\end{equation*}
$$

We can represent the above equation in vector form as follows:

$$
\begin{equation*}
\overline{\mathbf{T}}=\mathbf{T} \cdot \overline{\mathbf{d}} \tag{3.4}
\end{equation*}
$$

where $\overline{\mathbf{T}}=\left[\mathrm{T}_{1} \mathrm{~T}_{2} \ldots \mathrm{~T}_{\mathrm{P}}\right]^{\mathrm{T}}$ is the vector of path delays and $\overline{\mathbf{d}}=\left[\mathrm{d}_{1} \mathrm{~d}_{2} \ldots \mathrm{~d}_{\mathrm{N}}\right]^{\mathrm{T}}$ is the vector of gate delays.

Equation 3.4 represents P simultaneous equations in N variables. The P equations are known to be consistent since they were formed from the circuit topology. If P is greater than N , then the equations must be dependent. Even if P is less than or equal to N , the equations might be dependent. Hence, some equations can be dropped without losing any information. Only $\mathrm{R}(=\operatorname{rank}(\mathbf{T}))$ number of rows can actually be used to represent the topology of the circuit. This is a significant benefit since P can be an exponential function of N and the corresponding $\mathbf{T}$ matrix would be very large.

The reduced matrix $T^{r}$ that has only $R$ independent rows ( $\mathrm{R}<=\mathrm{N}$ ) can be computed using Gaussian-Elimination from the $\mathbf{T}$ matrix. However, it would still require
computation of the P circuit paths and thus could have exponential complexity. GaussianElimination would also be computationally wasteful since information about the topology of the circuit would not be used at all. A procedure for computing the reduced topology matrix, $\mathbf{T}^{\mathrm{r}}$, in an efficient manner is outlined below. The circuit in Figure 3.1 is used as an example.

The $\mathbf{T}$ matrix for the circuit in Figure 3.1 represents the following delay equations:
$\mathrm{d} 1+\mathrm{d} 3+\mathrm{d} 4=\mathrm{T} 1$
$\mathrm{d} 1+\mathrm{d} 3+\mathrm{d} 5=\mathrm{T} 2$
$\mathrm{d} 2+\mathrm{d} 3+\mathrm{d} 4=\mathrm{T} 4$

These can be rewritten as:
$\mathrm{d} 1+\mathrm{d} 3+\mathrm{d} 4=\mathrm{T} 1$
$\mathrm{d} 1+\mathrm{d} 3+\mathrm{d} 5=\mathrm{T} 2$
$\mathrm{d} 2-\mathrm{d} 1=\mathrm{T} 4-\mathrm{T} 1$
$\mathrm{d} 2-\mathrm{d} 1=\mathrm{T} 5-\mathrm{T} 2$
Equations 3.6c and 3.6d are equivalent and either of them can be dropped without losing any information about the circuit topology. Hence, the 4 equations, Eqs. 3.5a-d, are actually equivalent to the 3 equations, Eqs. 3.6a-c. The corresponding reduced topology matrix, $\mathbf{T}^{\mathrm{r}}$, is:

$$
\mathbf{T}^{\mathbf{r}}=\left[\begin{array}{ccccc}
1 & 0 & 1 & 1 & 0  \tag{3.7}\\
1 & 0 & 1 & 0 & 1 \\
-1 & 1 & 0 & 0 & 0
\end{array}\right]_{3 \times 5}
$$

Note that row 3 of $\mathbf{T}^{\mathrm{r}}$ is the difference of rows 1 and 3 of $\mathbf{T}$.


Figure 3.2. Algorithm for computing the reduced topology matrix, $\mathbf{T}^{\mathrm{r}}$.

The reduced set of equations can be obtained from the circuit by visiting all the gates in Depth First Order, starting from primary inputs. The complete algorithm for doing this is shown in Figure 3.2. The input to the algorithm is the Adjacency Matrix representation of the circuit. The output of the algorithm is the reduced topology matrix, $\mathbf{T}^{\mathrm{r}}$. The first step is to topologically sort the nodes. The procedure for this is described in Appendix A. The procedure "Subtract" in the flowchart returns a "Difference" vector, PathDiff, of length N constructed from its 2 arguments Path1 and Path2 as follows:
(i) Initialize PathDiff to all zeros.
(ii) For all nodes p1 in Path1, set PathDiff(p1) $=1$.
(iii) For all nodes p 2 in Path2, set PathDiff(p2) $=\operatorname{PathDiff(p2)}-1$.

Although $\mathbf{T}^{\mathbf{r}}$ has less number of rows than $\mathbf{T}$ in general, it still might have more rows than $\mathrm{R}(=\operatorname{rank}(\mathbf{T}))$ number of rows. In the worst case, it might have the same number of rows as $\mathbf{T}$. For example, consider the circuit in Figure 3.3. The $\mathbf{T}$ and $\mathbf{T}^{\mathbf{r}}$ matrices corresponding to it are:

$$
\mathbf{T}=\left[\begin{array}{llll}
1 & 0 & 1 & 0  \tag{3.8}\\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right], \quad \mathbf{T}^{\mathbf{r}}=\left[\begin{array}{cccc}
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0
\end{array}\right]
$$

$\operatorname{rank}(\mathbf{T})$ is 3 but the reduced matrix $\mathbf{T}^{\mathbf{r}}$ computed by the algorithm in Figure 3.2 has more rows than $\operatorname{rank}(\mathbf{T})$. However, the number of rows of $\mathbf{T}^{\mathbf{r}}$ can still be bounded as shown in the following lemma.


Figure 3.3. An example circuit with 4 gates and 4 paths ( $N=4, P=4$ ).

Lemma 1: The number of rows of $\mathbf{T}^{r}$ is less than or equal to $E$, the number of edges in the circuit.

Proof: As seen from Figure 3.2, a row is added to $\mathbf{T}^{r}$ only when (i) a node that has already been visited is visited again or (ii) when the last node on a path is visited.
(i) A node i (with $\mathrm{P}_{\mathrm{i}}$ number of predecessors) that was first visited through predecessor j can only be visited again through its remaining $P_{i}-1$ predecessors. This is because predecessor j would have been marked visited previous to its visit to i and hence all other (attempted) visits to i through j would stop at j . Similarly, i can only be visited by its remaining predecessors at most once because they also would have been marked visited previous to their visit to i . Hence, any node i can be visited again only $\mathrm{P}_{\mathrm{i}}-1$ times, leading to addition of atmost $\mathrm{P}_{\mathrm{i}}-1$ rows to $\mathbf{T}^{\mathrm{r}}$. The total number of rows added is therefore $\sum_{V}\left(P_{i}-1\right)=E-N$ where E is the number of edges and N is the number of gates.
(ii) A row is added to $\mathbf{T}^{\mathrm{r}}$ also when a primary output is first visited. The total number of rows added is O , the number of primary outputs.

Hence, the total number of rows in $\mathbf{T}^{\mathbf{r}}$ in the worst case is $\mathrm{E}-\mathrm{N}+\mathrm{O}$ which is less than or equal to E .

The $\mathbf{T}^{\mathbf{r}}$ matrix thus has significantly reduced number of rows compared to the $\mathbf{T}$ matrix. In the worst case of a completely connected graph, $\mathbf{T}^{\mathbf{r}}$ has $\mathrm{O}\left(\mathrm{N}^{2}\right)$ rows whereas $\mathbf{T}$ has $\mathrm{O}\left(2^{\mathrm{N}}\right)$ rows.

### 3.3 Delay Assignment Variation based Optimization

Given the initial delay vector, $\overline{\mathbf{d}}_{\text {in it }}$, the initial path delay vector, $\overline{\mathbf{T}}_{\text {init }}$, can be obtained as in Equation 3.4. Since it is advantageous to work with the reduced topology matrix $\mathbf{T}^{\mathbf{r}}$ instead of $\mathbf{T}$, a path constraint vector, $\overline{\mathbf{T}}_{\text {init }}^{\mathbf{c}}$, is constructed using $\mathbf{T}^{\mathbf{r}}$ and used to specify the circuit delay constraints.
$\bar{T}_{\text {init }}^{c}=\mathbf{T}^{\mathbf{r}} \cdot{\overline{\mathbf{d}_{\text {init }}}}^{\text {in }}$
The delays of the gates in the circuit can be modified by adding a perturbation vector $\bar{\Delta}$ to $\overline{\mathbf{d}}_{\text {init }}$ such that $\mathbf{T}^{\mathbf{r}} \cdot \bar{\Delta}=\mathbf{0}$. This choice of $\bar{\Delta}$ allows the new delay vector $\overline{\mathbf{d}}$ to still satisfy the initial path constraints as shown below:
$\mathbf{T}^{r} \cdot \overline{\mathbf{d}}=\mathbf{T}^{\mathbf{r}} \cdot\left(\overline{\mathbf{d}}_{\text {init }}+\bar{\Delta}\right)=\mathbf{T}^{\mathrm{r}} \cdot \overline{\mathbf{d}}_{\text {init }}+\mathbf{T}^{\mathrm{r}} \cdot \bar{\Delta}=\overline{\mathbf{T}}_{\text {init }}^{\mathrm{c}}+\mathbf{0}=\overline{\mathbf{T}}_{\text {init }}^{\mathrm{c}}$

In other words, $\bar{\Delta}$ has to lie in the nullspace of $\mathbf{T}^{\mathbf{r}}$. Let the nullspace of $\mathbf{T}^{\mathbf{r}}$ be $\mathbf{U} . \mathbf{U}$ will have N rows and Q columns $(\mathrm{Q}<\mathrm{N})$, each column representing a basis vector for $\mathbf{U}$. Then, any perturbation vector $\bar{\Delta}$ can be constructed from any vector $\overline{\mathbf{r}}$ of length $Q$ as follows:
$\bar{\Delta}=\mathbf{U} \cdot \overline{\mathbf{r}}$
The vector $\overline{\mathbf{r}}$ represents the co-ordinates of $\bar{\Delta}$ in the null-space of $\mathbf{T}^{\mathbf{r}}$.
A delay assignment variation based optimization scheme can now be formulated as follows. Suppose the objective function to be optimized under delay constraints is a
function of the gate delays, represented by $\mathrm{F}(\overline{\mathbf{d}})$. Then, $\mathrm{F}(\overline{\mathbf{d}})$ can be translated into an equivalent function $G(\overline{\mathbf{r}})$ that has the delay constraints inbuilt into it by the following transformation:

$$
\begin{equation*}
\mathrm{G}(\overline{\mathbf{r}})=\mathrm{F}\left(\overline{\mathbf{d}}_{\text {init }}+\mathbf{U} \cdot \overline{\mathbf{r}}\right) \tag{3.12}
\end{equation*}
$$

The benefit of this translation is that the number of variables is reduced from N (length of $\overline{\mathbf{d}}$ ) to Q (length of $\overline{\mathbf{r}}$ ). Any global optimization method can now be used to find the optimum value of $\overline{\mathbf{r}}$ that minimizes $G$ and hence $F$.

Although theoretically $\overline{\mathbf{r}}$ can be any vector in $\mathbf{R}^{\mathrm{Q}}$, there might be other limits on the allowed delay vector $\overline{\mathbf{d}}$ that will constrain $\overline{\mathbf{r}}$. For example, all entries of $\overline{\mathbf{d}}$ should be greater than 0 . This constraint can be handled inside function $G$ by scaling $\overline{\mathbf{r}}$ by a scalar $\alpha$ such that $\min \left(\overline{\mathbf{d}}_{\text {init }}+\mathbf{U} \cdot \alpha \overline{\mathbf{r}}\right)>0$. Lower and upper bound limits on $\overline{\mathbf{d}}$ can also be handled similarly.

Note that the above formulation only requires the nullspace of $\mathbf{T}^{\mathbf{r}}, \mathbf{U}$, which is the same as the nullspace of $\mathbf{T}$, since both $\mathbf{T}^{\mathbf{r}}$ and $\mathbf{T}$ represent the same set of equations. Hence, for notational convenience, $\mathbf{T}$ will be used with the understanding that the nullspace $\mathbf{U}$ is actually computed using $\mathbf{T}^{\mathbf{r}}$.

In Chapter IV, the topology matrix representation is used to find exact conditions on module $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ for minimum energy consumption. DAV based optimization is then used to find the values of the optimal $\mathrm{V}_{\mathrm{DDS}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$. In Chapter V , a method is proposed for formulating the total energy consumption of a gate level netlist as a function of $\overline{\mathbf{d}}$ (the delays of the individual gates) and finding the optimum $\overline{\mathbf{d}}$ that minimizes the
energy consumption. In Chapter VI, a similar method is used to maximize the soft-error tolerance of the circuit.

The DAV optimization method presented can be used to further optimize designs that have already been optimized to some extent. For example, given the delays $\overline{\mathbf{d}}_{\text {heuristic }}$ for the gates in a circuit that has been sized for speed using some heuristic, DAV based optimization can start from $\overline{\mathbf{d}}_{\text {heuristic }}$ and using a circuit size cost function that can be formulated as a function of gate delays, $\mathrm{C}(\overline{\mathbf{d}})$, search for a perturbation $\overline{\boldsymbol{\Delta}}_{\text {opt }}$ that lowers the cost function even more. In the worst case, $\bar{\Delta}_{\text {opt }}$ will be the zero vector, which will give us back the initial circuit. However, it is highly likely that the initial circuit hasn't been optimally sized, in which case $\bar{\Delta}_{\text {opt }}$ will be non-zero and C( $\left.\overline{\mathbf{d}}_{\text {heuristic }}+\bar{\Delta}_{\text {opt }}\right)$ will be lower than $\mathrm{C}\left(\overline{\mathbf{d}}_{\text {heuristic }}\right)$.

## Chapter IV

## Module Level Power Optimization

### 4.1. Introduction

Dynamic energy has been the main component of total energy since it is proportional to the square of $\mathrm{V}_{\mathrm{DD}}$. However, with the shrinking of device sizes and reduction of supply voltages, static energy has become as important as dynamic energy. To obtain high gate overdrive $\left(\mathrm{V}_{\mathrm{DD}}-\mathrm{V}_{\mathrm{th}}\right)$ for high speeds of operation, $\mathrm{V}_{\mathrm{th}}$ is also decreased as $\mathrm{V}_{\mathrm{DD}}$ is decreased. The decrease in threshold voltage increases the leakage current exponentially, which makes static energy consumption more significant in every new technology generation. Therefore, it has become essential to consider both supply and threshold voltage in any circuit optimization for low-energy consumption.

This chapter presents a method that considers both supply and threshold voltages simultaneously when optimizing circuits for low energy consumption at the module level. A metric is also provided that can be used by circuit designers to test how close the energy consumption of their module-level design is to the minimum possible. In this work, the metric is used to determine the stopping conditions of the optimization algorithm. If an unlimited number of supply and threshold voltages are available, the proposed algorithm is optimum in the sense that no other voltage assignment for the given modules will give lower energy consumption for the given delay constraint.

The complete procedure has two steps. The first step finds optimum supply and threshold voltage values for CMOS modules in a digital circuit that minimizes the total
energy consumption, using the techniques discussed in Chapter III. Considering a circuit as composed of modules allows energy optimization of much larger circuits than is possible with gate-level optimization algorithms. This is due to the significant reduction of problem complexity. The exact conditions for minimum energy are found using the Lagrange Multiplier Method. Then, the supply and threshold voltage values for each module that satisfy the minimum energy condition are found iteratively. If it is technologically feasible to assign the optimum (and perhaps all different) supply and threshold voltages to all the modules, then the algorithm stops here. Otherwise it continues to the next step.

The second step clusters the multiple voltages obtained from the first step into a fixed number of supply and threshold voltages (for example, 2 different supply voltages and 2 different threshold voltages). This step results in a feasible implementation of the system in current technologies. Section 4.2 gives the derivation of the minimum energy condition. Section 4.3 describes the search method used to obtain the optimal values. Section 4.4 describes the heuristic used to cluster the voltages. Section 4.5 gives experimental results.

### 4.2. Mathematical Condition for Minimum Energy Consumption at the Module Level

The topology matrix representation described in Chapter III can be used to derive an exact mathematical condition for minimum energy consumption at the module level. The energy-minimization problem for a digital system (assumed given to us) consisting of N modules and P paths from primary inputs to primary outputs can be stated as follows:

Minimize $\sum_{i=1}^{N} E_{i}$ under the constraints $\sum_{i \in P_{j}} d_{i} \leq T_{d}$ for all paths $\mathrm{P}_{\mathrm{j}}$ where $\mathrm{E}_{\mathrm{i}}$ is the energy consumption of the $i^{\text {th }}$ module, $d_{i}$ is the delay of the $i^{\text {th }}$ module, $T_{d}$ is the time constraint and the variables are $\mathrm{V}_{\mathrm{DDi}}$ and $\mathrm{V}_{\text {thi }}$ for each module.

Figure 4.1 shows an example combinational circuit in which a module itself represents a block of logic with multiple gates. A module has to be chosen big enough so that the delay and energy overhead of the level-shifters that would be needed between modules is negligible compared to module delays and energies. In order to derive the exact mathematical condition for minimum energy consumption, we need equations for module delay, dynamic energy, and static energy in terms of $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}}$.

For a CMOS circuit module, delay can be approximated as being proportional to $\mathrm{V}_{\mathrm{DD}} /\left(\mathrm{V}_{\mathrm{DD}}-\mathrm{V}_{\mathrm{th}}\right)^{\alpha}[14]$.


Figure 4.1. An example combinational circuit with 5 modules and 4 paths ( $\mathrm{N}=5$, $\mathrm{P}=4$ ).

$$
\begin{equation*}
d_{i}=\frac{k_{0 i} \cdot V_{D D i}}{\left(V_{D D i}-V_{t h i}\right)^{\alpha}} \tag{4.1}
\end{equation*}
$$

Here $\mathrm{d}_{\mathrm{i}}$ is the delay of the $\mathrm{i}^{\text {th }}$ module, $\mathrm{k}_{0 \mathrm{i}}$ is a constant for that module, $\mathrm{V}_{\text {DDi }}$ and $\mathrm{V}_{\text {thi }}$ are the supply voltage and threshold voltage, respectively applied to that module, and $\alpha$ is the velocity saturation coefficient. For current technologies, $\alpha$ is between 1.2 and 1.5. The delay constant $\left(\mathrm{k}_{0 \mathrm{i}}\right)$ includes the effects of process, device sizes, load capacitance, and gate depth in that module. Gate depth can be included in the constant because of the additive characteristics of delays.

The energy consumption of a module is the sum of its dynamic and static energy consumptions. The dynamic energy consumed in a module can be written as:

$$
\begin{equation*}
E_{d i}=0.5 \cdot C_{i} \cdot V_{D D i}^{2} \tag{4.2}
\end{equation*}
$$

Here $\mathrm{C}_{\mathrm{i}}$ is the term for all the capacitances that are switched during operation of the $\mathrm{i}^{\text {th }}$ module including possible multiple switching of some nodes. To simplify the derivation, dynamic energy is rewritten as:

$$
\begin{equation*}
E_{d i}=k_{1 i} \cdot V_{D D i}^{2} \tag{4.3}
\end{equation*}
$$

where $\mathrm{k}_{1 \mathrm{i}}$ stands for the circuit, process, and application dependent terms including switching activity. Short circuit power dissipation can also be included in $\mathrm{k}_{1 \mathrm{i}}$ because of the quadratic dependence of short-circuit power dissipation to $\mathrm{V}_{\mathrm{DD}}$ [13].

For static energy consumption, a generalized model is used.

$$
\begin{align*}
E_{s i}=E_{s u b i}+E_{g a t e i} & =k_{2 i} \cdot V_{D D i} \cdot e^{k_{3 i} \cdot V_{D D i}-k_{4 i} \cdot V_{t h i}} \cdot T_{d}  \tag{4.4}\\
& +k_{5 i} \cdot V_{D D i} \cdot e^{k_{6 i} \cdot V_{D D i}-k_{7 i} \cdot V_{t h i}} \cdot T_{d}
\end{align*}
$$

$\mathrm{E}_{\text {subi }}$ stands for the sub-threshold leakage component of the static energy consumption. This component is strongly influenced by the threshold voltage. $\mathrm{E}_{\text {gatei }}$ stands for the gate leakage component of the static energy. This component is much smaller than $\mathrm{E}_{\text {subi }}$ when $\mathrm{V}_{\mathrm{th}}$ is small. When $\mathrm{V}_{\mathrm{th}}$ is large, the main contribution to the static energy comes from this component. Also, gate leakage increases as the gate oxide thickness becomes smaller. $\mathrm{k}_{2 \mathrm{i}}$ and $\mathrm{k}_{5 \mathrm{i}}$ are circuit-dependent parameters. $\mathrm{k}_{3 \mathrm{i}}, \mathrm{k}_{4 \mathrm{i}}, \mathrm{k}_{6 \mathrm{i}}$, and $\mathrm{k}_{7 \mathrm{i}}$ are process-dependent parameters. The values of the process-dependent parameters can be found by fitting SPICE simulation results of a simple gate to Equation 4.4. The values for these parameters can be used for any circuit designed in the same technology. After the process dependent parameters have been found, the circuit dependent parameters can be found by fitting the static energy consumption of the modules for different $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ to Equation 4.4.

The delay constrained energy minimization problem can be formulated using the method of Lagrange Multipliers by constructing an auxiliary function as follows:

$$
\begin{equation*}
G\left(V_{D D 1}, V_{t h 1}, \cdots, V_{D D N}, V_{t h N}, \lambda_{1}, \cdots, \lambda_{P}\right)=\sum_{i=1}^{N} E_{i}-\sum_{j=1}^{P} \lambda_{j} \cdot\left[\sum_{i \in P_{j}} d_{i}-T_{d}\right] \tag{4.5}
\end{equation*}
$$

where $\mathrm{E}_{\mathrm{i}}=\mathrm{E}_{\mathrm{di}}+\mathrm{E}_{\mathrm{si}}$ is the energy consumption of the $\mathrm{i}^{\text {th }}$ module and $\lambda_{\mathrm{j}}$ is the Lagrange Multiplier for the constraint that the delay of the $\mathrm{j}^{\text {th }}$ path be less than $\mathrm{T}_{\mathrm{d}}$.

Then, for minimum energy consumption, the following has to hold:

$$
\begin{align*}
& \frac{\partial G\left(V_{D D 1}, V_{t h 1}, \cdots, V_{D D N}, V_{t h N}, \lambda_{1}, \cdots, \lambda_{P}\right)}{\partial V_{D D i}}=0 \text { for all } i  \tag{4.6}\\
& \frac{\partial G\left(V_{D D 1}, V_{t h 1}, \cdots, V_{D D N}, V_{t h N}, \lambda_{1}, \cdots, \lambda_{P}\right)}{\partial V_{t h i}}=0 \quad \text { for all } i \tag{4.7}
\end{align*}
$$

Equations 4.6 and 4.7 become:

$$
\begin{align*}
& \frac{\partial \mathrm{E}_{\mathrm{i}}}{\partial V_{D D i}}=\mathrm{Row}_{\mathrm{i}}\left(\mathbf{T}^{\mathrm{T}}\right) \cdot \bar{\lambda} \cdot \frac{\partial d_{\mathrm{i}}}{\partial V_{D D i}} \quad \text { for all } i  \tag{4.8}\\
& \frac{\partial \mathrm{E}_{\mathrm{i}}}{\partial V_{t h i}}=\mathrm{Row}_{\mathrm{i}}\left(\mathbf{T}^{\mathrm{T}}\right) \cdot \bar{\lambda} \cdot \frac{\partial d_{\mathrm{i}}}{\partial V_{t h i}} \quad \text { for all } i \tag{4.9}
\end{align*}
$$

where $\bar{\lambda}=\left[\lambda_{1} \lambda_{2} \cdots \lambda_{P}\right]^{T}$ and $\operatorname{Row}_{i}\left(\mathbf{T}^{T}\right)$ refers to the $\mathrm{i}^{\text {th }}$ row of $\mathbf{T}^{\mathrm{T}}$. Two vectors, the Constant Threshold Energy Gradient Vector ( $\overline{C T E G}$ ) and the Constant Supply Energy Gradient Vector ( $\overline{C S E G}$ ), can be defined as follows:

$$
\left.\begin{array}{l}
\overline{C T E G}=\left[\frac{\partial \mathrm{E}_{1}}{\partial V_{D D 1}} / \frac{\partial d_{1}}{\partial V_{D D 1}}\right.
\end{array} \frac{\partial \mathrm{E}_{2}}{\partial V_{D D 2}} / \frac{\partial d_{2}}{\partial V_{D D 2}} \cdots \cdots \frac{\partial \mathrm{E}_{\mathrm{N}}}{\partial V_{D D N}} / \frac{\partial d_{\mathrm{N}}}{\partial V_{D D N}}\right]^{\mathrm{T}} \mathrm{l} l
$$

Following are the equations for the partial derivatives of the energy function, $\mathrm{E}_{\mathrm{i}}$. These equations are obtained using Equations 4.1, 4.3 and 4.4.

$$
\begin{align*}
\frac{\partial \mathrm{E}_{\mathrm{i}}}{\partial V_{D D i}} & =2 \cdot k_{1 i} \cdot V_{D D i}+T_{d} \cdot V_{D D i} \cdot\left(k_{2 i} \cdot k_{3 i} \cdot e^{\left(k_{3 i} \cdot V_{D D i}-k_{4 i} \cdot V_{t h i}\right)}+k_{5 i} \cdot k_{6 i} \cdot e^{\left(k_{6 i} \cdot V_{D D i}-k_{7 i} \cdot V_{t h i}\right)}\right) \\
& +T_{d} \cdot\left(k_{2 i} \cdot e^{\left(k_{3 i} \cdot V_{D D i}-k_{4 i} \cdot V_{t h i}\right)}+k_{5 i} \cdot e^{\left(k_{6 i} \cdot V_{D D i}-k_{7 i} \cdot V_{t h i t}\right)}\right)  \tag{4.12}\\
& =\frac{2 \cdot E_{d i}}{V_{D D i}}+k_{3 i} \cdot E_{s u b i}+k_{6 i} \cdot E_{g a t e i}+\frac{E_{s u b i}+E_{g a t e i}}{V_{D D i}} \\
\frac{\partial d_{i}}{\partial V_{D D i}} & =k_{0 i} \cdot \frac{\left(V_{D D i}-V_{t h i}\right)^{\alpha}-\alpha \cdot\left(V_{D D i}-V_{t h i}\right)^{\alpha-1} \cdot V_{D D i}}{\left(V_{D D i}-V_{t h i}\right)^{2 \cdot \alpha}}  \tag{4.13}\\
& =-\frac{d_{i} \cdot\left((\alpha-1) \cdot V_{D D i}+V_{t h i}\right)}{V_{D D i} \cdot\left(V_{D D i}-V_{t h i}\right)} \\
\frac{\partial \mathrm{E}_{\mathrm{i}}}{\partial V_{t h i}} & =-T_{d} \cdot V_{D D i} \cdot\left(k_{2 i} \cdot k_{4 i} \cdot e^{\left(k_{3 i} \cdot V_{D D i}-k_{4 i} \cdot V_{t h i}\right)}-k_{5 i} \cdot k_{7 i} \cdot e^{\left(k_{6 i} \cdot V_{D D i}-k_{7 i} \cdot V_{t h i}\right)}\right)  \tag{4.14}\\
& =-k_{4 i} \cdot E_{s u b i}-k_{7 i} \cdot E_{g a t e i} \\
\frac{\partial d_{\mathrm{i}}}{\partial V_{t h i}} & =\frac{\alpha \cdot k_{0 i} \cdot V_{D D i}}{\left(V_{D D i}-V_{t h i}\right)^{\alpha+1}}=\frac{\alpha \cdot d_{i}}{\left(V_{D D i}-V_{t h i}\right)} \tag{4.15}
\end{align*}
$$

Finally, from Equations 4.12-15:

$$
\begin{align*}
& C T E G_{i}=\frac{2 \cdot E_{d i}+V_{D D i} \cdot\left(k_{3 i} \cdot E_{s u b i}+k_{6 i} \cdot E_{g a t e i}\right)+E_{s u b i}+E_{g a t e i}}{d_{i} \cdot\left((\alpha-1) V_{D D i}+V_{t h i}\right) /\left(V_{D D i}-V_{t h i}\right)}  \tag{4.16}\\
& \text { CSEG }_{i}=\frac{k_{4 i} \cdot E_{s u b i}+k_{7 i} \cdot E_{g a t e i}}{\alpha \cdot d_{i}} \cdot\left(V_{D D i}-V_{t h i}\right) \tag{4.17}
\end{align*}
$$

Using Equations 4.10, 4.11, 4.16 and 4.17, Equations 4.8 and 4.9 can now be written concisely as follows:

Minimum Energy Condition :
$\overline{\mathbf{C T E G}}=\overline{\mathbf{C S E G}}=\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}$

The minimum energy condition states that if the $i^{\text {th }}$ module has delay $d_{i}$, then the module consumes minimum energy when the supply voltage $\mathrm{V}_{\mathrm{DDi}}$ and threshold voltage $\mathrm{V}_{\text {thi }}$ are uniquely chosen (out of all possible combinations that yield delay $\mathrm{d}_{\mathrm{i}}$ ) such that CTEG $_{\mathrm{i}}=\mathrm{CSEG}_{\mathrm{i}}$. These optimal values of $\mathrm{V}_{\text {DDi }}$ and $\mathrm{V}_{\text {thi }}$ can be found by solving $\mathrm{CTEG}_{\mathrm{i}}=\mathrm{CSEG}_{\mathrm{i}}$ along with Equation 4.1 numerically. However, Equation 4.18 states that the entire system will consume minimum energy (under the delay constraint) if and only if each $\operatorname{CTEG}_{\mathrm{i}}\left(\right.$ and $\left.\mathrm{CSEG}_{\mathrm{i}}\right)$ is also equal to the $\mathrm{i}^{\text {th }}$ term of $\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}$.

But $\bar{\lambda}$ is an artificial quantity used to represent delay constraints and its value is unknown. The problem is thus to find the optimal delay vector $\overline{\mathbf{d}}^{\text {opt }}=\left[\begin{array}{lll}d_{1}^{\text {opt }} & d_{2}^{\text {opt }} \cdots & d_{N}^{\text {opt }}\end{array}\right]^{T}$ that meets the delay constraints and satisfies Equation 4.18 as well.

### 4.3. Procedure for obtaining optimal values of supply and threshold voltages

The optimal delay vector is found by starting from an initial delay vector $\overline{\mathbf{d}}^{\text {init }}$ that meets the delay constraints and generating new delay vectors $\overline{\mathbf{d}}$ by adding perturbation vectors $\bar{\Delta}$ (chosen from the nullspace of $\mathbf{T}$ ) to $\overline{\mathbf{d}}^{\text {init }}$ (as described in Section 3.3). To check if this new $\overline{\mathbf{d}}$ is optimal, the "Normalized Energy Gradient" (NEG) metric, defined as follows, is used:

$$
\begin{equation*}
\mathrm{NEG}(\overline{\mathbf{d}})=\operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \mathbf{T}^{\mathrm{T} \uparrow} \cdot \overline{\mathbf{C T E G}} \cdot \overline{\mathbf{C T E G}}\right) / \operatorname{norm}(\overline{\mathbf{C T E G}}) \tag{4.19}
\end{equation*}
$$

where $\mathbf{T}^{\mathbf{T} \dagger}$ is the pseudo-inverse of $\mathbf{T}^{\mathbf{T}}$.

At the minimum energy point, when $\overline{\mathbf{d}}=\overline{\mathbf{d}}^{\text {opt }}$ (and correspondingly $\overline{\mathbf{C T E G}}^{\text {opt }}=\overline{\mathbf{C S E G}}^{\text {opt }}=\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}$ ), NEG will be zero as shown below.

$$
\begin{align*}
\operatorname{NEG}\left(\overline{\mathbf{d}}^{\text {opt }}\right) & =\operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \mathbf{T}^{\mathbf{T} \dagger} \cdot \overline{\mathbf{C T E G}}^{\mathrm{opt}} \cdot \overline{\mathbf{C T E G}}^{\text {opt }}\right) / \operatorname{norm}\left(\overline{\mathbf{C T E G}}^{\text {opt }}\right) \\
& =\operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \mathbf{T}^{\mathbf{T \dagger}} \cdot \mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}-\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}\right) / \operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}\right)  \tag{4.20}\\
& =\operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}-\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}\right) / \operatorname{norm}\left(\mathbf{T}^{\mathrm{T}} \cdot \bar{\lambda}\right) \\
& =0
\end{align*}
$$

NEG is depicted as a function of $\overline{\mathbf{d}}$. To calculate NEG for any $\overline{\mathbf{d}}$, the condition $\overline{\mathbf{C T E G}}=\overline{\mathbf{C S E G}}$ is first met by choosing $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ for every module as follows. To solve $\mathrm{CTEG}_{\mathrm{i}}=\mathrm{CSEG}_{\mathrm{i}}$ for the $\mathrm{i}^{\text {th }}$ module, the delay, $\mathrm{d}_{\mathrm{i}}$, for that module is used in Equation 4.1 to write $\mathrm{V}_{\text {thi }}$ in terms of $\mathrm{V}_{\text {DDi }}$. This makes $\mathrm{CTEG}_{\mathrm{i}}$ and $\mathrm{CSEG}_{\mathrm{i}}$ functions of $\mathrm{V}_{\text {DDi }}$ only and the equation CTEG $_{\mathrm{i}}=$ CSEG $_{\mathrm{i}}$ can be solved easily (for e.g. using MATLAB's FZERO function) to get the $\mathrm{V}_{\text {DDi }}$ and $\mathrm{V}_{\text {thi }}$ values. NEG can then be computed using the $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}}$ values.

Note that the NEG metric can be computed for any digital system if the delay and energy equations for the modules in the system are known. The value of the NEG metric can be used as a measure of how good a design is in terms of energy consumption. Designs with high NEG values are energy inefficient for their delay constraint whereas those with NEG values close to zero are near optimal for their delay constraint.

An iterative gradient search based algorithm is used to get to the delay assignment at which NEG is zero. Any other global optimization algorithm could also be used. The inputs to the algorithm are the initial parameters of all the N modules, such as the $\mathrm{V}_{\mathrm{DDi}} \mathrm{S}$, the $\mathrm{V}_{\text {thi }} \mathrm{s}$, the module delays $\left(\mathrm{d}_{\mathrm{i}} \mathrm{s}\right)$ and the circuit- and process-dependent parameters $\mathrm{k}_{0 \mathrm{i}} \mathrm{s}$, $\mathrm{k}_{1 \mathrm{i}} \mathrm{s}, \mathrm{k}_{2 \mathrm{i}} \mathrm{s}, \mathrm{k}_{3 \mathrm{i}} \mathrm{s}, \mathrm{k}_{4 \mathrm{i}} \mathrm{s}, \mathrm{k}_{5 \mathrm{i}} \mathrm{s}, \mathrm{k}_{6 \mathrm{i}} \mathrm{S}$ and $\mathrm{k}_{7 \mathrm{i}} \mathrm{S}$.

First, intermediate values for module delays, $\overline{\mathbf{d}}_{\text {int }}$, are obtained that make all path delays as close to $T_{d}$ as possible. This step also makes sure that all modules have zero slack, so that the starting point is optimal. A method similar to the Zero Slack Algorithm (ZSA) [55] is used in this step. It removes the slack of nodes in an energy-aware way (as described in Appendix B). Let $\overline{\mathbf{T}}_{\text {int }}=\mathbf{T} \cdot \overline{\mathbf{d}}_{\text {int }}$ be the vector of path delays after this step. Next, $\mathrm{E}_{\text {total }}$ is minimized by doing a gradient search on the delay vector, $\overline{\mathbf{d}}$.

The delay vector, $\overline{\mathbf{d}}_{\text {new }}$, for a new iteration is obtained from the current delay vector, $\overline{\mathbf{d}}_{\text {curr }}$, as follows:
$\overline{\mathbf{d}}_{\text {new }}=\overline{\mathbf{d}}_{\text {curr }}+k \cdot \bar{\nabla}_{\mathbf{T}} E_{\text {total }}$
where $\bar{\nabla}_{\mathbf{T}} E_{\text {total }}$ is the gradient of $E_{\text {total }}$ along the nullspace vectors of $\mathbf{T} . \mathrm{k}$ is chosen in such a way that the new energy $\left(E\left(\overline{\mathbf{d}}_{\text {new }}\right)\right)$ is minimum in the direction of gradient vector. The search is stopped when a NEG value near 0 is obtained. The overview of the optimization algorithm is given in the flowchart in Figure 4.2.

### 4.4. Clustering heuristic for limited number of supply and threshold voltages

The algorithm described in the previous section yields optimum values of supply and threshold voltages for each module that minimize the overall circuit energy. But these voltages might all have different values, in which case a practical implementation of the optimized circuit is difficult in current technologies. In this subsection, a heuristic algorithm is described that clusters the optimum supply and threshold voltage values
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obtained into a limited number of supply and threshold voltages. The final solution meets the delay constraint at the expense of slightly higher total energy consumption than the optimum case.

Assume only n supply voltage planes and m threshold voltages are available $(\mathrm{n}<\mathrm{N}, \mathrm{m}<\mathrm{N})$. Note that the values of the available voltages are not fixed at the beginning, although their number is fixed. Let $\bar{V}_{D D_{-} \text {opt }}$ and $\bar{V}_{t h_{-} \text {opt }}$ be the optimum supply and threshold voltage values (obtained in the previous section), respectively. Let $\bar{V}_{D D_{-} n}$ and $\bar{V}_{t h_{-} m}$ be supply and threshold voltage vectors holding values for the limited number of supply and threshold voltages ( n supply voltages, m threshold voltages) initialized as follows:

$$
\begin{array}{ll}
\bar{V}_{D D_{-} n}(p)=\min \left(\bar{V}_{D D_{-} o p t}\right)+\left(\frac{\max \left(\bar{V}_{D D_{-} \text {opt }}\right)-\min \left(\bar{V}_{D D_{-} o p t}\right)}{n+1}\right) \cdot p \quad \text { for } p=1 \cdots n \\
\bar{V}_{t h_{-} m}(q)=\min \left(\bar{V}_{t h_{-} o p t}\right)+\left(\frac{\max \left(\bar{V}_{t h_{-} o p t}\right)-\min \left(\bar{V}_{t h_{-} o p t}\right)}{m+1}\right) \cdot q \quad \text { for } q=1 \cdots m \tag{4.23}
\end{array}
$$

These vectors will finally hold the $n$ supply voltage values and $m$ threshold voltage values that will be used in the circuit. For any module i, the function "Map" finds the nearest pair [ $\mathrm{V}_{\mathrm{DD} \_\mathrm{n}}(\mathrm{p}), \mathrm{V}_{\text {th_m }}(\mathrm{q})$ ] to the pair $\left[\mathrm{V}_{\text {dd_opt }}(\mathrm{i})\right.$, $\mathrm{V}_{\text {th_opt }}(\mathrm{i})$ ] and assigns it to $\left[V_{\text {DD_new }}(i), V_{\text {th_new }}(i)\right]$.

$$
\begin{equation*}
\left[\bar{V}_{D D_{-} n e w}, \bar{V}_{t h_{-} n e w}\right]=\operatorname{Map}\left(\bar{V}_{D D_{-} o p t}, \bar{V}_{t h_{-} o p t}, \bar{V}_{D D_{-} n}, \bar{V}_{t h_{-} m}\right) \tag{4.24}
\end{equation*}
$$

In any iteration, the delay of the circuit $\left(\mathrm{T}_{\mathrm{c}}\right)$ is calculated using $\left[\bar{V}_{D D_{-} n e w}, \bar{V}_{\text {th_new }}\right]$. $E_{\text {total }} \cdot T_{c}^{2}$ is used as the cost function if $\mathrm{T}_{\mathrm{c}}$ exceeds $\mathrm{T}_{\mathrm{d}}$ by a fixed fraction (say 0.01 ).

Doing this forces the critical path delay to go down in the next iteration, possibly increasing $\mathrm{E}_{\text {totala }}$. If $\mathrm{T}_{\mathrm{c}}$ is less than $\mathrm{T}_{\mathrm{d}}$ by a fixed fraction, $E_{\text {total }}$ is used as the cost function. Doing this decreases the energy in the next iteration, possibly by increasing $\mathrm{T}_{\mathrm{c}}$. These cost functions were chosen because they yielded good results in experiments. The gradient, $\bar{\nabla}\left(\right.$ Cost $\left._{-} f n\right)$, is obtained by changing the entries of $\bar{V}_{D D_{-} n}$ and $\bar{V}_{t h_{-} m}$ by a small amount, mapping these to new $\left[\bar{V}_{D D_{-} n e w}, \bar{V}_{\text {th_new }}\right]$ and calculating the difference in the cost function. The new values of $\bar{V}_{D D_{-} n}$ and $\bar{V}_{t h_{-} m}$, which lower the cost function, are obtained by searching in the direction of the gradient. The search terminates when the circuit delay is in $1 \%$ proximity of the deadline, $\mathrm{T}_{\mathrm{d}}$. The flowchart of the algorithm is given in Figure 4.3.

### 4.5. Experimental results

The hierarchical Verilog descriptions of the combinational ISCAS' 85 circuits and a 16-bit Wallace Tree Multiplier were synthesized using Synopsys Design Compiler (with the TSMC $0.25 \mu$ library) to get the delay, dynamic energy and static energy consumption values for the modules at the top level of design hierarchy. The modules at the top level of hierarchy in the Verilog description were directly mapped to the modules used in the optimization ${ }^{*}$. The values of the process-dependent parameters $\left(\mathrm{k}_{3}, \mathrm{k}_{4}, \mathrm{k}_{6}, \mathrm{k}_{7}\right)$ were obtained from SPICE simulations as explained in Section 4.2. SPICE simulation of simple gates showed that $\mathrm{k}_{5}$ is 6 orders of magnitude smaller than $\mathrm{k}_{2}$ for this technology. Since $\mathrm{k}_{2}$ and $\mathrm{k}_{5}$ scale almost linearly with number of gates [56][57], $\mathrm{k}_{5}$ can be taken to be
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Figure 4.3. Algorithm for clustering
$10^{-6}$ times $\mathrm{k}_{2}$ for any module. The circuit-dependent parameters $\left(\mathrm{k}_{0}, \mathrm{k}_{1}, \mathrm{k}_{2}\right)$ were then calculated for each module by using the delay, dynamic energy and static energy values obtained from Synopsys and the process-dependent parameters.

The following notation is used for describing the results: The symbol "I" denotes the initial circuit which has the standard $0.25 \mu \mathrm{TSMC}$ voltages $\left(\mathrm{V}_{\mathrm{DD}}=2.5 \mathrm{~V}, \mathrm{~V}_{\mathrm{th}}=0.5 \mathrm{~V}\right)$. The delay of the initial circuit is obtained using Synopsys Design Compiler and this value is used as the time constraint for the optimization i..e the optimized circuits (II, III, IV) will have the same delay as I. "II" denotes the baseline circuit (for energy comparisons) that has the single $V_{D D}$ and $V_{\text {th }}$ values that give the minimum energy consumption for the given deadline. "III" denotes the circuit having optimum (and possibly all different) $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ for the modules. "IV" denotes the circuit in which the $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ in III have been clustered into two $\mathrm{V}_{\mathrm{DD}}$ and one $\mathrm{V}_{\text {th }}$. Only one $\mathrm{V}_{\mathrm{th}}$ is used in the final circuit because it was found that having more $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ only saved an additional 2-3\% of energy in the benchmark circuits designed using $0.25 \mu$ technology. The need for multiple $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ will become more pronounced as technology shrinks.

For the experiments, various switching activities were used for the input ports to observe their effects on the energy savings and the optimum voltages obtained. It was noticed that for switching activities above 0.05 , the optimum $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ were of the order of 10 mV . This is due to the fact that the static energy in $0.25 \mu$ technology is very small compared to the dynamic energy for high switching activities. So for these cases, the optimization algorithm scales down $\mathrm{V}_{\mathrm{DD}}$ aggressively and to achieve the delay constraint, it reduces $\mathrm{V}_{\text {th }}$ to very small values without incurring a significant increase in static energy. Since such small $\mathrm{V}_{\text {th }}$ values are not currently feasible, for these cases $\mathrm{V}_{\mathrm{th}}$ was
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Table 4.1. Optimization results for Wallace tree multiplier

| II (Baseline System) |  | III (unlimited $\mathrm{V}_{\text {DD }} \mathrm{S}, \mathrm{V}_{\mathrm{th}} \mathrm{s}$ ) |  | IV ( $\mathbf{V}_{\text {DD }}$, $1 \mathrm{~V}_{\text {th }}$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SA}=0.01$ | ii | i | ii | i | ii |
|  | $\mathrm{SA}=0.0001$ | $\left[\begin{array}{ll}\overline{\mathbf{V}}_{\text {D }} & \overline{\mathbf{V}}_{\text {th }}\end{array}\right]$ | $\left[\begin{array}{ll}\overline{\mathbf{V}}_{\text {D }} & \overline{\mathbf{V}}_{\text {th }}\end{array}\right]$ | $\left[\begin{array}{ll}\overline{\mathbf{V}}_{\text {D }} & \overline{\mathbf{V}}_{\text {th }}\end{array}\right.$ | $\left[\begin{array}{ll}\overline{\mathbf{V}}_{\text {DD }} & \overline{\mathbf{V}}_{\text {th }}\end{array}\right.$ |
|  |  | $\left[\begin{array}{ll}2.23 & 0.10\end{array}\right]$ | $\left[\begin{array}{ll}2.80 & 0.33 \\ \hline 1.75 & 0.32\end{array}\right.$ | $\left[\begin{array}{ll}1.84 & 0.09 \\ \hline 1.84\end{array}\right]$ | $\left[\begin{array}{ll}2.42 & 0.34\end{array}\right]$ |
|  |  | 1.380 .09 | 1.750 .32 | 1.840 .09 | $\begin{array}{ll}2.42 & 0.34\end{array}$ |
| $\begin{array}{\|l\|} \mathrm{V}_{\mathrm{DD}}=1.62 \mathrm{~V} \\ \mathrm{~V}_{\mathrm{th}}=0.11 \mathrm{~V} \end{array}$ | $\mathrm{V}_{\mathrm{DD}}=2.18 \mathrm{~V}$ | $\begin{array}{ll}0.85 & 0.12\end{array}$ | $\begin{array}{ll}1.43 & 0.38\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $1.45 \quad 0.34$ |
|  | $\mathrm{V}_{\text {th }}=0.35 \mathrm{~V}$ | 0.830 .11 | 1.480 .36 | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $2.42 \quad 0.34$ |
|  | $\mathrm{T}_{\mathrm{d}}=13.7 \mathrm{~ns}$ | 0.850 .12 | 1.430 .38 | $0.91 \quad 0.09$ | 1.4500 .34 |
| $\mathrm{T}_{\mathrm{d}}=13.7 \mathrm{~ns}$ |  | $0.77 \quad 0.08$ | $\begin{array}{ll}1.39 & 0.34\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $1.45 \quad 0.34$ |
|  |  | $0.84 \quad 0.11$ | $\begin{array}{ll}1.49 & 0.37\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $2.42 \quad 0.34$ |
| $\mathrm{E}=71.6 \mathrm{pJ}$ <br> $\mathrm{Ed}=63.4 \mathrm{pJ}$ | $\mathrm{E}=0.35 \mathrm{pJ}$ | 0.850 .12 | $\begin{array}{ll}1.40 & 0.36\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | 1.450 .34 |
|  | $\mathrm{Ed}=0.33 \mathrm{pJ}$ | $0.80 \quad 0.09$ | 1.440 .36 | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $\begin{array}{ll}1.45 & 0.34\end{array}$ |
| $\mathrm{Es}=8.2 \mathrm{pJ}$ | Es=0.02 pJ | $0.94 \quad 0.08$ | 1.410 .32 | $1.84 \quad 0.09$ | 1.450 .34 |
|  |  | $0.84 \quad 0.11$ | $\begin{array}{ll}1.46 & 0.37\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $2.42 \quad 0.34$ |
|  |  | $0.86 \quad 0.12$ | 1.470 .38 | $\begin{array}{ll}0.91 & 0.09\end{array}$ | $2.42 \quad 0.34$ |
|  |  | $0.50 \quad 0.09$ | $\begin{array}{ll}0.97 & 0.33\end{array}$ | $\begin{array}{ll}0.91 & 0.09\end{array}$ | 1.450 .34 |
|  |  | $1.00 \quad 0.10$ | $\begin{array}{ll}1.47 & 0.35\end{array}$ | 1.840 .09 | $\begin{array}{ll}2.42 & 0.34\end{array}$ |
|  |  | 0.630 .06 | 1.070 .30 | 0.910 .09 | 1.450 .34 |
|  |  | 0.540 .12 | 1.020 .36 | $\begin{array}{ll}0.91 & 0.09\end{array}$ | 1.4500 .34 |
|  |  | $\left[\begin{array}{ll}0.64 & 0.06\end{array}\right]$ | $\left[\begin{array}{ll}1.07 & 0.30\end{array}\right]$ | $\begin{array}{lll}0.91 & 0.09\end{array}$ | $\left[\begin{array}{ll}1.45 & 0.34\end{array}\right]$ |
|  |  | $\mathrm{E}=36.9 \mathrm{pJ}$ | $\mathrm{E}=0.22 \mathrm{pJ}$ | $\mathrm{E}=49.4 \mathrm{pJ}$ | $\mathrm{E}=0.28 \mathrm{pJ}$ |
|  |  | $\mathrm{Ed}=31.8 \mathrm{pJ}$ | $\mathrm{Ed}=0.20 \mathrm{pJ}$ | $\mathrm{Ed}=41.9 \mathrm{pJ}$ | $\mathrm{Ed}=0.25 \mathrm{pJ}$ |
|  |  | $\mathrm{Es}=5.1 \mathrm{pJ}$ | Es=0.02 pJ | $\mathrm{Es}=7.5 \mathrm{pJ}$ | $\mathrm{Es}=0.03 \mathrm{pJ}$ |
|  |  | Saving=48\% | Saving=39\% | Saving=31\% | Saving=22\% |

fixed at 0.1 V and the optimum $\mathrm{V}_{\mathrm{DD}}$ found. This phenomenon is not expected to occur for deep sub-micron technologies, where static energy is significant.

Figure 4.4 shows the top level of the Verilog design hierarchy for a Wallace Tree Multiplier. The modules are a partial product generator (level0), Carry Save Adders (CSAs), and a Carry Propagate Adder (CPA). Also shown is the $\mathbf{T}$ matrix corresponding to the entire circuit. The first column of Table 4.1 gives the $\mathrm{V}_{\mathrm{DD}}, \mathrm{V}_{\text {th }}$ and energy consumption values for the baseline Wallace Tree circuit (II) for two different input switching activities $(\mathrm{SA}=0.01$ and $\mathrm{SA}=0.0001)$. Note that the delay for the baseline circuit is same as the delay of the initial circuit (I), which had $\mathrm{V}_{\mathrm{DD}}=2.5 \mathrm{~V}, \mathrm{~V}_{\mathrm{th}}=0.5 \mathrm{~V}$. The second and third columns give the voltages for each module as well as the energy consumptions for circuits III and IV respectively.

Figure 4.5 shows the energy savings obtained for the various benchmark circuits as a percentage of the baseline energy consumption for an input switching activity of 0.01. The dynamic and static components of energy are also shown. It is observed that in II and III, static energy is $\sim 10 \%$ of the total energy. This validates the fact that at the optimum, static energy is a fixed fraction of the total energy [58], although this fraction depends on the technology used. Figures 4.6 and 4.7 show the savings for different input switching activities for circuits III and IV, respectively. The results show that the energy savings tend to increase as the input switching activity increases. Thus, accurate estimation of the input switching activity is crucial for obtaining good energy savings.

Table 4.2 summarizes the results of the experiments. $\mathrm{V}_{\mathrm{DD} 1}$ and $\mathrm{V}_{\mathrm{DD} 2}$ are the two voltages applied to the circuit after clustering. Savings up to $48.4 \%$ savings were obtained for circuit III and up to $36 \%$ for circuit IV for switching activities below 0.05
( $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ variable). For switching activities above 0.05 ( $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ fixed at 0.1 V ), savings up to $58.4 \%$ savings were obtained for circuit III and up to $31.6 \%$ savings for circuit IV. The average saving, for switching activities above 0.05 , was $29 \%$ for circuit III and $18 \%$ for circuit IV. For switching activities below 0.05 , the average saving was $28 \%$ for circuit III and $15 \%$ for circuit IV.


Figure 4.5. Energy consumption of benchmark circuits as a percentage of the baseline energy consumption when the input switching activity is 0.01 .
I: Energy consumption of circuit with standard $0.25 \mu$ TSMC voltages ( $\mathrm{V}_{\mathrm{DD}}=2.5, \mathrm{~V}_{\mathrm{th}}=0.5$ )
II: Energy consumption of circuit with optimum single $\mathrm{V}_{\mathrm{DD}}$ and single $\mathrm{V}_{\mathrm{th}}$ (baseline case)
III: Energy consumption of circuit with unlimited $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$
IV: Energy consumption of circuit with two $\mathrm{V}_{\mathrm{DD}}$ and one $\mathrm{V}_{\text {th }}$


Figure 4.6. Percent energy savings with unlimited $V_{D D}$ and $V_{\text {th }} S$ (III) for different input switching activities


Figure 4.7. Percent energy savings with two $\mathbf{V}_{\mathrm{DD}} S$ and one $\mathbf{V}_{\text {th }}$ (IV) for different input switching activities

Table 4.2. Optimization Results

| Circuit | Input Switching Activity | E (I) pJ | E (II) pJ | E (III) pJ | E (IV) pJ | $\mathbf{V}_{\text {DD }}($ III $)$ | $\mathbf{V}_{\text {th }}$ (II) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c1908 | 0.5 | 106 | 44.2 | 25.9 | 30.6 | 1.6 | 0.10 |
|  | 0.1 | 44.1 | 18.7 | 11.2 | 13.2 | 1.6 | 0.10 |
|  | 0.01 | 5.85 | 2.75 | 1.67 | 1.98 | 1.6 | 0.10 |
|  | 0.001 | 0.62 | 0.37 | 0.25 | 0.28 | 1.8 | 0.20 |
|  | 0.0001 | 0.07 | 0.05 | 0.04 | 0.05 | 2.0 | 0.28 |
| c2670 | 0.5 | 238 | 100 | 92.5 | 100 | 1.6 | 0.10 |
|  | 0.1 | 78.1 | 33.5 | 31.2 | 33.5 | 1.6 | 0.10 |
|  | 0.01 | 8.95 | 4.58 | 3.71 | 4.45 | 1.7 | 0.14 |
|  | 0.001 | 0.85 | 0.55 | 0.45 | 0.53 | 1.9 | 0.23 |
|  | 0.0001 | 0.09 | 0.07 | 0.06 | 0.07 | 2.1 | 0.32 |
| c3540 | 0.5 | 414 | 175 | 120 | 139 | 1.6 | 0.10 |
|  | 0.1 | 130 | 57.0 | 39.1 | 45.3 | 1.6 | 0.10 |
|  | 0.01 | 14.4 | 7.75 | 5.18 | 6.81 | 1.7 | 0.16 |
|  | 0.001 | 1.29 | 0.87 | 0.60 | 0.73 | 2.0 | 0.25 |
|  | 0.0001 | 0.09 | 0.07 | 0.05 | 0.06 | 2.2 | 0.36 |
| c432 | 0.5 | 23.5 | 9.81 | 9.05 | 9.47 | 1.6 | 0.10 |
|  | 0.1 | 6.77 | 2.88 | 2.65 | 2.77 | 1.6 | 0.10 |
|  | 0.01 | 0.74 | 0.37 | 0.33 | 0.36 | 1.7 | 0.14 |
|  | 0.001 | 0.09 | 0.053 | 0.049 | 0.052 | 1.9 | 0.22 |
|  | 0.0001 | 0.01 | 0.0084 | 0.0078 | 0.0081 | 2.1 | 0.30 |
| c499 | 0.5 | 81.4 | 34.0 | 26.9 | 27.6 | 1.6 | 0.10 |
|  | 0.1 | 34.4 | 14.5 | 11.8 | 12.0 | 1.6 | 0.10 |
|  | 0.01 | 4.81 | 2.24 | 1.95 | 1.98 | 1.6 | 0.10 |
|  | 0.001 | 0.49 | 0.29 | 0.26 | 0.26 | 1.8 | 0.19 |
|  | 0.0001 | 0.05 | 0.039 | 0.035 | 0.035 | 2.0 | 0.28 |
| c5315 | 0.5 | 438 | 184 | 110 | 153 | 1.6 | 0.10 |
|  | 0.1 | 143 | 61.5 | 37.3 | 50.7 | 1.6 | 0.10 |
|  | 0.01 | 16.7 | 8.59 | 5.38 | 7.83 | 1.7 | 0.14 |
|  | 0.001 | 1.59 | 1.03 | 0.67 | 0.97 | 1.9 | 0.23 |
|  | 0.0001 | 0.15 | 0.12 | 0.07 | 0.10 | 2.1 | 0.33 |
| c7552 | 0.5 | 861 | 361 | 259 | 285 | 1.6 | 0.10 |
|  | 0.1 | 283 | 121 | 84.7 | 86.0 | 1.6 | 0.10 |
|  | 0.01 | 32.3 | 16.4 | 9.04 | 11.00 | 1.7 | 0.14 |
|  | 0.001 | 3.34 | 2.12 | 1.20 | 1.42 | 1.9 | 0.22 |
|  | 0.0001 | 0.42 | 0.32 | 0.17 | 0.20 | 2.1 | 0.31 |
| Multiplier | 0.5 | 2890 | 1210 | 502 | 834 | 1.6 | 0.10 |
|  | 0.1 | 1180 | 500 | 245 | 342 | 1.6 | 0.10 |
|  | 0.01 | 151 | 71.6 | 36.9 | 49.40 | 1.6 | 0.11 |
|  | 0.001 | 11.7 | 7.21 | 4.00 | 5.16 | 1.9 | 0.21 |
|  | 0.0001 | 0.43 | 0.35 | 0.22 | 0.28 | 2.2 | 0.35 |

Table 4.2. (Continued)

| Circuit | $\mathbf{V}_{\text {DD1 }}$ <br> (IV) | $\mathbf{V}_{\text {DD2 }}$ (IV) | $\mathbf{V}_{\text {th }}(\mathbf{I V})$ | \% Energy <br> Savings (III) | \% Energy <br> Savings (IV) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| c1908 | 1.2 | 2.1 | 0.10 | 41.5 | 30.9 |
|  | 1.2 | 2.1 | 0.10 | 40.2 | 29.4 |
|  | 1.2 | 2.1 | 0.10 | 39.4 | 28.1 |
|  | 1.4 | 2.4 | 0.19 | 32.5 | 22.9 |
|  | 1.7 | 2.1 | 0.27 | 26.9 | 5.1 |
| c2670 | 1.6 | 1.6 | 0.10 | 7.5 | 0 |
|  | 1.6 | 1.6 | 0.10 | 6.9 | 0 |
|  | 1.3 | 1.7 | 0.12 | 19.2 | 3.0 |
|  | 1.5 | 1.9 | 0.22 | 18.4 | 2.6 |
|  | 1.8 | 2.1 | 0.31 | 13.4 | 1.0 |
| c3540 | 1.2 | 1.6 | 0.10 | 31.5 | 20.3 |
|  | 1.2 | 1.7 | 0.10 | 31.4 | 20.6 |
|  | 1.3 | 1.7 | 0.12 | 33.2 | 12.2 |
|  | 1.5 | 2.0 | 0.22 | 31.8 | 16.0 |
|  | 1.7 | 2.3 | 0.35 | 32.6 | 17.6 |
| c432 | 1.5 | 1.8 | 0.10 | 7.7 | 3.5 |
|  | 1.5 | 1.7 | 0.10 | 8.0 | 3.9 |
|  | 1.5 | 1.8 | 0.11 | 10.6 | 4.0 |
|  | 1.7 | 2.1 | 0.20 | 8.7 | 3.0 |
|  | 1.9 | 2.4 | 0.29 | 7.5 | 4.1 |
| c499 | 1.2 | 1.9 | 0.10 | 20.8 | 18.8 |
|  | 1.2 | 1.9 | 0.10 | 18.5 | 17.1 |
|  | 1.3 | 1.8 | 0.09 | 12.8 | 11.5 |
|  | 1.5 | 2.0 | 0.19 | 11.1 | 10.2 |
|  | 1.7 | 2.3 | 0.28 | 9.5 | 9.1 |
| c5315 | 0.5 | 1.6 | 0.10 | 40.0 | 16.8 |
|  | 0.5 | 1.6 | 0.10 | 39.3 | 17.5 |
|  | 0.5 | 1.6 | 0.09 | 37.3 | 8.9 |
|  | 0.6 | 1.8 | 0.18 | 34.8 | 5.3 |
|  | 0.8 | 2.1 | 0.29 | 35.0 | 14.5 |
| c7552 | 1.0 | 1.6 | 0.10 | 28.1 | 21.0 |
|  | 0.6 | 1.6 | 0.10 | 29.9 | 28.9 |
|  | 0.7 | 1.6 | 0.10 | 44.9 | 32.8 |
|  | 1.0 | 1.9 | 0.20 | 43.4 | 33.2 |
|  | 1.2 | 2.1 | 0.31 | 45.4 | 36.0 |
| Multiplier | 1.0 | 1.8 | 0.10 | 58.4 | 30.0 |
|  | 1.0 | 1.8 | 0.10 | 51.0 | 31.6 |
|  | 0.9 | 1.8 | 0.09 | 48.4 | 30.9 |
|  | 1.1 | 2.1 | 0.20 | 44.5 | 28.5 |
|  | 1.5 | 2.4 | 0.34 | 39.0 | 22.0 |

### 4.6. Conclusion

This chapter presented exact mathematical conditions on the supply and threshold voltages of modules in combinational circuits that minimize the total circuit energy under delay constraints. A procedure was described that used a DAV based search method to obtain the values of the optimal supply and threshold voltages. DAV based search was also used to finally cluster the many different voltage values obtained into a small number of voltages. For switching activities below 0.05, savings up to $48.4 \%$ savings were obtained if each module could have a separate supply and threshold voltage. For switching activities above $0.05\left(\mathrm{~V}_{\mathrm{th}} \mathrm{s}\right.$ fixed at 0.1 V$)$, savings up to $58.4 \%$ savings were obtained with each module having a separate supply voltage. The average savings for the above two cases were $28 \%$ and $29 \%$ respectively.

## Chapter V

## Gate Level Power Optimization

### 5.1 Introduction

This chapter discusses the application of DAV based optimization to the problem of power minimization using sizing, multiple $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ at the gate level. The approach described in Chapter IV cannot be straightforwardly extended for optimization at the gate level because of several reasons:
a) Gate sizes are important optimization variables. However, they are not included in the module level equations.
b) Inclusion of gate sizes as variables makes the gate delays dependent on successor gate sizes (and hence successor delays). At the gate level, an analytical delay model will have to include the sizes of the successor gates whereas this was not the case at the module level. This makes analytical derivation of the exact minimum energy condition impossible at the gate level.
c) The overhead of level-shifters could be neglected at the module level, but this is not possible at the gate level.
d) The delay and energy equations in Chapter IV are simplistic and do not take into account second and third order effects that are present in current deep-sub-micron (DSM) technologies.

To tackle these problems, a DAV search based approach for gate level power optimization is developed in this section. It allows selection of optimal gate sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$
and $\mathrm{V}_{\mathrm{th}} \mathrm{f}$ for minimizing power consumption. Furthermore, delays, energy consumptions, output ramps and input capacitances of gates are modeled using SPICE simulation based look-up tables. This allows very accurate modeling of leakage energies and capacitances in the DSM domain as compared to analytical models. Section 5.2 gives the methodology developed for delay and energy modeling of gates in the circuit netlist. Section 5.3 describes a method to formulate the energy consumption of a circuit as a function of the gate delays, which is needed to apply DAV based optimization as described in Section 3.3. Section 5.4 describes the application of DAV based optimization in a hierarchical fashion that allows optimization of large netlists efficiently. Section 5.5 analyzes the computational complexity of the optimization with and without hierarchical optimization. Section 5.6 provides details of the implementation of the optimization framework and gives results of experiments on ISCAS' 85 benchmark circuits.

### 5.2 Delay, Energy, Output Ramp and Input Capacitance Modeling

Deep-sub-micron technologies have a lot of second and third order effects that closed form analytical equations cannot capture. For example, the input capacitance of a gate changes according to the input signal slope. It is also different for different values of input signal amplitude, gate $\mathrm{V}_{\mathrm{DD}}, \mathrm{V}_{\mathrm{th}}$, etc. Similarly, delay and energy at the gate level are not very accurately modeled using the simple equations $2.1,2.2$ and 2.3 . These equations do not incorporate gate size in them, which is needed to accurately capture the effect of sizing on a gate. Output ramp is another parameter that is difficult to model using analytical equations. Furthermore, it is difficult to model gate leakage analytically. To get around these limitations of analytical models, SPICE tables were used for the modeling. SPICE simulations for 70 nm CMOS technology [59] were carried out to get
the values of delay, input capacitance, dynamic energy consumption, static energy consumption and output signal ramp (average of rise time and fall time) for 2 to 4 input NAND and NOR gates, and inverters. The variables for each gate were its size, the applied supply voltage $\left(\mathrm{V}_{\mathrm{DD}}\right)$, the threshold voltage $\left(\mathrm{V}_{\mathrm{th}}\right)$ of the NMOS and PMOS transistors (assumed equal in magnitude), the input signal amplitude, the input signal ramp and the load capacitance at its output (see Figure 5.1). Tables were built for delay, input capacitance, dynamic and static energy consumption values, and output signal ramp for gate sizes of 1 to $10, \mathrm{~V}_{\mathrm{DD}}$ values of 0.8 V to 1.2 V (in steps of 0.2 V ), $\mathrm{V}_{\text {th }}$ values of 0.1 V to 0.4 V (in steps of 0.1 V ), input signal amplitudes of 0.8 V to 1.2 V (same as for $\mathrm{V}_{\mathrm{DD}}$ ), several input signal ramps ranging from 5 ps to 75 ps , and several load capacitances ranging from 0.25 fF to 50 fF . Appropriate interpolation was used to obtain the values of delay, input capacitance, dynamic and static energy consumption, and output signal ramp for input variables that were inside the ranges given above. For example, to determine dynamic energy for an arbitrary $\mathrm{V}_{\mathrm{DD}}$ value (say 1.9 V ), quadratic interpolation was used (because of the quadratic relation between dynamic energy and $\mathrm{V}_{\mathrm{DD}}$ ) between the dynamic energy values for 0.8 V and 1 V obtained from the table. Similarly, to determine delay for an arbitrary gate size (say 2.6), reciprocal interpolation was used (because of the reciprocal relation between delay and gate size) between the delay values for sizes 2 and 3 obtained from the table. The ranges for the variables given above were chosen in such a way that extrapolation would not be needed during the optimization.


Figure 5.1. Variables for delay, energy, output ramp and input capacitance modeling

The measured delay in SPICE was the average delay for rising input and falling input (of amplitude $\mathrm{V}_{\mathrm{IN}}$, a variable) to the gate with the other gate inputs (in case of NAND and NOR) set to their sensitizing values. The input capacitance $\left(\mathrm{C}_{\text {in }}\right)$ of a gate was measured by applying a voltage pulse of amplitude $\mathrm{V}_{\text {IN }}$ with rise and fall time T to the gate and measuring the average current flowing into $\left(\mathrm{I}_{\mathrm{IN}}\right)$ or out of ( $\mathrm{I}_{\text {OUT }}$ ) the gate. $\mathrm{C}_{\mathrm{in}}$ is then taken as the average of $\frac{I_{I N} \cdot T}{V_{I N}}$ and $\frac{I_{O U T} \cdot T}{V_{I N}}$. The dynamic energy consumption for a $0-1$ transition $\left(\mathrm{E}^{01}\right)$ and a 1-0 transition $\left(\mathrm{E}^{10}\right)$ at the output was measured by averaging the current supplied by the voltage source for a small time-period around the respective transitions and multiplying with $\mathrm{V}_{\mathrm{DD}}$ and the time-period of measurement. The static power consumption was measured for output at $0\left(\mathrm{P}^{0}\right)$ and $1\left(\mathrm{P}^{1}\right)$ by measuring the average current drawn from $\mathrm{V}_{\mathrm{DD}}$ with the output settled at the respective values and multiplying with $\mathrm{V}_{\mathrm{DD}}$. The logic " 1 " value of the input signal corresponded to voltage $\mathrm{V}_{\text {IN }}$. Thus, for $\mathrm{V}_{\text {IN }}$ values less than $\mathrm{V}_{\mathrm{DD}}, \mathrm{P}^{0}$ also included the effect of leakage in the gate PMOS network (due to the PMOS transistors not being completely off). The average energy consumption of a gate in a circuit with clock cycle of $\mathrm{T}_{\text {clock }}$ was obtained as follows:
$E=T_{\text {clock }} \cdot\left(\operatorname{prob}^{0} \cdot P^{0}+\operatorname{prob}^{1} \cdot P^{1}\right)+\eta \cdot\left(\frac{E^{01}+E^{10}}{2}\right)$
where prob ${ }^{0}$ and prob $^{1}$ were the static probabilities of the output of the gate being 0 and 1 respectively and $\eta$ was the switching activity at the gate output. The output signal ramp was measured as the average of rise times and fall times of the output signal.

### 5.3 Delay Assignment Variation (DAV) based Gate Level Power Optimization

Figure 5.2 shows an example combinational circuit driving a known output load $\mathrm{C}_{\text {out }}$. The gates have been numbered in topological order (Appendix A). Suppose the topology matrix for the circuit is $\mathbf{T}$ and the initial delays corresponding to the gates are represented by vector $\overline{\mathbf{d}}_{\text {init }}=\left[\begin{array}{llllllll}d_{1} & d_{2} & d_{3} & d_{4} & d_{5} & d_{6} & d_{7} & d_{8}\end{array}\right]^{T}$. The delayconstraint is $T_{\text {dead }}=\max \left(\mathbf{T} \cdot \overline{\mathbf{d}}_{\text {init }}\right)$. As described in Section 3.3, the delays can be


Figure 5.2. An example circuit with 8 gates and 4 paths ( $N=8, P=4$ ).
perturbed by $\bar{\Delta}$ in the null-space of $\mathbf{T}$ without violating the delay-constraint. Let the new delay vector be $\overline{\mathbf{d}}=\overline{\mathbf{d}}_{\text {init }}+\bar{\Delta}$. Then, the required sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ for the gates to match the new delays can be computed by a backward traversal from primary outputs (POs) to primary inputs (PIs). The allowed sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\text {th }} \mathrm{s}$ to be used for the matching can be given as input.

For example, first, values of size, $V_{D D}$ and $V_{\text {th }}$ are chosen for gate 8 that match the assigned delay, $\mathrm{d}_{8}$ (say 15 ps ), while minimizing the energy-load product (ELP) for the gate and its predecessors. The predecessors also have to be considered while matching the delay of a gate since the size chosen for the current gate determines the load of the predecessor gates. For example, if (size $\left., \mathrm{V}_{\mathrm{DD}}, \mathrm{V}_{\mathrm{th}}\right)$ values of $(5,1.2,0.2)$ and $(10,1,0.3)$ both yield a required delay of 15 ps for gate 8 when driving a load $\mathrm{C}_{\text {out }}$, the first set of values might be chosen over the second (even though the second set of values yields lower energy consumption for the gate) since the first set will reduce the capacitive loading of the predecessor gates (and hence make their delay matching possible with smaller sizes) yielding (possibly) a lower value of total ELP for the gate and its predecessors.

The load capacitances of gates 6 and 7 can now be determined from the size, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\text {th }}$ of gate 8 by looking up its input capacitance in the SPICE tables. Once the load capacitances of gates 6 and 7 are known, the best sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ can be found for them to match delays $d_{6}$ and $d_{7}$ respectively. This process can then be repeated till the PIs are reached. At the end, the gate sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ for all gates to match the new delay assignment $\overline{\mathbf{d}}$ will be known. The total energy consumption of all the gates, the circuit area, the circuit delay, etc for this assignment can then be computed using the SPICE tables. Figure 5.3 gives a formal description of the algorithm for matching delays to gate

Procedure match_delay(d_vec, allowed_sizes, allowed_vdds, allowed_vts)
For $\mathrm{i}=\mathrm{N}$ down to 1
$\mathrm{d}=\mathrm{d} \_\operatorname{vec}(\mathrm{i})$
If gate i is a Primary Output
Cload $=\mathrm{I} / \mathrm{P}$ capacitance of flip-flop
Else

$$
\text { Cload }=0
$$

End
For all successors j of gate i
Cload $=$ Cload $+I / P$ capacitance of gate $j$
End

Matching_set = Null
For all combinations of sizes $w, V_{D D S} v$ and $V_{t h} \mathrm{~s}$ from the allowed set If Delay( $\mathrm{w}, \mathrm{v}, \mathrm{u}, \mathrm{Cload}$ ) is equal to d Add (w,v,u) to Matching_set
End
End
minELP = infinity
For all entries ( $\mathrm{w}, \mathrm{v}, \mathrm{u}$ ) in Matching_set
ELP $=$ Energy $(\mathrm{w}, \mathrm{v}, \mathrm{u}$, Cload $) *$ Cload
For all predecessors j of gate i
$\mathrm{ELP}=\mathrm{ELP}+0.5^{*} \operatorname{Activity}(\mathrm{j}) * \operatorname{InputCap}(\mathrm{w}, \mathrm{v}, \mathrm{u}, \mathrm{Cload})^{2} * \mathrm{v}^{2}$
End
If ELP < minELP
$\operatorname{minELP}=\mathrm{ELP}$
min_set $=(\mathrm{w}, \mathrm{v}, \mathbf{u})$
End
End

Assign the parameters in min_set to gate i
Compute delay, energy and I/P capacitance of gate i using obtained parameters and the SPICE tables
End
Figure 5.3. Procedure for matching delays of gates to gate sizes, $V_{D D} S$ and $V_{t h} S$
sizes, $\mathrm{V}_{\mathrm{DDS}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{s}$. The inputs are the delay vector to be matched and the sets of sizes,
$\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ allowed for the matching. Delay(w,v,u,Cload), Energy(w,v,u,Cload) and

InputCap(w,v,u,Cload) represent the SPICE look-up tables for delay, energy and input capacitance respectively.

Experimental comparison between an energy (E) metric and the ELP metric for choosing between different (size, $\mathrm{V}_{\mathrm{DD}}, \mathrm{V}_{\mathrm{th}}$ ) sets showed that ELP was a better metric. The E metric almost always favors giving bigger sizes to a gate since that allows the usage of lower $\mathrm{V}_{\mathrm{DD}}$ and higher $\mathrm{V}_{\mathrm{th}}$ while matching the delay, hence reducing the energy a lot for the gate. However, the sizes of the predecessors then have to be increased even more to match their delay assignment. This can have a cascading effect which leads to a high energy matching of the delays for the overall circuit. On the other hand, the ELP metric favors giving smaller sizes to a gate even if it means higher energy consumption for the gate. However, this tends to lead to a lower energy matching of the delays for the overall circuit (as the cascading effect is reduced).

In some cases, the ELP metric can also lead to a cascading effect if while matching the delay of a gate, a bigger size still has lower ELP. For some delay assignments, it is better to use the minimum size gates that match the delay assignment. This is sure to minimize the cascading effect but might lead to usage of higher $\mathrm{V}_{\mathrm{DD}}$ s and lower $\mathrm{V}_{\mathrm{th}} \mathrm{s}$. A compromise would be to compare the circuit energies for a delay assignment matched using the ELP metric and the min-size metric and choose the lower of the two.

As an aside, it is interesting to note that the delay matching at the gate level is significantly more complicated than at the module level (as in Section 4.3). At the module level, the delay equation used did not have any term for load capacitance. Hence, the delays of a module could be matched independently of its successors. The $\mathrm{V}_{\mathrm{DD}}$ and
$\mathrm{V}_{\mathrm{th}}$ values chosen for a module were those that minimized its energy consumption for the delay assignment. Thus, for any delay assignment, the energy consumption of the overall circuit was guaranteed to be the minimum possible. At the gate level, however, the delay of a gate is highly dependent on its successor gates. The size, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}}$ values chosen for a gate are not guaranteed to minimize its energy consumption (and are indeed chosen to minimize ELP or gate sizes) since the values depend on the parameters of the successor gates. Thus, for any delay assignment, there is no guarantee that the energy consumption of the overall circuit is the minimum possible for that delay assignment. Another assignment might exist that matches the delays while giving lower energy. However, matching the delays using the ELP metric and/or the min-size metric gives very good results. This brings in a heuristic element into the gate level optimization framework that is not the case at the module level.

The procedure described above formulates the energy consumption of a circuit in terms of the delays of the gates i.e. it formulates $E(\overline{\mathbf{d}})$. This is the first step needed to apply DAV based optimization. As described in Section 3.3, E( $\overline{\mathbf{d}})$ can be represented as E' $(\overline{\mathbf{r}})$ where $\overline{\mathbf{r}}$ represents the co-ordinates of $\bar{\Delta}$ in the null-space of $\mathbf{T}$. The energy consumption of the circuit can now be minimized by finding the global minimum of $E^{\prime}(\overline{\mathbf{r}})$ using any global optimization algorithm. The corresponding vector $\overline{\mathbf{r}}_{\text {min }}$ can be used to find $\overline{\mathbf{d}}_{\text {min }}=\overline{\mathbf{d}}_{\text {init }}+\mathbf{U} \cdot \overline{\mathbf{r}}_{\text {min }}$, the optimum delay assignment for the gates that minimizes energy. The optimum gate sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ can then be found using the procedure described above.

There are a few practical issues with the procedure outlined above. First, the procedure described above could find different $\mathrm{V}_{\mathrm{DD}}$ for different gates from the allowed set of $\mathrm{V}_{\mathrm{DD}}$. This would necessitate the use of a level-shifter whenever a low $\mathrm{V}_{\mathrm{DD}}$ gate drove a high $\mathrm{V}_{\mathrm{DD}}$ gate with a lot of accompanying overhead. Second, the size of the problem (equal to size of $\overline{\mathbf{r}}$ ) for big circuits can be too big to be handled by any global optimization algorithm in reasonable computation time. Third, the current delay assignment might not always be matched exactly because of the finite number of sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ available, leading to a possible violation of the delay constraint.

The third problem can be handled by realizing that the delay assignment variation method is just a way to explore the design space. Hence, by formulating a cost function that is a weighted sum of the normalized circuit delay violation and the normalized energy consumption and then minimizing it, the best design in terms of circuit delay and energy consumption can still be obtained. The energy-delay product (EDP) of the entire circuit can also be used as a cost function.

The next section describes how the first two problems can be mitigated by partitioning the circuit into smaller sub-circuits and doing the optimization hierarchically.

### 5.4 Hierarchical Application of DAV based optimization

Figure 5.4 shows the example combinational circuit partitioned into two subcircuits. All gates in a sub-circuit can be constrained to have a single value of $\mathrm{V}_{\mathrm{DD}}$. This reduces the need for level-shifters to just the boundaries between sub-circuits. The value

of $\mathrm{V}_{\mathrm{DDi}}$ for sub-circuit ' i ' then also becomes an optimization variable and can be added to the problem i.e $E^{\prime}(\overline{\mathbf{r}})$ can be reformulated as $E^{\prime}\left(\overline{\mathbf{r}}_{\text {subi }}, V_{\text {DDi }}\right)$, where $\overline{\mathbf{r}}_{\text {subi }}$ refers to the co-ordinates of a vector in the nullspace of the topology matrix for sub-circuit ' i ', $\mathbf{U}_{\text {subi }}$. Furthermore, by partitioning the circuit such that a minimum numbers of edges are cut between sub-circuits, the overhead of level-shifters can be brought further down. Partitioning also reduces the size of $\overline{\mathbf{r}}$ for each sub-circuit and hence allows for faster optimization.

The topology matrix of sub-circuit ' i ', $\mathbf{T}_{\text {subi }}$, can be computed easily from the topology matrix of the entire circuit, $\mathbf{T}$. It is just those columns of $\mathbf{T}$ that correspond to the gates in sub-circuit ' $i$ '. For example, the topology matrix for the example circuit is:

$\mathbf{T}=\left[\right.$| 1 | $\mathbf{T}_{\text {sub1 }}$ |  |  | $\mathbf{T}_{\text {sub2 }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 |$]$

If the sub-circuit with gates $1,2,3$ and 4 is sub-circuit 1 , and the other sub-circuit is 2 , then the sub-circuit topology matrices are:

$$
\mathbf{T}_{\text {sub } 1}=\left[\begin{array}{llll}
1 & 0 & 1 & 0  \tag{5.3}\\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right], \mathbf{T}_{\text {sub } 2}=\left[\begin{array}{llll}
1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right]
$$

The reduced topology matrix, $\mathbf{T}^{\mathbf{r}}$, is:

$$
\begin{equation*}
\mathbf{T}^{\mathbf{r}}=\left[\right] \tag{5.4}
\end{equation*}
$$

$\mathbf{T}^{\mathbf{r}}$ is the same size as $\mathbf{T}$ since all the path equations are independent. The corresponding reduced sub-circuit topology matrices are:

$$
\mathbf{T}_{\text {sub } 1}^{\mathrm{r}}=\left[\begin{array}{cccc}
1 & 0 & 1 & 0  \tag{5.5}\\
-1 & 1 & 0 & 0 \\
-1 & 1 & -1 & 1 \\
-1 & 1 & -1 & 0
\end{array}\right], \mathbf{T}_{\text {sub } 2}^{\mathrm{r}}=\left[\begin{array}{cccc}
1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & -1 & 1 & 0
\end{array}\right]
$$

Just as the null-spaces of $\mathbf{T}$ and $\mathbf{T}^{\mathbf{r}}$ are the same (since they represent the same set of equations), similarly the null-spaces of $\mathbf{T}_{\text {subi }}$ and $\mathbf{T}_{\text {subi }}^{\mathbf{r}}$ are also the same (they also represent the same set of equations). Hence, the computation of the null-spaces of the sub-circuit topology matrices can also be done from the reduced topology matrix.

Application of DAV based optimization to a sub-circuit implies that the delays of paths inside the sub-circuit do not change. This is an extra restriction that does not allow path delay variation between sub-circuits. This may not be desirable in the case when the energy consumptions of the sub-circuits are very different. In this case, the path delays of
the high energy consuming sub-circuits should be increased (from their initial values) compared to the low energy consuming sub-circuits so that the overall circuit can operate at lower energy. However, applying DAV based optimization to sub-circuits will not let this happen as it will keep the sub-circuit path delays at their initial values.

The solution to this problem is to first apply DAV based optimization between sub-circuits and then within each sub-circuit. To apply DAV based optimization between sub-circuits, each sub-circuit ' i ' is assigned a number, $\Delta_{\text {subi }}$, representing the amount of extra delay added to the gates in the sub-circuit. Assuming the circuit is partitioned into K sub-circuits, let $\bar{\Delta}_{\text {sub }}=\left[\Delta_{\text {sub1 }} \Delta_{\text {sub2 }} \ldots \Delta_{\text {subK }}\right]^{\mathrm{T}}$ represent the perturbation vector for the K sub-circuits. Then, $\bar{\Delta}_{\text {sub }}$ is used to construct the perturbation vector, $\bar{\Delta}_{\text {pseudo }}$, that will be used to perturb the gate delay vector, $\overline{\mathbf{d}}$. First, a partition matrix, $\mathbf{P}$, of K rows and N columns, representing the partitioning scheme is constructed as follows:

$$
\begin{align*}
\mathbf{P}_{\mathrm{ji}} & =1 \text { if gate ilies in partition } j \\
& =0 \text { otherwise } \tag{5.6}
\end{align*}
$$

For the example circuit, the $\mathbf{P}$ matrix is:

$$
\mathbf{P}=\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0  \tag{5.7}\\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]_{2 \times 8}
$$

Then, $\bar{\Delta}_{\text {pseado }}$ is given by:

$$
\begin{equation*}
\bar{\Delta}_{\mathrm{pseudo}}=\mathbf{P}^{\mathrm{T}} \cdot \bar{\Delta}_{\mathrm{sub}} \tag{5.8}
\end{equation*}
$$

For example, given the sub-circuit perturbation vector $\bar{\Delta}_{\text {sub }}=\left[\Delta_{\text {sub1 } 1} \Delta_{\text {sub2 } 2}\right]^{\mathrm{T}}$ for the example circuit in Figure 5.4, the perturbation vector is $\bar{\Delta}_{\text {pseudo }}=\left[\begin{array}{llllllll}\Delta_{\text {sub1 }} & \Delta_{\text {sub1 }} & \Delta_{\text {sub1 }} & \Delta_{\text {sub1 }} & \Delta_{\text {sub2 }} & \Delta_{\text {sub2 }} & \Delta_{\text {sub2 }} & \Delta_{\text {sub2 }}\end{array}\right]^{\mathrm{T}}$. However, this $\bar{\Delta}_{\text {pseudo }}$
is not guaranteed to lie in the nullspace of $\mathbf{T}, \mathbf{U}$ (hence the subscript pseudo). The actual perturbation vector, $\bar{\Delta}$, is found by projecting $\bar{\Delta}_{\text {pseudo }}$ into the nullspace, $\mathbf{U}$. This is done as follows:

$$
\begin{equation*}
\bar{\Delta}=\mathbf{U} \cdot \mathbf{U}^{\mathrm{T}} \cdot \bar{\Delta}_{\text {pseudo }}=\mathbf{U} \cdot \mathbf{U}^{\mathrm{T}} \cdot \mathbf{P}^{\mathrm{T}} \cdot \bar{\Delta}_{\text {sub }}=\mathbf{H} \cdot \bar{\Delta}_{\text {sub }} \tag{5.9}
\end{equation*}
$$

where $\mathbf{H} \equiv \mathbf{U} \cdot \mathbf{U}^{\mathbf{T}} \cdot \mathbf{P}^{\mathbf{T}}$ can be thought of as a higher level (or hierarchical) null-space matrix (in analogy with Equation 3.11). Recall from Section 3.3 that $\mathbf{U}$ is a N by Q matrix, where N is the number of gates in the circuit and Q is the number of vectors in the null-space of $\mathbf{T}$. Hence, $\mathbf{H}$ is $\mathrm{a} N$ by K matrix. It is easy to see that $\mathbf{T} \cdot \bar{\Delta}=\mathbf{T} \cdot\left(\mathbf{U} \cdot \mathbf{U}^{\mathbf{T}} \cdot \mathbf{P}^{\mathbf{T}} \cdot \bar{\Delta}_{\text {sub }}\right)=(\mathbf{T} \cdot \mathbf{U}) \cdot \mathbf{U}^{\mathrm{T}} \cdot \mathbf{P}^{\mathbf{T}} \cdot \bar{\Delta}_{\text {sub }}=\mathbf{0} \cdot \mathbf{U}^{\mathrm{T}} \cdot \mathbf{P}^{\mathrm{T}} \cdot \overline{\boldsymbol{\Delta}}_{\text {sub }}=\mathbf{0} \quad$ showing that $\bar{\Delta}$ indeed lies in the null-space of $\mathbf{T}$.

The hierarchical DAV based optimization can now be formulated as a two step procedure as follows:
(i) Inter-partition DAV based optimization: This consists of the following sub-steps:
(a) Formulate $\mathrm{E}(\overline{\mathbf{d}})$ as $\mathrm{E}^{\prime}\left(\bar{\Delta}_{\text {sub }}\right)=\mathrm{E}\left(\overline{\mathbf{d}}_{\text {init }}+\mathbf{H} \cdot \bar{\Delta}_{\text {sub }}\right)$.
(b) Minimize $\mathrm{E}^{\prime}\left(\bar{\Delta}_{\text {sub }}\right)$ using any global optimization algorithm. Let the minimizing vector be $\bar{\Delta}_{\text {sub }}^{\min }$.
(c) Compute $\overline{\mathbf{d}}_{\text {hier }}^{\text {min }}=\overline{\mathbf{d}}_{\text {init }}+\mathbf{H} \cdot \bar{\Delta}_{\text {sub }}^{\text {min }} \cdot \overline{\mathbf{d}}_{\text {hier }}^{\text {min }}$ as the optimal delay assignment for the gates that minimizes energy at this level of hierarchy. This becomes the initial delay assignment for the next stage of optimization.
(ii) Intra-partition DAV based optimization: Initialize the optimal delay assignment vector $\overline{\mathbf{d}}^{\text {min }}$ to zero for all gates. Repeat the following sub-steps for each sub-circuit ' i ':
(a) Let $\overline{\mathbf{d}}_{\text {subi be }}^{\text {init }}$ be delays corresponding to sub-circuit ' i ' in $\overline{\mathbf{d}}_{\text {hier }}^{\text {min }}$.
(b) Formulate $\mathrm{E}(\overline{\mathbf{d}})$ as $\mathrm{E}^{\prime}\left(\overline{\mathbf{r}}_{\text {subi }}, \mathrm{V}_{\mathrm{DDi}}\right)=\mathrm{E}\left(\overline{\mathbf{d}}_{\text {subi }}^{\text {init }}+\mathbf{U}_{\text {subi }} \cdot \overline{\mathbf{r}}_{\text {subi }}\right)$. All gates in sub-circuit ' i ' are constrained to have supply voltage $\mathrm{V}_{\mathrm{DDi}}$. The energies of gates not in sub-circuit 'i' are included in $\mathrm{E}^{\prime}\left(\overline{\mathbf{r}}_{\text {subi }}, \mathrm{V}_{\mathrm{DDi}}\right)$ also.
(c) Minimize $\mathrm{E}^{\prime}\left(\overline{\mathbf{r}}_{\text {subi }}, \mathrm{V}_{\mathrm{DDi}}\right)$ using any global optimization algorithm. Let the minimizing vector be $\overline{\mathbf{r}}_{\text {subi }}^{\text {min }}$ and the minimizing $V_{\text {DDi }}$ be $\mathrm{V}_{\mathrm{DDi}}^{\min }$.
(d) Compute $\overline{\mathbf{d}}_{\text {subi }}^{\text {min }}=\overline{\mathbf{d}}_{\text {subi }}^{\text {init }}+\mathbf{U}_{\text {subi }} \cdot \overline{\mathbf{r}}_{\text {subi }}^{\text {min }}$ as the optimal delay assignment for the sub-circuit gates that minimizes total circuit energy.
(e) Set the entries in $\overline{\mathbf{d}}^{\text {min }}$ corresponding to the gates in sub-circuit ' i ' to $\overline{\mathbf{d}}_{\text {subi }}^{\text {min }}$.

The optimal delay vector $\overline{\mathbf{d}}^{\text {min }}$ obtained after step (ii) can be used to compute the optimal gate parameters using procedure match_delay under the condition that all gates in a sub-circuit are only allowed to use the minimizing $\mathrm{V}_{\mathrm{DD}}$ for that sub-circuit.

Although the above discussion assumed energy as the cost function, any other cost function could also be used. Whatever cost function is used, it should compute the cost at the circuit level even when sub-circuits are optimized (in step (ii) above). For example, if a weighted sum of total circuit energy (normalized to the initial energy) and circuit delay (normalized to the initial delay) is used as the cost function, a sub-circuit delay assignment that reduces sub-circuit energy at the expense of increased delay might have lower cost at sub-circuit level but higher cost at circuit level. For example, if a subcircuit delay assignment reduces sub-circuit energy by $40 \%$ but the overall circuit delay
increases by $10 \%$ (due to limited library size), the sub-circuit cost would reduce by $15 \%$ (assuming equal weightage for energy and delay) but the overall circuit cost would increase by $1 \%$ (assuming sub-circuit energy is one-fifth of circuit energy, circuit energy reduces by $8 \%$ only).

### 5.5 Analysis of Optimization Complexity

The complexity without partitioning is first analyzed. Firstly, at the circuit level, the number of optimization variables is $\mathrm{Q}+1$, where Q (length of $\overline{\mathbf{r}}$ ) is the number of vectors in the null-space of the topology matrix, $\mathbf{T}$. This assumes that only one $\mathrm{V}_{\mathrm{DD}}$ is allowed for the circuit and it is an optimization variable. Q is equal to $\mathrm{N}-\mathrm{R}$, where R is the rank of $\mathbf{T}$. In the worst case, the rank of $\mathbf{T}$ might be 1 , in which case, Q is $\mathrm{N}-1$. Hence, in the worst case the number of optimization variables is N. Secondly, the calculation of the cost function is $\mathrm{O}(\mathrm{N}+\mathrm{E})$, where E is the number of edges in the circuit, since for any delay assignment, the corresponding sizes and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ for the gates can be found in one backward traversal over the circuit and the energy consumption can be found in another traversal over the circuit. Finally, if the global optimization algorithm is restricted to $\mathrm{O}\left((\mathrm{Q}+1)^{2}\right)\left(=\mathrm{O}\left(\mathrm{N}^{2}\right)\right.$, in the worst case $)$ cost function evaluations to locate the global optimum, the overall complexity in the worst case is $\mathrm{O}\left(\mathrm{N}^{2}(\mathrm{~N}+\mathrm{E})\right)$. This level of hierarchy in which the whole circuit is flatly optimized is numbered 0 in Figure 5.5. This level only utilizes the nullspace matrix, $\mathbf{U}$, of the overall topology matrix, $\mathbf{T}$.

Now assume the circuit is partitioned into K equal sub-circuits. The problem size (number of optimization variables) for inter-partition optimization is K (length of $\bar{\Delta}_{\text {sub }}$ ). The $\mathbf{H}$ matrix needed for inter-partition optimization at this level of hierarchy is referred
to as $\mathbf{H}_{\mathbf{1}}$ in Figure 5.5. The cost function evaluation is $\mathrm{O}(\mathrm{N}+\mathrm{E})$. Hence, the optimization complexity for inter-partition optimization is $\mathrm{O}\left(\mathrm{K}^{2}(\mathrm{~N}+\mathrm{E})\right)$. In intra-partition optimization, the problem size for a sub-circuit ' i ' is $\mathrm{N} / \mathrm{K}$ in the worst case (under the assumption that the number of vectors in the null-space of $\mathbf{T}_{\text {subi }}$ scale down directly). However, the cost function calculation is still $\mathrm{O}(\mathrm{N}+\mathrm{E})$ since the total circuit energy/delay is computed even when optimizing sub-circuits. Hence, the optimization complexity for optimizing all the partitions in intra-partition optimization is K times $\mathrm{O}\left((\mathrm{N} / \mathrm{K})^{2}(\mathrm{~N}+\mathrm{E})\right)=\mathrm{O}\left(\mathrm{N}^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}\right)$. The null-spaces of the partition topology matrices are referred to as $\mathbf{U}_{\mathbf{1}}, \mathbf{U}_{\mathbf{2}}$, etc in Figure 5.5. Thus, the overall optimization complexity with partitioning is $\mathrm{O}\left(\mathrm{K}^{2}(\mathrm{~N}+\mathrm{E})\right)+$ $\mathrm{O}\left(\mathrm{N}^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}\right)=\mathrm{O}\left(\left(\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}\right)(\mathrm{N}+\mathrm{E})\right)$. To see how the complexity varies with the number of partitions, the function $\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}$ is plotted in Figure 5.6 for $\mathrm{N}=100$ and K varying from 1 to 100 . It is seen that there is an optimum number of partitions that minimizes optimization complexity. The optimum number of partitions can be calculated by differentiating $\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}$ to get $\mathrm{K}_{\mathrm{opt}}=0.794 \mathrm{~N}^{2 / 3}$ which gives the minimum value of $\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}$ to be $1.89 \mathrm{~N}^{4 / 3}$. This yields an optimization complexity with an optimum number of partitions of $\mathrm{O}\left(\mathrm{N}^{4 / 3}(\mathrm{~N}+\mathrm{E})\right)$ which is better than the optimization complexity without partitions (Level 0). This level of hierarchy (in which the partitions of the circuit are optimized flatly) is numbered 1 in Figure 5.5.

The partitioning scheme can be carried one step further. Instead of optimizing the partitions generated in the previous step flatly (in the intra-partition optimization step), each partition can be further partitioned into sub-partitions and the sub-partitions optimized flatly (hierarchy level 2 in Figure 5.5). The optimization complexity for interpartition optimization would still be $\mathrm{O}\left(\mathrm{K}^{2}(\mathrm{~N}+\mathrm{E})\right)$ from above. However, the optimization
complexity for intra-partition optimization would be different now since partitions have been further split into sub-partitions. Assuming the cost function at this level is computed for the whole partition only instead of the whole circuit, the cost function calculation would be $\mathrm{O}((\mathrm{N}+\mathrm{E}) / \mathrm{K})$. The optimization complexity for inter-sub-partition optimization would be $\mathrm{O}\left(\mathrm{K}^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}\right)$ or $\mathrm{O}(\mathrm{K}(\mathrm{N}+\mathrm{E}))$. The complexity for intra-sub-partition optimization for all sub-partitions in a partition would be K times $\mathrm{O}\left(\left(\mathrm{N} / \mathrm{K}^{2}\right)^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}\right)$ or $\mathrm{O}\left(\mathrm{N}^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}^{4}\right)$. Thus, the total complexity of intra-partition optimization now would be $K$ times $\left(\mathrm{O}(\mathrm{K}(\mathrm{N}+\mathrm{E}))+\mathrm{O}\left(\mathrm{N}^{2}(\mathrm{~N}+\mathrm{E}) / \mathrm{K}^{4}\right)\right)$ or $\mathrm{O}\left(\left(\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}\right)(\mathrm{N}+\mathrm{E})\right)$. Combining this with the inter-partition complexity finally gives the overall complexity of $\left(\mathrm{O}\left(\mathrm{K}^{2}(\mathrm{~N}+\mathrm{E})\right)+\right.$ $\mathrm{O}\left(\left(\mathrm{K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}\right)(\mathrm{N}+\mathrm{E})\right)$ ) or $\mathrm{O}\left(\left(2 \mathrm{~K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}\right)(\mathrm{N}+\mathrm{E})\right)$. The function $2 \mathrm{~K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}$ is plotted in Figure 5.7 for $\mathrm{N}=100$ and K varying from 1 to 100 . It is observed that less number of partitions are needed per level at this level (Level 2 in Figure 5.5) of optimization as compared to Level 1. However, the total number of lowest level partitions went up from 17 to $36\left(6^{2}\right)$. The optimum number of partitions can be calculated as before by differentiating $2 \mathrm{~K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}$ to get $\mathrm{K}_{\text {opt }}=0.891 \mathrm{~N}^{2 / 5}$ which gives the minimum value of $2 \mathrm{~K}^{2}+\mathrm{N}^{2} / \mathrm{K}^{3}$ to be $2.97 \mathrm{~N}^{4 / 5}$. This yields an optimization complexity with an optimum number of partitions of $\mathrm{O}\left(\mathrm{N}^{4 / 5}(\mathrm{~N}+\mathrm{E})\right)$ which is better than the optimization complexity at hierarchies 0 and 1 .

Thus, hierarchical DAV optimization can result in significant computational speedup. In the next section, the energy-saving/speedup tradeoff is shown for the ISCAS' 85 benchmark circuits.


Figure 5.5. Pictorial representation of hierarchical DAV based optimization


Figure 5.6. Plot of $\left(K^{2}+N^{2} / K\right)$ versus $K$


Figure 5.7. Plot of $\left(2 K^{2}+N^{2} / K^{3}\right)$ versus $K$

### 5.6 Implementation and Results

The DAV based optimization methodology was applied to ISCAS' 85 benchmark circuits. Each benchmark circuit was first sized for speed using Synopsys Design Vision with a library of 2 to 4 input NAND and NOR gates, and inverters. For the optimum sizing obtained, the initial delay, dynamic and static energy consumption of the circuit was determined (with a $\mathrm{V}_{\mathrm{DD}}$ of $1 \mathrm{~V}, \mathrm{~V}_{\text {th }}$ of 0.2 V for all gates and a capacitive load of 3 fF at POs) using SPICE models for a 70nm CMOS technology as described in Section 5.2. The switching activities and the static probabilities of all gate outputs (needed for the calculation of the dynamic and static energy consumption values) were also obtained using Synopsys Design Vision assuming switching activities of 0.1 and static probabilities of 0.5 at the PIs. A TSMC wire load model was used for net length estimation for different fan-outs and the distributed capacitance per unit length of local interconnects was computed taking into account coupling capacitances and ground plane
capacitances in a typical VLSI layout [60]. The width and spacing between interconnects was taken to be 0.1 micron, and the thickness of interconnect and dielectric was taken to be 0.2 micron respectively. The dielectric constant was taken to be $3.9\left(\mathrm{SiO}_{2}\right)$.

The optimization was carried out at hierarchy level 1 in Figure 5.5. For the ISCAS benchmark circuits, it was found that operating at this level gives good energy savings while consuming small computation time. For bigger circuits, going deeper in the hierarchy might be needed.

Two kinds of partitioning schemes were studied. In the first scheme, each benchmark circuit was partitioned using hMETIS [61] such that a minimum number of edges were cut between sub-circuits. Since, in the final optimized circuit, each sub-circuit can have different $\mathrm{V}_{\mathrm{DD}}$, "min-cut" partitioning can minimize the number of level shifters needed. The size of each sub-circuit was kept almost equal and restricted to approximately 100 gates. Since each of the sub-circuits is optimized separately, the loads that the POs of a sub-circuit drive cannot be fixed if the sizes of the gates driven by POs (which are the PIs of the driven sub-circuit) are allowed to change during optimization. This problem was handled by fixing the sizes of the PIs of the sub-circuits at their initial values. Only the sizes of the gates that were not driven by gates in other sub-circuits were allowed to change from their initial values during the optimization.

The second partitioning scheme simply split the gates equally between the partitions in topological order. Figure 5.4 shows the example circuit "topologically" partitioned into two equal sub-circuits. The advantage of this scheme is that the partitions can also be guaranteed to be sorted topologically. If the sub-circuits are then optimized in reverse topological order, the load that the POs of a sub-circuit drive are fixed before that
sub-circuit is optimized (since the driven sub-circuits have already been optimized). Hence, the PIs of the sub-circuits do not have to be restricted to their initial values (as for min-cut partitioning). Furthermore, the $\mathrm{V}_{\mathrm{DD}}$ of the gates driven by the POs of a subcircuit are also fixed before the sub-circuit is optimized. This allows the restriction of the $\mathrm{V}_{\mathrm{DD}}$ of the sub-circuit during its optimization, to a value greater than or equal to the maximum $\mathrm{V}_{\mathrm{DD}}$ of its successor sub-circuits. This, in turn, guarantees that level-shifters will not be needed in the optimized circuit. The "min-cut" and "topological" partitioning schemes represent two trade-offs present in any dual/multi- $V_{D D}$ design. In the "min-cut" scheme, any $\mathrm{V}_{\mathrm{DD}}$ can be used for a sub-circuit at the cost of additional level-shifters whereas in the "topological" scheme, no level-shifters are needed but the freedom in choosing sub-circuit $\mathrm{V}_{\mathrm{DD}}$ is restricted.

Since some of the gates in the circuit have available slack after the sizing for speed, the first step in the optimization was to take up the slack so that the energy consumption of those gates could be reduced. This was done by using an "energy-aware" version of the Zero Slack Algorithm (ZSA) described in Appendix B. The slack of gates was taken up in the order of decreasing energy-slack product instead of uniformly as in the normal ZSA [55]. This allowed gates with high energy consumption to be slowed down while also reducing the number of iterations to get to the zero slack state. The $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ of the sub-circuits were kept at their initial values (1V) during this phase while the sizes and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ of the gates were chosen to match the new delays using the backward traversal method described in the previous section. Note that most optimization algorithms stop after this step i.e. after having taken up the slack. However, the results obtained after this step might still be far from optimal because there are innumerable ways to take up slack
out of which only one is the best. Another way to look at DAV based optimization is that it basically searches efficiently for the best way to take up slack amongst all possible ways.

The second step used the delay assignment of the gates after the ZSA step as input and found the optimal perturbation that minimizes the energy consumption. The global optimization method used to minimize the cost function was multi-level co-ordinate search (MCS) [62].

Tables 5.1 and 5.4 give the optimization results for ISCAS' 85 benchmark circuits for the two different partitioning schemes studied. For the DAV optimization, all (continuous) sizes between 1 and 20 were assumed available. All voltages between 0.8 V and 1.2 V were assumed available for use as sub-circuit $\mathrm{V}_{\mathrm{DD}}$. At the end, a postprocessing step quantizes the sizes to a resolution of 0.2 and clusters the $\mathrm{V}_{\mathrm{DD}}$ into a maximum of 3 different values (to take into account a finite sized library and limited numbers of $\mathrm{V}_{\mathrm{DD}}$ allowed in practice). The threshold voltages allowed were 0.2 V and 0.3 V . Column 1 gives the circuit name, the number of gates in the circuit and the number of sub-circuits each circuit was partitioned into. Columns 2 and 3 give the initial delay and energy consumption of the circuit respectively. Columns 4 and 5 give the energy decrease and delay increase after the first step (ZSA) of the optimization. As mentioned before, in this step, all the sub-circuits were kept at the initial voltage of 1 V while the slack of the gates was taken up (by decreasing the size and/or increasing $\mathrm{V}_{\mathrm{th}}$ ). Columns 6 and 7 give the total energy decrease and the delay increase after the second step (DAV). The DAV step assumed perfect level-shifters with zero delay and energy overheads. The first sub-columns of the $8^{\text {th }}$ and $9^{\text {th }}$ columns give the energy decrease and delay increase
respectively if the DAV-optimized sub-circuits are connected together without any levelshifters. These numbers show that there is not a very significant effect of low-voltage gates driving high-voltage gates (at sub-circuit boundaries) on the total circuit energy and circuit delay. This is due to the fact that there is little difference between the sub-circuit $\mathrm{V}_{\mathrm{DD}}$ s obtained after DAV optimization (as shown in Tables 2 and 4). The second subcolumns of the $8^{\text {th }}$ and $9^{\text {th }}$ columns show the energy decrease and delay increase after quantizing the sizes to a resolution of 0.2 and clustering the sub-circuit $V_{D D}$ to 3 values. Clustering was done simply by grouping together $\mathrm{V}_{\mathrm{DD}}$ close to each other into their mean value. After clustering, the high $\mathrm{V}_{\mathrm{DD}}$ gates that were driven by low $\mathrm{V}_{\mathrm{DD}}$ gates were given a higher threshold voltage to reduce their leakage power. This is shown to be a better trade-off than inserting level-shifters, when the voltage difference is small [63]. The third sub-columns of the $8^{\text {th }}$ and $9^{\text {th }}$ columns show the effect of this on the energy decrease and delay increase of the circuit. Tables 5.2 and 5.3 give some statistics of the initial and final circuits. The final sub-circuit $V_{D D S}$ used (after clustering) are also given.

As mentioned before, while most methods stop after taking up slack using some energy-aware heuristic (the one in Appendix B being one example heuristic), DAV based optimization searches for the best way to take up slack. This is how it is able to reduce energy beyond what other methods can give. For the ISCAS benchmark circuits, the energy savings after the ZSA step is $24 \%$ on the average. This represents the energy savings possible by using a heuristic to take up slack. DAV based search is however able to give $36 \%$ (using min-cut partitioning) on the average. The ZSA method in Appendix B has complexity $\mathrm{O}(\mathrm{N}(\mathrm{N}+\mathrm{E}))$ in the worst case since it could potentially do N calculations of the circuit slack before stopping and every slack calculation is $\mathrm{O}(\mathrm{N}+\mathrm{E})$. The DAV
based optimization, on the other hand, is $\mathrm{O}\left(\mathrm{N}^{4 / 3}(\mathrm{~N}+\mathrm{E})\right.$ ) (with optimum number of partitions), which is only marginally higher.

Finally, to compare the speed-up obtained due to partitioning, the smallest ISCAS benchmark circuit 'c432' was optimized flatly (hierarchy level 0 ) and with 4 partitions (hierarchy level 1). Other benchmarks were too big too be optimized flatly in a reasonable time frame. For 'c432', it was found that the energy saving at level 0 was $39.1 \%$ with a $1.7 \%$ delay overhead. This can be compared to the results for level 1 in Tables 5.1 and 5.4. With min-cut partitioning, energy saving at level 1 was $37.3 \%$ with $2 \%$ delay overhead. With topological partitioning, energy saving at level 1 was $36.3 \%$ with $1.1 \%$ delay overhead. However, the optimization time at level 1 was 1000 seconds while the optimization time at level 0 was 20000 seconds, giving a 20X speedup. Note that the optimization assumes only one $V_{D D}$ per partition. Hence only one $V_{D D}$ was used for the whole circuit at level 0 whereas at level 1, each partition had a separate $\mathrm{V}_{\mathrm{DD}}$. The availability of extra $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ at level 1 seems to be able to compensate for the loss due to hierarchy.

Figure 5.8 gives the tradeoff between computational speedup and EDP savings at hierarchy levels 1 and 2 for the ISCAS circuits and a 16 bit ALU. The number of partitions that were optimized flatly was kept the same for both levels. For example, the circuit 'c2670' was optimized using 16 partitions at level 1 and 4 partitions (each with 4 sub-partitions) at level 2 . At hierarchy level 2 , only the partitions at level 1 were allowed to have different $\mathrm{V}_{\mathrm{DD}}$ (i.e. all the sub-partitions of a partition had the same $\mathrm{V}_{\mathrm{DD}}$ ). It is seen that there is significant reduction in optimization time at level 2 compared to level 1. Furthermore, the EDP savings obtained at level 2 are very close to those obtained at level

1. In fact, for some cases, the savings obtained at level 2 are more than the savings obtained at level 1 . This is because there are a lot more $\mathrm{V}_{\mathrm{DD}}$ used at level 1 compared to level 2 (for example 16 at level 1 and 4 at level 2 for 'c 2670 ') and this leads to some EDP degradation at level 1 due to $\mathrm{V}_{\mathrm{DD}}$ clustering and level-shifting.

Figures 5.9 and 5.10 give the optimization times at levels 1 and 2 for the ISCAS circuits. It is seen that the optimization times at level 1 track the optimal complexity calculated in Section 5.5 closely (even though the number of partitions was not chosen to be $\mathrm{K}_{\mathrm{opt}}$ in the experiments). The optimization times at level 2 do not track so closely. This is probably due to the fact that the implementation of the optimization algorithm at level 2 (in MATLAB and the C programming language) had complexity $\mathrm{O}(\mathrm{N}+\mathrm{E})$ and not $\mathrm{O}((\mathrm{N}+\mathrm{E}) / \mathrm{K})$ as required in Section 5.5.


Figure 5.8. Comparison of EDP savings and optimization time reduction between hierarchy 1 and hierarchy 2


Figure 5.9. Plot of optimization times for ICSAS benchmark circuits (at hierarchy 1) versus $\mathbf{N}^{4 / 3}(\mathbf{N}+E)$


Figure 5.10. Plot of optimization times for ICSAS benchmark circuits (at hierarchy 2) versus $\mathbf{N}^{4 / 5}(\mathbf{N}+\mathrm{E})$

Table 5.1. Optimization Results (min-cut partitioning)

| Circuit <br> (\#Gates, <br> \#Sub- <br> circuits) | Initial <br> Delay <br> (ps) | Initial <br> Energy <br> (fJ) | $\%$ <br> Energy <br> Decrease <br> (ZSA) | $\%$ <br> Delay <br> Increase (ZSA) | $\%$ <br> Energy <br> Decrease <br> (DAV) | $\%$ Delay Increase (DAV) | \% Energy <br> Decrease <br> (Final) |  |  | \% Delay <br> Increase <br> (Final) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c432 <br> $(267,4)$ | 457 | 94.6 | 24.4 | 1.2 | 36.1 | 1.7 | 34.3 | 334.33 | 37.3 | 1.7 | 1.9 | 2 |
| $\begin{gathered} \mathrm{c} 499 \\ (835,8) \end{gathered}$ | 351 | 351 | 24.3 | 1.6 | 29.7 | 1.7 | 29.5 | 529.7 | 30 | 1.7 | 2.3 | 2.3 |
| $\begin{aligned} & \mathrm{c} 1908 \\ & (680,8) \end{aligned}$ | 523 | 262 | 21.8 | 1.25 | 28.1 | 4.3 | 26 | 26.22 | 27.9 | 4.4 | 4.5 | 4.5 |
| c2670 <br> $(875,8)$ | 326 | 333 | 23.7 | 1.7 | 38.3 | 1.5 | 36.6 | 637.4 | 42.1 | 1.7 | 1.9 | 2.9 |
| $\mathbf{c 3 5 4 0}$ <br> $(\mathbf{1 3 1 9 , 8})$ | 632 | 528 | 25.6 | 1.4 | 34.5 | 0.8 | 31.4 | 431.43 | 38.4 | 0.8 | 1.3 | 1.3 |
| $\mathbf{c 5 3 1 5}$ <br> $(1994,16)$ | 510 | 784 | 25.3 | 0.7 | 34 | 0.4 | 29.4 | 434.24 | 40.8 | 4.6 | 3.9 | 3.9 |
| $\mathbf{c 7 5 5 2}$ <br> $(2538,16)$ | 444 | 1088 | 21.8 | 1.9 | 32.7 | 2 | 30.9 | 929.4 |  | 2.4 | 2 | 2.5 |
| Average | 463 | 492 | 23.8 | 1.4 | 33.3 | 1.8 | 31.2 | 231.8 | 35.9 | 2.5 | 2.5 | 2.8 |

Table 5.2. Circuit Statistics (min-cut partitioning)

| Circuit | Initial Circuit |  |  | Final Circuit |  |  | \% Decrease in Circuit Size | $\begin{gathered} \text { \% High } \\ V_{\text {th }} \\ \text { gates } \end{gathered}$ | Sub-circuit$V_{D D} S(V)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min <br> Size | Mean Size | $\begin{gathered} \text { Max } \\ \text { Size } \end{gathered}$ | Min <br> Size | Mean Size | $\begin{array}{c\|} \text { Max } \\ \text { Size } \end{array}$ |  |  |  |
| c432 | 1 | 2.35 | 6 | 1 | 1.41 | 6 | 40.2 | 56.9 | 0.96, 0.98, 1 |
| c499 | 1 | 2.52 | 6 | 1 | 1.65 | 6 | 34.7 | 25.6 | 1 |
| c1908 | 1 | 2.23 | 6 | 1 | 1.68 | 6 | 24.5 | 47.5 | 0.93, 0.99, 1 |
| c2670 | 1 | 2.6 | 6 | 1 | 1.54 | 6 | 40.9 | 67.1 | 0.85, 0.99, 1.01 |
| c3540 | 1 | 2.25 | 6 | 1 | 1.58 | 6 | 29.8 | 68.6 | 0.89, 0.98, 1 |
| c5315 | 1 | 2.27 | 7 | 1 | 1.54 | 9.6 | 32.3 | 71.6 | 0.82, 0.96, 1.14 |
| c7552 | 1 | 2.24 | 8 | 1 | 1.57 | 8 | 29.8 | 71.2 | 0.88, 0.92, 1.01 |
| Average | 1 | 2.35 | 6.43 | 1 | 1.57 | 6.8 | 33.17 | 58.36 | - |

Table 5.3. Circuit Statistics (topological partitioning)

| Circuit | Initial Circuit |  |  | Final Circuit |  |  | \% Decrease in Circuit Size | \% High <br> $\mathbf{V}_{\text {th }}$ <br> gates | Sub-circuit$\mathbf{V}_{\mathrm{DD}} S(\mathrm{~V})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min <br> Size | Mean Size | Max <br> Size | Min Size | $\begin{gathered} \text { Mean } \\ \text { Size } \end{gathered}$ | Max <br> Size |  |  |  |
| c432 | 1 | 2.35 | 6 | 1 | 1.45 | 6 | 38.5 | 58.4 | 0.99 |
| c499 | 1 | 2.52 | 6 | 1 | 1.71 | 6 | 32.2 | 24.8 | 1 |
| c1908 | 1 | 2.23 | 6 | 1 | 1.53 | 9.2 | 31.6 | 68.4 | 1.05,1.2 |
| c2670 | 1 | 2.6 | 6 | 1 | 1.56 | 6 | 40 | 67.7 | 0.97,1 |
| c3540 | 1 | 2.25 | 6 | 1 | 1.62 | 11.2 | 28.1 | 71 | 1 |
| c5315 | 1 | 2.27 | 7 | 1 | 1.49 | 6.6 | 34.3 | 81.2 | 0.98,1.01,1.05 |
| c7552 | 1 | 2.24 | 8 | 1 | 1.54 | 6.4 | 31 | 74.3 | 1,1.02,1.04 |
| Average | 1 | 2.35 | 6.43 | 1 | 1.56 | 7.34 | 33.7 | 63.7 | - |

Table 5.4. Optimization Results (topological partitioning)

| Circuit (\#Gates, \#Sub- circuits) | Initial <br> Delay <br> (ps) | Initial <br> Energy <br> (fJ) | $\%$ <br> Energy <br> Decrease <br> (ZSA) | \% Delay Increase (ZSA) | Energy <br> Decrease <br> (DAV) | $\%$ <br> Delay <br> Increase <br> (DAV) | \% Energy <br> Decrease <br> (Final) |  |  | \% Delay <br> Increase <br> (Final) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathrm{c} 432 \\ (267,4) \end{gathered}$ | 457 | 94.6 | 24.4 | 1.2 | 33 | 0.4 | 33 | 33.73 | 36.3 | 0.4 | 1 | 1.1 |
| $\begin{gathered} \mathrm{c} 499 \\ (835,8) \end{gathered}$ | 351 | 351 | 24.3 | 1.6 | 26.8 | 1.1 | 26.8 | 26.12 | 26.6 | 1.1 | 1.8 | 2.1 |
| c1908 <br> $(680,8)$ | 523 | 262 | 21.8 | 1.2 | 8.2 | 2.3 | 8.3 | 8.31 | 11.3 | 2 | 2.5 | 2.5 |
| $\begin{aligned} & \hline \mathrm{c} 2670 \\ & (875,8) \end{aligned}$ | 326 | 333 | 23.7 | 1.7 | 33.2 | 0.9 | 33.2 | 33.23 | 36.9 | 0.9 | 1.8 | 2.8 |
| $\begin{gathered} \text { c3540 } \\ (1319,8) \end{gathered}$ | 632 | 528 | 25.6 | 1.4 | 31 | 0.2 | 30.9 | 31 | 36.4 | 0.2 | 0.8 | 1.1 |
| c5315 $(1994,16)$ | 510 | 784 | 25.3 | 0.7 | 26.8 | 0.7 | 25.4 | 27.73 | 34.5 | 0.4 | 0.7 | 1.2 |
| $\begin{array}{c\|} \hline \mathbf{c 7 5 5 2} \\ (2538,16) \end{array}$ | 444 | 1088 | 21.8 | 1.9 | 25.5 | 1.1 | 25.5 | 25.13 | 30.8 | 1 | 1.2 | 2 |
| Average | 463 | 492 | 23.8 | 1.4 | 26.4 | 1.0 | 26.2 | 26.4 | 30.4 | 0.9 | 1.4 | 1.8 |

### 5.7 Conclusion

This chapter presented a technique for modeling delay and energy consumption of CMOS combinational circuits using SPICE look-up tables. A method was presented for using DAV based optimization to minimize the energy consumption of CMOS circuits at the gate level. A hierarchical method was developed to handle large netlists efficiently. It was shown that DAV based optimization can yield $12 \%$ better energy savings compared to traditional slack based optimization approaches. The computational complexity of DAV based optimization was shown to be only marginally higher than traditional methods.

## Chapter VI

## Gate Level Soft-Error Optimization

### 6.1 Introduction

Technology scaling roughly leads to a doubling of clock frequencies every generation, a $30 \%$ decreases in node capacitances every generation and a $30 \%$ reduction in supply voltages to reduce power consumption. All these factors are leading to a drastic increase in soft-error susceptibility of combinational and memory circuits to alphaparticle and neutron strikes. Because of the reduced node capacitances, a smaller injected charge is needed to induce a glitch at a circuit node. Thus, low-energy particle strikes that earlier had no effect on a circuit can now cause soft-errors. Because of the reduced supply voltages, noise margins are reduced, which also increases the susceptibility to particle strikes. Increasing clock frequencies increase the probability of a soft-error getting latched. Furthermore, due to super-pipelining, the number of gates in pipeline stages have been reducing, which in turn reduces the electrical attenuation of glitches as they propagate to the latches.

Although these factors affect both memory and combinational elements, the overall soft-error rate of memories is not increased as much as combinational logic because memories are protected by techniques such as error-correcting codes (ECC). There has not been a need to protect combinational circuits because combinational circuits have a natural tendency to mask glitches due to three phenomena [64]. First, due to logical masking, a glitch might not propagate to a latch because of a gate on the path
not being sensitized to facilitate glitch propagation. Second, due to electrical masking, a generated glitch might get attenuated because of the delays of the gates on the path to the output. Third, due to latching-window masking, a glitch that reaches the primary output might not still cause an error because of the latch not being open. The factors mentioned in the previous paragraph adversely affect all the above three factors in terms of soft-error tolerance. Due to decreasing number of gates in a pipeline stage, logical masking as well as electrical masking has been decreasing for new technology generations. Electrical masking has also been decreasing due to the reduction in node capacitances and supply voltages every generation. Furthermore, increasing clock frequencies have reduced the time window in which latches are not accepting data, thereby reducing latching-window masking also. Because of these factors, the soft-error rate (SER) of combinational logic is expected to rise 9 orders of magnitude from 1992 to 2011, when it will equal the SER of unprotected memory elements [4].

Generally, in mission-critical space applications combinational circuits are protected by using duplication/triplication and concurrent-error detection (CED) [46]. However, these methods have too high delay, area and power overheads to be used in commercial applications. Recently, low-cost methods for increasing soft-error tolerance of commodity applications using time-redundancy [49] and partial duplication [50] have been proposed. However, these methods still add additional delay overhead to the original circuit due to the presence of the checker circuit. Also, these methods have system level overheads (such as pipeline flushes) when an error is detected, either to correct the error or to do the computation again.

This chapter proposes a novel, low delay-overhead method for increasing the softerror tolerance of nanometer CMOS combinational logic circuits using DAV based optimization. Using an optimal assignment of supply voltages, threshold voltages and sizes to gates and by adding optimal amounts of capacitive loads at the primary outputs, the electrical attenuation characteristics of the gates in the circuits are enhanced without incurring significant delay overhead. Multi-supply voltage and multi-threshold voltage designs are becoming increasingly common for low-power applications, however if these are infeasible, the method can still be used to just find optimal gate sizings for increased soft-error tolerance using the specified supply and threshold voltage. This method can be used along with any of the traditional methods described above to greatly decrease the overhead of error detection and correction.

The chapter is organized as follows. Section 6.2 describes characteristics of gates that affect the strike-induced glitches. Section 6.3 describes ASERTA, a tool for fast and accurate analysis of the soft-error tolerance of a circuit. Section 6.4 describes SERTOPT, a circuit optimization tool for enhancing the soft-error tolerance of circuits while meeting timing constraints. Section 6.5 gives experimental results. Section 6.6 concludes.

### 6.2 Glitch tolerance characteristics of individual gates

There are two characteristics of interest for a single gate in terms of soft error tolerance: glitch generation and glitch propagation. The glitch generation characteristics of a logic gate determine the shape and magnitude of the voltage glitch generated at the output of the gate due to a particle strike on the gate. The glitch propagation characteristics of a logic gate determine how the gate attenuates a glitch that is generated at some prior circuit node as it passes through the logic gate.


Figure 6.1. Input and output signals for different gate delays

When a particle strikes a circuit node, the voltage magnitude of the corresponding glitch is dependent on the total capacitance of the node. The duration of the generated glitch is dependent on the delay of the gate that is driving the node. If the gate driving the node is fast, it will quickly discharge (or charge) the node back to its original value. Therefore, faster gates have better glitch generation characteristics in terms of the generated glitch width. However, the behaviour is opposite for glitch propagation. Assuming a linear ramp at the output of the gate, for a gate propagation delay of $d$ and glitch duration of $w_{i}$ at the gate input, glitch duration at the output of the gate, $w_{o}$, can be approximated as follows (see Figure 6.1):

$$
\begin{align*}
& w_{o}=0 \text { if } w_{i}<d \\
& w_{o}=2 \cdot\left(w_{i}-d\right) \text { if } d<w_{i}<2 \cdot d  \tag{6.1}\\
& w_{o}=w_{i} \text { if } w_{i}>2 \cdot d
\end{align*}
$$

This model is similar to the glitch amplitude attenuation model used in [65]. As seen from Equation 6.1, a slow gate will attenuate a glitch at its output more compared to a fast gate. Therefore, slow gates have better glitch attenuation characteristics.

Increasing a gate's output capacitance increases the delay of that gate. This makes the glitch attenuation characteristics of that gate better. Furthermore, if the capacitance is large enough, the particle may not have enough energy to create enough voltage
fluctuation for an error. So, a large enough output capacitance may improve both glitch generation and glitch propagation characteristics of a gate at a cost of increased gate delay.

Figures 6.2 and 6.3 show SPICE simulation results for generated glitch width and propagated glitch width, respectively, for an inverter for different values of gate size, gate supply voltage $\left(\mathrm{V}_{\mathrm{DD}}\right)$, gate threshold voltage $\left(\mathrm{V}_{\mathrm{th}}\right)$ and gate load $\left(\mathrm{C}_{\text {load }}\right)$. The SPICE models are for 70 nm technology node [59]. The minimum and maximum values of the variables are indicated on the $x$-axis. Size of 1 means a gate width of 100 nm . It is clear that if the output load is kept constant, the factors that slow down a gate (decrease in size, reduction in $V_{D D}$, and increase in $\mathrm{V}_{\mathrm{th}}$ ) increase generated glitch width but also increase the attenuation of propagating glitches. The generated glitch width first increases with output capacitance, then it starts to decrease. This behaviour is explained as follows: If


the capacitance is small, the voltage generated at the gate's output is clipped by the diode between the source and the body of the transistor. For this case, smaller capacitance will hold less charge for the same voltage $(\mathrm{Q}=\mathrm{CV})$, making the discharge (recharge) time faster. This initially results in larger glitch widths for increasing values of output capacitance. However, if the output capacitance is large enough, the magnitude of the generated voltage glitch will reduce, and eventually become too small to cause an error.

There are two insights gained from the SPICE simulation data. First, only generated glitch width or propagated glitch width are not enough to characterize the "softness" of a gate as this might lead to erroneous conclusions. If only glitch propagation characteristics are considered as a measure of the "softness" of a gate (as in [66]), slowing down a gate would apparently always reduce the softness of the circuit; however, a slower gate will produce a bigger glitch at its output when it is subjected to a
particle strike. Such a glitch can easily propagate to the output and cause an error. The circuit must be considered as a whole and any soft error tolerance enhancement scheme should consider both glitch generation and glitch propagation characteristics of the gates as well as their location in the circuit.

The second insight is that the soft-error tolerance of a combinational circuit can be increased by increasing the capacitive loads of the gates at the primary outputs (POs) as this will attenuate all glitches reaching the POs (see propagated glitch width variation with $\mathrm{C}_{\mathrm{load}}$ in Figure 6.3). The capacitive load should be increased beyond the critical point (peak in $\mathrm{C}_{\text {load }}$ curve in Figure 6.2) so that the generated glitch width at the POs is also small. However, a delay penalty will be incurred due to the increased load at the POs. This can be offset by appropriate selection of sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ for the gates in the circuit as described in Section 6.4. The next section describes ASERTA, a tool for accurate estimation of the soft-error tolerance of a circuit.

### 6.3 Circuit soft-error tolerance analysis

ASERTA models a particle strike at a node as a current source injecting (or removing) a fixed amount of charge into (or from) that node. If the node is at low voltage, charge is injected into the node and if the node is at high voltage, charge is removed by the current source. The opposites of these two cases do can not cause a voltage glitch to be generated and are neglected. A SPICE look-up table is constructed for generated glitch width (due to charge injected at gate output) for different types of gates, fan-ins, sizes, channel lengths, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}, \mathrm{V}_{\mathrm{th}} \mathrm{S}$ and load capacitances.

The rising and falling behavior of the current waveform generated due to a particle strike is given by the following equation [67]:

$$
\begin{equation*}
\mathrm{I}(t)=\frac{2}{T \cdot \sqrt{\pi}} \cdot \sqrt{\frac{t}{T}} \cdot \exp \left(\frac{-t}{T}\right) \tag{6.2}
\end{equation*}
$$

where T is a process dependent parameter. However, for simplicity, the current waveform in ASERTA is approximated as a trapezoid with duration of 24 ps and with rise time and fall time of 4 ps and 16 ps respectively.

SPICE look-up tables are also constructed for delays, static energies, dynamic energies, output ramp and gate input capacitances for different types of gates, fan-ins, sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}, \mathrm{V}_{\mathrm{th}} \mathrm{S}$, input ramps and load capacitances as described in Section 5.2. ASERTA uses linear-interpolation inside the look-up tables to compute output values for arbitrary values of input parameters. Using look-up tables allows ASERTA to have better accuracy than analytical models while still being much faster than SPICE. To estimate the soft-error tolerance of a circuit, ASERTA injects charge into every gate output, looksup the generated glitch width from the table and then propagates the generated glitch to the primary outputs (POs) taking into account the effects of logical and electrical masking. The sum total of the widths of the glitches reaching the POs is taken as a measure of the "Unreliability" of the circuit. The amount of charge injected (or removed) actually depends on the energy of the strike E and the probability of getting a strike of energy E falls of exponentially with E [68]. To model this, 3 different charge amounts (corresponding to 3 different strike energies) are actually injected (by varying the amplitude of the trapezoidal current waveform) at every node and the propagated glitches at the POs due to the 3 different charges are combined by weighting with the probability of that charge injection taking place. To model glitch generation and propagation, glitch width is used alone instead of a combination of width and amplitude since it was found
that the latter did not lead to enough increase in accuracy to justify the added complexity. The following sub-sections describe how ASERTA models logical, electrical and latching-window masking.

### 6.3.1 Logical masking

Since actual signal values are not known, for every node ASERTA calculates the probability that there is at least one sensitized path from that node to a primary output. Calculation of the sensitization probability values from the input signal statistics is easy for circuits which do not have reconvergent fan-out. Sensitization probabilities for such circuits can be calculated as in [66]. However, finding the values for circuits with reconvergent fan-out is an NP-complete problem [69]. ASERTA uses zero delay simulation of the circuit with 10000 random inputs applied (as in [50]) to compute the probability, $\mathrm{P}_{\mathrm{i} j}$, that there is at least one path sensitized from output of gate i to primary output j . For primary output $\mathrm{j}, \mathrm{P}_{\mathrm{jj}}$ is 1 . The static probability, $\mathrm{p}_{\mathrm{i}}$, of a node i being at logic 1 is obtained for all nodes using a commercially available tool, Synopsys Design Compiler, given a static probability of 0.5 at the primary inputs.

For all successor gates $s$ of gate $i$, the probability that a glitch at $i$ will be able to propagate through gate s to primary output j is calculated as follows:

$$
\begin{equation*}
\pi_{i s j}=\frac{S_{i s} \cdot P_{i j}}{\sum_{k \in \Psi} S_{i k} \cdot P_{k j}} \tag{6.3}
\end{equation*}
$$

where $\Psi$ is the set of successors of gate $i$ and $S_{\text {is }}$ is the probability that gate $s$ is sensitized to gate i (i.e. all other inputs of gate s have non-controlling values). $\mathrm{S}_{\text {is }}$ can be obtained by multiplying together the static probabilities of the other inputs being $1 / 0$ for a AND/OR gate. Note that $\pi_{\text {isj }}$ is not taken to be just $S_{i s} \cdot \mathrm{P}_{\mathrm{sj}}$ since $\pi_{\mathrm{isj}}$ should have the property that
$\sum_{k \in \Psi} \pi_{i k j} \cdot P_{k j}=P_{i j}$. Also note that $\pi_{\mathrm{isj}}$ is an approximation to the actual probability value since in circuits with reconvergent fan-out, the probability that gate $s$ is sensitized to gate i conditions the probability of gate s having a path sensitized to a primary output.

The next sub-section describes the procedure used in ASERTA for computing the glitch widths at POs for charge injected at every gate output.

### 6.3.2 Electrical masking

As mentioned before, ASERTA computes the expected output glitch width, $\mathrm{W}_{\mathrm{ij}}$, at primary output j for generated glitch width, $\mathrm{w}_{\mathrm{i}}$, at gate i . To do this efficiently in one pass over the circuit, for every gate, the expected output glitch widths, $\mathrm{WS}_{\mathrm{ijk}}$, for 10 sample glitch widths, $\mathrm{ws}_{\mathrm{k}}(\mathrm{k}$ between 1 and 10$)$ are computed.

The output glitch widths are computed for all gates in reverse topological order (i.e. from POs to PIs) as follows:
(i) Let current gate be i.
(ii) If gate i is a primary output, set $\mathrm{WS}_{\mathrm{iik}}=\mathrm{ws}_{\mathrm{k}}$ for all k .

Set $\mathrm{WS}_{\mathrm{ijk}}=0$ for all other primary outputs j .
Also, since gate is primary output, it will propagate generate glitch width, $\mathrm{w}_{\mathrm{i}}$, directly. Hence, set $\mathrm{W}_{\mathrm{ii}}=\mathrm{W}_{\mathrm{i}}$ and $\mathrm{W}_{\mathrm{ij}}=0$ for all other primary outputs j .
(iii) If gate i is not a primary output, for all sample glitch widths, $\mathrm{ws}_{\mathrm{k}}$ :

For all successors s of gate i:
Let $d_{s}$ be the delay of gate $s$ looked up from the SPICE tables.
Calculate the glitch width, $\mathrm{wo}_{\mathrm{sk}}$, propagated to the output of gate s for input width of $\mathrm{ws}_{\mathrm{k}}$ using Equation 6.1.

For each primary output j , look up the expected output glitch width, $\mathrm{WE}_{\mathrm{sjk}}$, for generated glitch width of $\mathrm{wo}_{\mathrm{sk}}$ from the table of expected output glitch widths for gate s , linearly interpolating if necessary.

$$
\text { Finally, Let } W S_{i j k}=\sum_{s \in \Psi} \pi_{i s j} \cdot W E_{s j k}
$$

(iv) Compute $\mathrm{W}_{\mathrm{ij}}$ by looking up the table of expected output glitch widths, $\mathrm{WS}_{\mathrm{ijk}}$, computed in step (iii), for a generated glitch width of $\mathrm{w}_{\mathrm{i}}$, again linearly interpolating if necessary. Now process the next gate.

At the end of this procedure, expected output glitch widths, $\mathrm{W}_{\mathrm{ij}}$, at primary output $j$ for generated glitch width, $w_{i}$, for every gate $i$ are known. The complexity of the procedure is $\mathrm{O}(\mathrm{V}+\mathrm{E})$, where V is the number of gates and E is the number of circuit edges.

Lemma 1: For a very wide glitch $w w_{i}$ generated at output of gate $i$, the above procedure correctly computes the expected output glitch width at primary output j as $\mathrm{WW}_{\mathrm{ij}}=\mathrm{ww}_{\mathrm{i}} \cdot \mathrm{P}_{\mathrm{ij}}$, if it is assumed that $\mathrm{ww}_{\mathrm{i}}$ is one of the sample glitch widths used above (say sample 1).

Proof: Since the generated glitch is very wide, it will pass through all gates on any path from i to j without attenuation. $\mathrm{WS}_{\mathrm{jj} 1}$ is correctly computed as $\mathrm{ww}_{\mathrm{i}}$ at primary output j . Assume that $\mathrm{WS}_{\mathrm{r} 11}$ is correctly computed for all successor gates r of a gate p between i and j as $\mathrm{ww}_{\mathrm{i}} \mathrm{P}_{\mathrm{r} \mathrm{j}}$. Then, the expected width $\mathrm{WS}_{\mathrm{p} 11}$ will be computed as:

$$
\begin{aligned}
W S_{p j 1} & =\sum_{r \in \Psi} \pi_{p r j} \cdot W S_{r j 1}=\sum_{r \in \Psi} \pi_{p r j} \cdot w w_{i} \cdot P_{r j} \\
& =w w_{i} \cdot \sum_{r \in \Psi} \pi_{p r j} \cdot P_{r j}=w w_{i} \cdot P_{p j}
\end{aligned}
$$

where $\mathrm{WS}_{\mathrm{r} j 1}$ can be used instead of $\mathrm{WE}_{\mathrm{r} j 1}$ because $\mathrm{ww}_{\mathrm{i}}$ is wide enough to propagate through gate r without attenuation. By induction, $\mathrm{WS}_{\mathrm{ij} 1}$ is also computed as $\mathrm{ww}_{\mathrm{i}} \cdot \mathrm{P}_{\mathrm{ij}}$. Since $\mathrm{ww}_{\mathrm{i}}$ is the first sample glitch width, $\mathrm{WS}_{\mathrm{ij} 1}$ is $\mathrm{WW}_{\mathrm{ij}}$.

### 6.3.3 Latching-window masking

A glitch must arrive within the setup and hold times of the latch at the primary output to be captured. Since the exact time of the particle strike is unknown, it can be assumed to be uniformly distributed within the clock cycle. The probability of a glitch being captured by a latch is directly proportional to its duration. Hence, by summing up the expected output glitch widths, $\mathrm{W}_{\mathrm{i} j}$, for all primary outputs j , the total contribution of gate i to the circuit unreliability is obtained. However, this ignores the fact that the size, $\mathrm{Z}_{\mathrm{i}}$ of a gate plays an important role in determining the particle flux incident on the gate. Hence, the actual contribution of gate ito circuit unreliability is:
$U_{i}=Z_{i} \cdot \sum_{j} W_{i j}$

The total unreliability of the circuit is:
$U=\sum_{i} U_{i}$
Note that although the unreliability of a circuit becomes worse if its clock frequency is increased (due to technology scaling), the above definition of unreliability can ignore clock frequency because it is only used to compare designs with the same clock frequency.


Figure 6.4. Unreliability values obtained by SPICE and ASERTA for nodes in c432.

Figure 6.4 shows the unreliability numbers, $U_{i}$, for the gates in benchmark circuit "c432" calculated by ASERTA plotted along with values calculated by SPICE for 70nm technology node. In SPICE, the unreliability was computed by applying 50 random input vectors, injecting charge at every gate output i and using the width of the glitch at primary output j as $\mathrm{W}_{\mathrm{ij}}$ in Equation 6.4. Only the nodes that were at most five levels deep from the POs are plotted. It is seen that there is close matching. The correlation between the two series was computed to be 0.96 . For the ISCAS' 85 benchmark circuits, an average correlation of 0.9 was obtained.

The next section describes SERTOPT, a tool that uses the unreliability estimates generated by ASERTA to optimize nanometer circuits for increased soft-error tolerance by enhancing the electrical masking characteristics of gates in the circuits.

### 6.4 Circuit soft-error tolerance optimization

SERTOPT uses DAV based optimization to minimize a cost function that is a weighted sum of a circuit unreliability metric and circuit energy-delay product (EDP). A designer can easily change the optimization trade-offs by changing the ratio of the weights.

To find the circuit parameters (gate sizes, $\mathrm{V}_{\mathrm{DD}}$, $\mathrm{V}_{\mathrm{th}} \mathrm{S}$, loads) that are needed to match a delay assignment, SERTOPT traverses the circuit from POs to PIs in reverse topological order. For the gates at the POs, different capacitive loads yield the required delay for different values of size, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}}$. From these different sets of load, size, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\text {th }}$ values, the set that yields the lowest value of generated glitch width is chosen. Once the parameters (load, size, $\mathrm{V}_{\mathrm{DD}}, \mathrm{V}_{\mathrm{th}}$ ) of the PO gates have been set, the capacitive loads offered by these gates to their predecessors can be found. For the internal gates (not primary outputs), appropriate values of size, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\text {th }}$ are chosen that match the assigned delay while minimizing the energy-delay product (ELP) for the gate and its predecessors. The whole procedure is repeated until the primary inputs (PIs) are reached. The procedure is similar to the one in Figure 5.3 with the exception that PO load is also an additional variable now.

Once the circuit parameters (sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}, \mathrm{V}_{\mathrm{th}} \mathrm{S}$ ) have been determined, the circuit delay, energy (static + dynamic) and the EDP can be computed using SPICE libraries. The cost of the current delay assignment is computed as:
$C=w_{1} \cdot\left(\frac{E D P}{E D P_{\text {init }}}-1\right)+\left(1-w_{1}\right) \cdot\left(1-\frac{P O D^{\text {avg }}}{P O D_{\text {init }}^{\text {avg }}}\right)$


Figure 6.5. Example combinational circuit partitioned into 2 sub-circuits
where $\mathrm{w}_{1}$ is the weight $\left(0 \leq \mathrm{w}_{1} \leq 1\right)$ and $\mathrm{EDP}_{\text {init }}$ is the initial circuit EDP. $\mathrm{POD}^{\text {avg }}$ is the average primary output delay. The average POD is tried to be maximized to reduce glitch propagation through the POs. Matching the bigger average PO delay using big capacitances also reduces the glitch generation at the POs. $\mathrm{POD}^{\text {avg }}$ can be considered as a circuit reliability metric, with bigger values indicating a more reliable circuit.

The cost is minimized by using Multi-level Co-ordinate Search (MCS) to search for the optimal delay assignment giving lowest cost. However, simulated annealing, genetic algorithms or some other optimization algorithm can also be used.

The issues related to problem size and level-shifters (discussed in Section 5.3) are tackled similar to the approach in Section 5.4. The only major difference is the usage of additional capacitive loads to match the delays at the primary outputs as shown in Figure 6.5.

### 6.5 Experimental results

As in Section 5.6, gate sizes were first obtained for ISCAS'85 benchmark circuits by optimizing for speed using Synopsys Design Compiler. The gate sizes were then used with SPICE 70nm models [59] to compute the delays of the circuits for the 70 nm technology. All the gates had a transistor channel length of $70 \mathrm{~nm}, \mathrm{~V}_{\mathrm{DD}}$ of 1 V and $\mathrm{V}_{\mathrm{th}}$ of 0.2 V . The unreliability of the baseline circuits was estimated using ASERTA. A TSMC wire load model was used for net length estimation for different fan-outs and the distributed capacitance per unit length of local interconnects was computed taking into account coupling capacitances and ground plane capacitances in a typical VLSI layout. The width and spacing between interconnects was taken to be 0.1 micron, and the thickness of interconnect and dielectric was taken to be 0.2 micron respectively. The dielectric constant was taken to be $3.9\left(\mathrm{SiO}_{2}\right)$.

Then, SERTOPT was used to determine new gate sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{s}$ (and added capacitances at the POs) for the circuits that would minimize unreliability while meeting the delay constraint of the baseline circuits. The optimization was done at hierarchy level 1 i.e. the circuit was partitioned into sub-circuits (using min-cut partitioning) and the subcircuits were optimized flatly. The $\mathrm{V}_{\text {th }}$ values used were 0.2 V and 0.3 V . The results of the optimization are reported in Table 6.1. The fifth, sixth and seventh columns give the energy decrease, delay increase and unreliability decrease after DAV optimization (assuming perfect level-shifters with zero delay and energy overhead). The eight, ninth and tenth columns give the corresponding numbers after quantizing the sizes to a resolution of 0.2 and clustering the $\mathrm{V}_{\mathrm{DD}}$ s into a maximum of 3 different values (to take into account a finite sized library and limited numbers of $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ allowed in practice). After

Table 6.1. Optimization Results

| Circuit (\#Gates, \#Sub-circuits) | Initial Delay (ps) | Initial <br> Energy <br> (fJ) | Initial <br> Unreliability <br> (ns) | \% Energy Increase (DAV) | \% Delay Increase (DAV) | \% Unreliability <br> Decrease (DAV) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c432 $\mathbf{( 2 6 7 , 4 )}$ | 457 | 94.6 | 2.32 | 42.6 | 6.7 | 71.9 |
| c499 (835,8) | 351 | 351 | 4.39 | 12.2 | 5.9 | 53 |
| c1908 (680,8) | 523 | 262 | 5.71 | 42.9 | 6.2 | 95.2 |
| c2670 (875,8) | 326 | 333 | 8.77 | 46.4 | 6.3 | 83.5 |
| c3540 (1319,8) | 632 | 528 | 10.97 | 26.1 | 5.6 | 79.9 |
| c5315 (1994,16) | 510 | 784 | 23.8 | 26.9 | 4.9 | 88.9 |
| c7552 (2538,16) | 444 | 1088 | 22.1 | 30.9 | 7.2 | 85.5 |
| Average | 463.3 | 491.5 | 11.2 | 32.6 | 6.1 | 79.7 |

Table 6.1. (Continued)

| Circuit (\#Gates, <br> \#Sub-circuits) | \% Energy Increase <br> (Final) | $\%$ Delay Increase <br> (Final) | $\%$ Unreliability Decrease <br> (Final) |
| :---: | :---: | :---: | :---: |
| $\mathbf{c 4 3 2 ~ ( 2 6 7 , 4 ) ~}$ | 42.5 | 6.8 | 71.3 |
| c499 (835,8) | 12.2 | 6.2 | 53.1 |
| c1908 (680,8) | 41.2 | 6.3 | 95.2 |
| c2670 (875,8) | 45 | 6.3 | 83.5 |
| $\mathbf{c 3 5 4 0}(\mathbf{1 3 1 9 , 8})$ | 23.2 | 5.5 | 78.6 |
| $\mathbf{c 5 3 1 5}(\mathbf{1 9 9 4 , 1 6 )}$ | 23.5 | 4.9 | 88.6 |
| $\mathbf{c 7 5 5 2}(\mathbf{2 5 3 8 , 1 6})$ | 28.6 | 7.2 | 84.6 |
| Average | 30.9 | 6.2 | 79.3 |

clustering, the high $\mathrm{V}_{\mathrm{DD}}$ gates that were driven by low $\mathrm{V}_{\mathrm{DD}}$ gates were given a higher threshold voltage to reduce their leakage power. As mentioned before, the delay

Table 6.2. Circuit Statistics

| Circuit | Initial Circuit |  |  | Final Circuit |  |  | \% Increase in Circuit <br> Size | \% High <br> $\mathbf{V}_{\text {th }}$ gates | Sub-circuit$\mathbf{V}_{\mathrm{DDD}}(\mathrm{~V})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Min <br> Size |  |  |  | Mean Size | $\begin{aligned} & \text { Max } \\ & \text { Size } \end{aligned}$ |  |  |  |
| c432 | 1 | 2.35 | 6 | 1 | 1.54 | 13.6 | 11.6 | 49.1 | 1.2 |
| c499 | 1 | 2.52 | 6 | 1 | 1.6 | 7.2 | 12.3 | 35.9 | 1.2 |
| c1908 | 1 | 2.23 | 6 | 1 | 1.46 | 7 | 36.6 | 49.6 | 1.2 |
| c2670 | 1 | 2.6 | 6 | 1 | 1.48 | 20 | 43.5 | 49.3 | 1.2 |
| c3540 | 1 | 2.25 | 6 | 1 | 1.35 | 12.4 | -9.6 | 67.6 | 1.2 |
| c5315 | 1 | 2.27 | 7 | 1 | 2.26 | 20 | 44.3 | 68.5 | 1.2 |
| c7552 | 1 | 2.24 | 8 | 1 | 1.38 | 20 | 4.9 | 57.8 | 1.2 |
| Average | 1 | 2.35 | 6.43 | 1 | 1.58 | 14.3 | 20.5 | 54 | - |

constraint is exceeded due to the finite sized library used. Table 6.2 gives some circuit statistics before and after optimization. It is seen that although the maximum gate size goes up, the average gate size goes down. The circuit area was estimated as the sum of load capacitances of all gates. Although the average gate size went down, the circuit size still went up because of the added load capacitances at the primary outputs. The optimization results shown are actually for the case when only a $\mathrm{V}_{\mathrm{DD}}$ of 1.2 V was allowed for all the sub-circuits. If multiple $\mathrm{V}_{\mathrm{DD}}$ s were allowed, it was found that the partition with PO gates got a much higher $\mathrm{V}_{\mathrm{DD}}$ than the other partitions. This led to a lot of leakage energy dissipation that couldn't be reduced by just increasing the threshold voltages of the high $\mathrm{V}_{\mathrm{DD}}$ gates driven by low $\mathrm{V}_{\mathrm{DD}}$ gates.


Figure 6.6. Comparison of methods (Cap+DAV), (DAV) and (Cap)
In [70], a similar method using DAV is presented but which does not use PO capacitances. The cost function is also a weighted sum of circuit unreliability, energy delay and area. Hence the circuit unreliability needs to be computed in every iteration of the search, with a lot of runtime overhead.In [71], PO capacitances are inserted and the delay overhead is tried to be reduced by simply increasing the supply voltages of the gates. Although this method leads to a large reduction in soft-errors, the energy overhead is very large. Figure 6.6 compares the unreliability decrease and EDP increase of the method in this chapter and the above two methods. The method in this chapter is referred as Cap+DAV, the method in [70] as DAV and the method in [71] as Cap. It is clearly seen that using capacitive loads at the outputs (for increasing reliability) while using DAV optimization for the rest of the gates (to reduce EDP) provides much better energy-delay-reliability trade-off than just using capacitive loads at output (and increasing $\mathrm{V}_{\mathrm{DD}}$
to offset delay penalty) or just using DAV. Just using DAV is not very effective in reducing unreliability. Cap is effective in highly reducing unreliability but the EDP cost is very high. Cap+DAV is able to reduce unreliability almost as much as Cap but with very low EDP overhead.

### 6.6 Conclusion

This chapter presented tools for the analysis and optimization of the soft-error tolerance of nanometer combinational circuits. The analysis tool, ASERTA, is able to accurately calculate (with average correlation of 0.9 with SPICE) the "unreliability" of circuits in orders of magnitude less computation time than SPICE. The optimization tool, SERTOPT, maximizes the average PO delay while simultaneously minimizing the energy-delay product (EDP) for the circuit. The bigger delays of the PO gates are matched by adding extra capacitances at the POs. This reduces both glitch generation and propagation through the PO gates. Experiments on ISCAS' 85 benchmark circuits show that SERTOPT is able to reduce the unreliability of circuits by $79.3 \%$ on the average while incurring delay, energy and area penalties of $6.2 \%, 30.9 \%$ and $20.5 \%$ on the average respectively.

## Chapter VII

## Conclusions and Future Research

### 7.1. Summary of Research Contributions

The thesis developed an efficient, hierarchical and unified framework for the cooptimization of the energy consumption and soft-error robustness of digital circuits under specified timing constraints. The design variables that were used in the co-optimization were the supply and threshold voltages of the gates/modules in the netlist and/or the sizes of the transistors comprising the gates. The novelty in the co-optimization approach was the use of a technique called Delay-Assignment-Variation (DAV) based optimization. This technique allows delay constrained optimization to be formulated efficiently as a global optimization problem targeting any DAG based cost function. In this thesis, the cost functions studied were circuit energy and circuit unreliability. The next section describes some other problems that can also be tackled by this approach.

The following outlines the contributions of the research:

- A novel matrix representation, T, of a netlist was developed that can be used in various circuit optimizations which have delay as a constraint. Using the matrix representation, a generic and efficient Delay-Assignment-Variation (DAV) based optimization technique was formulated that can be applied to various delayconstrained optimization problems. The efficiency of DAV based optimization compared to brute-force parameter optimization results due to the implicit
consideration of the delay constraints that allows a big reduction in the optimization problem size.
- Using the DAV based approach, an exact technique has been developed that determines the values of the supply and threshold voltages to be used in a digital circuit such that the sum of the dynamic and static energy consumption of the circuit is minimized while meeting the timing constraint.
- A metric, the Normalized Energy Gradient (NEG) metric, was formulated that can be used to evaluate the "energy efficiency" of any design using a limited number of supply and threshold voltages as compared to the optimum design having unlimited number of available voltages. The NEG metric can also be used to rank various low power optimization techniques that make use of multiple supply and threshold voltages according to how close they bring the system to the lowest energy consumption possible.
- DAV based optimization was formulated for gate level netlists. To handle large netlists, a hierarchical application of the approach was developed. Depending on the size of the netlist, optimization could be done at different levels of hierarchy to tradeoff computational complexity and optimality of the results. Hierarchical DAV based optimization was used to find optimal sizes and threshold voltages of gates and supply voltages of sub-circuits that minimize the energy consumption.
- Usage of a combination of SPICE look-up tables and analytical equations to model energy and delay of CMOS combinational circuits accurately and efficiently was described.
- The unreliability of individual gates in a CMOS circuit was characterized in a novel way using their "glitch generation" and "glitch propagation" characteristics. The effect of various gate parameters such as size, output load, and supply and threshold voltage on the unreliability of a gate was investigated.
- An accurate and efficient tool called ASERTA was developed for the analysis of softerror tolerance of a CMOS combinational circuit. The tool estimates the soft-error tolerance with accuracy close to SPICE in orders of magnitude less computation time.
- Usage of gate sizing, multiple supply/threshold voltages and output loading for increasing the soft-error tolerance of digital circuits was investigated. The problem was formulated as a DAV based optimization problem and it was shown that a judicious combination of sizing, primary output loading and usage of multiple supply/threshold voltages can significantly increase the glitch attenuation characteristics of circuits with marginal delay-energy penalties. It was shown that this was a better approach for reducing unreliability than just using gate sizing or just using higher $\mathrm{V}_{\mathrm{DD}}$ combined with primary output loading.


### 7.2. Future Directions

The DAV based optimization approach given in this thesis is a general a approach that can be used to solve various delay-constrained DAG based optimization problems. A few examples are given below:

- This approach can be easily applied at the software level where the data flow graph (DFG) is a DAG. The nodes of the graph represent computations/instructions that execute on functional units (FUs). Under a dynamic voltage scaling (DVS) model, the
supply voltages of the FUs can change dynamically depending on the delay/energy requirements. Using DAV based optimization and appropriate models of FU delay and energy, the optimal voltages for the FUs that minimize the energy consumption for the entire flow graph (while meeting the timing constraints) can be found and stored in memory. A controller can then read the memory when the program is executing and correctly assign voltages to FUs dynamically to minimize energy.
- In this thesis, DAV based optimization was applied to the problem of minimizing energy consumption and increasing soft-error tolerance. The approach can be straightforwardly applied to the circuit sizing problem without any modifications. Instead of using energy and/or unreliability as the cost function, an estimate of the circuit size (computed using the gate sizes) can be solely used as the cost function to minimize area while meeting timing constraints.
- The DAV approach can be applied to solve the wire sizing and gate sizing problem simultaneously. The wires in a netlist can actually be represented as additional nodes between gates. This is shown in Figure 7.1. Each wire also has associated delays and energies similar to gates. Now, the DAV based optimization can be used to find optimal delay assignments for gates and wires. The optimal gate and wire sizes can be found from the optimal delay assignment by a backward traversal similar to the one described in Section 5.3. Simultaneous gate and wire sizing is likely to become a key optimization in future technologies when local wire delays also become significant.


Figure 7.1. Representation for simultaneous gate and wire sizing

Improvements are also possible to the hierarchical application of DAV based optimization. A few are listed below:

- This work described and compared two different kinds of partitioning schemes viz. min-cut partitioning and topological partitioning. Min-cut partitioning has the advantage that is reduce the number of level-shifters required between partitions, thereby reducing the overhead of level-shifters that is inherent in any multi- $\mathrm{V}_{\mathrm{DD}}$ optimization approach. However, min-cut partitioning imposes constraints on the sizes of the gates on the boundaries of the partitions (see Section 5.6), which might reduce the possible optimization benefits. Topological partitioning doesn't impose constraints on the sizes of the boundary gates but imposes conditions on the partition $\mathrm{V}_{\mathrm{DD}}$ (the $\mathrm{V}_{\mathrm{DD}}$ S have to be increasing in value from POs to PIs) to eliminate the need for level-shifters. This might again reduce the optimization savings. The best way might be to have a partitioning scheme that reduces the number of edges cut between partitions while at the same time ensuring that the partitions can be sorted topologically (i.e. the partition graph is also a DAG).
- In this work, the partitions were generated without directly considering their impact on the energy savings (except trying to reduce the number of edges cut or trying to reduce the size constraints imposed). However, it might be possible to choose the sizes of partitions and the gates included in them in a more power-aware way. For example, in an ALU, the higher order bits have very low switching activity compared to the lower order bits. Hence, it might be a good strategy to cluster the logic corresponding to the higher order bits into one partition and the lower order bits into another. This will allow the inter-partition optimization stage to achieve higher energy savings by slowing down the higher activity partition while speeding up the lower activity partition.
- The mapping of gate delays to gate sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ is a crucial step in DAV based optimization. At the module level (Chapter IV), the best $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\text {th }}$ could be chosen for a module for its delay assignment (using analytical equations), independent of the $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ chosen for other modules. However, at the gate level, the choice of sizes, $\mathrm{V}_{\mathrm{DD}}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ for a gate affects the choices for its predecessor gates. This makes optimal mapping of gate delays to sizes, $\mathrm{V}_{\mathrm{DD}} \mathrm{S}$ and $\mathrm{V}_{\mathrm{th}} \mathrm{S}$ very hard. This work explored two mapping schemes viz. the ELP scheme and the min-size scheme, but finding better schemes can be another research pursuit.


## Appendix A

## Topological Sort of Directed Acyclic Graphs

A topological sort of a DAG, $G(V, E)$, is a numbering of the nodes of the graph in such a way that given any edge $e(u \rightarrow v)$ between nodes $u$ and $v, u$ is less than $v$. After a DAG has been topologically sorted, it is very easy to make forward and reverse traversals over it. A forward traversal can be done by visiting nodes in increasing order of the topological numbering i.e. from node 1 to node $|\mathrm{V}|$. A backward traversal can be done by visiting nodes in decreasing order of the topological numbering i.e. from node $|\mathrm{V}|$ to node 1. A forward traversal is guaranteed to visit a node before visiting any of its successors whereas a backward traversal is guaranteed to visit a node before any of its predecessors. The algorithm for listing nodes in topological order is given in Figure A.1.

```
Algorithm Topsort(G(V,E))
    count \(=1\)
    for each node n in V
        If n has no incoming edges, insert n into queue Q
    end
    while Q is nonempty
        Remove a node n from Q
        topnumber( n ) \(=\) count
        count \(=\) count +1
        for each node m with an edge e from n to m
            Remove edge e from E
            if \(m\) has no other incoming edges, insert \(m\) into \(Q\)
        end
    end
```

Figure A.1. Algorithm for obtaining topological numbering of nodes in a DAG.

## Appendix B

## Power Aware Zero Slack Algorithm

Given a DAG, $G(V, E)$, with delays $D$ and energies $E$ associated with each node, five quantities can be computed for each node as follows:
(i) Early Start Time (EST):

If node n is a primary input (no incoming edges), $\operatorname{EST}(\mathrm{n})=0$.
Otherwise, $\operatorname{EST}(\mathrm{n})=\max (\operatorname{EST}(\mathrm{m})+\mathrm{D}(\mathrm{m}))$ for all nodes m with edges to n .
(ii) Early Finish Time (EFT): For any node n, EFT(n) $=\mathrm{EST}(\mathrm{n})+\mathrm{D}(\mathrm{n})$.
(iii) Late Finish Time (LFT):

If node n is a primary output (no outgoing edges), $\mathrm{LFT}(\mathrm{n})=\max (\mathrm{EFT}(\mathrm{m})$ ) for all nodes $m$ in $V$.

Otherwise, $\operatorname{LFT}(\mathrm{n})=\min (\operatorname{LFT}(\mathrm{m})-\mathrm{D}(\mathrm{m}))$ for all nodes m with edges from n .
(iv) Late Start Time (LST): For any node $n, \operatorname{LST}(n)=\operatorname{LFT}(n)-D(n)$.
(v) Slack: For any node $n, \operatorname{Slack}(n)=\operatorname{LST}(n)-E S T(n)=\operatorname{LFT}(n)-E F T(n)$.

Computation of Early Start Times requires a forward traversal over G while computation of Late Finish Times requires a backward traversal over G. The procedure for computing the above five quantities for a DAG is given in Figure B.1. It uses the topological numbering of the nodes.

## Algorithm Compute Slacks(G(V,E))

for $\mathrm{i}=1$ to $|\mathrm{V}|$
Let n be the node with topological number i
if n has no incoming edges, $\operatorname{EST}(\mathrm{n})=0$
else $\operatorname{EST}(\mathrm{n})=\max (\operatorname{EST}(\mathrm{m})+\mathrm{D}(\mathrm{m}))$ for all nodes m with edges to n $\operatorname{EFT}(\mathrm{n})=\operatorname{EST}(\mathrm{n})+\mathrm{D}(\mathrm{n})$
end
Delay $=\max (E F T(n))$ for all nodes $n$
for $\mathrm{i}=|\mathrm{V}|$ down to 1
Let n be the node with topological number i
if n has no outgoing edges, $\operatorname{LFT}(\mathrm{n})=$ Delay
else $\operatorname{LFT}(\mathrm{n})=\min (\mathrm{LFT}(\mathrm{m})-\mathrm{D}(\mathrm{m}))$ for all nodes m with edges from n
LST(n) = LFT(n)-D(n)
Slack(n) $=\operatorname{LST}(\mathrm{n})-E S T(\mathrm{n})$
end
Figure B.1. Algorithm for computing slacks of nodes in a DAG.

After the slacks have been computed, the algorithm in Figure B. 2 increases the delays of the nodes with non-zero slack until all nodes have zero slack. The nodes are chosen in the order of decreasing energy-slack product.

```
Algorithm Power Aware Zero Slack(G(V,E))
    Compute Slacks(G(V,E))
    while there is a node with non-zero slack
            Select node n that has maximum Energy-Slack product
            D(n) = D(n)+Slack(n)
            Compute Slacks(G(V,E))
    end
```

Figure B.2. Algorithm for removing slacks of nodes in a DAG in a power-aware manner.
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[^0]:    * A power-aware partitioning of the circuit into modules could further improve the results, but that by itself is a very difficult problem to solve and is not handled in this work.

