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SUMMARY

A procurement=-inventory system operating under a prolonged price
increase 1s analyzed. A model that represents such a system is developed.
This system is considered to be a multiple item system, The
system parameters, that is the items' unit costs, carrying costs, ordering
costs, backorder costs, lead times and demands, for each time period from
the present to the planning horizon, are known. The items' salvage values

at the horizon are also known,

| The profit of all items over the planning horizon is selected as
the measure of effectiveness for constructing the model. The policy
decisions for each time pericd are those concerning the items' order
quantities and sale prices. The system has a restricted warehouse space
which creates a constrained optimization problem.

The dynamic programming solution is formulated for both determin-
istic and probabilistic demands. This solution requires great computa-
tional effort, Therefore, an approximate model for which the dynamic
programming solution requires less comput;tion, is developed. A numerical
example shows how the approximate model can be applied and solved.

Some general conclusions which may be stated on the basis of the
findings are the foilowing:

1. Ttem cost increases and ordering cost increases affect the
ordering policy differently than the carrying cost inereases, In order
to minimize the item cost as well as the ordering cost, 1t is necessary

to order in greater quantities and less frequently.



2. In a period, the sale price to be selected for an item is not
necessarily the_price that maximizes the item's revenue in this period.
3. The optimal order quantities calculated using the approximate

‘model are smaller than they would be 1f the exact model were used.

vi



CHAPTER I
INTRODUCTION

The main objectives of this study are to analyze the procurement-
inventory system in an inflationary economy, to develop a model that
represents this situation and to show a solution for this model.

Turing periods of inflation, wage rates and prices of goods and
services are never decreasing. The direct consequences of this faet in
a procurement-inventory system are:

1. .The unit cost of each item, as well as other important costs
of the system, increase from time to time,

2. The sale price of each item has to be increased, at some
moments, by the system.

The unit cost of an item is increased due to the wage increase of
the related labor and to the price increases of the reguired raw materials,
component parts, machines, tools, and overhead.

In a great nﬁmber of the inventory systems studied, there is‘no
mentlon of the items' sale prices, The reason for this is that sale prices
are consldered as constants in tiﬁe and they do not influence optimal
ordering decisions.. In our problem, since some important costs are
increasing with time and the business can exist only if there is profit,
the system has to increase the sale price of individual items intermit-

tently.



Brief Survey of Inflation

About fifteen years ago, the demand-pull theory of inflation was
the only theory that had been developed to explain a general price level
increase in an economy. This theory states that once the economy is
operating at the full~employment level. and the total output becomes flixed,
an excess of total demand will necessarily have the effect of pulling up
the price level, This theory can still be applied to many underdeveloped
countries experiencing inflation today.

After 1956 the American economy began to exhibit peculiar behavior;
employment and output were declining, while at the same time the genefal
price level was rising. Therefore, this inflation could not be explained
by the demand=-pull theory. McConnell1 presents two theories that explain
inflation in the absence of full employment: the cost-push theory and
the structural inflation theory. With respect to cost=push inflation, he
states the following:

Unions have considerable control over wage rates; that is,

they possess considerable market power, Indeed, they have so
much market power that even with a moderate deficiency of total
demand, some unemployment, and some excess industrial capacity,
the stronger unlons can demand and obtaln wage increases. Large
employers, faced now with inereased costs but alsoc in the possesw
sion of considerable market power, push their increased wage
costs and “something extra™ on to consumers by ralsing the prices
of their products. This theory is obviously based on the pre-
sumption that both unions and businesses typically possess some
significant degree of market power and therefore can within limits
manipulate wages and prices independent of overall conditions of
total demand.

Concerning structural inflation, McConnell states the following:

1. C. R. McConnell, Economlics: Principles, Problems and Policies,
McGraw=Hill Book Co.; p. 391.




Briefly stated, the raticnale is based on the fact that for
a number of reasons = a baslic one of which is the market power
of businesses and unions - prices and wages tend to be flexible
upward but inflexible downward. Now let us suppose that total
demand is not excessive; as a matter of fact, let us assume that
it is slightly deficient, resulting in, say, 5 percent unemploy-
ment, Now a rather sharp change in the structure or composition
of ‘this total demand occurs. This structural change in demand
means that prices and wages will rise in those segments of the
economy experiencing an expanding demand. However, because of
their downward stickiness, wages and prices will not fall, or
at least will not fall by much, in those sectors of the economy
witnessing a declining demand. The result is a net increase in
the price and wage levels; that is, inflation will occur.
Remember: This inflation arises despite the fact that there is
less than full employment and the economy is failing to realize
its growth potential.

Problems of Procurement=Inventory Systems in an Inflationary Economy

In an inflationary economy, if we take a good or a service and
examine its price during previous short time intervals, we can observe
that the price increase 1s discontinuous. Sometimes, the good or service
remains at the same price for several intervals before an increase
cccurs, Also, the amount of increase in.price of this good or service
may not be the same at different time intervals. In general, the increase
in price of goods and services dogs not occur at the same time.

As mentioned before, the unit cost of each item in inventory
increases from time to time. Generally, these increases follow and are
proportional either to wage increases for those who produce the good, or
to price increases for raw materials, component parts, machines, tools
and everything else reqﬁired in the production of that good. Also, the
price increases for the raw materials, component parts, machines, tocls,
and overhead, follow and are proportional to the wage increases for other
employees,

If a decision maker is cognizant of the potential wage increases



that unions may cauvse as well as the govermmental economlic policy, he
can predict with certain accuracy, when prices will increase and by what
amount, With this in mind, if the decision maker must erder items and
keep them in inventory in order to satisfy future demands, it will be
cost effective to order an increased quantity of an item Jjust before its
cost increases. However, if the decislion maker orders a greater amount
than usual, he will have more unlits stocked, increasing the inventory
carrying cost. But by ordering in greater quantity, he will order fewsr
times, decreasing the ordering cost. Therefore, a trade-off exists between
the item cest savings, the ordering cost savings and the differential
carrying cost,

We have been discussing the costs of the items for the inventory
system;' At thls point, let us examine the sale prices of these items.
After a cost increase, or at any other moment, the decision maker can
increase the sale price of an item. As a result of this increase in the
sale price, the demand of the item will remain constant or decrease depend=-
ing on the amount the price is increased. 4 decrease in the demand indi~
cates that some consumers cannot meet the increased price until salaries
are Ilncreased as well., Hence this decrease will be temporary; with new
salary lncreases the dem;nd reacts progressively.

It is known that the correction of the purchasing power of the
-salaries and each increase in the price of the goeds or services do not
occur simultaneously., There is a time lapse beiween consecutive salary
increases for the same group of workers. Additionally, the various unions'
salary agragments are approved at differen£ times. For these reascns,

demand reacts progressively.



Therefore, the decision maker often faces the same problem: he
can increase the sale price by an amount that makes him certain the
demand will remain constant, or he can raise the sale price beyond this
point by different amounts and obtain decreased demands.

Bach2 states the following about this subject:

The economy has never been perfectly competitive with prices
and wages responding only to impersonal market forces of supply
and demand. Both wages and prices have long been administered
to varying degrees in different markets., And with nearly all
administered wages and prices there is a margin, large or small,
within which the price is set malnly according to the judgment of
the price setter, If competitive pressures are strong, this
discretionary margin is small; out if the seller has a substantial
monopely position, it may be guite large.

But no seller, no matter how administered his prices, can
long escape the test of the market. He can raise his wage or
price; tut if his price moves far beyond customers' willingness
or ability to buy, he will lose sales., If many prices are moving
up at the same time, widespread sales losses may occcur as prices
across the board begin to outrun consumer incomes.

The Specific Problem

We will study a multiple item, procurement-inventory system. The
sysfem has a warehouse with limited space in which the items are stocked.
The ordering cost, the inventory carrying cest and the backorder costs
of each item in each future time interval over a planning horizon are
known. The unit cost of an item at any time is dependent on its order
quantity. The relationship between order quantity and unit cost of each
item in each future time interval over the horizon are known. All possible
sale prices and thelr related demands are also known for each item in each
future time interval over the horizon, In each time interval where no

change occurs, all the costs are considered to be deterministic parameters.

2. Gs L, Bachy "Inflation in Perspective" published in the book by M. L.
Joseph, N. C, Seeker and G. L. Bach, Economic Analysis and Policy,
Prentice-Hall, Inc., p. 33.




The demands are considered to be either deterministie or stochastie
parameters. When they are stochastlic parameters, their probabllity
distributions are given. The present inventory levels of the items are
known. The salvage prices of the ltems at the horizon are known with
certainty. The lead times of the items at each decision point are also
known with certainty.

Based on the revenue from sales, the item cost, the ordering cost,
the inventory carrying cost and the backorder cost of all items in all
time intervals over the horizon, and the salvage value of all items at
the horizon, ocur objective 1s to maximize the profit, In order to achieve
this purpose, at the decision points during the planning interval the
following pelicy elements must be implemented:

1. If an order is placed at that time, how much to order.

2. If a sale price increase ls warranted, how much should the

price be increased.



CHAPTER I1
LITERATURE SURVEY

The literature that pertains to inventory theory is greatly
diversified. Inventory systems have been classified in many forms. A
criterion for classifying inventory systems is according to the number
of decision points in the system; these systems can be classified as
multiperiod or single period systems. A multiperiod system can be
classified as a dynamie or statlic system, depending on the nature of the
inputs. Static systems can be classified as transactions reporting or
periodic review systems, depending on the type of procedure used to feport
the inventory levels to the declision maker.

We are particularly interested in the multiperlod dynamic inventory
system in which all important costs, the lead time, and the demand are
time variant., Important césts, in this definition, refers te the item
cost, the coest of.placing an order, the cost of carrying a unit in invenm=
tory during a time interval and the cost of a unit short. The variatien
in the process generating demands is considered most in the llterature.

The first work related to dynamic inventory systems is a paper
written by Arrow, Harris and Marschakl. The authors developed a model
assuming that the inventory system will last indefinitely. Also, all

important costs and the probability distribution of the demand will be

3. K. J. Arrow, T. Harris and J. Marschak, "Optimal Inventory Policy,"
Econometrica, Vol. 19, No. 3, pp. 250=272.




the same in each peried. The authors' objective is to minimize a long
run exﬁected cost. Due to extreme generalization in this model, solutions
cannot be obtained in explieit form, except in rare cases. Another model
with a finite number of pericds was shown as a means of approximating

the infinite period model. 1In this other mpdel. both the costs and the
demand distribution were permitted to vary over time. The expression

of this model relates the expected cost of a period with the expected

cost of the preceding period, in a manner similar to the recurrence
relationship of dynamic programming.

Dvoretzky, Kiefer and IrIolJ‘.‘o*..ti'tzLF

-gtudied a dynamic inventory system
where the demand distribution in each period is dependent on the values
of the demand and the orderling quantity of each preéeding period. Their
objective is to minimize the expected cost in the last period. The
principle of dynamic programming is used to solve this model. Even in a
simple example, this model requires a great computational effoert, so that
its use 1s impracticable.

The baslec dynamic inventory model, as shown by Hadley and
WhitinS, represents the inventory system of a single item where some para-
meters vary from time to time, This problem was analyzed for both a

deterministiec and a probabilistic demand. Let us treat first the deter=-

ministic demand preoblem. The cost of placing an order, the inventory

L, A, Dvoretzky, J. Kiefer and J. Wolfowitz, "“The Inventory Problem,"
Bconometrica, Vol. 20, No. 2, pp. 187=222,

5. G. Hadley and T. M. Whitin, Analysis of Inventory Systems, Prentice=-
Hall, Inc., PP. 336"350.




carrying cost, the lead time and the demand are consldered to be time
variants. Their values in each future time interval over the planning
horizon are known. The values of the lead time are assumed to be
deterministic and to be such that orders cannet cross. In other words,
for twoe orders of an ltem the first to arrive will be the first placed.
The item cost 1s considered to be constant in time and 1ts value is known.
The values of the present inventory level and the required inventory level
at the horizon are also known. We have the restriction that the order
quantities must permit a demand £o be satisfied when 1t occurs. The
rroblem is to.éelect the order quantity at each declsion point in order
to minimize the variable cost of all time Interwvals over the horizon. 1In
this model, it 1s assumed that the sale price is constant in time, as is
the cost of the ifem. Therefore a minimization of variable cost will
give the same result as a maximization of profit.

The ngtural tool for solving dynamic models in order to avoid
exhaustive enumeration ls dynamic prbgramming. In the basic model with
deterministic demands, the stages of the dynamic programming type of
problem are the decision points. The decislions in a stage are the possible
amounts of the item to be ordered in this decision point. Since the
ending inventory is specified as well as the beginning inventory, it 1is
possible to use either a forward or a backward reasoning. The states of
a stage are the feasible closing or opening inventory lévels of the respec=
tive period, depending on whether we are working forward or backward.

Wagner and whitin6 developed some simplifications in the computational

6. H. M. Wagner and T. M. Whitin, "“Dynamic Version of the Economic
Lot Size Model," Management Sclence, Vol. 5, No. 1, pp. 89=96.
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procedure of dynamlic programming for this model. These simplifications
yield reductions in the number of states and decisions at each stage, If
a person is going to solve a problem of this type manually, he can save
time and effort by using these simplifications.

In the probabllistic demand case, shortages may occur; a backorder
cost is then introduced in the model. All considerations made for the
deterministic demand case are still valid, unless it is stated to the
contrary. In addition to the parameters mentioned in the deterministic
demand case, the item cost and the backerder cost are now also considered
to be time variants. Their values and the probability distribution of
the demand are alsc known, in each future time interval ever the horizon.
As a matter of fact, the 1tem cost in each future time interval is known
as a dependent wvalue of the order quantity. Due to the stochastic nature
of the process, the inventory_at the horizon cannot be chosen in advance
by the decision maker. It is assumed that all ltems remalning on hand
at the horizon will be sold. The unlt salvage value of each item is
known., The ebjective 1s to minimize the subtraction of the expected
salvage value at the horizon, from the expected variabie cost over the
horizoen of procurement, carrying and backorders.

Dynamic programming can be used in a similar fashion as in the
deterministic demand case, except that on the right hand side of the
recurrence relationship we will have some expected values instead of
determinlstic values. For example, we will have the expected return of
some states of the preceding stage instead of the return of a particuiar
state of the preceding stage.' We have to work bhackward since we only know

the beginning inventory. It is interesting to note that the order quantity
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of the first decision point 1z the only policy variable obtained explice
itly. Each of the oither order guantities is dependent on its own preceding
stochastic demands.

In addition to the baslic system, a great number of studies about
very specific situations can be found in the literature of dynamie inven=
tory systems, There are some works somehow related te the situation that
we are golng to study. The rest of this chapter will be devoted to
presenting these works.

Whitin? studied an inventory system of a single item in two situ-
ations. In the first, the demand will exist indefinitely and it wlll be
the same in all periods. In the second, the demand will exist only in
one period. For both situatlons the demand is a function of the sale
price. In the first case, the item cost, the ordering cost, the inven-
tory carrying cost and the demand curve are known. The demand curve
represents the relation between the sale price and the demand. Using the
search of extreme polnts by caleulus, Whitln derived the optimal sale
price and the optimal order quantity to be used in all periods in order
to maximige the profit. He did net consider the possibility of changes
in the parameters and in the demand curve as the system moves in time,

In the second case, we have a single period problem. The demand is
stochastic and for each priee there is a probabllity distritution of the
demand. The objective is to balance the liguidation loss, when the demand
is smaller than the order quantity, with the goodwill loss plus the profit
loss, when the demand is greater than the.order quantity, 1n order to

obtain the maximum expected profit. Using graphs and the marginal analysis

7. T. M. Whitin, "Inventcry Contrel and Price Theory," Management Science,
Vol, 2, Ne. 1, pp. 61=68.
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of economies, he explained how to obtaln the optimal price and the
optimal quantity.

8 considered two situations similar to the pre-

Wagner and Whitin
ceding ones. However, ihe demand exists for a known number of perieds,
Wagner and Whitin first studied the situatlon where the demand curve, the
production cost function, the inventory carrying cost and the ordering
cost are constant in time. By means of a three-dimensional graph and
marginal analysis, they showed how to obtain the optimal level of sales
and the optimal order quantity. Next, they presented a situatlien where

the demand curve and all the costs vary over time. First, they found
the marginal cost gpd revenue curves for each period. The possibilities
of production during ﬁhe periods were then énumerated. For each possibi-
lity, they constructed the aggregate marginal cost and revenue curves
.taking inte consideration the inventory carrying costs. The optimal out=
put level is at the junction foint of these curves. With this output
level, Wagner and Whitln returned to the marginal cost and revenue curves
and found the demand and the order quantity te be chosen for sach peried.
Having these values and the ordering costs, they calculated the profit
related to each possibility of production. Finally, the values that
yield'the maximum profit, constitute the optimal sclution.

Fabian, Fisher, Sasieni and Yarden19 analjzed the problem of a

cbmpany that uses a raw material, the price of which is subject to

8. H. M. Wagner and T. M. Whitin, "Dynamic Problems in the Theory of
the Firm," Naval Research Logistics Quarterly, Vol. 5, No. 1,
PP. 53=7h.

9. T. Fabian, J. L. Fisher, M, W, Sasieni and A. Yardenl, “Purchasing
Raw Material on a Fluctuating Market," Operations Research, Vol. 7,
NO. l’ PP. 107-122.
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considerable fluctuation. The analysis was made for only one item., At

the decision point, the company knows the existing inventory, the current
market price, the cost of holding inventory, the coét of shortage and

for each period until the horizon, the probability density functlons

for the price and the requirement of the raw materlal. The declision
problem is the timing of the purchaSes and the decision of how much to
purchase when the time arises, in order to balance purchasing cests, inven=
tory costs and shortage costs. They developed a dynamic programming model
and its analytic solution.

10 solved the warehousing problem by dynamic

Bellman and Dreyfus
programming. This problem can be explained in the following way: gilven
a warehouse with fixed capacity and an initial stock of a certain product
which is subject to known seasonal price and cost variations, find the
optimal pattern of purchasing, storage and sales, in order to maximize
the profit. In this problem, the idéa is 1o uy the product at minimum
cost and to keep it in inventory until it can be sold at a maximum price.
The anthors assumed that the market was unlimited. They did noet consider
the inventory car:ying cost and the ordering cost.

Eastmantl

solved this l;st problem for the multi-commodity case.
The warehousing problem requires the determination of a sequence of tuy
and sell decislons at discrete ﬁoints in time. By equating points in
time and peints in space, Eastman identified this problem with a special

case of the shortest-route problem. He considered the inventory carrying

'10. R. E. Bellman and S. E. Dreyfus, Applied Dynamic Programming,
Princeton University Press, pp. 125-131

i1l. W. L. Bastman, “A Note on the Multi-Commodity Warehouse Problem,™
Management Science, Vol. 5, No. 3, pp. 327=331.



14

cost in his model.

Naddor12

presented the problem of inventory systems in which the
cost of the commodity being replenished is expected to change., There

was only one cost change and, therefore, only one decision point. He knew
the present cost, the cost change, and the time at which this change would
occur., He alsc knew the cost of placing an order, the cost of carrying
one unit in inventory during a period, and the demand in each peried.

He treated the demand as determin%stic. The general approach to the
development of the approrriate model was to compare the cost of not taking
advantage of the anticipated cost change with the cost of purchasing an
increased amount just before the cost change. The increased amount which
maximizes the difference between these ocosts, glves the optimal solution.
Naddor sclved this problem for both a deterministic cest and a probabllis-
tic cost change.

Ball13 studied a specific situation of an inventory system in
which the firm has menopoly of the product. Its sale price is inversely
related to the amount delivered to the market. If the product is not sent
to the market it will have only salvage value. The demand is variable,

If the number of products delivered is not sufficient to satisfy the
demand, an emergency shipment entalling a higher ordering cost must be
made. The firm has no control over the rate of arrivals into inventory

and it seeks to minimize its expected losses over a distant horizon.

12. E. Naddor, Inventory Systems, John Wiley and Sons, Inc., pp. 96=102.

13. D, Bell, "An Inverse Warehousing'Problem for Imperfect Markets,"“
Management Science, Vol. 14, No. 9, pp. 536=542,
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CHAPTER III
DEVELOPMENT OF THE MODEL

The model that we are going to develop represents a procurement-
inventory system in an inflationary economy. Sincelthe prices of goods
and services are always rising, the important costs of this system will
be rising too. As a consequence, the sale prices of the products in the
system will have to be raised occasionélly. The decision maker is facing
a dynamic type of problem. Tt is dynamic in the sense that the best
decision to be taken at a decision point will seldom be the same as the
decision made at the vreceding peint, This is because some of the para=
meters of the system have different values from one decision point to

another,

Description of the System

The system that we are studying centains a warehouse where items
are stored in order to meet future demands. The warehouse may be connec-
ted to a plant. In this case, the item cost will be its production cost.
The warehouse may be a separate entity; then the item cost will be its
purchase price.

The warehouse has a maximum capacity which limits the number of
items' units that can be stored at one time. A unit of each item occupies
a different amount of warehouse space. We know the warehouse capacity
and the space occupied by a unit of each item.

The parameters of.the system are the unit costs, the inventory

carrying costs, the ordering costs, the backorder costs, the lead times
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and the demands, for all items. As in the basic dynamic model, the
parameters will have time dependent values, Our model differs from the
basic model in that in addition to being a multiple item model, it
considers the sale prices of the items as forming a second group of
decision variables, and the demands are dependent on these sale prices.
Therefore, the order gquantitles and the sale prices must cause the
maximum profit over the horizon by balancing the revenue from sales,
including the one at the horizon; the cost of the items; the holding cost;
the ordering cost and the backorder cost.

Another difference between the two models is that we have a cons=-
traint 1limiting the space destined to store the items. Thls constraint
was included based on the fact that if a decislon maker knows about a
future cost increase of an item, and if the savings obtained by ordering
more units.at a lower cost compensates the consequent changes in £he
other costs,then he will order the maximum profitable amount, Depending
on the situation, thils amount is far beyond the capability of the system
to store it.

We can suppose that the system has either been in existence for
some time in the past or that it is starting to operate now. Basically,
the reasoning 1s the same for both cases.l In the first case, we will
probably have a positive inventory level entering our planning interval.
However, we have to point out that the decisions taken in the past cannot
be accounted for in our model since these decisions, good or bad, can no
longer be changed.

The decision maker can somehow predict the changes in the para-

netera of the ltems that will occur from the present moment until the
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planning herizon. The changes in all the costs are predicted in a deter=-
ministic way. The demands of the items in each future time period until
the horizon are predicted using either deterministic values or probability
distributions. The planning horizon will be the end of the last time
period where all values of the parameters of the items, including their
salvage values, can still be predicted.

The unit cost of an item in any time perled is dependent_on its
order guantity. This dependence may not be linear. In practice it 1s
shown In the quantity discount structures. There will be a quantity

discount structure for each time period where no change in this dependence

occurs. In this structure the possible order quantities are divided into
intervals; For each quantity interval there is a different unit cost.

Of course, as the quantity increases, so that it moves from one linterval
to another, the unit cost will decrease. We will ﬁssume that the discount
given in each interval 1s for all units ordered and not only for the uniis
inthat interval. This type of discount is usuwally called an "all units
discount",

We stated before that the unit cost of each item increases from
time to time. We need to clarify that the unit costs of an item, corres-
ponding to the gquantity intervals, wlll all be increased at the same
moment, and these simultanecus lncreases will occur fiom time to time.

We also stated that the decision maker can predict the changes in the
parameters of the items. BSpecifically, the changes in the unit costs are
prédicted in a deterministic way. We also need to clarify that the
decisicn maker will predict the-changes in the quantity discount struce
tures of each item, and for each quantity interval of an item in a time

peried, the unit cost is predicted in a deterministic way.
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The sale price and the demand of an item in a time peried are
related by a demand curve. Desplte the classical name “demand curve,"
in reality we do not have a curve between them. Both are discrete
varigbles; their correspondence is such that all prices in a price inter-
val will yleld the same demand. Since we are ultimately tryling to
maximize profits, we will choose in each price interval the maximum price
that yields the demand of this interval, Therefore, we will have a one=
to=one correspondence between maximum prices of the intervals and |
demands, i.e., for each maximum price only one demand will correspond
and vice;versa. It is possible to construct a table for an item in a
time peried showing these pairs of values, and the decision maker will
have to decide which pair to select from the table.
| In the last paragraph, we talked aboul the demand as a determine
istic value, If we treat it as probabilistie, for the maximum price of
each interval we will have a probabllity distribution of the demand. In
this situation, the decision maker will still have to choose a price
among some selectgd valuesrinstead of among all possible prices. ‘Hdwever,
assocliated with each cholce there will be a probabllity distritution of
the demﬁnd.

As mentioned in the first chapter, the decision maker can increase
the sale price of an item at any moment by an amount that makes him
certain the demand will remain constant, or he can raise the sale price
beyond this point by different amounts and obtéin decreased deménds. Ve
also mentioned that this decrease in demand will be temporary; with new

salary lncreases, the demand reacts progressively. All these facts are
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expressed when the decision maker constructs tables of correspondence
between sale price and demand of an item in a time interval. If we
examine the tables of an item, we will verify that in any two consecutive
time intervals for a fixed sale price the demand 1s increasing or re-
acting, as we sald before. We will also verify that for a constant demand
the sale price will never be decreasing.

The iead times of the items may be treated either as deterministic
or as probabllistic values. This investigation will only consider situa-
tions where lead time is treated as a deterministlic value, From one
decision point to another, it is possible 1o have different values for
the lead time of an item, btut there is an assumption that they are such
that orders cannot cross., A resuit of this assumption is that we are
certaln that noc orders of an item placed in the past will arrive after
an order of this ltem placed during our planning interval has arrived.

A set of decision points will be chosen to guarantee no change in
the tables relating unit cost and order guantity, and ne change in the
ordering costs of items between two consecutive decision points. After
obtaining the arrival times of the items' orders, by adding the decision
times to the respective lead times, the decision points also guarantee
no change in the inventory carrying cost, the backorder costs and the
demand curve of an item, during any linterval between two consecutive
arrival times of this item. All this can be accomplished by chosing
convenient small time intervals between the decision points so that all
'changes will occur at the decision points or at the arrival times.

Nete that nelther the decision points nor the arrival times need

to be equally spaced. A period of an item is the time interval between



20

two consecutive orders' arrivals of this item. Note that the periods of
an item do not necessarily have the same value. Note also that the pericds
of different items related to the arrivals of orders that were placed in
the same two decision points, are not necessarily coincident. Further=
more, due to the differences in the items' lead times in.a decision point,
decisions for all ltems in the last decision peints may not be required.
If such decisions were required, some orders might arrive after the plan-
ning horizon, Of course, it is possible to place an order for at least
one item at the last decision point and thils order will arrive before the
horizon, Also, at least the order placed in the first decision point for
each item, will arrive before the horizon.

In reality, if no item becomes obsoclete at the horizen and the
system continues to exlst after this time, there will he decislons for
all items in the last decision points. Nevertheless, with the forecast
of the items' parameters that we now have, it is only possible to plan
for this horizon, even if for some items we know parameter values beyond
this point. It is guite probable that after solving this model, only
the decisiens of the first decision points will be used. After some
time, with new forecasts, better knowledge of the future will be obtained,
and with data fepresenting the new situation the model.will be solved
again.

In the case where the system continues to exist aé it is now
after the horizon, the salvage value, in spite of its name, does not
represent the price at which the item wlll be discarded at the horizon,
sincé no upits wlll be discarded. In this case, a_minimum value of the

salvage value can be the item's cost at the last decislon point at which
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an order for it was placed.

Model with Deterministic Demands

First, let us construct a model for the case where the items'
demands, in addition to all the costs in each time interval where no change
- occurs, are considered to be deterministic values. In this model, instead
of using a backorder cost, we will assume that the decision maker wants
no item to be out of stock when a2 demand for it occurs.

We will find that there are n times Up sUogesesly during our planning
periocd that satisfy the conditions imposed on the decision points. The
time u (u::un) satisfies the requirement for a planning horizon. We have

m items in the system, The lead time of an order of item i placed at the

decision point uj will be v3 and the correspondent arrival time will be
t%=u-+vi. Note that v: isadeterministic value, but the lead time of

J J J J
an item is permitted to vary from one decision point to another, For

the first decislion point u;, we will have m lead times: v%,v%,...,v?,

which create the arrival times: t%,ti....gt?. All these arrival times
are smaller than the horizon. As we mentloned before, in some decision
points excluding the first, i1t will probably not be possible to place

orders for all items. An order fof item 1 can only be placed until the

decision point u because the orders' arrival times for this item placed

n,?
1

in this peint and in its éuccessor, bave the followlng relationship with
the horizon: t%i< u<‘trili 41+ Recall that we made the assumption that the
orders cannot cross. We shall point out that, even when it 1s possible

to place an order for an item in a decision point, it may not he profite

able to do so, and the order will not be placed. From the preceding

explanations, it becomes apparent that n is equal to the maximum ny for
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all i.

The order quantity of iltem i1 to be placed at the decision point
U j will be called QE. The unit cost, as a function of the order gquantity,
and the cost of placing an order of item 1 at the decision point U5 will
e C%(Q%) and A%. respectively. We shall remember that C%(Q%) and A%
aré deterministic values, tut the unit cost for a fixed order quantity,
and the ordering cost of an item are allowed to vary with j.

We shall define the period j of item 1 as the iine from t% to
t1,15 1t is represented by T3=t3,;~t}. Suppose that t3, 417, for all i.
Note that there are n; perlods for ltem i. Note also that the order
quantity Q§ #ill arrive at the beginning of period j, since its arrival

time is t%. Let L' be the unit salvage value of item i at the horizoen.

J
The inventory carrying cost of item 1 in period j will be Hé. The demand
of an item in a perlod will e a function of the chosen sale price. If

1
J
demand will be D%(P%). It will be recalled that H%, and the pairs of Pé

we call the sale price of item 1 in periocd j P theh the associated

and DE(PE) are deterministic values. However, the inventory carrying
cost, and the pairs of the sale price and the correspondent demand of an
item may vary from one period to the next. Let I% be the opening inven-
tory level of item 1 in period j, before the arrival of the order expected
for thls period, and considering only the inventory on hand. This level
is the same closing inventory level of the preceding period. Hence the
material balance equation for item i in perlod j is: I§+1= §+Q§-D§(P%).
The values of I%.I%,...,IT are known deterministic values. Consider

I%i+l as the inventory on hand of item i1 at time u. This inventory will

'be sold at the unit salvage value of item 1. For the deterministic demand
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situation, the fact that the decision maker requires that all units of
the items at the horizon be seld, implies that the inventories on hand
of the items at this time may vary. It can be possiblg that the decision
maker, instead of requiring that all units of the i{ems at the horizoen
be sold, will stipulate an inventory level for each item at this time,
il.e., the value of 1§1+1 for each i1 will be fixed.

The demand rate of item i1 in peried j will be written d%(P%,t).
Observe that the demand rate is a functlon of time, as well as a funetion
of the sale price. The demand of item i in peried j is related to this

demand rate in the following way!

i

t

i, 4, L 1.1

Dj(Pj) —jt% dj(Pj,t) dt (1)
J ,

Since the demand is a function of the sale price, then the demand rate
will be too. The demand of item 1 from the beginning of period j until

any time t within this period, will be given by

Yoy
5 dj(PJ,y) dy
t;

Since the inventory on hand of an item at the beginning of a period
is equal to its opening inventory in this period plus its order quantity
expected for this period, then the inventory on hand of item 1 at any time

t within period j will he

1
i i i
Ij + Qj -hthi dj(Péry) dy
J
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If we call T% the average inventory on hand of item 1 durlng peried j,

1 t
j SEETE ) MR
J J
t t
1
+ Q5 - —fj J* jti a5(Pl,y) dy dt (2)
3

Therefore the inventory carrying cost of item i in peried j will be

t
i=1_ .4 J+1 1,5
Hj i Hj IJ + Qj ;EHJ\ bjﬁtg dj(PE,y) dy @t]

If we apply the material balance equatlion, we obtain

we will have

—i
I3

Sh

i _ 1.1 i i 1+l
Hy T3 = Hy I3 + Hj [ (P ) - dj(PJ,y) dy dt

The tarm ﬁ% I§+1 is the inventory carrying cost in period J for
those units of ltem i carried into period j+l. The other term in the
expression abeove represents the cost of carrylng DE(P%) units of item i,
each one during a different time period smaller than period j. This is
explained because these units will be demanded at different points within
this period. In the basic dynamic model mentioned before, this last
carrying cost was not included in the cost expression that was going to
be minimized. The reason for this was that thls cost is independent of
the order quantities and it cannot be avoided, since the D3(P}) units of
item 1 demanded in perlod-j must be on hand at the beginning of this

period. However in our case, since the demand is a function of the sale
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price, this part of the carrying cost must be considered. For differgnt
sale prices we will have different demands and different demand rates,
and-therefore, different values for this term.

The decisions to be made concerning the order guantities and thé
sale prices of item i, will have no influence over the inventory carrying
costs incurred from the first decision point u; until the related arrival
time t%. Since these costs are independent of Q§ and Pﬁ. ithey need not
be included 1n the carrying cost expression of this item. The only
carrying costs of item i that are relevant are those incurred between
ti and u, or in cther words, those incurred in the perieds of this item.
Remember that:

0 o= t% = (U - tii) +-(tii - t%fl) t e (t% - ti) = Tii + Tii_l+ —_— Ti
Therefore, the inventory carrying cost of all items in their periods will

be the ecarrying cost to appear in our model:

J+l
z Z : I + Q5 jti &(ly) ay dt]

i=1 j=1

The. cost of the items to be ordered during the planning peried is

PRI T

i=1 j=1

The ordering cost of these items is

) i
il
Z A3 B3

=1 =1
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i i i i ,
where 33 =0, if Q3 = 0; and Ry =1, 1f Q;>>0. Analogous to the inventory
carrying costs, the revenue from sales of an item in our interest are those
incurred in the periods of this item., The decisions to be found for an

item will not influence the revenue obtained before the first period of

this item. The revenue from sales of all items in their perlods is

3

P5 D3(P3)
i=l j=t '

mn n
The salvage value of all items left over at the horizon is

m

i i
Z L Ini'i'l

i=l

Calling G the profit of all items, we obtain the expression of

our model with deterministic parameters:

n-
- i 1,3 i i, i i i i i i
G ’Z ; {Pa’ D3(P3) = Q5 C5(Qy) - A5 Ry = K; [Ij * Q-

i=l
1 - t '
J+l i i i 4
- i i 435(F5y) dy dé] *L Ina (3)
TS J ot £y

Note that the expression inside the exterior set of parentheses repre-
sents the contribuﬂion of item i to the profit, Our objective is to
maximize the profit G by making decisions about the sale prices and the
order quantities of the items in their periods. This maximization is
subject to the following groups of constraints.
1. The non-negativity constraints of the order quantities:
i

Q-

JPO,ﬁri=l£““m,mdj=lﬂpumi
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2. The no stockout constraints of the items in their perilods:
1t + o) =oi(Ph), for 1 =1,2,000m, and § = 1,240000m

3. The last group of censtraints are due to the restricted ware~
house space. Let us call wl the space occupied by one unit of item 1
in cubie units, and W the warehouse capacity also in cubic units. The
most probable tlimes at which the warehouse capacity could be exceeded
are the arrival times of orders of the items, If we are sure that at
these times thls constraint is not vioclated then 1t will never be violated.

Imagine that at time té' an order of item i' will arrive. Time té. is the
beginning of period j' of this item. At this same moment, each of the
other 1tems will be within one of their pefiods. Let us call j; the period
in which item 1 will be when the system is at time t%:. Note that the
value of j; may vary as i varies, what means that different items may be

in periods of different numbers at time-ti:. Different items may also

be at different peints within their periods. One may be near the begine
ning of its period while other may be near the end. By coincidence,
another may even be at the beginning peint of a period as item i' is.

_ .
Then the inventory on hand of item 1 at time t;. will be

t1,

i i ' 4,4

Iji + QJ:L - tj: djj_(Pji’t) dt
Ji

Hence the warehouse capacity constraints are

i'
3
i i i 34,1
I5 + Q% = dy (Ps ,t) dt| S ¥ b
1§=1:“ (15, + &, jtéi P a] < )

for 1' = l|2,--o|m and jll = 1,2,.--.nilo Observe in the summation tha.t
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one of the values that 1 will take is i', In this case ji" will be
the same J'.

Some simplifications will be obtained in this model if we assume
that the demand rate of an item at any peried is a value independent of
the time within the period. It will be called dg(Pg). In this situation
the demand of item i1 in period j from (l)l’"‘L will be given by b%(P%) =
= d;(Pﬁ) Té. Observe that with this assum§£ion the demand is a linear
function of the time. The average inventory on hand of item i during

period j from (2) will be

irply 71 1,4
S, g a3(P3) T3 Ay Dy(Py)
It B - I -

Therefore, the total profit from (3) will become

m Ts
54,4 i 04,4 i1 i 14 Dﬁ(P%)
G = ' PJDJ(PJ')'QJ'CJ'(QJ')'AJ'RJ"HJ'[J+Qj' JJ +
= A\FE | 2
1.3 ;
+ 10 Ina (5)

- The constraints due to the warehouse capacity from (4#) will be modified

too. They willl now be given by

! m .
E 1 ].4 i 1,4 it i
: . = d : ., = 1= SW.o-
=i Big * 9y - 455y [ J’ Jj. sV ©)

for i' = 1|2|o|o|m’ and j' =l’2|o--’ni,-

2

14, Number in parentheses refers to an expression already shown.
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Model with Probabillstic Demands

The nodel that we are going to develop in this section considers
item demand as probablilistic. All the costs in each time period in
which no change occurs are stlll treated as deterministic values,

When the demand for an item cannot be satisfied by the system due
to shortage of this item it is assumed that backorders occur., However
the system will incur an extra cost. The cost of a backorder has two
components. One 1s a fixed cost and the other is properticnal to the
length of time for which the backorder exlsts.

As before, the decision points will be called uj,usy...u,. By
changing the origin in the time scale it 1s advisable to make u; = 0.
The planning horizon will be time u. There are m ltems in the system.
The lead time of an order of item i placed at the decision point uj will
be called v%, and the corresponding arrival time: t% = U + v%. The
lead times of an ltem are such that orders cannot cross. The last
decision point at which an order of item_i can be placed so that it will
arrive before the horizon, will be Up, . We know that at least the order
placed in the first decision point for any item, will arrive before the
horizen, Period j of item i will be the time between the arrival time;
t} and t% 413 it will be represented by T% =3y - t}. Assume that
tg,+#1= Uy for all i, Observe that there are ny periods for item i.

The order gquantity of item 1 to be ordered at the decision point
uy will be called Q%. This order quantity will arrive at the beginning
of peried j. The unit cost as a function of the order gquantity, and the
ordering cost of item 1 at the declsion point u. will be denoted by

J
C%(Q}) and A%, respectively. The unit salvage value of item i at the
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horizon will be Li. Al1]l units left over at the horizon will be sold at
this price. The holding cost of item 1 in period J will be written H%.
i

The fixed cost of a backorder of item 1 incurred in period j will be Kj
and the cost of a unit year of shortage will be called J%. Suppese P% will
be the sale price of item i1 to be chosen for period j. The demand of item
i during period j will be a function of the chosen sale price; it will be
written D%(P%). However, for a fixed value of P%, Dé(Pé) is now a random
variable following a probability distribution function. The expected value
of this variable will be represented hy‘ﬁé(Pé). The decision-maker knows
the demand distribution for each sale price of an item in a period.

Different from its meaning in the deterministic demand case, I§
nowrrepresents the inventory position of item i at the decision point uj
rrior to placing an order of this item. Inventory position means the
amount on hand plus the amount on order minus the backorders. The values
of I% are known for all 1. Because of the stochastic demands of thé
items in each period, the ending inventories at time u cannot be stipu-
lated.

The.expected demand rate of item i in period j will he denote& by
ag(Pﬁ)._ Observe that we consider the expected demand rate of an item
in a period as a function of the sale price only. It will not be a

function of the time within the period. Therefore the expected demand

of item 1 in peried j will be
aloniy Al iy wi
D.(Py) = di(Ps) T
s = ayeh ot

Since the expected demand of each item in each of its periods will be
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predicted, the expected demand rates of the items in their periods will
automatically be predicted too. We then know the expected demand rates
of item i for the time interval from its first period teo its last period,
that is to say from time ti io time u., It will also be necessary to

predict the expected demand rates for the interval from time Uy to time

i
tl.

each of which the expected demand rate can be considered constant, This

This interval will be divided in a certain number of periods, in

number of.periods is called qqe Observe that for different items these
periods may be completely different, and even the number of them may be
different. The first of these periods of item i, the one beginning at
time up, will be called period =-g;; the following ﬁill be called period
-(qi-l), until the last period which ends at time tl and it will be called
period -i. The beginnlng of period =k of item 1 will be called time
x* Of-course tiqi = uj. Period =k of item 1 will be represented by
Tik = ti(k-lg*' tik. The expected demand rate of item i in period =k
will be called aik. |

At this point, the same reasoning used by Hadley and Whitin15 will
be applied In order to obtain the mean demand rate of an item in the time
interval from a decision point to any time within a certain period of
this itém;' The order for this item which was placed at that deelsion

point arrives at the beginning of this period. First pick twe consecutive

The lead times of the orders

i
jHi

is within period -k

decision points, for example, uj and uj+1‘

of item 1 placed at these declsion points are v% and v which create

the arrival times % and t%

R 410 The decision peint u.

J

15. G. Hadley and T. M. Whitin, “A Family of Dynamiec Inventory Models,"
Wanagement Science, Vol. 8, No. 4, pp. 458-469,
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of item 1. The expected demand of item i from time ujy to time t3+l

is given by

. . 1 .
&ik [ti(k.l) - uqJ + i(k-l) T-(k-l) + see + &il T + i(Pi) Ti +

1 1oty i
=) Ty * 3B T

+ vae +&§_1(Pi
If we divide the expected demand shown above by (t§+1 - uj), we will
obﬁain Ei. This value represents the mean rate of demand of item 1
which if maintained constant from time uj to time t§+1 would yield a
probability distrimition for the demand identical to the distribution
obtained by the time varying rate of this item over the interval. Note
that E% is dependent on the sale prices of item 1 for periods 1 through‘j.

Using the same situation just explalned, suppose now that time t
is a time within perioed j of item 1. Similarly we will define Ei hy the

following relationship:

N 1 i i
t -u, T T, i
_d_-i' = a‘ik -(k-l) J + ai(k-l) —-——-—-——-(k l) + see + a.j_-l 1 + ai(Pi) L +
t-uj t-Uj t-uj t-uj

i i
. T . t -t
e+ L@ I dlel)
t - UJ t - uj

Unfortunately, as we vary i within period j the value of Ei varies too.
-~

We shall assume that the wvalue of dj may be used over the whole period j.

In the same way in whiech the cited authors defended this assumption, we

will write that if uj and u, . are chosen to be sufficiently close together,

jHl
then we will have a good enough approximation. Then, the expected demand
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of item 1 from time uj 1o any time 1 within period j will be given Ty
Ei_]f (t = u;). Let us define by p [x; -E[ﬁ (t = uj)] the probebility that
x units of item i will he demanded in the interval from the decision
point uj to any time t within peried J.

The inventory position of item i at time ujy after any order is
placed will be Ii + Qé. Observe that all units on order of item i at

J
the decision point ujy prior to placing the order quantity Q%, must
arrive before this order quantity, in other words before the beginning
of period j of item 1. This happens because we made the assumption that
the orders cannot cross. Therefore, if x units of item i were demanded
from time usj to a time t within period j, then the inventory on hand of
this ltem at time t will be equal to Ié + Q% - Xy if xSQIg + Q%; and equal
to zero, if x:>1§ + Q%. Alse, the number of backorders of this item at
time t will be equal to zero, if x5§1§ + Q%; and equal to X = Ig - Q%,
if x:>I§ + Q%. The expected inventory on hand of item i at any time t
within period J will be |
Z (13 + Qi- -x)p [x; 53 (t - uj)] (7)

x=0

The expected cost of carrying inventory of item i in its period j is

then
i Treqt
e A J
-% J+l (Ii.+Qi-x)p[x;d (t-u):]dt=
s )t} x=0 J
jvY 3
L1
Hlj' 341 Qo
= -l I% + Q% di (t = u:) + {(x - 1% - Q%) p[%, d: (t - u
T} t3 g R gt J J J
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S T | i, =t J o1 i i
Hj [#j + Qj + dj uj = —5 (tj+l +t ) + — i J(I + QJ, tJ+l' t i
J
where
i Q0
i 4 i L1 i, . J+l i
Bi(I% + Qyy tiq, t3) = E: (x-I Q)p[x .(t-u-)]dt
JRI TR A 11 =tia J J
J J3
Observe that
o
E i i ! _
(x'Ij"Qj)P[x’ dj (t uJ):] (8)
X1 +HQ L

J I
is the expected number of backorders of item i standing on the books at a
time t within period j. Therefore B%(I% + Q%, t§+l,'t§) is the expected
unit years of shortage of item i incurred in period j.

As in the deterministic demand case, the decisions to be made
concerning the order quantities and the sale prices of item i, will have
no influence over the inventory carrylng costs incurred from the first
decision point Uy until the related arrival time t%. Then, these costs
need not be included in the carrying cost expression of thls item. The
only relevant carrying costs of item 1 are those incurred between ti and
u, Hence, the expected inventory carrying cost of item 1 to appear in our
model will e

zgj ‘
L1 i i al

.+ Q% + ;-
Hj IJ QJ dj uJ

J=l

N et

(t?]:'l'l + t%) + —"I J(I + QJ' t3+l! t )]

The expected number of backorders of item 1 incurred during period

J is equal to the difference between the expected numbers of backorders
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i .
of this item at the times tj+1 and té. Hence, the expected number of back-

orders of item i incurred during period Jj is given by

9.0)
1,1 i i i, i i -1 i
E5(I3 + Q5» tie1r t3) = AT (x = I3 = Q) P[%; dj (tja - uji] -
x=L5+Q5
Qo
A  LL I
o0
= X = I% =@ plx; 4 t: - U,
( 3 3) [—3(.13"'1 J)]
x—Ij+Qj+l .

- R B
p[x, dj (tj_, ujJ

The expected backorder cost of item i for period j will be written

i 1,1 1
(I + Q J+l’ t ) + Ky B £t (1 + Q3 tins t3)

With the same reasoning used for the carrying cost, we can conclude that
the only relevant backorder costs of item i are those incurred between
ti and u. Thus, the expected backorder costs of item i to appear in the

model will e

1 .1 i
z [JJ BJ(I + QJ, t‘]-l-l’ ts ) + K (I + Q5 typ tj):l

The cost of item i and of its order during the planning peried is

Z[Q ey} + 4 3]

J=1
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where R§ = 0, if Q} = 0; and Bij =1, if Q§>0.
The revenues from sales of item 1 in cur interest are also those
incurred from time t% to time u. A change in the sale price of an item
is possible hetween the annotation of a backorder of this item and the
time at which the backorder 1s satisfied. It will be assumed that the
sale price of a backordered item will be the price when the respective
demand occurred. fhis assumption 1s quite reasonable because, if the
customer knows that by backordering he may have to purchase the item at
a higher price while he can uy now elsewhere at the present price, then
he will never place a backorder, If there were no backorders of item i
standing on the books at the horizon, then the expected revenue from
sales of this item would be 3%1 Pé ﬁ%(P%). However, there is a chance
of having some backorders of ggis ltem at the horizon, and then not all
of its demands will be satisfied by the horizon. The part of the shown
expected revenue thaf corresponds to these unsatisfied demands must be
subtracted. Since the expected number of backorders of item i on the
books at the horizon can be obtained by (8) and aceepti?g P%i as a good
representation of the price that these unsatisfied demands would have

bought this item, then the expectedirevenué from sales of item i will be

:;j >
1,i,4. .4 Z 1 1 1
- Py D5(P5) - P, - +Qi " (x = I, = Qni) P %; dn, (u uni:l
Ny M3
We referred to P;i as being an approximation because it may be possitble
that some of the backorders at the herlzon will net come from the last

period. However, because a backorder will centinue tec exist during the

next period only if the order quantity which has just arrived is not
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sufficient to satisfy all backorders at thls time, there is a great
probability that all backorders at the herizon will originate from demands
of the last period.
The expected salvage value of item i at the horizon will be
i,nd
Il’l +Q‘ni
N 2 1 1 -4
L (In, + 9, = x) p(x; 4y (u=u,)
n n
=0 i i i i
Observe that as it is shown by (7}, the summation represents the expected
inventory on hand of item 1 at the horizon.,

If we eall z% the demand ef item i from the decislon point us

J
to the other declisien point Uipe then the material balance equation of
item i for these decision peoints will e I§+1 = IE + Q% - z%. The

i . 1, =
- probability that 25 units will be demanded is p[%j, bj (uj+l - ujﬂ '

where bj is the mean demand rate of item 1 in the tlme interval from

o

time U3 to time uj+l' The determination of b% is analogous toc the

determination of E%. The difference is that Eg is related to the time
from uy to gy and Eé is related to the time from uj to t§+l° If
we assign a value for the demand of item i in each time period between
twe consecutive declsion points, then we will obtaln a set of demands
for this item. ©Since item 1 will use only the ny first declisien peints,
there will be ny~1 values in its set of demands. The probability that

’ 1

a glven set of item i, represented by zl,z%,...,z;i_l, will oceour is

given by
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Observe that for a given set of demands of item 1 the velues of I%,I%,...,

i
I
1

become functions of the order quantities enly.

The sum of the products of a sel's probability and the item profit
related to thils set, for all possible sets of demands for item i; is the
expected profit of item i. Finally, calling G the expected profit of

all items, we write the expression of our medel with probabllistic demands:

m n.=1l
-
=Z Z:i || p[z-' bs (u. —u.] .
[ (alzizo (a0 LY AE
_l 2|--,l
1 i, 4 1 i1 1 %5 .1
- PiDj(P) Q5 C (Qj) - Ay R -H] I:Ij+Qj+dj ujy = : (tJ.+1+
; B 444 4oy i i 4.1 1 .1 4
- J LY BE(T: + Qh, te Ly -kt el St :
+tj):,- (:P_i_+ J3) B3(I3 + Q3 tyenr t3) = K3 B3(I5 + Q3 thg ty) o+
3 .
Lot
i

Q0
— i
+ 1l ;Z (Ij'li+Qii-x) p,:x; d-nii (u-uni)J -Pni _jz'i (x =

x=I ni+Qn if#l

In, = %,) p[x; E,ili (u - uniﬂ | (9)

Note that the expression inside the exterior set of lrackets represents
the contribution of item i for the expected profit. If the probabilities
Pl x3 Eg (t - uj):| for each t within period j are assumed to be Poisson

probabilities, then the expressions containing them as BE(IE + Qé, t§+l' t;)

i, 1 i i i
and EJ-(Ij + Qj, tj+l’ tj) can be transformed using some properties of the
Poisson distribution. These transformations are well accepted because

the Poisson distribution 1s a good representation of the real world demand
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distritution. They also have the advantage that the expressions come
ready to be evaluated needing only the values of thg parameters. An
expression similar to Bg(lg + Q%, t§+l' t%) when the demands are assumed
to be Poisson distributed can be found in Hadley and Whitin's booklé.

Our objective is to maximize the expected profit G by making
decisions concerning the sale prices and the order guantities of the
items. This maximization is subject to the following groups of coﬁstraints.

1. The non-negativity constraints of the order\quantitiess

Qé?-o. for 1 = 1,2,.0um, and j = 1,2,...,04.

2. The warehouse capaclty constraints. 1In the present case, these
constraints will be slightly modified, .Since we are now dealing with
stochastic demands we can work with expected values; however, it is
impossible teo guarantee that the warehouse capacity will not be exceeded.
In reality, there is another way to guarantee this, but its use is far
beyond economic justification. This way would prevent an overflow of
the capacity even for the worst demand situatlion. The worst situation is
one in which the demands of all items from the first decision point Uy
to the horizon u are equal to zero, becéuse all orders will be accumulating
on the shelves without being touched. .However, it is not necessary to
work with thls restriction. It is avoided by accepting the following
vremise: the decision maker never wants the space occupled hy the average
inventory on hand of all items to be greater than the warehouse capécity.
Suppose that there 1s an extra space not included in the warehouse

capacity that the decislon maker reserves for cases in which the demands,

16. G. Hadley and T. M. Whitin, Analysis of Inventory Systems, p. 347.
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due to their uncertainty, cause an overflow in this warehouse capacity.
At this peint, we can apply the same reaséning used in the deter=-

ministic demand case. Let us call wl the space occupled by one unit

of item i in cubie units, and W the warehouse capacity, also in cubic

units. If we assure that at the arrival times of orders of the items,

this censtraint is net violated then it will never be violated. Imagine

that at time tE. an order of item 1' will arrive. This time is the

beginning of period j' of this item. At this same time, item 1 will

be at some point within its period ji' From (7) the éxpected inventory

1, will be

on hand of item i at time tj
i i
s +Q
IJ‘ QJi
— L]
Z (I§ + Q§ - x) p[x; dé (tﬁ. - uy ):l
x=0 i 1 3 i

Hence the warehouse capacity constraints are

i

m I, +Q%
' i i i i
i =l
E : L 3 : I;, +Qs, = x x3 dz . (tsr = us SO
for i' = l'2|o.-,m and j' - 1'2'...’111'.

An Approximate Model

If we make the assumption that it is possible to choose equally
spaced decision points and that the lead times of all items are multiple
values of the interval between consecutive declsion points, then a model
that simplifies the solution procedure will be obtained. With these two
-caﬁditions satisfied, the arrival time of an order placed at a certain
decision point will be coincldent with a future decision point., Also the

arrival times of different items' orders, not necessarily placed at the
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same decision point, will be the same.

Iue to these assumptions, we can construct the model working only
with the arrival times., At the times %9,tp,...,t, orders of all items
can arrive. We are sure that it is still possible to place n orders of
an item and these orders will arrive at the n arrival times. As in
the preceding sections when we selected the decision points, when we now
choose the arrival times we must guarantee no change in the inventory
carrying charge and the demand-price table of an item during the time
between two consecutive arrivals. The arrival times must also guarantee,
after finding the related decision points, that there will be no change
in the tables relating unit cost and order quantity and no change in
the ordering charges of the items during the time between two consecutive
decision points.

We will call the time between the arrival times tj and tj+1
period j. The planning horizon is the end of the last period in which
the parameter values of all items can still be forecasted. Note that
the length of the periods is constant. The perloed will be represented
by T =15 =t T ees =ty = t,, where tpy) is the horizen. Note also
that now the periods are commom to all items, so that during the
planning period the items will have the same number of periods, n.

In this model, the items' demands in each period, in addition to
all the costs, will be certain known values. It will be assumed that the
decision maker wants no item to he out of stock when a demand for it
occurs,

Q% is the order quantity of item i, to be placed at the decision

point, which assures that this order will arrive at the beginning of
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period j. The unit cost as a function of the order quantity, and the
cost of placing an order of item i at the decision point which assures
this order's arrival at the beginning of perioed j, will be C%(QE) and
Aﬁ, respectively. The carrying cost of item 1 in period j will be
denoted by H%. The sale price of item i in period j and its associated
demand will be represented by Pé and Dé(P%). The unit salvage value of

item i1 at the horizon will be written Li

. Let I% be the inventory on
.hand of item 1 at the beginning of perlod j, before the arrival of the
order of this item expected for this period. Consider I%+l as the
inventory on hand ef item i at the horizon. This inventory will be
gsold at the unit salﬁage price of item i. The space occupied by one
unit of item 1 will be wi cuble units. 7The warehouse capacity will be
W cubic units. Let us call G the profit of all items in all periods.
The demand rate of an item at any period is independent of the
time within the period. The model that we must develop here, is.quite
similar to the one shown by (5). Following the same steps that were
followed in the deterministic demand meodel, we will arrive at almost the
same expréssion. The difference, which is interesting to note, is that
the upper limit of the second summation sign is now independent of the
item. Due to this independence we can interchange these summation signs,

obtaining the fellowing equation which represents the approximate model.

L ophy 1 oaf.i 4
Z Z Dj(Pj QJ J(QJ Jj'Hj[IJ'+Qj'

Jl \i=t

m
pi(pd z :
- j( )} + Li n+l (10)
=
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Observe that the expression inside the exterior set of parentheses
represents the profit of all items in period J.

Our objective is to maximize G. The decisicon variables are Qg
and P%, forrall i and all j. This maximization is subject to the following
groups of bonstraints: ‘

1. The non-negativity constraints of the order quantitiess

@520, for 1 =1,2,...ym, and § = 1,2ye00yn,

2. The no steckout constraints:
I% + Q%ZBDz(?ﬁ), for 1 ® 1424eeeymy and j = 1,2,...;n.
3. The warehouse capacity constraints., From (6) we obtain

m

:E: Wt (Ii + Q%)S;W, FOr J = 1,24e0e9n
1= g

In this situation the maximum invehtdry on hand of the items in a period
will occur at the same goment; i.e., at the very beginning of the period.
The assumptions én which this approximate model 1s based, are not
difficult to accept. The simplification in the solution procedure made
possible by accepting tﬂe assumptions is enormous, as is shown in the

next chapter.



CHAPTER IV
DYNAMIC PROGRAMMING SOLUTION

The principles of dynamic programming can be used to solve the
protlem presented in the preceding chapter. The use of dynamic programe-
ming to solve dynamic problems, including inventory dynamic problems,
is well known. FPFirst, a procedure is shown for solving the approximate
model. This model is the easiest to solve and its solution helps to

acquaint us with some features of the dynamiec programming approach.

Solution of the Approximate Model

The stages of the dynamlc programming type of problem represent
the periods, The declision varlables of a stage are the order quantities
and the sale prlces of the items related to the period corresponding to
this stage. The states of a stage represent all combinations of the
opening inventories on hand of the items in the period corresponding to
this stage, before the arrivals of the orders of these ltems expected
for that period. The backward procedure is applied in this solution
since we know the opening inventories on hand of the items in the first
period. By backward procedure, we mean that the first stage represents
the last period, the second stage represents the period before the last,
and so on. A forward procedure cannot be applied because we do not know
the inveﬁtories on hand at the horizon.

The profit of all items in period j is a function of the

inventories on hand entering this period, and a function of the decisions
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to be made concerning order quantities and sale prices, related to this
period. Let us call the profit of all items in period j G (IJ,....IJ,QJ,
...,Qj,P%....,Pg). Then as we observed following (10), we have

G, (I ,...,I ,Q ,...,Q P ,...,Pm)

i
L s 4 DYPYH
i i .1 1 1 i) i i Jva
= . . . - Has o
; P Dy(PY) - QJ CJ(QJ) A5 R = Hj [IJ Q; . J (11)

Let us also call the gain from sales of the items at the horizon

i m
Gpy1(Tp4psesesIngy)e Then we have i
1 m _ E ]
C'11+l(In+l'“"In+l) T ¢ ) L:LIn+l L (12)

l=

Now let us define the following function, for k =1,2,...,n.

1 E
Fy(TiseserI) = maxinum - 4 G. (1 P ,al Syeeadl, Pﬁ....,
L,...,qn,pL,..., P00
Qj’ 'QJ' J, ] J

for J = kyeaaynn

m 1 m
Ps) + Gy (TpagseeesIng)

This maximization is subject to the following groups of constraints,
i
1. QJEBCL for 1 = lyeeeymy and Jj = Kyeee,n,
2. 1+ ngzang(Pﬁ), for 1 = 1ysu.,m, and j = Kyeuo,n.

m

3. :E: wh (IE + QE)E;#L for J = Kyeseghe
i=1

The interpretation of Fk(Ii""'IE) is the maximum profit of all items
for periods k through n, including the gain from sales at the horizon, if
the inventories on hand of the items at the beginning of period k are

Iy,...,I" The values of 1§ £Or 1 = 1yeseym and j = Kyv..,n, must satisfy
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| i _ 44 3d
the material balance equatlon I,y = Iy + Qj = Dj(Pj). The values of

Ii,...,l? are known. Note that the maximum profit of all items in all
1 m
periods, which is called G*, is equal to Fl(Il,....Il).
At this point, we will obtain the recurrence relationship. For

k= lgcoo’n-l

1 i m 1 m_1 !
Fk(Ik'..-'IE) = maximum {Gk(Ik,ooo.Ik.Qk.uoo,Qk,Pk,-.o.Pk) +

Qi!""QE’Pl,""Pmk

+ maximum

n
Z Ga (I n“lIJvQ v---:QJtPli---.nPr;) +

Qb .---;Qg peeey Ikl

for J +l,...,n

o1 m
+ Gpa1 (IntgresesIng) :}

= ma.xj-mum {Gk(lk'.."Ik’Qk"..'Qk’Plk'..-’Pk) +
Q[%"."ani'Plk""'E?{l

+ Fk+1(1i+1""'1£+1{} (13)

1f we define a funetion Fn+l(1%+l""’lﬁ+1) as being identical to
Gn+l(1%+l""’1g+l)’ then the final equation above also holds for k =

A set of values of Iﬁ,...,lﬂ forms a state of period k. A set of values of
1 m Pl o .

Qk'°"'Qk' kre-2 P forms a decision of period k. When solving the model
at period k, we know all states of period k + 1. We also know for each
state, the maximum profit from period k + 1 to period n, and the decisions
that bring this profit. Using these data we must find for each state of

periocd k, the maximum profit from period k te peried n, and the related
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decision at peried k. This is the point at which recursive reasoning is
applied. A state of periecd k 1s connected with some states of peried

k + 1 by means of the material balance equation., Showing this connection
explicitly in (13) we obtain the final form of the recurrence relationship.

Fork=1,.l.'n

= : 1 1
Fk(Ii"..’IIﬁ) - m?x:.mum N Gk(Ik’...'IE'Qk'..',QE’P%("..'P;:) +
kauquoP%nﬂtPg;l

+ By [ThE-DE(ED), o 0GR CED) | )

This maximization is subject to the following groups of conétraints.
1. @20, for 1 = 1,...,n

1 j =
2' Ik"‘Qi;DIjé(Pit), fqri_l’oac’m

i
3. Zw (i + ghy <

These congtraints limit the number of decisions and the number of states.
Without constraint 3, for example, the values of Qi,..;.Qﬁ would have
no upper bound. These values could even be infinite. Those decisions
and states which satisfy these constraints are called feasible decisions
and feasible state;.

The computational procedure follows these steps:

1, Find Fn+1(1i+l""'1ﬂ+l) for all feasitle combinations of
inventories on hand of the items at the horizon, by using (12).

2. Compute Fy(Thy.s.sIt) for all feasible states of this period

by msing (14). The sets of values of Q%,.;.,QE.E%,...,PQ, which yield



the values of Fn(I%,...,IE) corresponding to the feasible states, are
also tahulated.

3. The same procedure used in step 2 for period n, is now repeated
for the periods n=l,...,2.

ly, In period 1, we know the values of Ii,....IT; now it is oﬁly
necessary to compute Fl(I%,....I?) for this state. This value of
Fl(I},...,IT),‘is the maximum profit GX. The optimal values of
yeres@PlyeeasBl, .., the values QFF,... 0% PP%, ... ,PP¥ are also
obtained at this point.

5. Working in the forward direction, we obtain the item's optimal
order quantities and sale prices from the tables (construcped in steps 2
and 3) for each period fellowing the first, For example, in period 2 we

have I%* = Ii + Q%* - D%(P%*), for i = lyee.pym. Referring to the second

period’s table with the state Ii'y...,I3%, we find the values of

X X _1X X
) Qzl Fgerenry m ’% ’.l.'Plzn -
An example protlem is solved in Chapter V by applying thils dynamic

programming formulation.

Solution of the Deterministic Demand Model

The stages of dynamic programming represent the decision points
rather than the periods as they did in the-preceding solution._ This is
because each item now has its own periods not necessarily coinéident with
other items' periods. Since for a decision point there is a perioed of
each item, then for a stage there are many periods, each one belénging to
a different item. The decision variébles at a stage are the order
quantities ahd the sale prices of the items related to the decision peint

corresponding te this stage. The states of a stage represent all
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combinations of the items' opening inventories on hand in the periods
corresponding to this stage, before the orders' arrivals of these items
expected for these periods. For the same reason explained in the
preceding section, backward procedure will be applied in this selution.
Remember that in some decision points, excluding the first, it
is not possible to place orders for sll items, as some of these orders
would arrive after the horizon. Thus, the number of periods for different
items may vary. This can be observed in the model by checking as the
upper limit of the second summation sign of equation (5) is dependent
on the item, Due to this fact, if we want te apply dynamic programming
then a small arrangement must be made in this model. Let us define the
variable y, dependent on the item and the decision peint, in the following
way: y% =1, if js;rh} and y% = 0, if j>n4. Hence the expression of

the profit given by (5) is equivalent to

m n
;Ej 1)1 4, $ 01,4 s 1 afa 1 DD
G = ¥; Py Dj(Pj) - Q; Cj(Qj) - A5 Ry = H, [?. + Q. = _Q_wg_] +
1= \j=L Jood 2
ft
ni+1

Since the upper limit of the second summation sign is now independent of
the item, we can interchange the summation signs oblaining

n m

E E i/ pt pipd i.4,.4 i1 i.4 i DE(PE)
G = N « D3(P3) = @5 €3(Q:) - AT RS = HY [}. + Q; = ] +
= \= I J 73N J UINed J 7 J |73 J »

m

i3
W
ni+1

i=l
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The expression inside the ¢xterior set of parentheses represents the
profit of some or of all items related to decision point uje It will be
called GJ(yJIJ,...,yJ ‘;.yﬁqﬁ,...,yJ J,y?J'I%,...,yJ ). We say “the profit
of some or of all items™ because it may be that orders of some itens
cannot be placed at this decision peint. If this 1s true for item i, then
the value of y% is equal to zero, otherwise it is equal to one. Note

that Gj will not be a function of I%, Q§ and P% if a decision concerning

item 1 cannot be placed at the decision point uj ; that is why GJ is

function of the products y l, ¥y Q and ¥ Pi
Jrar 73%3 J*J
It will not be necessary to define a function G ,, representing
the gain from sales of the items at the horizon. This gain will he
accounted for in the solution in a different way.
Following the same line of reasoning as in the solution of the

approximate model, let us define the following function, for k = 1,2,.44,

n,
n
1.1 m_m
Fk(yklkv--"yka) = m;ximum a1 i :i; GJ(yJIJ,...,
-0~ MM Lt pi | J™
YJQJ!OOO!YJQJQYJ J,...,_VJPI;
for J = kyeaayn _ m
m m_ 1.1 m m_ 1 :Ej 1.1 .1
yJ J'y QJ"'.'YJ ly’JPl..‘.’yJ ) 4 i:l yk L In +l

The values of y% for a fixed i, as we vary J from 1 to n, form a sequence
of ones continued by a sequence of zeros, or they form a sequence of

ones only. When yi is equal to zerc, we are sure that yg is also equal
to zero, for any j> k. If yi is equal to one then yé for >k, is
either one or zero. However, when yi is egual to one, we know that the

number of periods of item 1 is greater than or equal to k. If yi is one
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and yi+l is zero, then the number of perlods ef item 1 is k and the

inventory to be sold at the horizon will be I§+l‘ Thg summation of

yi Li Ii +l for all i represents the gain from sales at the horizon, of

those items for which the numbsr of periods is greater than or equal to

‘k. When k =1 we obtain the gain from sales of all items at the horlzon.
The maximization in the last formula is subject to the following

groups of constraints.

1. y} Qi-;ao, £Or 1 = 1yuaegiy, @nd J = Kyaeeyn

2. yJ (Ii + Qi) Di(Pi), for 1 = lyseuyiy 8nd J = Kyeuagll
3. From (6)s yJ i { + QJ dJi(P?J.i [J Jl]}<w'
for i*' = lyooc,m. and j' = k'l.',n

The values of y%l%, for 1 = lyeesymand j = k,...,n, must satisfy

i _ i i i,.1
the material balance equation Ij+1 Ij + Qj - Dj(Pj). The values of
I%,...,IT are known., The maximum preofit of all ltems in their periods,
leeay G¥ 1s equal to Fl(I%,....I?).

At this point, we will obtain the recurrence relationship. For

k = l,...,l’l-l

1.1 mom, _ 1.1 wm
Fk(YI(Ikp oo 'YI{Ik) = ma.ximum . Gk(yklkl ves !yk_lko
kak’. L lkak!ykPil L] ,yum

Yka’---:YkainPiv---'YkPm) + :E: (Yk - yk+l) L Ini+l

n
* g 1p1 11 n.m
y-Q. LN ] ﬂ}Qﬂ} ke Rt .P'.l G' 'I- ) -I-
3 J' !YJ JDYJ J' |Y2 3 ) J(YJ 3! !YJ 3?

for j = ktl,sespn
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m

11 mm 1.1 m_m i i i _
.Vijs---rYijijle---s.Yij) + ; Y+l L Ini+l -

= paximum Gy (FELEs oo o o T RII YEQE s oo s

ViQpree e s I, YiPry o e e YEE]

m
- i i i3
YITQE’V%PI]-{"“'YﬁPmk) + iZl (0 = Yie2) L e *

1 .1 m
* Fiean Oian Tiar o+ = Vi1 T )

The summation of (yi - yi+l) 1} I%i+l for all i represents the gain from
sales at the horizon, of those items for which the number of perieds
equals k.

For k = n, the relationship will be

m

13 - . 1.1
Fn(ann....,yﬂIE = maximum Gh(ann,....yﬁIn.

1.1 m.m _1 mn
ynQno s lynQn’yn%I R !ynpg
mn

1.1 1 i1 .1
O SO ) S S
i=1 1

The maximization in the recurrence relatlionship is subject to the
following groups of constraints

1. y; @i 20, for 1 =1,...,n

2. yﬁ (I% + Qﬁ);;_y% D&(P%), for 1 = 1l,eeeym

i i /)41 i 1ot ' .1
3. ¥x :g: W {}ji + QJi dJi(PJi) [}k tJ¥I}SEW

i=l
for i' = l,...,m.
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This last group of constraints creates great difficulty when
solving the model. The problem is that when making decisions about
1.1 :
yiQ%....,yﬂQﬁ,y%Pi....,yEPﬁ, in order to find Fk(yklk,...,yﬁlﬂ) we do

not yet know the optimal values of y%Qé,...,ngg.yﬁP%,...,ng?, for j<<k.

In the mentioned constraints, it is possible that a certain item will be
in a period preceding its perlod k when the order of ltem 1' arrives at

the beginning of its eown peried k. Therefore, the optimal values of
i

I., Q% and P%
JiTods Ji

known yet. It 1s alsc possible that more than one item will be in perieds

fer this certain item must be used, tut they are not

preceding their periods k, when the order of item i' arrives at the
beginning of its perled k. The only way to selve this situation is to
_calculate for fixed 1' and k, some values of Fy(YEIE,...,yrIx) each one
corresponding to a set of values of those I%i. Qéi and Pii, that are not

yet known. However this procedure greatly amplifies the computation, and
it is questionable if dynamic programming, with the inclusion of this
additional rrocedure, will require less computational effeort than exhaustive
emumeration. This third group of constraints is the point at which the
solution of the approximate: model is much simpler and easier io compute.
Remember that we did not have this difficulty in the solution of the

approximate = model.

ocelution of the Provabilistic Demand Model

The stages of dynamic programming represent the decision peints.
The decision variables at a stage are the order quantities and the sale
prices of the items related to the decision point corresponding to this

stage. The states of a stage represent all combinations of the items'
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inventory positions at the decision polnt correspending to this stage,
before the placement of these items' orders at this decision point. Once
more, the backward procedure will be applied in the solutlon.

Let us define the variable y, dependent on the item and the decision

point, in the following way: yé =1, if j S;ni; and yé

=0, if j>n1-
The demand for item 1 in the time interval between the decision points

which is called zg, is defined only until j = ny -1,
i

Therefere there 1s no probabiliiy distribution of z5 for J:>r1 - 1. For
the future application of dynamic programming, if j=>n; = 1 then let us
define p [z%; T%(ujﬂ_ - uj] =1 for all z:-JE = 0. Of course in this case,
o [ 3, EE (uj+l - uj):] loses its meaning of a probability. The point is
that, since a number multiplied by one is equal to itself, we define
these unreal probablilities as equal to one, Jjust to preserve the products
of the existent 'probabilities, as will be seen.

With reasoning similar to that used in the preceding section, we

rearrange the expression of the profit given by (9), thus arriving at

G = z Iﬂl ;]j; P [%; Ef-,: (U4 = “j)]) Z ¢ (ya 3!
| i

all defined szo, j= J=L
fOI' J = l,ooo]ﬂ"l,
and 1 = 1,..,m n i 4
1.1 Pl ZE: i ’ 1 i i
il i
---:yJIJn.Y QJ!--HYJ JrYJ |---sYJ + = L 2 (E + Qﬂl -
n o0
~=i Pi i i
..x)p[x;dTl (u-u)} -Z Z (x = I -—Q,n)px;
1 ny TR R e L | Dy 1
X n-1+Q'ni .
dni (u - u“i}
m
mm 1.1 m 1 i i,.1
Where G (y IJ'ono|yJIj,yJQJ|ooQ|YJQJ,y P]J-'000|y = Zy y% P% ﬁj(Pj) -
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?P.' Hi

1,4 ipi i |4 1, =i _ g o4l i _ ¢ d
QJ CJ(QJ) Ry -~ H3 [?j + Q3 + dj uj Ei (tJ+l + tJi} _ (;i +

: J

+ 0%y 833+ aly thg, ) - kG Y ¢ Qs 3, £

The values of yf'j‘I%, fOr L  Lyeeasly ald J = lyeesynny, muat satisfy

i
J.

As before, let us define the followling function, for k = ly.essne

. i = T1 i
the material balance equation I 41 = I 3 + Q.j -2

(lek’-¢o|y Im) = mimum . i>
e Pl v, yTph all defined z:_2 O,
y QJr !meleJ 39 rY 3 for j = k,...fn-l,

for.j k—l"'ln a.ndi =l,...,m

n=L m 7 n
] I |I| 3 :Ej 1,1 m 1.1
35 03 - j G see e
7k 1= ? [?J’ 5 (ga 'uJﬂ = 33T DYJIerJQJ, ’
m T _+Qi

1 .
IR I WA I .
J = = . i ™ i

n 0
i o] ‘ i i -
'u)]'zylif’l- Z (x-I.-Q)P["' CER ﬂ
" i=l " x=1ii+Q;ifl By My b dng ny

The maximization in the last expression ls subject to the following groups
of constralnts.,

l- }’J QJ>O’ fori“‘lgooc'mg a.ndJ“k,....n

i i
L ] . .
' i _ .
2 le wi (I.j + Q]‘ - X) D l:X; dj (t;; - uj )] '.._<___‘w
i=1 x=0 1 vi 3 i
for i' = llooa,m, and. jl = k,...’n.

The maximum profit of all items in their periods is equal 1o

Fl(Ii,....IT). The values of I%,....IT are known.
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The recurrence relationship for this stochastliec model is more
difficult to obtain. Fellewing the reasonings used by Hadley and
Whitinl7 in the stochastic case of their basic dynamic inventory model,

the recurrence relationship of our model will be, for k = 1,...,n=1

11 m_m 1.1 m_m
Fr(Tlicr e s o o Viedy) = maximum L G (Ve Igcs oo s s YicIKcs
m
ka’k’ coe :Ykaiyk koo .ykPE
i i
I .+Qni

mam 11 i i 1
Yka!--- lYkQ.ktykPkloo-yykPk) + Z;. _(yk - Yk+1) L Z
- X

m 0
1 =1 i i i
+ -x) P [;; d,, (v-u i] - zgj (v = Yis1) Po EE: (x -
ng 1 = "ol a1
1 i~
m
; ; : ’ I i =i
- Iﬁi - QI]'I-) P X3 Enii (u - uni)i]"' Z i P[Zk; by (uk+l -
1 all defined z320\i=l
for 1 = lyseeyd
1 1l m _m
- uki] Fr+1 (Fie#1 Tk+1v e o 0 0¥kt it )
For k = n, the relationship will be
F (yn n""'ann = maximum G (yn n,...,yﬂlﬂ.
YnQn!"'!ynQn!Y P}]_ll"'!yn
I3 +in
1.1 om.m 1
Y Qs eeesTn@n sy PaseeesynEy) + :E: yn L Qni x)
m 00
DN )
P dn (W =uy,) T AT C LR e B RS

i=1 x=1ni+Qni+l

17. G Hadléy and T. M. Whitin, Analysis of Inventory Systems, pp. 334=335.
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Eii (o - uﬂi)]

The maximization in the recurrence relationship is subject to
the following groups of constraints

1, yi Qi;E‘D, for 1 = 1;...,4m

Ji ‘
2 gt D (i} +a} -0 [x; T, (i uj.ﬂ <
i=l x=0 v 1 L 1
for i' = 1l,esasmy
This last group of constraints‘creates the same diffieulty in
the solution of this model as thé corresponding group, related to the
deterministic demand model, creates in the =sclution of that model. This
difficulty is a great obstacle in solving these non approximate models.
As a final comment in this chapter, we recall that, for the

probabilistic demand model, a definite value can be obtained only for

X
%*,.,., g*,P% ,.,.,P?*, for

. X X .
J = 24+44yn3 are functions of the values of I% ,,..,Ig y for J = 2,...,n3

Qi*,...,QT*,Pi*g...,PT*. The values of @

which are dependent on the demands,
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CHAFPTER V
A& NUMERICAL EXAMPLE

In this chapter we will consider an example of a procurement=-
inventory system operating under a prolonged price increase. This example
characterizes the situation of procurement-inventory systems in an
inflationary economy.

The system has a wareﬁouse where three items must be stocked. The
warehouse has a maximum capaecity eof 100 cubic feet which limits the
number of units of each item that can be stored at ocne time. A unit of
each item occupies a different amount of warehouse space. The space
occupied by items 1, 2 and 3 is 5, 3 and 2 cubic feet per unit, respec-
tively. |

We can assume that the decision peints are equally spaced, and
that the lead times are multiple values of the interval between consecutive
decision points. Therefore, the system is well represented by the
approximate model. In this model, the arrivals of different items'
orders, not necessarily placed at the same declsion point, occur at the
same time, Also the time interval between any two consecutlve arrivals
of the ordefs, is constant. This time interval 1s called a period.

Using the forecastsrpresently available, the decision maker can
only plan for three future perieds, The first of these periods begins
at the-end of the last period for which decisions have already been made.

The lead times are known. They assure that it is still possilble
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to place orders for the items, and these orders will arrive at the
beginning of the three periods.

Table 1 shows the items' unit cests, if these items are ordered
at the decision peoints guaranteeing ihe orders' arrival at the beginning
of each future pericd,

Table 1. Unit Cost as a Function of the Crder Quantity

Order Unit Cost Related Unit Cost Related Unit Cost Related

Ttem Quantity  to Period 1 in to Period 2 in to Period 3 in
Dollars Dollars Dollars
1 0sgkS 6.95 7.95 8.95
1 5<Q K10 6.85 7.85 8.85
1 10} 6.75 7.75 8.75
2 0<q3<5 4.95 895 5.95
2 5<Q§s_10 4.90 4,90 5.90
2 10<Q5 4,85 4,85 5.85
3 0<ql6 5.95 6.95 6.95
3 6<aklz . 5.90 6.90 6.90
3 12@3 5.85 6.85 6.85

Table 2 shows the costs of placing item orders, if these orders
are placed at the decision points guaranteeing the orders’' arrival at
the beginning of each future pericd.

Table 2. Ordering Cost

Ordering Cost Related Ordering Cost Related Ordering Cost Related

Ttem to Period 1 in to Period 2 in to Period 3 in
Dollars Dollars Dollars
1 1.95 1.95 2.00
2 2.00 2.05 2.05
3 2.00 2.00 2.00
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The costs of carrying cne unit of each item 1n inventory during the
three periods, are shown in table 3.

Table 3, Inventory Carrying Ceost

Carrying Cost Carrying Cost Carrying Cost
during Peried 1 during Period 2 during Peried 3
Item in Dollars per in Dollars per in Deollars per
Unit per Period Unit per Period Unit per Period
1 0.30 0.35 0.35
2 0.20 0.25 0.30
3 0.45 0.45 y 0.50

Observe that all costs of an item are either inereasing or remaining
constant, from one period to the next.

The alternative sale prices for each item in periods 1,2,3, and
the corresponding demands, are presented in tables 4,5,6.

Observe that the demands corresponding to the alternative sale
prices of an item are deterministic values, The decision maker wants no
item te be out of stock when a demand for it occurs, Observe also that
an item's sale price related to a fixed demand, is increasing from one
period to the next.

Table 4. Sale Price - Demand Relatlonship in Period 1

Sale Price in

Ttem Alternative - Dellars per Unit Denand
1 1 8.35 8
1 2 8.55 7
1 3 8.70 é
2 1 5¢50 10
2 2 5.65 9
2 3 575 8
3 1 735 12
3 2 7.50 S 11
3 3 7.65 10
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Table 5. Sale Price = Demand Relationship in Period 2

Sale Price in

Item Alternative Dollars per Unit Demand
1 1 8.75 ‘ 8
1 2 8.95 7
1 3 9.10 6
2 1 5.75 10
2 2 5.90 9
2 3 6.00 8
3 1 7.75 12
3 2 790 ‘ 11
3 3 8.00 10

Table 6. Sale Price - Demand Relationship in Period 3-

Sale Price in

Item Alternative Dollars per Unit Demand.
1 1 9,15 8
1 pd 9.35 7
1 3 9. 50 6
2 1 6,10 10
2 2 6.25 9
2 3 6.35 8
3 1 8.05 1z
3 2 8.20 11
3 3 8.30 10

The system will be in operation before the first period. Therefore,
the initigl inventories of items 1,2,3, before the arrival of the orders
expected for this period, will be 6,8,10 units, respectively.

The salvage.values of items 1,2,3 at the horizon, will be 8.75,
5.85, 6.85 dollars per unit, repecti#ely. |

The decision variables, which have the objective of maximizing the
rrofit related to the three periods, are:

1. The order quantities of each item arriving at the beginning of
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the three periods (1t is possible that no order of an item will arrive
at the beginning of a period), and

2. The sale prices of each item in the three pericds.

Using the nomenclature presented in chapter III we can write:

1 2
3; n = 3; W= 100; wl = 53 w2 = 3 w3 =25 < 1.95; Ay = 2.00;

m:

a3 = 2.00; A% =1.95; A2 = 2.05; A3 = 2.003 A% = 2,003 A% = 2.05; Ag = 2.003
HL = 0,303 Hy = 0,205 K = 0.45; Hy = 0.35; H3 = 0,255 H3 = 0.45; K = 0.35;
H% = 0,30; Hg = 0. 50; Ii =6; I° = 8; 13 =105 1t = 8.75; 12 = 5.85;

"

6.85. If O<QI<5, then C1(Q) = 6.95. If 5<QI<10, then

ci(q) = 6.85. If lO<:Q%, then C%(Q%) = 6.75.0.. If 0<Q3<6, then

03(a3) = 6.95. 1f 6<@3<12, tnen c3(q3) = 6.90. If 12<Q3, then C%(Q%) =
= 6.85. If P} = 8.35, then DL(FL) = 8. If P} = 8.70, then DL(P}) = 6....
£ P% = 8,05, then D%(P%) =12. If P = 8.30, then D%(P%) =10,

The profit of all items related to the three periods from expression

(10), is:
:?j s NRNCDICINRINSE NEF DUF TR ST ST B G R DE(Pé)
G = Pt Du(P3) - Q< C:(Q:) - A: R: = H: [?. + Qs - J +
S\E ] RIS JRITRINITY 2
3
i.i
+ zgj L~ 1
i=) *

Our objective is to maximize G. The decision variables are
Q§ and PE, for 1 =1,2,3 and J = 1,2,3. This maximization is subject to
the following groups of constraints:

1. Q§20, for 1 =1,2,3, and j =1,2,3

2. I3+ Q= 03(Ph), for 1 =1,2,3, and j =1,2,3

3. il w (13 + Qﬁ)ssw. for j =1,2,3
1= X ’
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The profit of all items in period j from expression (11), ist

3
3 3 _ zg: SR TR R D 11
- . . D-(P-) .
i1 i JVd s =
- Hj [IJ + Q‘J - > ] y for j 1,2,3

The salvage value of all items at the horizon given by expression

(12), is: 3

1.1
Gy (1L,15,17) = :E: it

i=1

Since the inventories on hand of the items at the horizon are not
specified, we must apply the backward solution procedure of dynamic
Programming.

As defined in chapter IV, if the inventories on hand of the items
at the beginning of period k are Ii, Ii, Ig, then Fk(Ii;Ii,Iﬁ)'is the
ﬁaximum profit of all items for periods ky...,3; including the salvage
value at the herizon.

Defining Fu(Iﬁ,Iﬁ,IR) as being identical to Gq(Iﬁ,Iﬁ,Ig), and

using expression (14); the recurrence relationship for our example is:

i 2
Fk(Ii,Ii.Ik) = maximum Gk(Ik,Ik,Ig,Qk,Qk,Qg,Pk,Pk,Pi) +
Qic o+ 02 Py PG B
2, 2
+ Fip [Ibqi-ni(r’l) Ik+Q§~Dk(Pk),Ik+Q§-Dk(Pk)] : (15)

for k =1,2,3.

The maximization in the recurrence relationship is subject to the
fellowing groups of constraints:

1. @t=0, for 1 =1,2,3

2. Ik + Qk Dk(Pk), for i = 1,2,3
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3
Z a1+ Qb
=1

Substituting the values of the parameters in the expression of the

salvage value, we obtain
6L (15,16, 10) = (8.75) Th + (5.85) 17 + (6.85) 17 (16)

Since we are working backward, the first stage of the dynamic
Trogramming selution correspends to the third period, If we substitute
the values of the parameters in the recurrence relationship of the first

stage, we have

FB(IB,IB,IS) = maximum Zl Pi Di(P3) - Z Q3 03(Q3) - (2.00) H3
05,05,03, 75,75, P3

1

DE(PL)

. 2 _ 3 1, o373 2
(2.05) 83 (2.00)} R3 (0.35) [13+Q3 - ] (0.30) [13

+

. 0A(E%) D2(P2)
+Qy - 32 : J - (0,50) [ 13+ - R J + By T373-D5(3), 150505 (F)),
g+Q3-D (PB:l (17)

This maximization is subject to the following groups of constraints:
1. QB =0; 5205 @3=0;

2. I3+ Qy2D(PY); 15+ o =05(F5);5 13 + @3 =2 3(PY);

3
3. 5 (13+0p +3(5+e) +2 13+ 03) < 100

With analogous substitutions we can obtalin the recurrence relation-

ships of the second and the third stages, and the corresponding groups of
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constraints,

Adapting the computational steps shown in the solution of the
aprroximate model teo our example, we obtain the following steps:

1l. Find Fu(Ii,Iﬁ,Ia) for all feasible combinatlions of inventories
on hand of the items at the horizon, using expression (16).

2, Compate F3(I§,I§,Ig) for all feasible states of this period
by using' (17). The sets of values of Q%,Q%,Q%,P%,P%,P%, which yield the
values of FB(I%,I%,I%) corresponding.to the feasible states, are also
tabulated.

3. The same procedure used in step 2 for period 3, is now reﬁeated
for period 2. The recurrence relationship formed by setting k = 2 in
(15), is used to compute FZ(I%.Ig.Ig).

4, In period 1, we know that Ii,ii,

respectively, Therefore, it is only necessary to compute Fl(6,8,10).

I% are squal to 6,8,10 units,

This value is the maximum profit G¥, In order to obtain this value, the
recurrence relationship of peried 1 is applied. The values of the

decision variables related to period 1 that yield this maximum prefit,

l.e.y the values of Qi*,Qi*, %*,P%*,Pi*,P%*, are also obtained at this

point.
5. Working in the forward direction, we obtain the optimal values
of the decision variables related to periods 2 and 3 from the tables

constructed in steps 3 and 2, respectively. For example, in period 2 we

have I%* = I% + Q%* - D%(P%*), for 1 =1,2,3., Referring to the second

1K 1%*,13*

period's table with the state I2 , 5y We find the values of

a3*, a5 ag¥, py¥, w5¥, p2¥,

A computer program which performs these computational steps was
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written specifically for this example. The program written in ALGOL,
and the respective output are shown in the Appendix.

From the computer ocutput, we obtain table 7 which shows the
salvage values of all feasible combinatlions of inventories on hand at the
horizon. This table was constructed hy the program during the execution
of step 1.

We also obtain tables 8 and 9 from the computer output. These
tables represent the final tables for periods 3 and 2, respectively.
Tgble 8 shows the values of the function F3(I%,I%;Ig) for all feasible
states of period 3, and the values of the decision variables in this
peried that yield the mentioned values of the function F3(I%,I§,Ig).
Table 8 was constructed by the program during the execution of step 2.
Similarly, table 9 shows the values of the function FZ(I%,I%,I%) for all
feasible stateé-of period 2; and the values of the decision variables
in this period that yield the mentioned values of the function FZ(I%,IS.IS).
Table 9 was constructed during the execution of step 3.

In the execution of step 4, the program calculated Fl(6,8,10) to
be 213.275 dollars., This is the maximum preofit GX, At the same step, the
values of Q%*,Q%*,Q%*,P%*,Pi*,P%* were also found. The values of
ol¥,2¥,a3%, p1¥, 2%, 2%, 1X, 5% ad¥, B3, 22X, B3 were obtained in the
execution of step 5. All these values of the decision variablesiobtained
from the computer output are arranged in table 10. This optimum solution
is unique., The program which includes an alternative solution check,

confirmed the absence of such solutions.
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Table 7. Salvage Values at the Horizon

it 12 17 Fu (15,15, 12)

0 0 0 0.00

0 0 1 6.85

0 0 2 13.70

0 0 3 20.55

0 0 b 27.40

0 0 5 .25

0 0 é 41.10

0 0 7 47.95

0 0 8 84,80

0 0 g 61.65

0 0 10 68. 50

0 0 11 75.35

0 0 12 82.20

0 0 13 89.05

0 1 0 5.85

5 0 b3.75

Table 8. Finzl Table for Period 3
2 3 1.2 .3 1 2 3 3

35 1 RUR5ID g § o B H R
¢ 0 0 10.75 6 8 11 9.50 6.35 8.20
0 0 1 17.65 6 8 10 9.50 6.35 8.20
0 0 2 24,55 6 8 9 9.50 6.35 8.20
0 0 3 31.45 6 8 8 9.50 6.35 8.20
0 0 4 38,135 6 8 7  9.50 6.35 8,20
0 0 5 44,95 6 8 5 9.50 6.35 8.30
0 0 6 51,90 6 8 L 9,50 6.35 8.30
0 0 7 58.85 6 8 3 9.50 6.35 8.30
0 0 8 65,80 6 8 2  9.50 6.35 8.30
0 0 9 72.75 6 8 1 9.50 6.35 B8.30
0 0 10 81.70 6 8 0 9.50 6.35 8.730
0 0 11 88.65 6 8 0 9.50 6.35 8.20
0 0 12 95,00 6 8 0 9.50 6.35 8.20
0 0 13 101.35 6 8 0 9.50 6.35 8.20
0 1 0 16.65 6 7 11 9.50 6.35 B8.20



Table 8. Continuation

. » [] - - - . - - -

5 6 6 A5ﬁ.90 1 8 11 9.50 6.35 8.20

Table 9, Final Table for Period 2

2 1 2

L 3 R & @ K BB

0 0 0 36,60 6 16 10 9.10 6.00 8.00
0 0 1 43,50 6 16 9 9.10 6.00 8.00
0 0 2 50,40 6 16 8 9.10 6.00 8.00
0 0 3 57.30 6 16 7 9,10 6.00 8.00
0 0 4 63.975 6 16 7 9,10 6,00 7.90
o] 0 5 70,85 6 16 5 9.10 6,00 8.00
0 0 6 77.80 6 16 4 9,10 6.00 B.00
0 0 7 84,75 6 16 3 9,10 6.00 8,00
0 0 8 91.70 6 16 2  9.10 6.00 8.00
0 0 9 98,65 6 16 1 9.10 6,00 8,00
0 0 10 107.60 6 16 0 9.10 6,00 B8.00
0 0 11 114.275 6 16 0 9.10 6.00 7.90
0 0 12 117.825 6 15 0 9.10 6,00 7.90
0 0 13 123.425 6 14 0 9.10 6.00 7.90
Q 1 0 41.45 6 15 10 9.10 6.00 8.00
5 0 0 75.75 1 16 10 9.10 6.00 8,00

Table 10. Optimum Values of the Decision Variables

Ttem 1 Ttem ? Ttem 3

Order Quantity to arrive at the
beginning of Period 1 0 o 13

Sale Price to be chosen for Period 1
in Dollars 8.70 5.75 7.35

Order Quantity to arrive at the
beginning of Period 2 6 16 0



Table 10. Continuation

Sale Price to be chosen for Period 2
in Dollars 9.10

Order Quantity to arrive at the
beginning of Period 3 6

Sale Price to be chosen for Period 3
in Dollars 9. 50

6.00

6.35

7450

11

8.20

69
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

During the elaboration of this investigation, some conclusions
related to procurement-inventory systems operating under a prolonged price
increase, were made. Also, some additional points beyond the scope of
this study were observed as deserving more attention. Based on these
facts, the conclusions and recommendations for further studies are

rresented.

The follewing conclusions may be drawn from the methodology developed
in previous chapters:

l., Item cost increases and ordering cost increases have an effect
on the ordering policy different from that caused by carrying cost in-
creases., In order to minimize the item cost as well as the ordering cost,
it is necessary to order 1n greater quaniities and less frequently. As a
result, if the item cost savings plus the ordering cost savings obtained

by ordering in greater quantitles is greater than the differential carry-
| ing cost, then the optimum quantities are so large that they often are
limited by the warehcuse capacity.

2. In a particular period, the sale price to be selected for an
item is not necessarily the price that maximizes the item's revenue in
that pericd. It is possible that the sale price which maximlzes the

revenue yields a larger demand, and the units that will satisfy this
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demand must oceupy a larger warehouse space, Therefore, this sale price
restricts the space remalning for extra units; it is these extra units
which make the item cost savings possible.

3. The dynamic programming solution of the medels, other than
the approximate treatment, requires so much computational effort that
it 1s impractical to solve them, The dynamic programming.solution of the
épproximate model requires less computation and can be accomplished in a
reasonable amount of computer time. The assumptions on which the approx-
imate model are based, are not difficult to accept.

L4, Another peculiarity of the approximate medel is that the
optimum order quantities obtained by using this model are smaller than
they would be if the exact model were used. This is due to the fact
that in the approximate model, the items' maximum inventories on hand
occur at the same time. That is, the arrival time of the item's orders.
Also the warehouse space consiraint applied to the inventories at that

arrival time forces the order quantities tc be smaller.

Recommendations

The following recommendations for future studies are made with the
purpose of extending the knowledge of the procurement-inventory system
under a yrolonged price increases |

1, Study should be devoted to the situation in which each item’'s
unit costs in future periods are predicted using probability distributions.

2. As a simple extension, an approximate model with stochastic |
demands should be constructed, and its dynamic programming solutlon should

be formulated.
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3. ©Studies should be undertaken to develop an efficient solution
technique for the more complex models.

4, Simplifications in the computational procedure of the
aprroximate model should be obtained hy Iimiting the number of decisions
at each stage. For example, if a relation between item costs, carrying
costs and ordering costs in a period is satisfied, then the optimal order
gquantities will completely occupy the space available at the arrival time
of this period. Therefore, it is necessary to consider only those decisions

that result in full usage of the warehouse capacity at that arrival time.
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