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SUMMARY

Turbulent premixed combustion is of tremendous practical importance and scientific
interest. However, despite its widespread use in a variety of industries and decades of
research, there are many aspects of turbulent combustion that require further scientific in-
quiry. The complexity of turbulent premixed combustion arises from the non-linear, multi-
scale, and multi-physics nature of the problem, which involves interactions between fluid
dynamic and chemical processes across a myriad of length and time scales. One of the key
consequences of this interaction is the production of turbulence at the scales of the flame,
which has the potential to reverse the classical turbulent energy cascade in a process termed
as ‘backscatter’.

The existing literature has showed that the inter-scale energy transfer in turbulent com-
bustion do not necessarily follow the same phenomenology as in non-reacting incompress-
ible turbulence. Moreover, these differences were shown to potentially depend on the mag-
nitude of the pressure gradients across the flames. Hence, the mean pressure fields, gen-
erated by various flow configurations, have the potential to induce significantly different
turbulence dynamics as compared to non-reacting turbulence. The goal of the presented
research is thus to explore the conditions at which significant energy backscatter occurs in
an aerospace relevant configuration, and attempt to identify the underlying physical mech-
anisms that have a leading order impact on this process. This is done by analyzing the
transport equations for the filtered and sub-filter-scale turbulent kinetic energy and comput-
ing conditional statistics of inter-scale energy flux. The data is obtained experimentally by
employing simultaneous laser diagnostics to measure velocity and thermo-chemical state
fields. Tomographic particle image velocimetry and planar laser induced fluorescence are
used to measure the 3D velocity fields and planar distribution of formaldehyde, respec-
tively; relevant thermodynamic properties (e.g. density and progress variable) are estimated
from the distribution of formaldehyde in the flow.

The range of operating conditions achieved in this work ranges from weak to moderate
turbulence intensities (21 . Ka . 164) across three different swirler geometries. Such
flames possess a large-scale pressure field that in addition to the pressure fields associated
with small-scale turbulent vortices can perform significant pressure-work. Mean kinetic
energy transfer from sub-filter scales to larger scales was observed internal to the flame
structure across the range of conditions studied, with the maximum backscatter occurring
towards the center of the flame and at relatively moderate local strain-rates. Compared
to equivalent non-reacting cases, considerably more backscatter occurred in the reacting
flows.
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The research presented herein seeks to extend the existing state of knowledge by con-
sidering an expanded set of operating conditions, including higher turbulence intensities
and stronger flow-induced pressure fields. A systematic study of inter-scale energy transfer
across a wide range of conditions helps to determine the range of conditions across which
backscatter is significant. Ultimately, this work provides a rigorous assessment of the extent
to which current turbulence modeling paradigms hold in aerospace-relevant combustion, as
well as the data necessary to develop and validate new models if required.
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CHAPTER 1

INTRODUCTION AND THEORY

1.1 Motivation

Combustion is one of the most important classes of chemical reactions and it is essential to

human society due to its wide use in industrial processes, chemical processing, energy gen-

eration, and transportation [1]. Currently, propulsion devices in aircraft and space launch

vehicles operate by burning fossil fuels. Although alternative sources of energy are be-

coming available, devices used for propulsion and other high-power density applications

are expected to rely on combustion of fossil fuels for the foreseeable future [2]. Two ma-

jor critiques of the combustion devices are utilization of non-renewable fuels and emission

of harmful pollutants into the atmosphere. In recent decades, the environmental concerns

regarding NOx and particulate matter (PM) emissions have resulted in increasingly strict

emission requirements. Thus, design of next-generation combustion systems is driven by

environmental impact of pollutants, efficiency, and safety considerations.

Development of physics-based combustion models to aid in the design of next-generation

combustion devices requires fundamental understanding of turbulence-flame interactions,

particularly in aerospace-relevant configurations. Large Eddy Simulations (LES) provide a

good compromise between accuracy and cost, and thus are suitable for engineering-focused

simulations. LES resolves large scale flow features in space and time, but models the im-

pact of the small scale fluid behaviour – below the size of the filter used by the simulation

– on the resolved scales. Combustion simulations also must model flame-related diffusion

and reaction length scales, which typically are less than the filter scale. While numerous

models have been developed to describe the sub-filter-scales (SFS), LES of turbulent com-

bustion in realistic configurations remains an active area of research.
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Turbulence models typically are based on energy transfer principles, and rely on vari-

ous assumptions regarding the behaviour of small-scale turbulence [3]. Unfortunately the

interaction between chemical reactions and turbulence is still not completely understood

and remains an open research question, particularly at the high turbulence intensities found

in aerospace and power generation applications [2, 4]. To date, the majority of experimen-

tal studies have focused on the interaction between the large-scale turbulent flow structures

and the flame [5–8]. Studies of fine-scale turbulence behaviour in reacting flows predomi-

nantly have been done using the Direct Numerical Simulations (DNS) in low Mach number

homogenous isotropic turbulence (HIT) [9, 10]. However, it is unknown whether this ide-

alization accurately reflects real combustors.

Developing a thorough understanding of flame-turbulence interactions that govern tur-

bulent premixed combustion is thus of vital importance, and will allow for creation of more

accurate predictive turbulence and combustion models that will permit engineers to design

more efficient and environmentally responsible combustion systems. The overall goal of

this thesis is to experimentally measure inter-scale energy dynamics in turbulent premixed

flames which would enable formulation of more accurate and robust LES models in the

future.

1.2 Outline

Introduction and Theory

The remainder of this chapter is dedicated to the introduction or relevant concepts in tur-

bulence and premixed combustion. A brief overview is given on the SFS models that are

used in LES and the issues with applying them in simulations of reacting flows are dis-

cussed. Basics of inter-scale energy transfer is presented and the chapter closes with the

thesis objectives.

2



Experimental Approach

The experimental setup, laser diagnostics, test conditions, and the experimental considera-

tions are introduced in this chapter. This thesis uses two laser diagnostics: tomographic par-

ticle image velocimetry (TPIV) and planar laser induced fluorescence (PLIF) of formalde-

hyde (CH2O), to simultaneously measure the three-dimensional velocity fields and dis-

tribution of formaldehyde in the flow field. The setup of each diagnostic is discussed,

evaluating the resolution and accuracy of both TPIV and CH2O PLIF.

Analysis Methods

Data analysis methods are presented in this chapter. Methods used to estimate the local

properties of the fluid (density and temperature) and the combustion progress variable from

the distribution of CH2O are presented and its impact on the results is evaluated. The

challenges of computing inter-scale energy transfer and the methods of dealing with such

challenges is discussed. Finally, proper orthogonal decomposition (POD) is introduced,

which is used to identify the coherent structures in the flow.

Characterization of the flow and flames

In this chapter, characterization of relevant flow field in the swirl-stabilized combustor are

documented. Low and high resolution TPIV measurements are used to evaluate the mean

flow, turbulence intensity, integral length scale, and dimensionless quantities of relevance

in turbulence. Grid convergence is also discussed to identify the test cases that contain a

fully resolved flow field. Lastly, identification of coherent structures in the flow using POD

is performed and document in this chapter.

Deconvolution

In this chapter, methods of deconvolution are presented. Fully-resolved velocity fields are

usually not captured in TPIV measurements; hence, these must first be estimated from the
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raw measurements in order to evaluate the inter-scale energy transfer in moderate to high

intensity turbulent flows. A brief overview on commonly used deconvolution methods is

presented and they are tested on data from DNS of turbulent premixed flames. Moreover,

determination of the TPIV convolution kernel is presented here as well.

Inter-Scale Energy Transport

Measurements of inter-scale energy transport at various conditions are discussed here.

First, the instantaneous distribution of cross-scale energy transport in the flow field and

in the flame is presented. Next, the conditional statistics of inter-scale transport on the

progress variable and local strain-rate are evaluated and compared against the equivalent

non-reacting flow fields. Next, the interaction between coherent flow structures and the

turbulent flame is considered and the magnitude and direction of inter-scale energy trans-

port is examined in regions of flame-vortex interactions. Finally, the effects of the filter

scale, turbulence intensity, and externally-imposed pressure gradients are examined on the

measurements of inter-scale energy transport.

Conclusions

Summary of key takeaways from this thesis is presented in this chapter. The results of

inter-scale energy transfer and its dependence on turbulence intensity, equivalence ratio,

and externally-imposed pressure gradients is summarized. Although this thesis presents

interesting and novel observations in the area of energy dynamics, there is considerable

work that needs to happen in further developing our understanding of turbulence-flame

interaction and implication it has on LES models. These will be discussed in the closing

chapter of this thesis.
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1.3 Structure and Dynamics of Turbulence

To understand the effects of turbulence and combustion on each other, it is critical to first

highlight the theoretical framework of non-reacting turbulence. Theories of constant den-

sity non-reacting turbulence have historically received more attention than compressible

and reacting turbulence, and thus serve as a baseline for studying the effects of combustion

on turbulence properties and dynamics. It should also be noted that many closure models

used in simulations of both reacting and non-reacting flows are based on the theories of

classical non-reacting turbulence. Finally, recent studies have shown that the properties of

non-reacting turbulence are similar to those in highly turbulent combustion [11]. Hence, a

brief discussion of constant density turbulence is presented here.

The governing equations for the evolution of a turbulent flow are the coupled set of par-

tial differential equations describing the conservation of mass and momentum of a viscous

fluid, i.e.

∂ρ

∂t
+
∂ρuj
∂xj

= 0,

∂ρui
∂t

+
∂ρuiuj
∂xj

= − ∂p

∂xi
+
∂τij
∂xj

,

(1.1)

where ui is the velocity vector, ρ is fluid density, p is pressure, and τij is the viscous stress

tensor. These equations contain a non-linear inertial term, which is typically damped by

the linear viscous diffusion term. However, the non-linear inertial term typically dominates

over viscous diffusion, resulting in a deterministic but chaotic (turbulent) fluid motion. The

system under such conditions is highly sensitive to initial and boundary conditions; in-

finitesimal perturbations lead to drastically different flow fields. The Reynolds number Re,

which characterizes the relative magnitudes of non-linear advection and viscous diffusion,

is typically used to delineate between laminar (small Re) and turbulent (large Re) flows

[12, 13].
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Figure 1.1: Schematic representation of the turbulent kinetic energy cascade.

1.3.1 Richardson Energy Cascade

The non-linearity of the Navier-Stokes equations lies at the root of turbulence [12]. Richard-

son [14] has observed that, at large Re, large spatial and temporal variations in flow prop-

erties are created over a broad range of length and time scales, and that the dissipation

of turbulent kinetic energy is associated predominantly with the smallest scales of turbu-

lence. Consequently, Richardson introduced the concept of energy cascade for high-Re

turbulence, which is schematically demonstrated in Figure 1.1.

The classical energy cascade is initiated through creation of turbulent kinetic energy

at the largest scales of motion (i.e. the integral length scale `) by the mean fluid dynamic

shear. Inertial instabilities cause the largest eddies to break-up into smaller vortices, trans-

ferring their turbulent kinetic energy in the process. At high Re numbers, the inertial forces

continue to drive the break-up of eddies into continuously smaller structures, transferring
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energy in a non-dissipative manner. The process continues until the eddy size is small

enough that Re, based on the size of smallest turbulence structure, is of order unity. Note

that the magnitude of viscous stresses acting on larger eddies is negligible; the energy

cascade is driven by inertial forces [15]. The role of viscosity is to convert turbulent ki-

netic energy at the smallest scales (i.e. the dissipative scale λν), at which viscous diffusion

balances non-linear advection; the energy is converted from turbulent kinetic energy to in-

ternal energy of the fluid. Note that the process of eddy breakup is purely notional; the

physical mechanism by which energy is transferred between scales occurs predominantly

via stretching or distortion of smaller structures by larger ones (i.e. vortex-stretching), but

it may also occur due to disintegration of a larger eddy.

The timescale over which the largest eddies pass most of their energy to smaller struc-

tures is on the order of their turnover time `/u′, where u′ is the root-mean-squared velocity

fluctuation. Consequently, the rate at which the turbulent kinetic energy is passed down the

cascade is [12, 15]

Π ∼ u′2

`/u′
=
u′3

`
. (1.2)

The rate at which turbulent kinetic energy is dissipated depends on the strain-rate tensor

Sij = 1
2
( ∂ui
∂xj

+
∂uj
∂xi

), and is defined as [12, 13, 15]

ε ∼ νSijSij. (1.3)

At smallest scales, Sij ∼ uη/η, where uη and η and velocity and length scales as-

sociated with smallest turbulent structures, respectively; consequently, ε ∼ ν(u2
η/η

2). At

statistically steady flow conditions, the rate of energy injection must be balanced by the rate

of dissipation at smallest turbulence scales to avoid accumulation of energy at intermediate

scales. The balance between production Π and dissipation ε leads to

u′3

`
∼ ν

v2

η2
. (1.4)
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Combined with the knowledge that Re, based on scales of the smallest turbulence

scales, is of order unity – uηη/ν ∼ 1, the range of length, velocity, and time scales can

be defined [12]

η ∼ `Re−3/4 or η =

(
ν3

ε

)1/4

, (1.5)

uη ∼ u′Re−1/4 or uη = (νε)1/4, (1.6)

τη ∼ (`/u′)Re−1/2 or τη = (ν/ε)1/2, (1.7)

where Re = `u′/ν is the turbulent Reynolds number. The scales η, uη, and τη are the

Kolmogorov microscales, while ` is the integral scale. The separation between the largest

(`) and smallest (η) length scales is shown to depend on the turbulent Reynolds number; at

large Re, the range of length scales can span multiple orders of magnitude. It is noted, that

the actual observed smallest length scales – the dissipation scale λν – are approximately

5-6 times larger than η [11, 16–18].

1.3.2 Kolmogorov’s Theory

Richardson’s energy cascade model is a multi-stage process which involves a hierarchy of

turbulence structures. In 1941, Andrey Nikolaevich Kolmogorov introduced equilibrium

theories that build upon the energy cascade model to describe how energy is transferred

from one scale to another, how much energy is contained at different scales, and how much

energy is dissipated at each scale [19]. Based on physical reasoning and dimensional argu-

ments, Kolmogorov introduced three hypotheses that form the basis for statistical analysis

of turbulence.

Kolmogorov’s hypothesis of local isotropy states that the smallest turbulence (i.e. ed-

dies of size r � ` with a lifetime t � `/u′) can be approximated as being locally ho-

mogeneous, isotropic, and stationary. In homogeneous flow, fluctuation statistics are the

same at all locations in the flow; statistics only depend on relative distance between two
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points. In an isotropic flow, the fluctuation statistics do not have directional preference. In

a stationary flow, turbulence statistics do not vary in time. Due to the complex non-linear

processes that lead to formation of smallest turbulence, it is plausible that there is no mem-

ory of the original anisotropy or other large-scale features associated with a particular flow.

Moreover, since the lifetime of the smallest turbulent eddies is much smaller than those

of large eddies, it is reasonable that smallest scale turbulence is in approximate statistical

equilibrium with the large scales to the extent that ε = Π(t). The regime r � ` is known

as the universal equilibrium range.

Kolmogorov’s first similarity hypothesis states that the statistics of small scale turbu-

lence are universal and are uniquely determined by ε and ν at sufficiently high Reynolds

number. Under this hypothesis, the role of the smallest eddies – Kolmogorov microscales

– is to dissipate energy cascading from larger eddies; the size of smallest scales adjusts

to changes in ε and ν (see Equation 1.5 and Equation 1.6). In the dissipation range of

scales, the turbulence statistics have the functional form 〈·〉 = f(ε, ν, r), where r is the

length scale and 〈·〉 denotes ensemble averaging. In dimensionless form, the functional

relationship may be rewritten as

〈·〉
εaνb

= F(r/η), r � `, or
〈·〉
εaνb

= F(kη), k � `−1, (1.8)

where k is the wavenumber, and a and b are chosen accordingly to non-dimensionalize the

statistic of interest. F represents the universal function, expected to be valid for all forms

of turbulence. In fact, experimental evidence verified universality ofF in a variety of flows,

including wakes, jets, pipes, boundary layers, and grids [20].

Kolmogorov’s second similarity hypethesis states that for sufficiently high Reynolds

number, the statistical properties have a universal form that is uniquely determined by ε

and independent of ν in the range η � r � `. This is motivated by the fact that the range

of length scales increases with larger Re. Consequently, it is expected to find a range of
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Figure 1.2: Schematic representation of length scales and ranges in the turbulent kinetic
energy cascade.

scales, called the inertial range, such that r � η where effects of viscosity are negligible

and r � ` where no memory of large scales is retained. In this range, turbulence statistics

are expected to have the form

〈·〉 = εcrd, η � r � `, or 〈·〉 = εckd, η−1 � k � `−1, (1.9)

where exponents c and d are chosen to match the dimensions of 〈·〉. It should be noted

that higher-order statistics (of order 3 and higher) deviate from the universal scaling, due

to the intermittent nature of ε in space and time [12, 13]. To account for this discrepancy,

Kolmogorov [21] has refined his second similarity hypothesis in 1962 to replace ε with

εAV , which is a local spatial average of dissipation in a spherical volume of radius r.

Schematic representation of the length scale ranges in the energy cascade is shown in

Figure 1.2. The length scales `EI and `DI represent the demarcation lines between energy-

inertial ranges and inertial-dissipation ranges, respectively.
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Figure 1.3: Illustration of one-dimensional unstretched laminar premixed flame.

1.4 Premixed Combustion

1.4.1 Laminar Flames

A brief overview of laminar premixed combustion is also necessary before examining the

interaction between turbulence and premixed flames. In subsonic premixed combustion

reactants are converted to products through a localized combustion zone [1]. This region

of self-sustaining chemical reactions is commonly referred to as a flame. The structure of a

steady flame can be examined in one dimension in the reference frame of a fixed observer.

A representative schematic of a laminar premixed flame is shown in Figure 1.3.

The structure of the unstretched laminar flame is typically separated into two regions:

the preheat zone (PHZ) and the reaction zone (RZ); these regions are indicated by the ver-

tical dashed lines in Figure 1.3. For methane/air flames, the preheat zone is a relatively

chemically inert region dominated by heat and mass diffusion processes. Here, the mixture

is gradually heated by the heat conducted from the heat release region downstream; con-

tinuously rising temperature enables lower temperature endothermic reactions, such as fuel

pyrolysis, and creation of free radicals [22, 23]. The reaction zone is characterized by the

rapid heat release occurring within this region. For high activation energy reactions, includ-
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ing those involved in combustion, it is expected that the reactions are activated close to the

expected maximum temperature [22]; once initiated, such reactions are also expected to be

completed rapidly. Consequently, the reactants are rapidly consumed and the many radicals

are created by chain-branching reactions in the reaction zone. In the region downstream of

the reaction zone, commonly labeled as the oxidation layer, slower oxidation reactions take

place as temperature slowly approaches equilibrium condition.

Two laminar flame properties that are frequently used to characterize turbulent com-

bustion and used for scaling analysis are the unstretched laminar flame thickness (δ0
L) and

flame speed (s0
L). Laminar flame thickness is a measure of how quickly chemical reactions

can occur against the oncoming flow. From Figure 1.3, it is evident that it is the sum of the

preheat layer thickness and reaction zone thickness (i.e. δ0
L ∼ δ0

L,PHZ + δ0
L,RZ). Typically,

the overall thermal thickness is estimated as

δ0
L =

Tp − Tr
max(|∇T |)

, (1.10)

where T is the local temperature, and subscripts r and p correspond to reactants and prod-

ucts, respectively. However, analysis of mass, species, and energy conservation equations

also suggest that δ0
L ∼ αr/s

0
L, where αr is the thermal diffusivity of the reactant mixture

[1, 23]; this thickness approximately represents the thickness of the thin reaction zone

(i.e. δ0
L,RZ = αr/s

0
L). In hydrocarbon/air flames, the thermal thickness of the flame is

approximately an order of magnitude larger than the thickness of the reaction zone (i.e.

δ0
L,RZ = O(10−1)δ0

L) [11].

The laminar flame speed can be defined in two main ways: as a displacement speed

of a specific iso-surface in the flame, or as a global consumption speed of reactants, typi-

cally obtained by integrating the volumetric reaction rate of fuel. The difference between

the displacement and consumption speeds arises due to the choice of the isosurface used to

compute the displacement speed [24]. Since the flow accelerates across the flame, displace-
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ment speed at iso-surface T = Tp will be greater than displacement speed at iso-surface

T = Tr. Moreover, stretched flames introduce variations in propagation rate of the flame

due to local curvature of iso-surfaces and differential mass diffusion, amplifying the dif-

ference between consumption and displacement speeds; in the tip of a Bunsen flame, the

displacement speed can be an order of magnitude larger than the consumption speed [24].

Experimentally, s0
L is typically taken as the velocity of the gas upstream of the preheat zone

and is approximately equal to the consumption speed. For the purposes of this dissertation,

the global consumption speed of an unstretched laminar flame will be considered, defined

as

s0
L =

1

ρr

∫ ∞
−∞

ẇrdx, (1.11)

where ẇr is the volumetric reaction rate for the fuel, and ρr is the density of the reactant

mixture. The consumption speed of a stretched flame can be computed in a similar manner,

integrating over the volume occupied by the flame instead.

1.4.2 Regime Diagrams

The broad range of turbulent scales, which often encompass the thermal thickness of lam-

inar flames (δ0
L) in flows of practical interest, allow for chemical and fluid-dynamic pro-

cesses to interact across a myriad of scales that may be local or distant in scale space

[25–28]. This leads to modification of both the flame structure and turbulence charac-

teristics, resulting in different flame structures observed at various turbulence conditions.

The Karlovitz number (Ka = τc/τη) and the Damköhler number (Da = τ`/τc) are typi-

cally used to characterize the turbulence/flame interactions; τc, τη, and τ` represent the time

scales associated with the laminar flame, Kolmogorov scale, and integral turbulent scales,

respectively. These dimensionless numbers are typically expressed in terms of physical

operating parameters in the combustor as

Ka =

(
u′

s0
L

)3/2(
δ0

L

`

)1/2

, (1.12)
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Figure 1.4: Regime diagram as proposed by Peters [23] with estimated conditions for vari-
ous engines.

Da =

(
s0

L

u′

)(
`

δ0
L

)
. (1.13)

Numerous attempts have been made to classify the turbulent flames into different regimes

of turbulent combustion, including by Williams [29], Borghi [30], and Peters [23]. The

boundaries between the regimes is typically defined in terms of a ratio of turbulence and

chemistry length and time scales, Ka, or Da. One of the most commonly used regime di-

agrams is the one proposed by Peters [23], which uses `/δ0
L and u′/s0

L as the abscissa and

the ordinate, respectively. An example of this diagram is show in Figure 1.4.

The laminar flames are characterized by small `/δ0
L and u′/s0

L and are separated from

the turbulent flames by Re = 1 line. In the presence of “weak” turbulence, the instan-

taneous flame surface behaves as a thin flamelet; this behavior typically encompasses the

wrinkled flamelet and corrugated flamelet regimes. A flamelet was originally defined by

Williams [29] as the flame where gradients in thermo-chemical properties (i.e. temperature,

heat release, etc.) are much larger in flame-normal direction than in tangential direction;
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the local flame structure essentially resembles that of a laminar flame. In these regimes

reactions occur in thin sheets, as the combustion time scales are smaller than the turbulence

time scales [23]. In the wrinkled flamelets regime, turbulence can only wrinkle the flame

front, but not sufficiently enough for the flame to interact with itself [31]. The Kolmogorov

length scales are typically larger than the flame thickness and the magnitude of velocity

fluctuations are smaller than s0
L. As the magnitude of turbulence velocity fluctuations ex-

ceeds the local flame speed, u′/s0
L > 1, the flame front is not able to keep up with turbulent

fluctuations, resulting in a highly convoluted flame front, to the point where isolated pock-

ets of reactants or burned products appear. This is the corrugated flamelet regime.

The line separating the thin flamelet regimes from the thin reaction zones is called the

Klimov-Williams (K-W) condition [29, 32], formally defined by Ka = 1 (here, η = δ0
L

and uη = s0
L). Above the K-W condition, the Kolmogorov length scale is smaller than the

thermal thickness of the flame and the turbulence fluctuations are greater than the laminar

flame thickness [11]. As turbulence is increased, structures of smaller and smaller size

appear in the flow. It is generally thought that turbulent eddies larger than δ0
L increase the

flame surface area through wrinkling and strain mechanisms, hence increasing the turbu-

lent flame speed [33]. On the other hand, turbulence smaller than δ0
L is able to penetrate the

flame structure and alter the scalar gradients. Hence, the enhanced stirring internal to the

flame results in increased diffusion of species and enthalpy, which affects the burning rate

[4, 34, 35]. In the thin reaction zone regime, it is hypothesized that the presence of small

scale turbulence, η < δ0
L, leads to broadening of the flame structure, specifically the preheat

layer upstream of the thin reaction zone [4]. Consequently, the flame structure has a char-

acteristic broadened preheat layer and a thin reaction zone. Some suggest that incoming

turbulence is attenuated in the preheat zone due to increasing temperature, leaving no small

scale turbulence strong enough to affect the structure of the thin reaction zone [36, 37].

Lastly, if the Kolmogorov length scale is small enough to penetrate the thin reaction

zone of the flame, the flames may be broadly thickened and reactions could occur over
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vastly distributed regions of space. However, the ability of the smallest turbulence to mod-

ify the flame structure is still unclear since the Kolmogorov time scale is shorter than the

reaction time scales. On the regime diagram, the broken or distributed reaction regime is

delineated from thin reaction zones by Ka = 100 line; this corresponds to η ≈ δ0
L,RZ in

methane/air flames. The broken reactions have only been observed in compression igni-

tion engines and are a result of rapid heat-release in a homogeneous mixture, rather than

turbulence itself [31].

Figure 1.4 shows a shaded region, which coarsely outlines the range of typical operating

conditions in practical devices, including gas turbine combustors, afterburners, and ramjets

[11]. Clearly, most combustion devices are operated in the thin reaction zones regime

between 1 < Ka < 100. In the present work, this range of Ka number is investigated.

1.4.3 Properties of Reacting Turbulence

To date, many studies focused on the effects of turbulence on premixed combustion, driven

by the need to understand the increased reaction rate in presence of turbulence, as compared

to laminar flames [4, 34, 35]. The results indicate that the effect of turbulence on premixed

flames is reflected in the rate at which energy and species are mixed between the products

and reactants. For example, it has been observed that a turbulent premixed flame consumes

reactants much quicker than a laminar flame occupying the same volume [38].

However, combustion can also have a significant impact on turbulence [11, 39, 40]. As

an example of how turbulence is modified by the flame, spectral and multi-scale structure

properties of reacting turbulence in DNS of flames in HIT have been observed to deviate

from the form observed in most constant-density flows. Towery et al. [41] examined the

2D kinetic energy spectra at various locations within a Ka ≈ 20, Da ≈ 0.8 statistically

planar flame in HIT using single-step chemistry, and observed that small-scale turbulence

is monotonically suppressed from reactants to products. Kolla et al. [42] and Kolla et

al. [43] identified a spectral bump in the 1D kinetic energy spectrum near the scale of
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the laminar flame at Ka ≈ 0.7, Da ≈ 0.1, which was linked to the dilatation from the

flame. Additionally, conditional analysis of the velocity structure functions has shown that

dilatation is the cause of significant deviation from constant-density scaling at Ka . 20

[44–46]. In flows with mean shear, the turbulent kinetic energy dynamics were found to

be dominated by the velocity-pressure gradient term for Ka . 7 [47, 48], whereas the

kinetic energy transport equation is typically balanced by production and dissipation in

most constant-density flows. Finally, the presence of a premixed flame alters the vorticity

dynamics through combustion-induced terms in the transport equation (i.e. dilation and

baroclinic torque) and modifying the magnitude of local transport coefficients [9, 49–57].

The literature clearly shows that there are critical differences between the physics of

reacting turbulence – with variable density, temperature, compositions, etc. – and the clas-

sical phenomenology of incompressible non-reacting turbulence. It is shown that (1) pro-

duction of turbulence may occur at the length scales associated with the flame (i.e. δ0
L),

(2) the turbulent kinetic energy may be transferred to larger scales, and (3) these processes

may also depend on the configuration. Consequently, the coupling between checmical and

mechanical (kinetic) energies may alter the phenomenological picture of the classical equi-

librium turbulent energy cascade.

This consequence is especially significant in the context of LES, which model the in-

fluence of the SFS scales on the larger resolved scales. At highly turbulent conditions,

most of the flame-induced turbulence dynamics exists in the SFS scales and must be mod-

elled. Most SFS models currently used in LES of reacting flows have been designed for

non-reacting turbulent flows and concur with the phenomenology of Richardson [14] and

Kolmogorov [19]. Answering the questions of whether the flame disrupts the predominant

net forward cascade of kinetic energy and whether there is a net backscatter (i.e. upscale

transfer) of energy by the flame is necessary to create physics-based SFS models in LES of

reacting flows. Thus, it is critical to understand the mechanisms of flame-scale turbulence

production, transfer of momentum and energy flame scales and larger scales, and identify
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the conditions at which these effects are important. This thesis focuses on the details of

inter-scale energy transfer.

1.5 SFS modeling in LES

Large eddy simulations separate large scale fluid motion from small scales through convo-

lution of the governing equations with a spatial filter. For LES of compressible flows, the

basic governing equations are filtered Navier-Stokes equations. The filtered continuity and

momentum equations are

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0,

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= − ∂p̄

∂xi
+
∂τ̃ij
∂xj
− ∂Tij
∂xj

,

(1.14)

where ũi is the filtered velocity field that is also a solution to the problem, p̄ is the filtered

pressure, τ̃ij is the filtered viscous stress, and Tij is the SFS stress. Here, Favre filtering

operation is denoted as (̃·) = ρ(·)/ρ̄, where the spatial filtering operation (̄·) is performed

by convolution of the filter kernel G, characterized by the filter scale ∆, with the quantity

of interest q(x, t), [58]

q̄(x, t) = G ∗ q(x, t) =

∫ ∞
−∞

q(x′, t)G(x− x′)dx′. (1.15)

The term containing the SFS stress (i.e. ∂jTij in Equation 1.14) physically represents

the exchange of momentum between scales larger and smaller than ∆ and is defined as

Tij ≡ ρ̄(ũiuj − ũiũj). (1.16)

The filtered product of two velocity components ũiuj appears in the definition, which

creates a closure problem in LES since the unfiltered velocity ui is unknown. It is critical

that Tij is modelled properly, since it has a direct effect on the dynamics of resolved scales
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and the accuracy of the solution. As is commonly done in turbulence simulations, the

problem is closed by expressing the unclosed term – Tij – as a function of the filtered

quantities (i.e. ũi and p̄) [13]. However, one must be mindful when using this approach,

since the effects of higher-order moments in the unfiltered velocity field are not captured

by such closure models [59]. The three main classes of LES models are presented in this

section: eddy viscosity models, dynamic models, and scale-similarity models.

At this point, it is beneficial to briefly introduce the SFS ‘dissipation’ εsfs, defined as

εsfs = TijS̃ij, (1.17)

where S̃ij = 1
2
( ∂ũi
∂xj

+
∂ũj
∂xi

) is the filtered strain rate tensor. Physically, εsfs represents the

dissipation of turbulent kinetic energy by energy transfer to the sub-filter scales. Instanta-

neously, it can be either positive or negative, denoting either up-scale or down-scale energy

transfer, respectively. The equation for εsfs is exact, but it depends on unclosed Tij . Hence,

performance of the model for Tij has a direct effect on the energy dynamics. Discussion on

εsfs and its link to the inter-scale energy transfer parameter αsfs will be discussed in more

detail in Section 1.6.

Eddy Viscosity Models

The eddy viscosity models in LES are conceptually very similar to the eddy viscosity mod-

els used in Reynolds-averaged Navier-Stokes (RANS) equations closure. Specifically, the

gradient transport approximation is applied to the unresolved small-scales. Since turbu-

lence contains a great deal of fine-scale structures that appears to be random and stochastic,

it is believed that fine-scale motions can be modeled using stochastic transport mechanisms.

This is analogous to the molecular transport of mass, momentum, energy, and scalars

governed by small-scale stochastic molecular motion. Fourier’s law of heat conduction,

Fick’s law of mass diffusion, and momentum diffusion via viscosity are all examples of
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diffusive transport mechanisms that takes the form

qi = −D ∂φ
∂xi

, (1.18)

where D is a proportionality constant, φ is any quantity of interest and qi is the net flux

of said quantity per unit mass. Since the net flux is proportional to the mean gradient of

φ, this is referred to as a gradient transport mechanism. Turbulent transport is commonly

modelled using this mechanism, assuming that small-scale stachastic vortical structures

(i.e. eddies) dominate turbulent transport. Under this model, the SFS stress is modelled as

Tij ≈ 2νsfsS̃ij, (1.19)

where νsfs is the eddy viscosity (i.e. the proportionality constant in Equation 1.18). Under

this formulation, it is required that the SFS stress is aligned with the resolved strain rate

tensor. Using a constant eddy viscosity is possible, but it gives very poor results [59].

The various sub-filter-scale models in the category of eddy viscosity models differ in the

manner in which νsfs is modelled.

One of the most popular models in use to date is the Smagorinsky model. Originally

developed for atmospheric flows in 1963 [60], Smagorinsky expressed the eddy viscosity

in the following form

νsfs = (CS∆)2(S̃ijS̃ij)
1/2, (1.20)

where CS is the Smagorinsky coefficient, and ∆ is the filter scale. This is a fairly simple

model, which is relatively straightforward to implement and is computationally efficient.

20



However, its primary issue is that it is a purely dissipative model:

εsfs = TijS̃ij

= (2νsfsS̃ij)S̃ij

= 2C2
S∆2(S̃ijS̃ij)

3/2.

(1.21)

Since, S̃ijS̃ij is strictly positive, εsfs > 0; only forward scatter of energy is permitted

by the Smagorinsky model. However, locally and instantaneously in a real turbulent flow,

the energy exchange between larger (resolved) and smaller (sub-filter) scales can occur in

either direction [61]. While this limitation can be acceptable if mean energy transfer direc-

tion occurs from resolved to sub-filter scales, Smagorinsky model can lead to completely

incorrect prediction if mean energy transfer occurs in the up-scale direction.

Moreover, model predictions tend to be sensitive to the Smagorinsky constant CS [61].

Typically, CS is determined by equating mean SFS dissipation rate to true kinetic energy

dissipation, viz. 〈εsfs〉 = 〈ε〉. A standard value of CS is typically taken as 0.17, but can

range between 0.1-0.2 in shear flows, and value of 0.23 is commonly used in homogeneous

isotropic turbulence [3, 13]. Clearly, there is a dependence of CS on the flow regime. Eddy

viscosity models perform reasonably well in predicting mean flows away from boundaries,

but often overpredict shear stress [59]. Generally, the eddy viscosity models tend to cor-

rectly model the mean down-scale energy dissipation, but poorly represent the sub-filter-

stress terms on a local basis [62].

Dynamic Models

The class of dynamic models builds upon the eddy viscosity type models, but allows the

coefficient to vary in space and time. These models do not require the coefficient to be

specified explicitly, but are computed dynamically during the LES calculation in response

to the local turbulence conditions. The first such model was applied to the Smagorinsky

eddy-viscosity model by Germano et al. [63], creating the dynamic Smagorinsky model.
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The idea that CS can be determined in situ during LES calculation is based on the

assumption that the same Smagorinsky coefficient can be applied at the original filter scale

and at a test filter level that is larger than the original filter width (typically twice as large).

If the operation (̂·) denotes filtering at the test scale ∆T, the “test stress tensor” can be

computed as

T ∆T
ij = ̂̃uiuj − ˆ̃ui ˆ̃uj. (1.22)

Note that the test-filtered sub-filter-stress has the following form

T̂ij = ̂̃uiuj − ̂̃uiũj. (1.23)

Determination of the dynamic Smagorinsky coefficient is enabled using the Germano

identity to calculate the resolved stress Lij as

Lij = T ∆T
ij − T̂ij

= ̂̃uiũj − ˆ̃ui ˆ̃uj.

(1.24)

Since the right hand side of the Germano identity can be explicitly calculated using the

known ũi fields by applying a test filter ∆T, Lij is a known quantity. By modelling both Tij

and T ∆T
ij using a Smagorinsky model (Equation 1.20) and assuming the same value of CS,

one can dynamically solve for the Smagorinsky constant at each point in the computational

domain [63].

Performance of the dynamic Smagorinsky model shows a considerable improvement

over the static version, including in shear flows [63] and in compressible flows [64]. Im-

portantly, fluctuations in Smagorinsky coefficient allows for positive and negative energy

transfer which simulates the forward- and back-scatter of energy [59]. However, large fluc-

tuations in the coefficient are often observed, leading to numerical instabilities. Some sort

of regularization is typically required for evaluation of the dynamic variables to avoid such

instabilities (ex. smoothing, thresholding, averaging), resulting in a plethora of sub-models
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determined by the regularization method [61]. A common approach is to average the dy-

namic constant over homogeneous directions (ex. planar cross-sections) which means that

back-scatter or forward-scatter must occur uniformly over the averaging domain. While

dynamic models are a definite improvement over the static eddy-viscosity models, their

disadvantage is that they require increased computational time as two levels of filtering

must be employed, as well as potentially averaging of the dynamic coefficient.

Scale Similarity Model

Another class of models, termed scale similarity, were proposed by Bardina et al. [62] in an

attempt to capture energy back-scatter εsfs > 0. The basic assumption in this model is that

energy transfer between resolved and sub-filter scales is determined by eddies at the filter

size ∆; these are simultaneously the largest sub-filter-scale eddies and smallest resolved

eddies. In essence, the Bardina model assumes that the energy transferred through the filter

scale is the same as that transferred through a slightly larger scale; hence, it is assumed that

ui = ũi. Similarly to the dynamic model, test filtering across the test filter scale ∆T > ∆

is performed, which results in

Tij = ũiuj − ũiũj

≈ CL

[̂̃uiũj − ˆ̃ui ˆ̃uj

]
︸ ︷︷ ︸

Lij

. (1.25)

Here, the test filter is again at a larger scale than the original scale (∆T > ∆). The

separation between ∆T and ∆ was referred to as the transfer range by Bardina et al. [62]

and is typically narrow (i.e. ∆T = 2∆). Effectively, Bardina has assumed that the energy

transfer between the resolved scales and the sub-filter scales occurs through the transfer

range. Since the separation between the original and test filter scales is small, the local

instantaneous energy transfer across ∆T is proportional to the local instantaneous energy
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transfer across ∆, i.e.

Tij = CLLij. (1.26)

Modeled SFS stress in a priori tests using the scale similarity model exhibits a relatively

high correlations with the exact SFS stress [59, 65]. Most importantly, these models allow

for back-scatter of energy, making it a viable model for compressible and reacting flows

where reversal of energy cascade may be important. Moreover, the SFS stress term modeled

by scale similarity is Galilean invariant, whereas the those provided by eddy viscosity or

dynamic models are not [66].

While the predictions of the SFS stresses is generally good, the scale similarity model

does not dissipate enough energy [59, 61]. To remedy this issue, mixed models are used,

which combine the scale similarity model with Smagorinsky model [62]. This allows the

scale similarity portion of the model to predict energy back-scatter instantaneously, while

the added eddy viscosity ensures sufficient energy dissipation to occur [65]. In general,

mixed models give much improved correlations while allowing for adequate dissipation in

non-reacting flows [61].

1.6 Inter-scale Energy Transfer

Practically speaking, the interest in the direction and magnitude of cross-scale energy trans-

fer arises from the need in LES to close the residual stress-tensor Tij ≡ ρ̄(ũiuj − ũiũj).

It is therefore necessary to understand the physical processes governing Tij and how they

depend on the local flow conditions and the filter scale. Models for Tij are generally based

on energy transfer phenomenology and the constant density turbulence theories are pre-

dominantly relied upon to motivate such models.

The physics of constant density turbulence is typically described by the phenomenology

of Richardson [14] and Komogorov’s equilibrium theories [19, 21], as described in Sec-

tion 1.3. Figure 1.5 shows a representative energy spectrum (E(k), with k the wavenum-
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Figure 1.5: Model energy spectrum for homogeneous isotropic turbulence.

ber) observed in non-reacting HIT, from which key observations can be made. Firstly,

turbulent kinetic energy is created by the mean fluid dynamic shear at the largest scales of

motion (i.e. `). The largest scales of turbulence (low wavenumbers) contain most of the

energy; however, the details of the spectrum at low wavenumbers differs between various

configurations. Secondly, the kinetic energy is transferred to subsequently smaller scales

by non-linear advection in a non-dissipative manner in the middle range of the wavenumber

range (i.e. inertial range). There is a power-law behaviour with slope d = −5
3

in accor-

dance with Equation 1.9. Finally, at high wavenumbers, the spectra decays more rapidly as

the kinetic energy is dissipated by viscous action. Since the energy is input at the largest

scale and energy is dissipated at the smallest scales, the overall transfer of turbulent kinetic

energy occurs in the ‘forward’ direction.

As a result, most LES models predict a mean forward energy cascade; formulation

of some models, such as the popular Smagorinsky eddy viscosity model, only allow the

forward scatter of energy from large to small scales [3]. The mean forward cascade has
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been confirmed in numerous flows [13]; however, the classical turbulence theories may

not be valid in reacting flows since combustion enables mechanisms of turbulence produc-

tion at the length scales of the flame, which are generally smaller than the integral scales

in industry-relevant flows, and thermal expansion (dilatation) provides a mechanisms to

transfer this energy to larger scales.

Recent DNS studies of planar premixed flames propagating in HIT, focusing on cross-

scale kinetic energy transfer in turbulent premixed reacting flows, have identified signifi-

cant deviations from equilibrium forward cascade behavior, including observation of mean

backscatter. In the flame studied by Towery et al. [41], they noted significant variation

of turbulent kinetic energy spectrum across the flame brush and observed reversal of ad-

vective energy transfer at scales of the laminar flame thickness. In a supersonic mixing

layer, O’Brien et al. [67] studied the effects of compressibility and combustion on the

dynamics of backscatter, finding that backscatter was strongly correlated to volumetric ex-

pansion. Based on scaling arguments, O’Brien et al. [68] hypothesized that backscatter

should be significant for low to moderate turbulence intensities, roughly corresponding to

the thin-reaction-zones regime of turbulent premixed combustion for flames in HIT. Study-

ing similar conditions to Towery et al. [41], they used physical space analysis to identify

combustion-induced mean backscatter when data were conditioned on the reaction progress

variable c. Kim et al. [69] studied the same configuration, but at Ka ≈ 70 and Da ≈ 0.3

using a wavelet analysis method. They also reported an increase in the kinetic energy at

small scales inside the flame, with the small scales becoming the donor of energy to larger

scales at these locations. These various studies also highlighted the predominant roles of

convective and pressure-gradient transfer terms in controlling the observed behaviors.

Clearly, the DNS evidence suggests that potentially significant small-to-large scale ki-

netic energy transfer occurs within the instantaneous premixed flames across a range of

Karlovitz numbers that is relevant to practical devices. However, this has not yet been ex-

perimentally verified and, as pointed out by Kim et al. [69], it is important to consider (i)
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different parameter spaces than are accessible to the DNS; (ii) realistic chemistry (beyond

single-step Arrhenius models); and (iii) more practical configurations, including those with

mean pressure gradients and shear flows.

In the literature, the behavior of the kinetic energy dynamics is studied using wavelets

[69], in spectral space through application of the Fourier transform [41], or in physical

space through spatial filtering of the velocity fields [67, 68]. The first two methods al-

low for direct analysis of interaction between pairs of scales; however, the Fourier space

method requires homogeneity and periodicity in the domain – preventing analysis of non-

planar flames – and the wavelet analysis is very challenging to perform on experimentally

acquired data. The physical space approach does not provide any information on the inter-

action between the pairs of scales; however, it enables for explicit identification of physical

processes associated with the cross-scale energy by studying the filtered transport equa-

tions. Moreover, the physical space method does not require homogeneity and periodicity

in the test domain, making it possible to study more complex flame shapes experimentally.

The physical-space analysis of cross-scale energy transfer involves performing spatial

filtering to separate the large and small scale dynamics; Favre filters are often used to

simplify the analysis of the governing equations in compressible and reacting flows. The

transport equation for the filtered kinetic energy of the flow (k = 2−1ũiũi) is obtained by

multiplying the filtered Navier-Stokes equation by the filtered velocity [68]:

∂k

∂t
+ ũi

∂k

∂xi
= − ũi

ρ̄

∂p̄

∂xi︸ ︷︷ ︸
αp

+
ũi
ρ̄

∂τ̄ij
∂xj︸ ︷︷ ︸
αν

− ũi
ρ̄

∂Tij
∂xj︸ ︷︷ ︸

αsfs

. (1.27)

The three terms on the right hand side of Equation 1.27 (αp, αν , and αsfs) represent the

work done by the resolved pressure, resolved viscous shear, and the unresolved turbulent

stresses, respectively.

A similar equation for the sub-filter-scale kinetic energy (ksfs = 2−1(ũiui − ũiũi)) may

be obtained by subtracting Equation 1.27 from the equation for filtered kinetic energy of

27



the full flow (K = 1
2
ũiui):

∂ksfs

∂t
+ ũi

∂ksfs

∂xi
=

1

ρ̄

(
ũi
∂p̄

∂xi
− ui

∂p

∂xi

)
︸ ︷︷ ︸

αsfs
p

+
1

ρ̄

(
ui
∂τij
∂xj
− ũi

∂τ̄ij
∂xj

)
︸ ︷︷ ︸

αsfs
ν

−1

ρ̄

∂

∂xi

(
ρ̄ũiK − ρ̄ũiK̃

)
︸ ︷︷ ︸

φsfs

−αsfs,

(1.28)

where αsfs
p is the sub-filter-scale pressure-velocity gradient correlation, αsfs

ν is sub-filter

viscous work, and φsfs is an unclosed flux term that contains a filtered product of three

velocities.

There exists a two-way connection between the transport of k and ksfs, via αsfs, which

appears with opposite signs in Equation 1.27 and Equation 1.28. The sign convention

implies that αsfs < 0 is associated with the classical – downscale – energy cascade; upscale

backscatter is represented by αsfs > 0. It should be noted that, αsfs is related to SFS

‘dissipation’ εsfs via εsfs = −ρ̄−1∂j (Tijũi) − αsfs; in constant-density HIT, the prevailing

mechanism of resolved/SFS kinetic energy transfer generally is given by εsfs. However, as

shown by O’Brien et al. [68], αsfs is more expedient to identify energy transfer across the

filter scale in systems with thermal expansion.

O’Brien et al. [68] observed a strong correlation between the SFS kinetic energy and

SFS pressure work, αsfs
p , inside the flame. That is, αsfs

p acted as an energy source due

to thermal expansion, leading to an increase in the SFS kinetic energy and enabling the

transfer of excess energy to the resolved scales. In the planar flame studied by O’Brien et

al. [68], the pressure gradients were primarily associated with the pressure decrease across

the flame. However, practical combustor geometries frequently exhibit large-scale pressure

gradients due to the mean flow, which often are stronger than those induced by the flame.

It therefore is not unreasonable to expect that flow-induced pressure gradients can have a

significant impact on the pressure-work, leading to larger SFS kinetic energy and increased
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back-scatter.

The above discussion highlights the recent developments in the research of inter-scale

energy transfer, highlighting the important roles of pressure-work and dilatation on modifi-

cation of the classical energy cascade in premixed turbulent combustion. Nevertheless, the

majority of research studies were performed on simple flames, in the absence of realistic

flow features, and were done numerically with simplified reaction mechanisms. Further

research is required to experimentally verify these findings and extend the research to prac-

tical combustor geometries.

1.7 Hypothesis and Objectives

The literature indicates that inter-scale energy transfer in turbulent combustion does not

necessarily follow the same phenomenology as in non-reacting incompressible turbulence.

Specifically, the evidence points to turbulence production and reversal of the classical

down-scale energy transfer at scales around δ0
L. The above discussion has also identi-

fied the significance of thermal expansion and fluctuating pressure-work in transport of

turbulent kinetic energy, which appears to strongly depend on local conditions and flow

configuration. Given that pressure fields in practical turbulent combustors can arise from

a variety of geometry- and condition-specific sources, this would potentially require a fun-

damental re-examination of quasi-universal turbulence closure models for the purposes of

combustion.

However, quantification of cross-scale energy transfer has only been studied using DNS

of flames in incompressible HIT at limited Re and without presence of potentially critical

pressure effects. Since there is a very limited set of experimental efforts in these topics,

there is a need for experimental quantification of (1) up-scale momentum/energy transfer,

(2) the range of scales over which energy backscatter may occur, (3) the controlling param-

eters, and (4) whether these effects are significant in more practical configurations. This

research gap thus presents an excellent opportunity to study inter-scale energy transfer in a
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practical flow configuration.

Given previous observations of inter-scale energy dynamics, the direction and magni-

tude of inter-scale energy transfer is expected to depend on the magnitude of heat release

from combustion, intensity of turbulence in the reactant mixture, and presence of large-

scale pressure fields. The hypothesis to be tested in the presented work is that the magni-

tude of observed energy backscatter will (i) increase with the magnitude of the persistent

pressure gradient induced over the flame region by the large-scale fluid dynamics, (ii) will

increase with magnitude of heat release across the flame, and (iii) decrease in larger ReT

flows.

The effect of large-scale pressure gradients over the flame on αsfs is motivated by the

DNS observations of flames in HIT. The pressure gradients driving the pressure-work in

such flames arise solely from the turbulent eddies and from the expansion across a low

Mach number deflagration, which become decreasingly significant at high Ka. Systems

that induce the pressure gradients through other means have the potential to exhibit signifi-

cant production of turbulence at scales of laminar flame thickness and at conditions beyond

what would be predicted from flames in low Mach number HIT. One mechanism through

which this can occur is baroclinic torque vorticity production [56]. In such situations, in-

teractions between the flame-induced density gradients and the pressure field may give rise

to considerable creation of turbulence at the flame scales, as opposed to the large-scale tur-

bulence production by mean shear. The resultant excess energy in the sub-filter scales (as

compared to equivalent non-reacting turbulence) can potentially lead to increased backscat-

ter, as demonstrated by O’Brien et al. [68]. The first point of the hypothesis can thus be

summarized as

(i)
∂αsfs

p

∂|〈∇p〉|
> 0 and

∂αsfs

∂|〈∇p〉|
> 0, (1.29)

where 〈p〉 is the mean pressure field; 〈·〉 denotes ensemble averaging. Specifically, the

small-scale pressure-work and αsfs will increase with the magnitude of the gradients asso-

ciated with the mean pressure fields. The most common sources of large-scale pressure
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gradients that can potentially affect the turbulence dynamics in low Mach number flames

are associated with the large-scale flow features and the confinement geometry. The former

frequently arises due to a coherent rotational fluid motion, such as in rotating (or swirling)

flows, inside recirculation zones, or in large vortices generated by flow instabilities. The

later typically uses the geometrical constraints of the system to achieve large-scale pressure

gradients in the system, such as in nozzles and diffusers. In cases when 〈∇p〉 is stronger

than∇p associated with the flames and small-scale turbulence, flame-scale turbulence pro-

duction via αsfs
p may be significantly enhanced.

The amount of heat release due to combustion can similarly have a significant effect on

the energy dynamics in turbulent flows. In cases when the rate of chemical energy release

at the scales of laminar flame thickness is larger than the rate associated with turbulence

production by mean shear at largest turbulent length scales, it is possible to overwhelm the

classical downscale energy cascade with energy backscatter. It is thus entirely plausible to

expect a larger amount of energy backscatter in weakly turbulent flames with high heat-

release rates (ex. in CH4-air flames at stoichiometric conditions). Conversely, in highly

turbulent flows, the rate of large-scale turbulence production is presumed to be larger than

heat-release rate; the magnitude of energy backscatter is expected to decrease with tur-

bulence intensity or ReT. As a result, the imbalance between rates of heat-release and

turbulence production by mean shear can result in varying αsfs. This is summarized by

points (ii) and (iii) of the hypothesis; mathematically,

(ii)
∂αsfs

∂q̇
> 0 (1.30)

(iii)
∂αsfs

∂ReT

> 0. (1.31)

For premixed hydrocarbon-air flames, and CH4-air specifically, the heat-release rate is

maximum in near-stoichiometric mixtures. Consequently, equivalence ratio can be used as

a proxy for heat-release rate in such flames; the variation of αsfs with q̇ can be re-expressed
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as

∂αsfs

∂φ
> 0 for φ < 1, and (1.32)

∂αsfs

∂φ
< 0 for φ > 1. (1.33)

The overarching goal of research presented in this thesis is to experimentally determine

the relationship between the pressure field, turbulence conditions, heat-release rate, and

inter-scale energy transfer in an aerospace-relevant configuration. The research questions

that will be addressed in the proposed work are

1. At what conditions, locations, and scales does significant energy back-scatter occur?

2. What are the underlying physical mechanisms responsible for energy back-scatter,

and how are they related to (i.e. scale with) the controlling parameters (ReT, average

|∇p|, and φ; equivalently Ka and average |∇p|)?

The general approach is to measure the inter-scale energy transfer while systematically

varying the available independent parameters. This strategy will involve adjustments of

the mean pressure field (specifically the magnitude of the flow-induced pressure gradient

|∇p|), ReT, and the equivalence ratio (φ) over a range of values that represent the turbulent

and thermochemical conditions in practical combustor configurations.

For each test condition, the specific objectives are to:

1. Perform simultaneous measurements of the 3D velocity and planar distribution of

CH2O.

2. Estimate physically-reasonable density and progress variable fields from the CH2O

measurements. If necessary, obtain estimates of the fully-resolved velocity fields.

3. Favre filter the experimental data and calculate αsfs as a function of scale.
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Ultimately, the results may require a re-examination of LES closure paradigms for com-

pressible reacting turbulence and aid in the development of physically-reasonable turbu-

lence closure models for combustion. This work will provide a rigorous assessment of the

extent to which current turbulence modelling paradigms hold in aerospace-relevant com-

bustion, as well as the data necessary to develop and validate new models if required.
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CHAPTER 2

EXPERIMENTAL APPROACH

Study of turbulence-flame interactions requires simultaneous knowledge of the turbulent

velocity field and scalar fields that characterize premixed combustion, such as temperature

or reacting species, at all points in space and time. Moreover, the range of length and time

scales under highly-turbulent flow conditions requires correspondingly high spatial and

temporal resolutions. The number of independent variables one must measure depends on

the nature of the reactants and the complexity of the reaction mechanism. For example, the

simplest description of H2-O2 combustion requires 8 species and 40 reactions (20 elemen-

tary reactions in forward and reverse directions) [1], while the simplest CH4-O2 combustion

mechanism uses 25 species and 150 elementary reactions [70]. Higher-order hydrocarbons

and more complex fuels require even larger number of species to fully describe its oxida-

tion. Hence, one must measure hundreds of chemical species and fine scale 3D velocity

fluctuations with sufficient accuracy to fully describe the evolution of reacting turbulence.

This is not yet possible experimentally and most fundamental studies of turbulence-flame

interactions rely on DNS of premixed flames in low Re number turbulence [34].

Experimentally, only a few of these variables are measured simultaneously. One of the

popular approaches involves a combination of PIV and PLIF for velocity fields and species

distribution, respectively. The former can provide either two (2C) or three (3C) components

of velocity in either a plane (2D) or a three-dimensional (3D) volume, based on the type

of PIV used. The latter measures the concentration of a target species in a certain energy

state. The PLIF signal is typically used to detect the presence of target species in the flow, or

to measure local concentration, temperature, pressure, or velocity. Furthermore, there are

limitations in the temporal and spatial resolution of the measurements due to the capabilities

of the equipment used; often one is prioritized over the other. For example, study of how
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turbulent flames evolve often requires high repetition rate measurements (on the order of

kilohertz) at the cost of spatial resolution, while the studies of kinematic and dynamic

properties of stationary turbulence often focus on maximizing the spatial resolution (on the

order of micrometers).

In this dissertation, measurements are performed simultaneously in statistically sta-

tionary turbulent swirl flames using high-resolution tomographic PIV and formaldehyde

(CH2O) PLIF in two optical configurations. The first configuration uses macro lenses to

view a larger field of view with ‘standard’ spatial resolution. This setup allows for measure-

ment of cross-scale energy transfer across large length scales (several times larger than δ0
L)

and identification of large-scale coherent structures in the flow. In the second configuration,

long-distance microscopes are used to view a smaller field of view while maximizing the

spatial resolution. In this layout, cross-scale energy transfer across smaller length scales

(on the order of δ0
L and smaller) can be evaluated. It is shown that the configuration with

‘standard’ resolution is not fully resolved (see Chapter 5), and hence only the second con-

figuration is able to accurately measure αsfs across scales on the order of δ0
L. In both cases,

TPIV provided 3C-3D velocity fields that allow for computation of the full velocity gradi-

ent tensor, which is required for evaluation of αsfsdirectly. The distribution of CH2O was

used to identify the edges of the instantaneous flame and approximate the local fluid den-

sity and reaction progress variable along the central plane of the TPIV volume. The details

of the experiment and optical diagnostic techniques are provided below.

2.1 Experimental Configuration

The burner used is a gas turbine model combustor, shown in Figure 2.1, identical to that

originally described by Meier et al. [71] but with the combustion chamber removed to

prevent seed deposition on the windows from interfering with the measurements. The

swirl burner was mounted onto a three-directional motor-driven translation stage (Velmex,

5 µm/step), which allowed examining different regions of interest without moving the com-
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Figure 2.1: Swirl burner with measurement locations.

ponents of optical diagnostics. Air and fuel (methane) flow rates are metered using inde-

pendent mass flow controllers (Brooks, 1% of set point); the reactants are premixed well

upstream of the combustor plenum, passed through a fixed radial swirler, and expelled

through a De = 27.85 mm diameter nozzle having a conical bluff body along the center-

line. The air was seeded with solid Al2O3 particles for TPIV; the flow rate for the seeded

air was also metered using a Brooks mass flow controller.

In practical devices, flame stability is one of the key considerations when designing a

combustor. This usually requires the flame to be anchored at a desired location and be re-

sistant to a variety of dynamical events, such as flashback, liftoff, and blowoff, over a range

of operating conditions. The essential requirement for anchoring the flame in a usually

turbulent flow is that the local turbulent flame speed matched the local mean flow veloc-

ity. This can be achieved through modification of the flow, combustor geometry, turbulent

flame speed, or any combination of the above. Common methods of flame stabilization in-

clude the use of low-velocity bypass ports, refractory burner tiles, bluff-body flameholders,

or through creation of recirculation zones in the flow [1].
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Figure 2.2: Schematic representation of a swirl stabiled combustor, showing the central and
outer recirculation zones (CRZ and ORZ) and the associated pressure gradients [75].

Swirl stabilized combustion (SSC) is a popular flame stabilization technique in aero-

nautical gas-turbine engines because it increases the residence time inside the combustor

of a given - usually constrained - length, while enhancing mixing close to the exit nozzle

[72, 73]. Additionally, amounts of unburned hydrocarbons and soot in SSC are reduced,

which makes it attractive to engine manufacturers in the face of increasingly stringent emis-

sion regulations [74]. Swirl-stabilized flames are typically compact in size, as compared to

flames at equivalent thermal power but stabilized using other methods (ex. Bunsen or bluff-

body stabilized flames). This reduces the overall weight of the combustor and consequently

of the entire engine assembly.

Stabilization of the swirling flames is achieved through formation of recirculation zones

by introducing a swirling velocity component to the incoming reactants, as shown in Fig-

ure 2.2. The geometry of SSC is such that the swirling vortex downstream of a dump

plane undergoes a sudden expansion; the centripetal force of the swirling jet emitted from
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the nozzle pushes the air-fuel mixture away from the center of the burner, inducing a low-

pressure zone in the center and forming a radial pressure gradient. Axial expansion through

the nozzle causes a decay in the tangential velocity and magnitude of the radial pressure

gradient with downstream distance, thus forming a negative axial pressure gradient along

the rotation axis of the burner. Formation of the central recirculation zone (CRZ) occurs

when the adverse axial pressure gradient is sufficient to overcome the axial jet momen-

tum [76]. In the case of confined combustion, outer recirculation zones (ORZ) also form

between the swirling reactant jet and the combustion chamber, which allows the flame to

stabilize in the outer shear layer at low bulk flow velocities.

Presence of the CRZ creates a region of low velocity at the nozzle exit, allowing the

flame to stabilize there. Furthermore, the recirculation bubble transports hot combustion

products and active chemical species to the flame root which leads to increased mixing of

hot products and the reactant mixture. Thus a continuous ignition source exists at the nozzle

exit, allowing for flame stabilization at flow rates that would not be possible in other flame

configurations. However, recirculating swirling flows are only formed above a critical swirl

number S, which is defined as the ratio of the the axial flux of swirl momentum to the axial

flux of axial momentum, i.e.

S =

∫ R
0
ρuaxuθr

2dr

R
∫ R

0
[ρu2

ax + (p− p∞)]rdr
, (2.1)

where uz and uθ are the axial and azimuthal velocity components and (p − p∞) is the

pressure difference between the swirling jet and the fluid at rest [77]. For low Mach number

flows, contribution of the pressure term is very small compared to uax and its contribution

to S is generally neglected.

It is known that the swirl number can have significant effects on the mean flow field

and flame dynamics. As discussed in the previous chapter, the magnitude of the imposed

pressure gradient can potentially result in increased energy backscatter. In this thesis, the

38



magnitude of flow-induced pressure gradient is varied through modification of the swirl

number. Three radial swirlers are considered, the geometry of which are shown in Fig-

ure 2.3; Table 2.1 summarizes the geometrical parameters of the three swirlers. The ge-

ometric swirl number (Sg) in Table 2.1 is the theoretical swirl number derived from the

details of the swirler geometry; details of Sg calculation for the radial swirler are shown in

Appendix A. The angle of the radial vanes with respect to the radial coordinate is increased

from 19.4◦ to 34.0◦. Additionally, the width and height of individual channels was adjusted

such that cross-sectional area of each channel is constant; this is required for S3 specifi-

cally to ensure the channels do not overlap. Note, that Sg is different from the measured

swirl number S. The swirl numbers are measured experimentally at the nozzle exit and the

results are presented in Section 5.1.

2.2 Test Conditions

Due to the unique geometrical features of the SSC, explicit and relatively independent con-

trol of the magnitudes of turbulence intensity, mean pressure gradient, and density gradient

are possible through separate manipulations of the jet velocity issuing from the nozzle (Uj),

the swirl number (S), and global equivalence ratio (φ). Variation in Uj can be interpreted in

terms of the Reynolds number (Re = UjDe/νr, where De is the nozzle exit diameter). As

an example, low Re flow at a high S will induce weak turbulence and a relatively strong

gradients in the mean pressure field. It is noted that Uj and S are not truly independent;

however, a wide range of Re and pressure gradients can be achieved by manipulating Uj

and S. Changing φ has a direct effect on the product temperature, flame speed, and laminar

Table 2.1: Geometrical parameters of the radial swirlers considered.

Swirler Channel width (mm) Channel height (mm) θ (deg) Sg

S1 6 mm 11.3 mm 19.4◦ 0.55
S2 6 mm 11.3 mm 26.2◦ 0.75
S3 5 mm 13.6 mm 34.0◦ 1.00
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Figure 2.3: Geomerty of three radial swirlers used to vary the swirl number.
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Table 2.2: Test conditions, using a methane-air mixture. Shaded cases represent data taken
from an earlier experiment.

φ = 0.75 φ = 0.85 φ = 1.0
Case S Uj (m/s) Case S Uj (m/s) Case S Uj (m/s)
E075-S1-U04 S1 4
E075-S1-U05 S1 5 E085-S1-U05 S1 5 E100-S1-U05 S1 5
E075-S1-U10 S1 10 E085-S1-U10 S1 10 E100-S1-U10 S1 10
E075-S1-U12 S1 12 E085-S1-U12 S1 12 E100-S1-U12 S1 12
E075-S1-U15 S1 15 E085-S1-U15 S1 15

E085-S1-U20 S1 20 E100-S1-U20 S1 20
E085-S1-U25 S1 25
E085-S1-U27 S1 27

E075-S2-U05 S2 5 E085-S2-U05 S2 5 E100-S2-U05 S2 5
E075-S2-U10 S2 10 E085-S2-U10 S2 10 E100-S2-U10 S2 10
E075-S2-U12 S2 12 E085-S2-U12 S2 12 E100-S2-U12 S2 12

E085-S2-U17 S2 17
E100-S2-U20 S2 20

E075-S3-U05 S3 5 E085-S3-U05∗ S3 5 E100-S3-U05 S3 5
E075-S3-U10 S3 10 E085-S3-U10 S3 10 E100-S3-U10 S3 10
E075-S3-U12 S3 12 E085-S3-U12 S3 12 E100-S3-U12 S3 12

E085-S3-U20 S3 20 E100-S3-U20 S3 20

flame thickness, which allows to control the magnitude of the density gradient across the

flame, and consequently the magnitude of pressure-work.

Table 2.2 summarizes the set of operating conditions considered in this work. Equiv-

alence ratio is varied between φ = 0.75, φ = 0.85, φ = 1.00 to achieve two fuel-lean

mixtures and one stoichiometric mixture. Swirl number is varied by physically replacing

the radial swirler in the burner and takes on three distinct values: S1, S2, and S3. All three

swirlers have medium-to-high swirl numbers (S ≥ 0.55) which ensures formation of the

central recirculation zone and stabilization of the flame [57]. The jet velocity is defined as

U2
j = U2

b(S2 + 1), where the bulk flow velocity Ub is determined from the ratio of vol-

umetric flow rate and the nozzle exit area. It is also assumed that the characteristic swirl

velocity Uθ and Ub are the dominant velocity components at the nozzle exit and are related

via S ∝ Uθ/Ub. The jet velocity is varied between 4 m/s to 20 m/s. Furthermore, an addi-

tional measurement is taken for each entry in Table 2.2 at non-reacting conditions with an
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equivalent flow rate (i.e. same Re). This enables comparison of results between reacting

and non-reacting conditions.

A brief discussion regarding the completeness of the operating conditions in Table 2.2

is warranted. Firstly, the test matrix appears sparsely populated. The goal was to construct

the test matrix such that comparisons across one variable are possible, while holding the

other two constant. However, preliminary testing has demonstrated that the flame was

either unstable or was blown-off at high jet velocities, especially for lean reactant mixtures

(φ = 0.75 and φ = 0.85). As a result, three primary jet velocities at which a stable flame

exists at all φ and S were targeted (Uj = 5, 10, and 12 m/s) as base velocities. At each

combination of φ and S, the highest jet velocity (aboveUj = 12 m/s but belowUj = 20 m/s)

at which the flame is stable was recorded. This additional test condition represents the most

turbulent flame prior to flame blow-off and is meant to demonstrate the highly turbulent

conditions. Secondly, there are more test points for S1 than for other swirler numbers. The

extra cases, which are shaded in Table 2.2, represent prior measurements that were taken at

an earlier time using an identical experimental setup and laser diagnostics for another study

[56]. However, the data is also useful for the purposes of this dissertation and is therefore

included here for completeness.

2.3 Laser Diagnostics

Experiments were performed using simultaneous TPIV and CH2O PLIF in unconfined pre-

mixed swirl flames. All measurements are performed directly above the nozzle as shown

in Figure 2.1. It should be noted that only the left branch was imaged with a smaller

field of view to increase the spatial resolution of the measurements. The laser diagnostics

configuration is shown in Figure 2.4. The experimental measurements are performed in

two blocks: the “standard-resolution” dataset is obtained using standard macro lenses to

maximize the filter scale during data analysis; the second “high-resolution” dataset uses

long-distance microscopes to maximize the spatial resolution of the velocity field. All of
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Figure 2.4: Laser diagnostics for “standard-resolution” velocity measurement. Long-
distance microscopes replace TPIV camera lenses in “high-resolution” TPIV configuration.

the measurements are first taken under “standard-resolution”, followed by measurements

in a “high-resolution” configuration. A total of 1,000 simultaneous TPIV and PLIF mea-

surements are made at each test case.

2.3.1 Tomographic Particle Image Velocimetry

Measurements of the flow field are necessary for understanding various fluid dynamic be-

haviours, including inter-scale energy transfer. PIV is a non-intrusive technique used for

measurement of instantaneous velocity fields [78]. At its core, PIV is measurement of

tracer particle displacement, as shown in Figure 2.5. The flow is seeded with tracer parti-

cles and the plane of interest is illuminated twice in a short time interval. Monochromatic

light from a pulsed laser is typically used as the light source in PIV experiments [78, 79].

The laser beam is shaped into a thin plane using a set of beam-forming optics, which il-
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Figure 2.5: The basic principle of PIV [78].

luminates the region of interest inside the flow. One or more recording devices (typically

digital cameras) capture the light scattered by the tracer particles onto a sequence of im-

ages, which are used to evaluate the particle displacement during the elapsed time interval.

Both frames are subdivided into small interrogation regions and the displacement of parti-

cles within each region is measured through cross-correlation of these regions to find the

mean displacement that gives the maximum correlation [79].

In its simplest configuration, PIV uses a single camera as shown in Figure 2.5, and

captures the velocity field on the illuminated plane (i.e. 2D). Moreover, only two in-plane

components of the velocity vectors are captured, as measurement of out-of-plane velocity

is not possible with a single camera. Stereoscopic PIV (SPIV) is a variant of PIV that

uses two cameras with independent lines-of-sight to measure all three velocity components

along the plane of interest. There exists a disparity between two velocity fields obtained

by each camera, which allows one to compute the plane-normal velocity component that

causes the disparity [80]. However, the measurements are constrained to a two dimensional
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plane, similar to PIV.

Unfortunately, even SPIV is not sufficient to fully describe the instantaneous state of

turbulence, which is intrinsically three-dimensional. To do so, all nine components of the

velocity gradient tensor must be known to compute key fluid dynamic quantities, such as

vorticity, strain-rate, divergence, and tensor invariants. Using SPIV, only six (in-plane)

derivatives can be calculated from the measured velocity field; the out-of-plane gradients

remain unknown. While SPIV may be sufficient for study of axisymmetric and quasi-2D

flows, most realistic flows require a three dimensional diagnostic.

Several 3D velocimtery techniques have been developed, with TPIV emerging as a

popular method to obtain high quality velocity measurement in a variety of flows [81, 82].

Unlike in PIV and SPIV setups, TPIV involves illuminating the flow using a laser slab,

with a thickness typically up to one-quarter the height of the illuminated volume [83].

Three or more cameras (typically four) simultaneously capture the laser scattering from

seed particles at different and independent viewing angles. These views are used to obtain

three-dimensional representation of the particle field (tomograms) via an iterative algebraic

tomographic reconstruction technique such as the Multiplicative Algebraic Reconstruction

Technique (MART) [83]. The analysis of particle motion within the pair of tomograms is

performed by three-dimensional cross-correlation, similar to PIV and SPIV.

To date there have been many studies that utilized TPIV in measurement of non-reacting

and reacting flows. For example TPIV was used to study the interaction between turbulent

boundary layers and shock waves [84], vorticity generation in a cylindrical wake [85];

Violato et al. [86] used TPIV to explore the three dimensional pattern of the flow transition

of jets issued from a circular and chevron-exit nozzle jet and its implications on sound

production. In reacting flows, TPIV was used to examine vorticity-strain rate interaction in

turbulent partially premixed jet flames [6], measure turbulent flame structure and dynamics

[8], and study lifted jet flames [87]. The use of TPIV in reacting flows presents an additional

set of challenges, such as variation of seeding density across the flame front, increased
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imaging noise, and beam steering through index of refraction gradients in the flame [8].

Currently available PIV systems have proved to be adequate for capturing the large-

scale flow features; however, there are further difficulties in properly characterizing small-

scale flow behaviour in high Re number flows. For an accurate description of small scale

turbulent motion, a spatial resolution of three times the Kolmogorov scale (3η) is required

[88, 89]. In this context, micro-PIV (µ-PIV) is a promising technique that enables mea-

surement of small scale fluid behaviour.

µ-PIV is yet another variant of PIV which offers a sufficiently high spatial resolution

to describe the micro-scale behavior of the flow by using a microscope instead of standard

imaging lenses [78]. µ-PIV was introduced in 1998 to measure velocity fields in micro-

scale fluidic devices [90], and can achieve the spatial resolution in the range from 10−4 to

10−7 m [78]. Microscopes offer high magnification and numerical aperture, but suffer from

a narrow depth-of-field and a limited field-of-view. Out-of-plane particle motion can also

have a significant impact on particle image blur and the quality of cross-correlation because

the thickness of common laser sheets usually exceeds the narrow depth of field [91].

Optical Layout

In this thesis, both TPIV and µ-TPIV setups are used to maximize the dynamic range in

space and in velocity. The µ-TPIV setup is identical to the TPIV setup shown in Figure 2.4

but the standard lenses are replaced with long-distance microscopes to achieve a higher

spatial resolution. Two measurements are performed for each operating test condition - one

using TPIV and the other using µ-TPIV. Since the two datasets are obtained independently

and at a low repetition rate, the results can only be interpreted in a statistical sense.

The TPIV system consisted of four high-resolution sCMOS cameras (Andor Zyla 5.5

and Neo 5.5, 2048 × 2048 px, 6.5 µm pixel size) and a dual head Nd:YAG laser (Quantel

Evergreen 200, 532 nm, 10 Hz, 200 mJ/pulse). A series of lenses and a knife edge gate

shaped the beam into a collimated rectangular beam with a thickness of 5.5 mm for TPIV
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Figure 2.6: Camera orientations with respect to the laser propagation direction.

and 1 mm for µ-TPIV. The thickness of the sheet is defined as the full-width-half-maximum

(FWHM) of the intensity; the thickness was measured using a beam-profiling camera as

demonstrated later in this section. The two pulses were separated by a variable time delay

(3 µs - 16 µs for TPIV, and 1 µs - 7 µs for µ-TPIV), which was set appropriately for each

test condition to allow sufficient particle displacement between TPIV frames for accurate

velocity calculation. Mie scattering from the Al2O3 particles, with a Stokes number below

0.03, was captured by the imaging system. The Stokes number was based on a conservative

Kolmogorov time scale, which resulted in a flow tracking accuracy better than 1% [92].

Table 2.3: Orientations of cameras around the domain of interest.

Configuration θA θB θC θD θPLIF

Low-resolution 13◦ 14◦ 31◦ 31◦ 0◦

High-resolution 12◦ 14◦ 19◦ 20◦ 0◦

Each camera was equipped with either a macro lens (Tamron, 180 mm, f/#= 2.8)

for standard-resolution data or an infinity-corrected long-distance microscope (Infinity K2,
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CF-1/B objectives, f/#= 38) for high-resolution data. The cameras were positioned on

both sides of the laser sheet as shown in Figure 2.6. The viewing angles between 12◦ and

31◦ to ensure cameras had independent views of the flow and minimize the reconstruction

error; exact values are shown in Table 2.3. The lenses/microscopes were mounted to the

cameras using Scheimpflug adapters (LaVision) to prevent image blurring during off-axis

imaging.

Imaging Lenses

The difference between the use of a standard lens and a microscope is in the magnification,

and consequently spatial resolution, of the resultant image. Standard lenses typically have

magnification M ≤ 1, while microscopes offer magnifications M ≥ 1. While the resultant

spatial resolution given by the microscope is much greater, the field of view and working

distance are typically very small. To avoid thermal issues while imaging reacting flows, a

long-distance microscope is used for high resolution measurements.

There are critical differences in the imaging characteristics between the infinity cor-

rected microscopes and single photographic-type lenses that are typically used for optical

diagnostics. Specifically, the depth-of-field (DOF) and the diffraction-limited spot size

(dblur) produced by an infinity-corrected microscope are described by the set of equations

appropriate for microscopy [78]

dblur = 2.44×M × λ× f/#, (2.2)

DOF =
nλ

NA2 +
ne

NA ·M
, (2.3)

where M is the magnification, λ is the wavelength of imaged light, n is the index of re-

fraction of fluid between the objective lens and the object, e is the smallest distance that

can be resolved by the detector (i.e. pixel spacing), and NA is the numerical aperture of

the objective lens (interpreted as a measure of light-gathering ability and resolving power).
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Table 2.4: Estimated dblur and DOF for Infinity K2 microscope with CF1/B objective.
Values used in computation: M = 0.8, f = WD = 388 mm, λ = 532 nm, e = 6.5 µm,
n = 1.

Aperture (mm) NA f/# dblur (µm) dblur (px) DOF (mm)
38 0.049 10 5.3 0.8 0.4
29 0.037 13 6.9 1 0.6
19 0.024 20 10.6 1.6 1.2
10 0.013 39 20.1 3.1 3.8

The f/# can be approximated as f/# ≈ 1
2NA

for small NA and imaging in air [78].

Table 2.4 shows the theoretical dblur and DOF across a range of aperture settings (which

can be continuously adjusted) for the Infinity K2 long-distance microscope with CF1/B

objective; these predictions were verified prior to “production measurements”. The chosen

setting of f/# ≈ 39 allowed to capture the entire width of approximately 1 mm thick laser

sheet with an appropriate margin, while keeping the blurred particle image size small. The

size of most particle images ranged between 3 and 5 pixels in the pre-processed images

(due to additional optical effects).

It should be noted that significant optimization of the optics and laser illumination is

required to balance competing effects of diffraction limited particle image size and limited

depth of field at high magnifications. Interested readers are referred to author’s previous

publication for an in-depth overview of how these factors are balanced to obtain high qual-

ity particle images and reconstructed tomograms under high magnifications [75].

Seeding Density, Ghost Intensity, and Laser Profile

The concentration of tracer particles is a significant factor in determining the resultant

resolution of velocity measurements. As the frames containing raw particle images are

broken up into numerous interrogation windows, it is necessary to have well defined images

of tracer particles within each window. The probability of detecting a valid vector increases

with a larger number of particle pairs within the interrogation box; thus, flows with a large

tracer particle concentrations are desirable, with a minimum of five suggested by Raffel et
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Figure 2.7: Distribution of particle counts per interrogation box from a typical tomographic
reconstructed particle field (case D-E100-S3-U05 used).

al. [78].

To choose an optimal seed density, the flow rate through a fluidized bed seeder was

tuned for every test condition to ensure sufficient particle density is present. The criteria

for choosing an adequate flow rate through the seeder was determined by examining in-

stantaneous particle images using a commercial PIV software (LaVision DaVis 8.4). After

pre-processing of raw images and tomographic reconstruction, the 3D particle tomograms

were used to count the number of particles within interrogation boxes of various sizes.

Interrogation boxes considered were between 32 vx and 96 vx. The distribution of parti-

cle counts per interrogation box was normalized by the maximum count and compared to

similar distributions obtained using different interrogation box sizes. The normalized his-

tograms are shown in Figure 2.7 and seeding density statistics are summarized in Table 2.5.

Table 2.5: Seeding density statistics for case D-E100-S3-U05.

Box Size (vx) Mean (vx) Median (vx) Mode (vx) Standard Deviation (vx)
32 6.1 6 5 3.7
40 11.9 11 10 6.1
48 20.4 19 17 9.2
64 48.4 46 42 19.6
80 95.2 89 82 36.4
96 160.8 154 141 36.4
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Figure 2.8: Reconstructed z-intensity profile from TPIV tomograms, compared to the beam
profiler (case D-E100-S3-U05 used).

To assure strong cross-correlation, five to ten real particles need to be inside each interro-

gation box. Results show that the smallest box size of 32 vx contains a sufficient number

of particles with a median of six particles per interrogation box. Seeding density at other

test conditions was checked prior to data acquisition through visual evaluation of the raw

images.

The velocity fields occasionally contained small regions of low seed particle count that

lead to velocity vectors having weak correlation (correlation coefficient< 0.5) or no com-

puted vectors. These data points have been omitted from the analysis below. Moreover,

the large region in the outer recirculation zone where the seeded reactant jet mixes with

the ambient air, effectively reducing the seed density and producing low-quality velocity

vectors was excluded from analysis. As this region did not contain the flame, its exclusion

does not impact the results. The mean correlation value of the data used for analysis was

between 0.7− 0.8 across the three cases.

The second issue to consider in TPIV specifically is the “ghost intensity”. An artifact of

tomographic reconstruction known as “ghost” particles diminishes the quality of the recon-
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Figure 2.9: Aggregate of TPIV beam profiles and vertically averaged profiles for individual
snapshots.

struction above a particle concentration of about 0.05 particles per pixel [83]. The ghost

particles are created during 3D particle field reconstruction, wherein the reconstruction
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algorithm creates more possible solutions for particle positions than the number of physi-

cal particles [83]. Introducing additional camera views reduces the ambiguities in particle

position estimation, allowing higher seed densities to be used. However, an accurate re-

construction at higher seed densities is possible as long as most particles are projected onto

well distinct images [83].

To estimate the ghost intensity, z-intensity profile of the tomographic reconstruction

may be used to evaluate the ghost intensity [93]. Figure 2.8 shows the instantaneous z-

intensity profiles generated from by the two tomograms in one frame pair used for TPIV;

each frame corresponds to illumination of the flow by the Quantel Evergreen laser. The

signal-to-background ratio of the z-intensity profile is defined as the ratio of the intensity

inside the illuminated volutme to the intensity outside the volume [93]. The intensity of

the ghost particles remains constant in the out-of-plane direction; thus, the intensity outside

the limits of the laser sheet is related to the ghost particle intensity. The “ghost intensity”

is represented by the average intensity in the tails of the z-intensity profile in Figure 2.8;

this is the region of space not illuminated by the laser. The estimated “ghost level” are

between 20%-50%. To improve the accuracy of the results, only the middle portion of the

illuminated slab is used, where the ghost level is less than 25%.

Additionally, the quality of tomographic reconstruction may be evaluated by comparing

the extracted z-intensity profile to a reference measurement of the beam. In Figure 2.8 is

shown a vertically averaged beam profile in the middle portion of the beam. Beam profile

images were obtained using a beam profiler (Newport LBP2). Due to a limited beam pro-

filer field of view, measurements were taken in sections as the beam profiling camera was

traversed vertically using a translation stage; Figure 2.9 shows the mean aggregate beam

profile that is obtained by stitching individual sections at different heights. Also shown are

vertically averaged beam profiles for each section. The aggregate image is fairly noisy, but

it gives a qualitative image of the entire TPIV beam. Since the laser slab is formed using

knife edges, the two boundaries can be clearly identified and measured. While the beam
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profile resembles a top-hat, the z-intensity profile from TPIV tomograms in Figure 2.8 ap-

pears like a smoothed top-hat. The reconstructed z-profiles are compared against vertically

averaged beam profiler intensity in Figure 2.8. There is a good agreement between the

widths of two z-intensities profiles and the mean beam profiler measurement.

Calibration

To obtain an accurate calculation of the velocity field and map simultaneous diagnostics

to the physical space, a proper calibration must be performed. The process of calibration

is necessary for generating a map from the object space to image space. When multiple

cameras are imaging the same region of space, a unique mapping function is generated

for each camera. The requirement on the precision of the calibration procedure is signif-

icantly stricter for TPIV than that for SPIV, and additional calibration corrections need to

be utilized in the form of 3D self-calibration [94].

Calibration has a strong effect on the quality of the reconstructed particle field. A 3D

calibration plate used conventionally for PIV, SPIV, and TPIV measurements has proven to

be inadequate for µ-TPIV, since the small field of view and high resolution of the imaging

system does not capture enough calibration points and blurs the out-of-focus objects, as

was previously shown [75]. The limited depth-of-field of long-range microscopes causes

the calibration dots on the offset plane of the calibration target to lose contrast and appear

out-of-focus. Here, a special micro-calibration plate was obtained from LaVision (MP 50 x

38), as shown in Figure 2.10a. The calibration plate has three sets of dots (spaced 0.25 mm,

0.5 mm, and 1 mm apart) printed on a 1.5 mm thick glass plate, allowing the dot matrix

to be viewed from both sides of the calibration plate. For an accurate calibration, it is

suggested that at least 10 to 15 dots in each direction is present in a calibration image,

which is satisfied using this calibration target. For TPIV, the pattern with 1 mm dot spacing

is used, while for µ-TPIV the 0.5 mm dot pattern is used.

TPIV calibration requires calibration images acquired at different positions through
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(a) Calibration plate.

(b) Location of calibration planes.

Figure 2.10: Calibration setup of the laser diagnostics.

the depth of the laser-illuminated volume. To obtain a three-dimensional calibration, the

micro-calibration plate was mounted onto a micrometer-driven linear translation stage and

calibration images were obtained at different z-positions; target images were recorded by

the four TPIV cameras at five equally spaced z-planes, as shown in Figure 2.10b. For

TPIV, steps of 2.5 mm were taken; for µ-TPIV steps of 1 mm were taken between the

planes. Sample calibration images are shown in Figure 2.11.

55



Figure 2.11: Calibration images for TPIV.

The initial calibration was then refined by running a volumetric self-calibration until

the triangulation error was one the order of sub-pixel (typically below 0.05 px). This is

done by iteratively performing triangulation of brightest particles in the flow, computing
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(a) Low resolution (b) High resolution

Figure 2.12: Corrected images from TPIV camera calibration.

the triangulation error, and applying correction to the calibration. The self-calibration is

repeated to all the test cases taken during a single day; a separate calibration exists for each

day of data acquisition. The quality of calibration is evaluated by ensuring the reconstructed

z-intensity profiles match the reference beam profile, as shown in Figure 2.8. The final

corrected calibration images are shown in Figure 2.12 for TPIV and µ-TPIV setups.

Processing of Raw Data

Calculation of the volumetric velocity fields from the Mie scattering images was performed

in commercial software (LaVision DaVis 10.2) via direct cross-correlation using an adap-

tive evaluation algorithm. Cross-correlation of the reconstructed particle tomograms was

performed using an iterative scheme. First, larger interrogation boxes are used to obtain the

coarse flow field. The size of the interrogation box is gradually decreased with each pass as

the calculated velocity field is refined. Multiple final interrogation box sizes are considered

for TPIV and µ-TPIV datasets, which are summarized in Table 2.6. Note that, for all cases
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the overlap of 75% was used to maximize the number of samples in each direction.

Table 2.6: Summary of final interrogation box sizes and the corresponding vector resolu-
tions.

Set Interrogation Box (vx) Resolution (µm) Vector Spacing (µm)

TPIV
32 380 95
64 760 190
96 1140 285

µ-TPIV
32 158 40
64 316 80

Vector post-processing is performed after each iteration. During multi-pass post-processing,

the number of spurious vectors was reduced through application of a universal outlier de-

tection, removal, and insertion algorithm. No post-processing is done after the final pass,

except for removing spurious vectors that have a cross-correlation coefficient below 0.3.

Typically, the velocity fields are smoothed after cross-correlation; however, doing so es-

sentially applies an additional filter that can potentially skew computation of inter-scale

energy transport αsfs.

2.3.2 CH2O Planar Laser Induced Fluorescence

Fluorescence is the spontaneous emission of radiation from an upper energy level of an

atom or molecule after it has been excited, usually by electromagnetic radiation of higher

energy [95]. PLIF offers high resolution planar measurements of a wide range of species

and is often used in combustion diagnostics. Laser-induced excitation is often performed

using the ultra-violet range of electromagnetic spectrum; wavelength of the emitted light is

longer than that of the excitation, often emitting in near ultra-violet or visible ranges.

While it is possible to obtain quantitative measurements of the target species concentra-

tion using PLIF, this requires knowledge of multiple optical parameters and a more rigor-

ous measurement approach. The goal of this dissertation, however, is to identify the flame

structure and the flame’s position inside the turbulent flow. Therefore, qualitative measure-

ments are sufficient to identify regions where CH2O exists. While no quantitative species
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concentration can be obtained from the measurements, the relative concentrations can be

evaluated in a qualitative manner from the raw PLIF intensities.

Chemistry of CH2O

In hydrocarbon-air combustion, formaldehyde is a product of fuel pyrolysis that is con-

sumed rapidly during the formation of HCO in the final stages of oxidation. For methane-

air flames, CH2O is a good indicator of the instantaneous thermal flame width (i.e. δ0
L ≈

(Tp − Tr)/max(|∇T |), where Tr and Tp are reactant and product temperatures), as the

reactant-facing side of the CH2O-containing region matches with decomposition of methane

and the product side corresponds to the thin regions of rapid heat release [96, 97]. Fig-

ure 2.13 shows the variation of CH2O mole fraction and fluid density versus position in a

freely propagating laminar flame at atmospheric conditions and φ = 0.75; progress vari-

able defined in terms of fluid temperature cT = (T − Tr)/(Tp − Tr) is also shown. These

calculations were performed using Chemkin with the GRI3.0 chemical model. Clearly, the

concentration of formaldehyde increases with cT and reduces to zero at cT ≥ 0.9. Similarly,

the major variation in fluid density occurs in the region where CH2O exists. Consequently,

the boundaries of the CH2O-containing regions can be used to identify the region of den-

sity gradient and demarcate the flame edges. Dem et al. [98] has also performed Raman

scattering measurements in the same combustor configuration studied here and at similar

flow conditions, finding that the species and temperature profiles closely matched those of

a laminar flame and supporting this flamelet-like mapping.

It should be noted that the regions occupied by CH2O are typically representative of the

preheat region of the premixed methane/air flame. CH2O PLIF is often combined with OH

PLIF to identify the thin reaction zone [37, 96, 97]. Since the primary pathway for HCO

production and heat release involves reactions with CH2O and OH (i.e. CH2O + OH −→

HCO + H2O), the overlap between CH2O and OH is used to identify the reaction layer,

which was shown to nearly coincide with region of heat release [97]. However, since
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Figure 2.13: Variation of CH2O mole fraction, temperature-based progress variable, and
fluid density in a laminar premixed flame at φ = 0.75.

filtering is required for the computation of αsfs and the thickness of the reaction layer is on

order O(10−1)δ0
L, the details of the reaction zone are not significant in this dissertation and

only CH2O PLIF is used.

Optical Layout

The main challenge of performing CH2O PLIF is its intrinsic low signal-to-noise ratio of

the images. While there are many excitation schemes for CH2O PLIF, the most common is

the utilization of the third-harmonic output of a Nd:YAG laser at a frequency of 355 nm [8].

Unfortunately, the excitation of the 41
0 transition results in a low fluorescence signal per unit

laser fluence. The issue of low signal strength is aggravated when simultaneous PIV mea-

surements are made. Most commonly used TiO2 solid seed particles in PIV measurements

were found to fluoresce after being illuminated by a 355 nm pulse, particularly at high

laser energies. To mitigate the particle fluorescence problem, Al2O3 solid seed particles

were used since its broadband fluorescence is much weaker than that of TiO2. Moreover, a

custom optical formaldehyde filter was used to isolate the CH2O fluorescence. The filter is

an 11-band bandpass filter optimized to capture the peaks of formaldehyde emission over
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Figure 2.14: The measured spectra of the 11-band filter designed for imaging formalde-
hyde, overlaid with the emission spectra of CH2O [99]

the 380 - 480 nm wavelength range, as shown in Figure 2.14 [99].

The CH2O PLIF system consisted of a frequency tripled Nd:YAG laser (Quanta-Ray

PRO-250-10, 355 nm, 10 Hz, 300 mJ/pulse) and an intensified high-resolution sCMOS

camera (Lambert Instruments TRiCAM S20 3 ns, 1200 × 1920 px) with a macro objec-

tive lens (Tamron, f = 180 mm, f/# = 2.8), as demonstrated in Figure 2.4 and Fig-

ure 2.6. Measurements of instantaneous formaldehyde distribution were made along the

central plane of the TPIV volume with a field of view of 30× 30 mm simultaneously with

TPIV for the reacting cases. The laser excited theA−X1
0 transition of CH2O in a bandwith

around 355 nm. The intensifier gate time was set to 100 ns to minimize the background

luminosity and amplifier noise.

Measurement Resolution

The resolution of the CH2O PLIF measurement is determined by the maximum of the thick-

ness of the laser sheet and the modulation transfer function (MTF) of the entire imaging

system. The thickness of the sheet was measured by traversing the knife edge across the

sheet and recording the laser power, as demonstrated in Figure 2.15. The measurements are

taken at five locations, spanning the width of PLIF field of view (i.e. equidistantly spaced
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Figure 2.15: Schematic representation of laser sheet thickness measurement using knife
edge traversal technique.

through 30 mm along laser propagation direction).

Figure 2.16a shows the laser power measurements at the five indicated locations. The

data is least-square fitted to an error function of the form

erfz =
2√
π

∫ z

0

exp−t
2

dt. (2.4)

Specifically, the four scaling parameters to the error function I(z) = w1 +w2erf(w3z+

w4) are found through least-squares fitting and are shown as dashed curves in Figure 2.16a.

The derivative of the error function is the Gaussian function, i.e.

g(z) = a exp−
(z−b)2

2c2 , (2.5)

where a, b, and c are the parameters of the function. Figure 2.16b shows the computed beam

profiles from the derivatives of the fitted profiles. Clearly, the profiles are very similar,

which indicates that the PLIF field of view is located within the confines of the laser beam

waist. The beam thickness can be taken as the full-width-half-maximum of the profile

or using 10%-90% of maximum intensity. The FWHM thickness ranges from 600 µm -

630 µm (5% variation), while the 10%-90% method gives 950 µm - 1025 µm (7% variation).

Since the fluorescence signal originates throughout the entire volume that is illuminated by

the laser, it is more accurate to estimate the laser sheet thickness as approximately 1 mm in

62



(a) Laser power intensity profiles. (b) Derived beam profiles.

Figure 2.16: The laser power intensity profiles for CH2O PLIF measured at 5 locations.

(a) Low resolution. (b) High resolution.

Figure 2.17: Images of the 1951 USAF resolution target in TPIV and µ-TPIV configura-
tions.

thickness with 7% variation along the propagation direction in the field of view.

Finally, the laser sheet thickness should be compared to in-plane resolution of the

PLIF image. Resolution test targets can be used to measure the resolution of an imaging

system. These usually consist of reference line or dot patterns with well-defined thick-

nesses and spacings. The targets imaged by the optical system and the largest set of non-
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distinguishable lines determines the resolving power of a given system. In this dissertation,

1951 USAF resolution test targets is used to measure in-plane resolutions.

Figure 2.17 shows the images of the resolution test target, taken by the intensified PLIF

camera, in the TPIV and µ-TPIV configurations. For low resolution, line pairs beyond

group 2 element 1 (4 lp/mm≈125 µm) are indiscernible; for high resolution, line pairs

beyond group 4 element 1 (16 lp/mm≈ 31.25 µm) are indiscernible. Overall, the resolution

of the PLIF images can be interpreted as 1 mm since the thickness of the laser is sheet is

larger than measured in-plane resolution.

Background Corrections

Before CH2O images can be processed further, a series of background corrections must be

made to reduce image noise. Other than shot noise, the main sources of noise in a recorded

PLIF image include (1) “dark” or thermal noise in the imaging sensor, which can be reduced

by cooling the cameras; (2) background noise from scattered laser light (Rayleigh signal

or reflections); and (3) luminosity from the flame. A series of reference images were taken

prior to measurements to eliminate these sources of noise during background corrections.

Noise due to background reflections and flame luminosity can be measured by recording

a set of images without the tracer particles, but with the flame and laser present. The dark

noise is measured by taking a set of images with the lens cap covering the camera lens.

White background is also measured by imaging a uniform surface (a back-lit uniform LED

panel); this allows to capture variations on the image from a non-varying source of light.

This can be particularly significant in the corners of the image due to the vignetting effect

of the optical system.

The CH2O images were pre-processed using a set of image processing steps to com-

pensate for the effects of the known error sources. Mathematically, the corrected signal is

Icorr =
I −Nbackground −Ndark

Nwhite −Ndark

, (2.6)
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(a) Raw image. (b) Step 1: Background subtracted.

(c) Step 2: Flat field corrected. (d) Step 3: Median filtered.

Figure 2.18: CH2O PLIF image pre-processing.
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where I is the intensity of the raw image, Nbackground is the mean background noise image,

Ndark is the dark field noise, and Nwhite is the white field image. Figure 2.18 demonstrates

the series of images obtained after individual correction step. The mean background image

is subtracted from the raw image, remove most of the laser reflections from the surface of

the burner while reducing the background intensity. Flat field correction (Equation 2.6)

further removes background noise and corrects for non-uniform sensitivity of the sensor

to uniform light. Finally, the 21 × 21 median filter is applied to remove “salt and pepper”

noise. The last step removes particle fluorescence and greatly enhances the PLIF signal-to-

background ratio. The resultant singal-to-background ratio of the corrected PLIF images

ranges from 15 to 30.

The last series of steps are meant to remove features that are not part of the flame. First,

the 80th percentile of the image data was subtracted from the raw frames and all negative

values are set to zero. Since the flame occupies a small portion of the flow (approximately

10%-20% of the image area), most values outside the flame have low image intensity; sub-

tracting 80th percentile removes any remaining weak reflections and particle fluorescence.

Finally, the image is cropped to only focus on the region that overlaps with the TPIV field

of view. In Chapter 3, the corrected PLIF images are used to identify the boundaries of the

flame, estimate the local fluid properties, and calculate the combustion progress variable.
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CHAPTER 3

ANALYSIS METHODS

In Chapter 2, the details of the experimental setup, laser diagnostics, and application of

corrections to raw data was presented. In this chapter, summary of various methods of

using raw velocity fields and CH2O PLIF images to obtain αsfs is given. First the the

method of deducing the density, temperature, and c fields from the CH2O PLIF data is

presented. Next, the challenges of computing αsfs from simultaneous TPIV and CH2O

PLIF are highlighted and the approach taken to overcome these difficulties is provided.

Finally the method of identifying coherent flow structure is presented. The chapter closes

with a brief overview of the approach taken to condition the results on relevant parameters

while maintaining low uncertainty in the mean statistics.

Where applicable, the assessment of the impact of certain analysis choices and approx-

imations on the final results is given. In particular, assessment is made on (a) the method of

mapping CH2O PLIF data to c-fields, (b) the importance of including the density-gradient

terms in αsfs, (c) the choice of filter type (i.e. box vs. Gaussian), and (d) the impact of us-

ing multiple planes of velocity field that do not overlap with c-fields.This assessment is per-

formed by computing the results with these different (less accurate) choices/approximations

and comparing the results to the ‘full’ calculation presented using JPDFs.

3.1 Progress variable and density estimation

In order to compute αsfs and examine its flame-conditioned statistics, it is necessary to

locate the velocity measurements within the flame structure; αsfs requires knowledge of

the density field and flame-conditioning typically is done based on the reaction progress

variable. Here, instantaneous progress variable and density fields are estimated from the

CH2O PLIF measurements, taken at the center of the TPIV measurement volume (z =
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Figure 3.1: Schematic representation of mapping CH2O to c.

0 mm).

Specifically, the distribution of formaldehyde is used to estimate the planar c-field. It

was already demonstrated that the boundaries of the CH2O-containing region capture most

of the variation in mixture temperature and fluid density across a laminar flame. Therefore,

it is reasonable to use the edges of CH2O-containing region to identify the boundaries of

the flame and approximate the combustion progress and local density internal to the flame

for the turbulence conditions considered here.

To do so, a progress variable-like quantity is defined as

c =
d− dr
dp − dr

, (3.1)
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(a) CH2O PLIF. (b) Progress variable c. (c) Gas density estimate ρ.

Figure 3.2: Illustration of instantaneous progress variable and density computation from
planar CH2O distribution. Measurement from Case 1 is shown. Red lines show the bound-
aries of the two CH2O containing regions.

where dr and dp are the shortest in-plane distances from a given point d(x, y) inside the

flame to the reactant- and product-facing edges of the CH2O-containing region, respec-

tively. In other words, the intermediate c inside the flame is determined by using a linear fit

between c = 0 and c = 1 based on the shortest distance from the given point to the nearest

reactant and product edges. This process is shown schematically in Figure 3.1. The CH2O

fields are first binned to the same resolution as the velocity fields and cropped to match

the field of view. The image is then separated into regions of reactants (c = 0), products

(c = 1), or the flame; pockets of combustion products and unburned reactants are identified

and assigned to an appropriate region. Edge detection is performed by thresholding the

gradient of binarized image. Lastly, the progress variable internal to the flame is obtained

using Equation 3.1.

Figure 3.2(a) shows a typical instantaneous CH2O image, with two lines showing the

reactant-facing and product-facing boundaries of the CH2O-containing region, which sep-

arate reactants (c ≈ 0), the flame (0 . c . 1), and the products (c ≈ 1). The resultant

progress variable field is shown in Figure 3.2(b) and the density field is shown in Fig-

ure 3.2(c). The local fluid properties are computed based on a flamelet assumption, i.e.

assigning the local density to be the same as an equivalent laminar flame at the same value

of c.
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Figure 3.3: CH2O and ρ mapping to c.

To ensure that the density variation computed using the CH2O-based c-field is physi-

cally reasonable, ρ is plotted against c, cT, and various ci = (χi − χi,r)/(χi,p − χi,r) based

on the select species mole fractions (χi,r and χi,p are the mole fractions of species i in

the reactants and products, respectively), as shown in Figure 3.3. The similarity between

the density profiles demonstrates that the density variation across the flame is adequately

estimated and is physically reasonable.

It is emphasized that the mapping between CH2O and the local fluid properties (ρ and

T ) clearly is not exact; this is not a high-fidelity density field measurement technique.

The uncertainty in the measured density fields could potentially affect αsfs. Note that the

detailed method of computing αsfs is described in Section 3.2. The uncertainty in ρ and

T arises from the mapping of c to locations internal to the flame and estimation of fluid

properties from c. The sensitivity of the results to the uncertainty associated with mapping

c and ρ to the position inside the flame is assessed by re-performing the analysis using

a different mapping method. Specifically, αsfs is computed using two different methods

of CH2O PLIF-c mapping: (i) assigning a linearly-interpolated value of c between the

reactant- and product-facing edges of the CH2O-containing region (i.e. interpolated), and
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(a) JPDF of αsfs. (b) 〈αsfs|〈c〉〉.

Figure 3.4: Comparison of the αsfs computed using different PLIF-c mapping methods;
∆/δ0

L = 1.5.

(ii) assigning the CH2O-containing region to c = 0.5, the reactants to c = 0, and products

to c = 1 (i.e. 3-band).

Figure 3.4(a) shows the JPDF of instantaneous αsfs, computed using the two aforemen-

tioned methods; there is a strong correlation between the two methods. Figure 3.4(b) shows

the 〈αsfs|〈c〉〉 for cases E075-S1-U04 and E085-S1-U15, as filtered using ∆/δ0
L = 1.5.

Conditioning αsfs on 〈c〉 allows to compare the two methods across a continuous range of

progress variable values. Evidently, the 〈αsfs|〈c〉〉 profiles, computed using the two meth-

ods, are qualitatively and quantitatively similar, with the difference not exceeding more

than 15% between the profiles. It can thus be concluded that the sensitivity of αsfs to the

mapping method is minimal and the interpretation of the results does not change with the

method of mapping position in the flame to c and ρ.

The inter-scale energy transfer αsfs is effectively independent of the specific density

field estimation method used due to the spatial filtering operation inherent to the analysis.

That is, as long as the density field transitions from the density of the reactants to the density

of the products in some reasonable manner over the measured flame position, calculations

of αsfs do not depend on the detailed density distribution. All discussions and conclusions

presented below are independent of the density mapping procedure.
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3.2 Computation of αsfs

Computation of the mean cross-scale energy rate requires 3D velocity and density fields.

While TPIV measurements provide 3D velocity fields, the estimate of the density field is

only available on a single plane. Therefore, conservation of mass is used to produce an

approximate measurable equation for αsfs.

For notational simplicity, the residual stress tensor is re-expressed as Tij = ρ̄aij , where

aij ≡ ũiuj − ũiũj . Then, αsfs may be separated into

αsfs = − ũi
ρ̄

∂Tij
∂xj

= − ũi
∂aij
∂xj︸ ︷︷ ︸
1

− aij
ũi
ρ̄

∂ρ̄

∂xj︸ ︷︷ ︸
2

. (3.2)

Hence, to calculate αsfs exactly, the local gradients of the filtered density are required.

Since only planar density data is available from the experiment, the out-of-plane density

gradient ∂ρ̄/∂x3 must be estimated to compute Term 2 in Equation 3.2. The out-of-plane

density gradient can be approximated from the Favre-filtered continuity equation as

∂ρ̄

∂x3

=
1

ũ3

[
−ρ̄
(
∂ũ1

∂x1

+
∂ũ2

∂x2

+
∂ũ3

∂x3

)
− ũ1

∂ρ̄

∂x1

− ũ2
∂ρ̄

∂x2

− ∂ρ̄

∂t

]
. (3.3)

Using the filtering approach described below, all terms on the right of Equation 3.3 are

measured except the time derivative of the filtered density. However, since the goal is to

examine ensemble averaged statistics, the contribution of the unsteady density term to the

mean cross-scale energy transfer is expected to be negligible in a statistically stationary

turbulent flow. Specifically, consider the ensemble mean of Term 2 in Equation 3.2; taking

a closer look at the unsteady portion of this expansion, i.e.

〈
ai3
ũi
ρ

1

ũ3

∂ρ

∂t

〉
=

〈
ai3

ũi
ũ3︸ ︷︷ ︸
g

∂ ln ρ

∂t

〉
=

〈
g
∂ ln ρ

∂t

〉
. (3.4)
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Decomposing each term into mean (〈·〉) and fluctuating (·′) components,

〈
g
∂ ln ρ

∂t

〉
=

〈
〈g〉∂〈ln ρ〉

∂t

〉
+

〈
〈g〉∂(ln ρ)′

∂t

〉
+

〈
g′
∂〈ln ρ〉
∂t

〉
+

〈
g′
∂(ln ρ)′

∂t

〉
(3.5)

=

〈
g′
∂(ln ρ)′

∂t

〉
, (3.6)

where the first three terms are zero either due to the fact that time derivative of a statistic

is zero in a steady flow (i.e. ∂〈·〉/∂t = 0), or because the mean of a fluctuation is also

zero (ex. 〈(ln ρ)′〉 = 0). It can be shown that the other terms in the expansion of Term 2

follow a similar expansion but result with an extra term; using the second-to-last term in

Equation 3.3 as an example,

〈
ai3
ũi
ρ

ũ2

ũ3

∂ρ

∂x2

〉
=

〈
ai3
ũiũ2

ũ3︸ ︷︷ ︸
h

∂ ln ρ

∂x2

〉
(3.7)

= 〈h〉∂〈ln ρ〉
∂x2

+

〈
h′
∂(ln ρ)′

∂x2

〉
. (3.8)

Since the flow is not homogeneous or isotropic, large gradients in mean and fluctuating

densities are expected across the shear layers (i.e. the location of flames in presented con-

figuration). Consequently, assuming O(h) ≈ O(g), the unsteady portion of this expansion

is expected have negligible contributions as compared to other terms in the expansion. As

a result, the unsteady density term is dropped in the present analysis.

The values of αsfs presented in this dissertation are calculated using Equation 3.2 and

Equation 3.3 directly. However, it is useful to analyze these equations in somewhat more

detail to demonstrate reason behind the robustness of the analysis to the assumptions made.

After substitution of Equation 3.3 into Equation 3.2, αsfs can be written as

αsfs = −ũi
∂aij
∂xj

+
ũi
ũ3

ũiu3
∂ũk
∂xk
− 2k

∂ũk
∂xk︸ ︷︷ ︸

A

+
ũi
ρ̄

∂ρ̄

∂xm

(
ũiu3

ũm
ũ3

− ũiũm
)

︸ ︷︷ ︸
B

+
ũiai3
ρ̄ũ3

∂ρ̄

∂t
, (3.9)
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Figure 3.5: JPDF of αsfs computed using Equation 3.2 and Equation 3.3 vs. Equation 3.10
for case E085-S1-U15.

where m = 1, 2. Groups A and B each contain two terms having similar forms, e.g. if

ũiu3 = ũiũ3, then B = 0. The measurements showed that, both instantaneously and on

average, A and B are small compared to the leading term on the right of Equation 3.9.

Hence, taking the ensemble average of terms involving the time derivative to be small, the

ensemble mean 〈·〉 cross-scale energy transfer can be approximately expressed as

〈αsfs〉 ≈ −
〈
ũi
∂aij
∂xj

〉
. (3.10)

This approximation states that the contribution of the density gradients (i.e. Term 2 in

Equation 3.2) is negligible; the Favre-filtered fluctuating velocities are the primary con-

tributors to 〈αsfs〉. Figure 3.5 shows the JPDF of instantaneous αsfs calculated using Equa-

tion 3.2 and Equation 3.3 versus using Equation 3.10, demonstrating negligible difference

between these methods.

It is also noted that the 3D filtering is performed by projecting the planar density field

approximation through the z-extent of the filter. Due to the complexity of the flame geom-

etry, there is potential concern regarding the effect of flame orientation with respect to the
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Figure 3.6: Convergence of doubly-conditioned statistics with ∆/δ0
L = 1.5 for E085-S1-

U15.

Figure 3.7: Convergence of 〈αsfs|c〉 for E085-S1-U15.

laser sheet on the results. When the flame is oriented significantly off-perpendicular with

respect to the laser illumination, the assumption of constant density in z-direction would

appear to yield a significant error. To address this concern, the analysis for αsfs is performed

using different number of planes. Note that for the purpose of filtering, the density field

in the measurement plane is assumed to be representative of the 3D density field. This as-

sumption is again borne out by the independence of the ultimate αsfs results to the density

field processing. Moreover, the reduction in the number of planes will exclude αsfs from

the outer planes which have a higher uncertainty associated with their distance from the

PLIF plane. If the results compiled using different numbers of planes have a significant

qualitative difference, it can be concluded that flame misalignment introduces a significant

error.

Figure 3.6 shows the doubly-conditioned statistics for case E085-S1-U15 with ∆/δ0
L =

1.5, where three, seven, and ten planes were used (centered about the PLIF plane). The
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main difference between the results is the number of non-converged bins is greater for the

smaller number of planes. The region that is most sensitive to the number of planes used

is c & 0.6 and SijSij & 60 − 100. This is expected since the strain-rates associated with

turbulence in the combustion products is typically lower than in reactants. Figure 3.7 shows

a similar set of plots for 〈αsfs|c〉 for the same case at variable ∆/δ0
L. Again, while there are

minor differences between the results, the form of the plots did not change significantly and

the observed trends are qualitatively the same; there is a slight increase in the maximum

magnitude of the mean back-scatter. These observations were consistent across the other

test cases.

Hence, the main trends and conclusions of the paper are robust to the assumptions

regarding the number of planes used in the analysis. Nevertheless, the analysis is performed

only on the three central planes to remove any uncertainty associated with calculating αsfs

in the outer planes. The smallest filter size considered is three vectors; therefore the use of

three planes is appropriate.

3.3 Filtering

The filtering operation is performed instantaneously on the planar density and volumetric

velocity fields using a spatial top hat filter kernel G

G(x− r) =


1

∆3 if |x− r| ≤ ∆
2

0 otherwise.
(3.11)

Note that in physical space, the convolution (̄·) = G ∗ (·) is equivalent to a local vol-

umetric average over a box with a side length ∆. In the case of density fields, filtering is

performed on a three-dimensional field, where the planar density data is replicated in the

out-of-plane dimension. The filter lengths is varied from a minimum of 3 vectors up to the

thickness of the TPIV measurement volume; the upper size limit depends on the size of the

76



Figure 3.8: JPDF of αsfs computed using box filter vs. Gaussian filter for E085-S1-U15.

interrogation box used.

While the choice of a top hat filter is arbitrary, the underlying physical interpretation is

independent of the choice of filter kernel. To demonstrate, αsfs results obtained using a box

filter are compared to results obtained using a Gaussian kernel with standard deviation of

∆/2 at ∆/δ0
L = 1.5. Figure 3.8 shows the JPDF between αsfs computed using two different

filters. Gaussian-filtered αsfs is linearly correlated to box-filtered αsfs, but with a non-unity

slope. That is, |αsfs| with the Gaussian kernel is lower-than but proportional-to |αsfs| with

the top hat kernel. Hence, it can be concluded that the sign and relative magnitude of αsfs

does not depend strongly on the filter type, though the absolute magnitude does depend on

the filter type. Box filter is used for the purposes of this dissertation, since the filter type

does not affect the phenomenological interpretation of the results.

3.4 Identification of coherent structures

Presence of the coherent flow structures can disturb the turbulent flame and potentially

result in enhanced inter-scale energy transfer. To evaluate the impact of such structures on

turbulent combustion, the coherent structures have to be identified first.
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There are many vortex-identification methods, the most popular of which are the Q-,

λ2-, ∆-, and the λci-criteria [100–103]. However, only the ∆- and λci-criteria are directly

extendable to compressible flows [104]. Moreover, these two methods are frame indepen-

dent and only identify regions where circular or spiralling streamlines occur; regions of

high vorticity but no local spiralling motion, such as shear layers, are ignored [105]. The

λci-criteria is used here because it also provides a physically meaningful measure of the

strength of local swirling motion. It should be noted that the objective here is to identify

the extent of the vortex boundary and all methods gave similar vortex visualizations.

The λci-criterion identifies coherent swirling eddies as spatial regions in which the ve-

locity gradient tensor ∂ui/∂xj has a complex eigenvalue pair (λcr ± iλci) [103, 105]. The

imaginary part of the complex eigenvalue pair - λci - is referred to as the swirling strength

and it quantifies the strength of the local swirling motion [105]. Physically, the local flow

is either stretched or compressed along the axis of the real eigenvector (νr), while the flow

is swirling in the plane spanned by the real and imaginary parts of the complex eigenvector

(νcr and νci).

Computation of λci proceeds in two steps. First, the velocity fields are spatially smoothed

through a convolution with a box filter. Finite-difference schemes tend to amplify noise,

hence smoothing raw velocity fields reduces noise in the spatial velocity gradients and

consequently λci. Note that λci fields are used to strictly identify the largest scale coherent

structure; smoothing velocity retains large scale eddies while suppressing smaller structures

that may arise due to noise. Moreover, the width of the box filter used did not affect the

identification of flow structures (i.e. λci computed after smoothing with ∆ = 21, ∆ = 11,

and ∆ = 6 vector was very similar). While the magnitude of peak λci decreased with ∆,

the largest eddies retained their size and shape.

Next, the eigenvalues and eigenvectors are computed on the central plane of the TPIV

volume. Locations with three real eigenvalues were assigned a value of λci = 0 (i.e. no

swirl); for complex eigenvalue pairs, positive λci is taken. The data is further reduced by
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Figure 3.9: Joint probability density function of n̂z and the polar angle φ of the normal
vector in the x-y plane.

eliminating locations where the axis of rotation was predominantly in the x-y plane. To

demonstrate the distribution of rotation axis orientations, the normal vector to the plane of

rotation, defined as n̂ = νcr × νci, is considered. Figure 3.9 shows the joint probablity

density function (PDF) of n̂z and the polar angle φ of n̂ in the x-y plane. The locations

with φ ≈ 0 − 25 degrees were found to correspond to the large scale swirl induced by the

burner. However, the locations with large n̂z correspond to coherent structures that rotate

in plane. Therefore, locations with n̂z < 1/
√

2 (where n̂z is the largest component) is set

λci = 0 to isolate the structures of interest.

To extract the dominant coherent structures, the method of snapshot Proper Orthogonal

Decomposition (POD) is used [106]. POD is a popular data analysis method to extract

energetically and dynamically important features of the fluid flows, initially introduced by

Lumley [107] and Sirovich [106] to separate coherent fluid motion from purely stochastic

motion of turbulence.

POD constructs an optimal set of basis functions that captures as much of the data

variance with as few basis functions as possible. Given a set of N measurements of the

variable ξ(x, t), the fluctuating component (ξ′ = ξ − 〈ξ〉) can be approximated using P

modes as

ξ′(x, t) =
P∑
j=1

aj(t)φj(x), (3.12)
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(a) Relative mode energies. (b) Phase portrait.

Figure 3.10: Distribution of eigenvalues ψi of POD analysis and phase portrait between
coefficients of mode 1 and 2 for case E085-S1-U15.

(a) Mode 1. (b) Mode 2.

Figure 3.11: First two spatial POD modes for the reacting flow.

where φj(x) and aj(t) represent the spatial modes and their temporal coefficients, respec-

tively. POD modes φj are given by the eigenvectors of the covariance matrix R = XXT ,

where X represents the N snapshots in a matrix form [108]. The eigenvalues (ψj) are the

mode energies, which describe how much of the variance in the original data is contained

in a particular mode.

In this thesis, λci is used as the quantity of interest for POD. Each realization is the

planar snapshot of λci on the central plane of the TPIV volume. Figure 3.10(a) shows a
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representative relative energy content (ψi/
∑

k ψk) of the first 25 modes from case E085-

S1-U15. The first two modes have similar relative energy suggesting the pair forms a single

convective vortex. Time coefficients for modes 1 and 2 can be used to construct a phase

portrait, as is shown in Figure 3.10(b). Distribution of points along a unit circle implies

existence of a coherent convective structure [109]. The observed scatter of data points in

the phase portrait on a unit disk is an indication of 3D effects, cycle-to-cycle variations

induced by strong turbulence, and other small-scale fluctuations [109]. The majority of the

remaining modes had a low relative variance ψi/
∑

j ψj ≤ 0.03 and no other coherent pairs

were identified.

Figure 3.11 shows the shape of the first 2 spatial modes in Figure 3.10. Both modes

clearly show structures resembling vortices propagating along the inner shear layer; mode

2 is translated by approximately a quarter of the wavelength. This further confirms that the

pair of identified modes forms a single convective vortex. Since the first two modes account

for about 16.5% of variance, this vortex is identified as the dominant coherent structure.

The time coefficients from the identified modes (ex. modes 1 and 2) are used to obtain

phase information of the periodic flow structure. This is done by phase-sorting individual

measurements into nine equal “bins” based on the angle of the measurement in the a1(t)

and a2(t) plane as shown in Figure 3.10(b), e.g. [110–113]. Phase-averaged quantities of

interest q are calculated as

〈q|θi〉 =
1

Nθi

Nθi∑
k=1

q(tk), (3.13)

where θi is the i-th range of phase angles and Nθi is the ensemble size. This procedure

allows for treatment of the phase as a clock signal for the dominant convective structure in

absence of time-resolved measurements. In this work, λci, αsfs, III , and c are the primary

quantities of interest that are phase-averaged.

Figure 3.12 shows the profiles of 〈λci|θi〉 at different phases of propagation in a reacting

flow. Every second phase is shown for brevity and the dashed lines denote the phase-

conditioned flame brush, i.e. 0.1 < 〈c|θi〉 < 0.9. The vortex moves downstream along the
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Figure 3.12: Phase averaged evolution of the dominant coherent vortex 〈λci|θi〉, with every
second phase shown. White dashed curve represents 〈c|θi〉 = 0.1 and 0.9. Solid green
curve is an isocontour of 〈λci|θi〉 = 1

8
〈λci|θi〉max.

inner shear layer between the flame and the recirculating products. The size of the vortex

grows and the peak λci decreases due to diffusion and flow dilatation as the vortex moves

downstream. The structure and shape of the flame brush also changes in response to the

presence of the vortex.

Previously, the dominant dynamic flow structure in this burner was identified as either

a helical vortex core or a toroidal vortex, depending on the operating conditions [114]. The

structure identified here corresponds to one of these shear layer vortex modes, though the

exact mode cannot be identified due to the field of view, which only covers one half of the

burner. Based on the operating conditions and results in Ref. [114], this is expected to be

a helical mode. The POD on the non-reacting test case showed a similar set of modes and

relative energies as the reacting flow, again consistent with the helical modes observed in

all non-reacting cases in Ref. [114]. Regardless, the exact nature of the flow structure is

not critical for the analysis presented here.

3.5 Data conditioning and convergence

The results presented in this dissertation are in terms of conditional PDFs and statistics of

αsfs. To assess the influence of the local instantaneous flame, turbulence, and flow config-

uration, the data are first conditioned on various variables, including c, SijSij , 〈c〉, λci, and

the region of space occupied by coherent eddies. The effects of combustion on mean dy-

namics of turbulence is conveniently represented by c-conditioned statistics. Similarly, the
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regions of the flow dominated by turbulence can be identified using large rates of strain, or

by the norm SijSij . This choice of flow conditioning is justified by Samgorinsky-type eddy

viscosity models for LES. Either the swirling strength λci or the location of large vortices

can be used to isolate the effects of coherent structures of the results. Furthermore, results

are conditioned on 〈c〉 to assess the impact of the overall turbulent flame brush. Effects of

multiple phenomena can be examined by conditioning on two or more variables.

Both conditional statistics and PDFs require binning the data. The uncertainty in the

ensemble averaged conditional statistics is dictated by the convergence. Convergence is

most challenging for the doubly-conditioned statistics due to the larger number of bins.

Hence, to ensure that the reported doubly-conditioned means are converged: (1) the bin

size was set to provide a reasonable number of samples across the range of measured values

and (2) the presented data excludes any bins in which the expected uncertainty in the mean

is more than 15% of the reported value (ex. 〈αsfs|c, SijSij〉 ± σ/
√
N , where σ and N are

the standard deviation and number of samples used for the conditional mean).

This is nicely demonstrated in Figure 3.6, where the convergence is determined by

the number of samples used (from more z-planes) to generate doubly-conditioned statis-

tics. The main difference between the results is that the number of non-converged bins is

greater for the smaller number of planes. Regions of high c and high SijSij`/u′2 occur

less frequently than other combinations of flame and turbulence conditions; hence there are

fewer number of samples to fully converge the mean statistics in this region.

Singly-conditioned results use the same range of c and SijSij values and bins of iden-

tical size as in multiple-conditioned analysis. The presented results typically use a total

of 10-20 bins in each conditioning variable, which provided adequate resolution and good

convergence across a reasonable range of measured values.

Another important consideration is the number of bins used when conditioning on in-

stantaneous c. While the singly- and doubly-conditioned results may be converged in terms

of the statistics for each bin, there is also uncertainty associated with the range of progress
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variables represented by each bin. For example, one may use 100 bins between c = 0 and

c = 1 (i.e. each bin representing ∆c = 0.01 in progress variable space), which will result

in singly-conditioned statistic 〈·|c〉 with large sampling rate in c. However, oversampling

in c-space may not yield useful results if the measurement of c has a lower resolution;

a lower sampling rate in c-conditioned statistic is more meaningful when resolution of c

measurement is low. A greater sampling is generally desired if the measurement resolution

allows for greater c-sampling; however, a larger number of bins will have smaller number

of samples in each bin, which will reduced the convergence in each bin. Consequently, the

number of bins must be balanced with convergence.

Given that progress variable is estimated from the CH2O PLIF measurements, reso-

lution of CH2O PLIF dictates the width of the c-bins used in conditional analysis. In

Section 3.1, method of estimating c from distribution of formaldehyde in the flow field was

presented. Using a CH2O-c distribution in a representative laminar flame, the values at the

boundaries of the reactants-CH2O-zone and CH2O-zone-products can be easily mapped

to well-defined c. However, the accuracy of assigning c inside the flame requires more

consideration.

Since there is a good agreement between c, cT, and ci in a laminar premixed flame (see

Figure 3.3), the resolution in c is expected to be on the order of the spatial resolution asso-

ciated with CH2O-PLIF. Using the measured in-plane spatial resolution for low resolution

and high resolution camera configurations, the number of non-overlapping samples within

a spatial region corresponding to the thickness of the laminar flame can be computed as

∆c ∝ ∆xi

δ0
L

, (3.14)

where ∆xi represents the spatial in-plane resolution. Based on the measured in-plane reso-

lutions of the intensified cameras used for CH2O PLIF, the expected resolution of progress

variable is approximately 0.1 - 0.2 in low resolution configuration and 0.03 - 0.06 in high
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resolution set-up, depending on the equivalence ratio considered. For consistency, a value

of ∆c = 0.1 was chosen for analysis of results across the test conditions and spatial reso-

lutions.

It should be noted that the above stated resolution is valid in regions where the thickness

of the flame does not deviate significantly from the thickness of an equivalent laminar

flame. These regions can be easily identified by examining raw measurements of CH2O

distribution inside the flow field; the flame maintains uniform thickness (see Figure 2.18).

In regions of flame-vortex interactions or inside highly turbulent flames, the preheat zone

of the flame was previously demonstrated to broaden due to strong mixing induced by the

turbulence or coherent flow structures [37]. In these regions, the resolution, as defined by

Equation 3.14, is not applicable since the structure of the flame under consideration does

not correspond to the one of the unstretched laminar flame. Nevertheless, the enhanced

mixing of energy and species internal to the flame is expected to smooth out unknown

variations in c. For the purposes of this thesis, bins of ∆c = 0.1 are maintained across

all regions of the flame. It should also be noted that in broadened regions of the flame,

the same ∆c will represent a larger region of space, partially accounting for the unknown

variation in temperature and species across the broadened turbulent flame surface.
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CHAPTER 4

DECONVOLUTION

A requirement in computing αsfs is that the velocity and density fields under consideration

are spatially resolved. Consequently, experimental measurements of αsfs are limited to

flames of low to moderate turbulence intensity, in which the entire spectral content of the

velocity field can be captured. This requires the spatial resolution of the measurement to

be higher than the smallest length scale of turbulence (i.e. the dissipation scale λν ≈ 6η,

where η is the Kolmogorov length scale [115, 116]). When velocity fields are captured

using TPIV with insufficient resolution to measure the smallest velocity scales, a filtering

operation is imposed by the measurement at scale ∆ related to the interrogation box. This

can be expressed mathematically as

ũi(x) = ui(x) ∗ G(x) + n(x), (4.1)

where ũi is the measured velocity, ui is the true velocity, G is the filter imposed by the

TPIV operation, and n represents the noise added during the measurement and TPIV cross-

correlation. The filter kernel corresponds to a spatial filter of unknown shape and width on

the order of the final interrogation box volume over which the particle motion is averaged.

In highly turbulent flows, the measurement represents a filtered velocity which either re-

moves or attenuates the spectral content beyond the measurement cutoff wavenumber; note

that non-spectral cutoff filters also attenuate spectral content below the cutoff.

As a result, fully resolved velocity field must be first estimated (i.e. ui ≈ u?i ) from the

available velocity measurements via deconvolution prior to computation of αsfs. There are

two considerations that must be addressed for reliable deconvolution in the context of this

thesis. First, the primary objective here is not the accuracy of u?, but of αsfs. Specifically,
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u?i obtained using these deconvolution methods will be used to calculate Tij ≈ ũ?iu
?
j −

ũiũj and consequently αsfs. Second, the knowledge of filter characteristics imposed by the

measurement, such as its shape and size, is desired for accurate deconvolution. However,

these characteristics are often unknown and difficult to estimate, as is the case with particle

image velocimetry. Despite its widespread use, little is known about its effective filter

kernel GPIV.

The goal of this chapter is to address these two issues in the context of TPIV mea-

surements. Specifically, the objectives are to (i) evaluate the applicability of established

deconvolution methods towards estimating cross-scale energy transfer, and (ii) attempt to

identify the filter kernel associated with TPIV. DNS of a turbulent premixed flame, supplied

by Dr. Peter Hamlington, will be used as a baseline for both objectives. Sensitivity of αsfs to

deconvolution methods and filter shapes and sizes will be evaluated by comparing true and

estimated αsfs. The filter kernel will be evaluated by simulating a TPIV measurement using

DNS velocity fields and computing GPIV from fully-resolved and filtered velocity fields.

The following sections give a brief overview of the deconvolution methods and TPIV filter

kernel estimation technique considered.

4.1 Brief Overview of Deconvolution Methods

Deconvolution is commonly used in signal and image processing (e.g. [117]) to reverse the

distortions by the measurement instrument or the environment. Formally, deconvolution is

the inverse convolution operation and can be expressed similarly to Equation 1.15 as

q?(x, t) = Q ∗ q̄(x, t) =

∫ ∞
−∞

q̄(x′, t)Q(x− x′)dx′, (4.2)
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where Q = G−1 is the deconvolution kernel in physical space and q?(x, t) is the decon-

volved scalar quantity. Similarly, Favre deconvolution is expressed as

q?(x, t) =
Q ∗ ρq
Q ∗ ρ̄

. (4.3)

It should be highlighted that the deconvolved quantity of interest is simply an approxi-

mation of the true unfiltered quantity of interest (q? ≈ q). For differential filters, a class of

filters where q̄ and q are connected via a linear differential equation, Germano [118] noted

that the exact deconvolution is possible but the deconvolution operator is not bounded and

the solution is unstable to high-frequency perturbuations. Unfortunately, deconvolution

is an ill-posed problem; multiple solutions to the forward problem (i.e. ū = G ∗ u) are

possible and the stability of Q is often violated due to the sensitivity of the operation to

noise and uncertanties in the filtered quantity [119]. In reality, noise is introduced into the

measurement (see Equation 4.1), the details of which may be unknown. Typically, the es-

timate of the deconvolved signal q? will worsen with lower signal-to-noise ratio; however,

knowing even some details of the added noise can improve the estimate of q [120]. Some

sort of regularization is typically applied in different deconvolution methods, which can be

performed in either physical space or in the frequency domain.

Recently, deconvolution methods have started to appear in LES of reacting and inert

flows to approximate unfiltered quantities and provide closure to sub-grid-scale terms with

impressive results [74, 119, 121–123]. Approximate and constrained iterative reconstruc-

tion algorithms were applied in a substantially different flow configurations, involving a

multi-component fuel flame to model the progress variable variance and progress variable

scalar flux. Importantly, the operating conditions used in these studies involved a highly

complex flame structure with a wide heat release zone and overlapping individual species

reaction zones, thus presenting a stringent test case [61]. These deconvolution methods

are based on mathematical arguments and provide an approximation to the inverse filtering
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operation. Few to no assumptions are made regarding the reconstructed flow field or the

physics of the problem, which makes this approach amenable to a wide range of operating

conditions and configurations.

This section provides a brief overview of the popular deconvolution methods that will

be tested. Later, these methods will be applied to the measured velocity fields to obtain u?i

and estimate αsfs. To ensure that αsfs is physically reasonable and insensitive to processing

parameters, each method will be processed using a range of appropriate processing choices.

Furthermore, the αsfs results will be compared across the different methods to verify that

the best estimate of αsfs is independent of the deconvolution method.

4.1.1 Normal and Wiener Deconvolution

The basic premise of normal and Wiener deconvolution is the convolution theorem, which

states that convolution in one domain (ex. time or space) is equal to pointwise product in

the other space (frequency or wavenumber) [119]

ui(x) ∗ G(x) = F−1{F{ui} · F{G}}, (4.4)

where F and F−1 are forward and inverse Fourier transform operators, respectively. This

allows one to easily extract the original data by performing algebraic opertions in the

Fourier domain; this is typically referred to as normal deconvolution. In the case of Equa-

tion 4.1, the true velocity field can be computed as

ui(x) = F−1

{
F{ũi}
F{G}

− F{n}
F{G}

}
. (4.5)

In the ideal case, in which the filter kernel is known and noise is absent from the mea-

surement (n = 0), the original data can be easily recovered from the first term on the

right hand side. However, noise is always present in experimental measurements and hence

needs to be accounted for. Unfortunately, Fourier coefficients of G are typically small at
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high wavenumbers which leads to significant amplification of noise during deconvolution.

To address the noise issue in deconvolution, Wiener proposed to find a Wiener filterW ,

such that the difference between the deconvolved estimate u?i and the true ui is minimized

[120]; this process is referred to as Wiener deconvolution. The Wiener filter is the solution

to the minimum mean square error optimization problem, which can be written as [123]

min
u?i

ε(k) = E
{
|F{ui}(k)−F{u?i }(k)|2

}
, (4.6)

where E denotes the expectation operation. The estimate for the deconvolved solution is

assumed to be of form u?i = ũi ∗W , where the measurement is convolved with the Wiener

filter. The solution to the minimization problem above is the Wiener filter [120]

W(k) =
F{G}∗(k)S(k)

|F{G}(k)|2S(k) +N (k)

=
F{G}∗(k)

|F{G}(k)|2 + η(k)
,

(4.7)

where S(k) = E{|F{ui}|2} and N (k) = E{|F{n}|2} are the mean power spectral den-

sities of the original data and noise, respectively; η(k) = N (k)/S(k) is the inverse of

signal-to-noise ratio. Superscript (·)∗ represent complex conjugation. The Wiener filter

uses the characteristics of the original data and the added noise to reduce the impact of

noise on deconvolution. Note that as N (k) −→ 0, W(k) converges to the exact inverse

of the filter. At frequencies with low signal-to-noise ratio (1/η −→ 0), W(k) −→ 0); the

Wiener filter attenuates frequencies according to their signal-to-noise ratio. The bandwidth

of the Wiener filter is identical to the exact filter inverse; however, the amplitude ofW(k)

is bounded, such that the inversion operation is well defined.

It should be noted that for successful inversion of filtering operation using Wiener

deconvolution, the knowledge of signal and noise characteristics is required. While the

spectral content of the signal can be calculated from the measured data, knowledge of the

noise characteristics is often unknown. In these cases, application of Wiener deconvolu-
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tion requires one to provide a good estimate for noise properties to obtain a reasonable

deconvolution solution.

4.1.2 Scale-Similarity (SS)

Scale-similarity method is based on the Bardina’s LES model [13, 124] (see Chapter 1)

and it is one of the simplest and time-effective deconvolution methods. In the context of

deconvolution, the true velocity field is approximated by the filtered velocity itself

u?i = ũi. (4.8)

The original LES model, first introduced by Bardina et al. [124] and based on phys-

ical arguments, assumes that the structure of the velocity field below ∆ is similar to that

above ∆. Consequently, Tij is expected to be similar to T ∆T
ij , the residual stress-tensor

constructed from ũi and filtered at the test scale ∆T > ∆ [3], i.e.

Tij ≈ T ∆T
ij = ˆ̄ρ

(︸ ︸
ũiũj −˘̃ui ˘̃uj

)
, (4.9)

where (̂·) = G∆T ∗ (·) and (̆·) = ρ̂(·)/ρ̂. The above expression essentially states that the

momentum flux across ∆ is approximately equal to the net momentum flux across ∆T

when the two filters are similar in size (often taken as ∆T = 2∆). The similarity model

has been proven accurate in many a priori DNS studies and is frequently combined with

the Smagonisky model to yield more physically reasonable LES results [3]. In a similar

fashion, the self-similarity model can be applied to TPIV velocity fields to estimate αsfs

across ∆; the raw velocity fields can be explicitly filtered using a box or Gaussian filter of

size larger than the interrogation box used for TPIV cross-correlation. It should be noted,

however, that T ∆T
ij effectively represents the momentum flux across ∆T and it may be more

accurate to estimate αsfs across ∆T than across ∆ using the scale-similarity method.
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4.1.3 Approximate Gaussian Method (AGM)

Another method to obtain an estimate for the true velocity field, first proposed by Katopodes

et al. [59], is based on the Taylor series expansion of ui. This technique aims at obtaining

a higher-order approximation to the full velocity field ui and Tij , which is particularly de-

sirable for applications in complex flows. Here, the multi-dimensional Taylor expansion is

first applied to the unfiltered velocity [121]

ui(x
′
j, t) = ui(xj, t) + (x′k−xk)

∂ui(xj, t)

∂xk
+

1

2
(x′k−xk)(x′l−xl)

∂2ui(xj, t)

∂xk∂xl
+ .... (4.10)

Consider an anisotropic Gaussian filter kernel

GG(x, y, z) =
63/2

π3/2∆x∆y∆z

exp

(
−6x2

∆2
x

− 6y2

∆2
y

− 6z2

∆2
z

)
, (4.11)

where ∆x, ∆y, and ∆z are the filter sizes in three spatial coordinates. It should be noted

that a similar decomposition can also be performed on filters of other shapes. Convolution

(Equation 1.15) of the Gaussian filter kernel with the Taylor series expansion of ui results

in [121]

ũi(x, t) =ui(x, t) +
∆2
x

24

∂2ui(x, t)

∂x2
+

∆2
y

24

∂2ui(x, t)

∂y2
+

∆2
z

24

∂2ui(x, t)

∂z2

+
∆4
x

1152

∂4ui(x, t)

∂x4
+

∆4
y

1152

∂4ui(x, t)

∂y4
+

∆4
z

1152

∂4ui(x, t)

∂z4

+
∆2
x∆

2
y

1728

∂4ui(x, t)

∂x2∂y2
+

∆2
y∆

2
z

1728

∂4ui(x, t)

∂y2∂z2
+

∆2
x∆

2
z

1728

∂4ui(x, t)

∂x2∂z2
+O(∆6).

(4.12)

Due to symmetry, terms with odd powers of x, y, and z are eliminated; application of

an asymmetric filter kernels would retain all of the partial derivatives in the above expres-

sion. Rearranging Equation 4.12 for ui and using the expression recursively leads to an
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approximate deconvolution operation [121]

ui(x, t) =ũi(x, t)−
∆2
x

24

∂2ũi(x, t)

∂x2
−

∆2
y

24

∂2ũi(x, t)

∂y2
− ∆2

z

24

∂2ũi(x, t)

∂z2

+
∆4
x

1152

∂4ũi(x, t)

∂x4
+

∆4
y

1152

∂4ũi(x, t)

∂y4
+

∆4
z

1152

∂4ũi(x, t)

∂z4

+
5∆2

x∆
2
y

1728

∂4ũi(x, t)

∂x2∂y2
+

5∆2
y∆

2
z

1728

∂4ũi(x, t)

∂y2∂z2
+

5∆2
x∆

2
z

1728

∂4ũi(x, t)

∂x2∂z2

+O(∆6).

(4.13)

This approach allows to express the unfiltered velocity field in terms of the measured

quantities at all locations of interest. For a symmetric and uniform filter (∆ = ∆x = ∆y =

∆z, the approximate deconvolution operator is simplified to

ui(x, t) =ũi(x, t)−
∆2

24
∇2ũi(x, t) +

∆4

1152

(
∂4ũi(x, t)

∂x4
+
∂4ũi(x, t)

∂y4
+
∂4ũi(x, t)

∂z4

)
+

5∆4

1728

(
∂4ũi(x, t)

∂x2∂y2
+
∂4ũi(x, t)

∂y2∂z2
+
∂4ũi(x, t)

∂x2∂z2

)
+O(∆6).

(4.14)

The above approximate deconvolution may be used in explicit or implicit numerical

formulations, using the second order derivative scheme. Note that the accuracy of this

approximation depends on the series truncation order and can be improved by retaining the

higher order terms. Moreover, this approach is based on purely mathematical basis and the

form of the unfiltered velocity field is not assumed beforehand unlike the self-similarity

approach. Domingo et al. [121] has proved that the model for Tij , obtained via Taylor

expansion, is an exact solution to the transport equations for Tij to a known accuracy. At

this point, it is worth noting the form of Tij obtained using the Taylor expansion [121]

Tij ≈ ũ?iu
?
j − ũiũj = ˜̃uiũj − ũiũj︸ ︷︷ ︸

Bardina

−∆2

24
˜̃ui∇2ũj −

∆2

24
˜̃uj∇2ũi. (4.15)

This indicates that, to second order in ∆, Equation 4.15 reduces to the scale similarity
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model of Bardina et al. [124]. Because the self-similarity and Taylor decomposition meth-

ods are derived based on physical and mathematical arguments, respectively, the similarity

between the two approaches is encouraging. More importantly, this demonstrates that the

Taylor decomposition method yields a physically reasonable approximation.

4.1.4 Approximate Deconvolution Model (ADM)

One of the earliest attempts at deconvolution using in LES is the approximate deconvolution

model (ADM) proposed by Stolz et al. [125]. ADM is an iterative method, derived from

the van Cittert filter [119], that involves repeated filtering of the measurement

uν+1
i = uνi + (ũi − G ∗ uνi ), (4.16)

where ν is the number of iterations used and which determines the strength of deconvo-

lution. The van Cittert algorithm repeatedly adds detail to the current estimate, where the

added detail is the difference between the measurement and the filtered estimate. Iterations

are started by setting the first estimate to the measurement. Alternatively, the deconvolu-

tion operator can be derived recursively from the van Cittert filter and written in an explicit

form as

QADMN =
N∑
ν=0

(I − G)ν , (4.17)

where I is the identity operator, and N is the number of iterations. The approximate de-

convolved quantity of interest is obtained through q? = QADMN ∗ q̃ [125].

In practice, the geometric series in Equation 4.17 is truncated at a finite N , thereby

ignoring the higher frequencies that are more sensitive to perturbations; the model first

recovers the lower frequency components [126]. Note that truncation of an infinite series

is a form of regularization of ill-posed problems [125]. A good compromise between the

accuracy of the solution and the computational cost of ADM is achieved withN = 5 [125].

Typically, a higher number of iterations tends to amplify the image noise to a point where
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the solution becomes indistinct.

ADM has many advantages, including rapid deblurring, no smoothness restrictions,

simple mathematical operations, and additional information. However, it is sensitive to

noise and the algorithm becomes unstable if N exceeds a certain limit, as analyzed in

detail in Refs. [119, 123] for non-reacting LES.

4.1.5 Regularized Deconvolution

Finally, the regularized deconvolution method (RDM) can be used to obtain u?i . This tech-

nique typically applies some type of regularization to ensure that the solution is bounded

and does not violate conservation laws [126]. This approach is based on the generalized

Tikhonov regularization problem [123], i.e.

u?i = arg min

‖ũi − G̃ ∗ u?i ‖2︸ ︷︷ ︸
deconvolution

+ γ‖Γu?i ‖2︸ ︷︷ ︸
regularization

 , (4.18)

where Γ is the Tikhonov matrix and γ is the regularization parameter. The deconvolution

term in Equation 4.18 ensures that the error between q̃? and q̃ is minimal, while the role

of the regularization term is to promote the desired characteristics in q? via Γ; γ is used

to moderate the influence of Γ. Two common Tikhonov matrices are the identity and the

Laplacian operator [119]. The former promotes solutions with a small Eucledian norm,

while the latter enforces spatially smooth fields (small second derivatives).

The RDM methodology is not restricted to Tikhonov regularization. Other methods,

such as Tikhonov-Lavrentiev regularization can also be applied to the measured data [119].

This approach has been successfully applied to reconstruct the subfilter scale scalar fields

in the implicitly-filtered LES of reacting flows [74, 123].
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Table 4.1: Physical model parameters of the highly turbulent premixed methane–air flame
simulated in the present study.

D 256× 256× 4096 Number of cells
0.7 cm× 0.7 cm× 11.2 cm Physical Dimensions

∆x 0.70037 cm Cell size
ε 1.32× 106 erg/cm3s Energy injection rate
Uδ 469.3 cm/s Turbulent velocity at scale δL
U 1182 cm/s Turbulent velocity at scale L
Urms 1359 cm/s Turbulent r.m.s. velocity
Ul 785 cm/s Unburned integral velocity
l 2.05× 10−1 cm Integral length
η 1.382× 10−3 cm Kolmogorov length scale in reactants
τed 5.922× 10−4 s Eddy turnover time L/U
Da 0.19 Damkohler number
Ka 142 Karlovitz number

Figure 4.1: Instantaneous snapshot of gas density along the central slice of the DNS vol-
ume. The red rectangle represents the region of interest used for deconvolution analysis.

4.2 Test Setup and Data Analysis

The direct numerical simulation used in this study is identical to that described by Darragh

et al. [127, 128] for the Lagrangian analysis of enstrophy dynamics and analysis of particle

pair dispersion in turbulent premixed flames. The authors have kindly shared the dataset for

this study and the readers are referred to the aforementioned references for further details

of the numerical setup. The details of the DNS simulation are summarized in Table 4.1. A

sample snapshot of local gas density is show in Figure 4.1.

4.2.1 Deconvolution Analysis

The region of interest for deconvolution method comparison was isolated to a 106 vx ×

106 vx × 43 vx (2.9 mm × 2.9 mm × 1.2 mm) in the region where the flame is present

(see the red region in Figure 4.1). A reduced domain of interest was considered due to high
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numerical cost of deconvolution analysis; convolution of a Nc ×Nc ×Nc domain with an

M ×M ×M kernel requires O(N3
c ×M3) multiplications. The domain of comparison

was chosen such that each dimension is at least three times the size of the test filter kernel

used for comparison (i.e. 3∆T).

Comparison between αsfs and α?sfs is performed along the central portion of the com-

parison domain (i.e. within ∆T). In the context of this thesis, α?sfs is the inter-scale energy

transfer deduced from deconvolution. The unresolved velocity fields used for deconvolu-

tion are obtained by filtering fully-resolved fields at scale ∆. However, comparison be-

tween αsfs and α?sfs is performed at the test filter scale ∆T > ∆.

To perform deconvolution, velocity and density fields representative of experimental

measurements must first be obtained (i.e. ũi and ρ). This is achieved using the fully

resolved fields, which are filtered using a representative filter kernel and downsampled.

Specifically, (i) the DNS velocity and density fields are filtered using a simulated TPIV

filter of size ∆ (here, only ∆ = 5 vx and ∆ = 7 vx box filters are considered), (ii) the fil-

tered velocity and density fields are downsampled at a rate corresponding to representative

TPIV overlap (0%, 50%, 75%, or 100%), and (iii) random noise is added at each location.

Figure 4.2 shows the sampling filter ∆, test filter ∆T, and the sampling locations at target

overlaps for ∆ = 7 vx.

Deconvolution of simulated measurements is performed using the four techniques out-

lined in the previous section: SS, AGM, ADM, and RDM. Each method uses the simulated

measurements to estimate the fully resolved fields (i.e. u?i and ρ?) at the same sampling

locations as the simulated measurements. The deconvolved velocity fields are then used

to estimate the cross-scale energy transfer α?sfs across a test scale ∆T (box filter kernel),

which was fixed at ∆T = 14 vx in the original DNS grid (i.e. the physical region rep-

resented by ∆T was fixed while the number of points varies based on the measurement

down-sampling).

A few comments on the deconvolution methods are warranted here. The AGM and
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Figure 4.2: Schematic representation of the DNS grid and the sampling grid in a single
dimension for overlaps typically used for TPIV. Grey and green blocks depict the ∆ and
∆T filters.

ADM deconvolution was performed in accordance to Equation 4.15 and Equation 4.17,

respectively. It is noted that the ADM approach requires at least two points in the physical

region represented by ∆; hence only large overlaps are used for ADM (75% and 100%).

In scale similarity method, the approximation Tij ≈ T ∆T
ij is not used; T ∆T

ij is computed

directly since comparison of α?sfs with αsfs is done at scale ∆T. The RDM approach allows

for the solution to be super-sampled (finer sampling than the original measurement). In

this study, the same grid as DNS was used for RDM, but the deconvolved results were

downsampled back to the measurement grid for αsfs comparisons. Here, Γ is taken as the

Laplacian operator with γ = 0.1.

4.2.2 Identification of TPIV Filter

There are multiple ways to estimate the shape of the filter kernel, given the filtered and the

original – unfiltered – velocity fields. However, both of these fields must be known. A

known velocity field, either from DNS or analytical, is used as the unfiltered baseline. To
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obtain ũi, the TPIV algorithm must be used to replicate TPIV cross-correlation.

A pair of particle tomograms is generated from the analytical velocity field by creat-

ing a pair of three-dimensional arrays, which represent a discretized physical volume in

space. Then, simulated particles are randomly “seede” through this volume, and then con-

vected based on the velocity of the field at each particle’s individual location; a fourth-order

Runge-Kutta (RK4) method time-marching scheme is used. Note that the seeding is done

proportionally to the local gas density and each particle was assigned a Gaussian intensity

profile of 5 voxels wide. The time separation between two tomogram snapshots was set

to 5 µs. These settings represent the recommended targets for TPIV, including average

particle density of 7-10 particles per target interrogation box and an average particle dis-

placement distance of 1/4 − 1/3 of the interrogation box width [78]. The tomograms are

then uploaded to LaVision DaVis 8.4 for cross-correlation. With the knowledge of ui and

ũi, it is possible to estimate GPIV. Here, three methods are considered.

Fourier Inversion

This approach utilizes the convolution theorem (Equation 4.4) and is similar to normal

deconvolution, except the unknown is the convolution kernel

G(x) = F−1

{
F{ũi}
F{ui}

}
. (4.19)

Since no additional noise is added, it is theoretically possible to obtain an estimate

for the filter kernel. However, the cross-correlation of TPIV also introduces some noise

that may render the Fourier method inaccurate; TPIV noise may be due to peak-locking,

bias due to ghost particles, and uncertainty due to insufficient particle count inside the

interrogation box.
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Regularized Optimization

An alternative method is to iteratively search for a filter kernel that minimizes the difference

between the measurement and the filtered true data. This method mimics the regularized

deconvolution method; however, the goal of the optimization problem is to identify the

filter, not the original velocity fields, i.e.

GPIV = arg min (‖ui ∗ G − ũi‖2 + γ‖ΓG‖2) . (4.20)

The regularization used here includes constraining the norm of the filter to be unity,

enforcing isotropy of the filter, and maintaining a positive value at the center of the filter.

For computational efficiency, a one-dimensional radial profile was used in optimization.

Prior to each optimization pass, a three-dimensional filter was generated by revolving the

radial profile and normalizing appropriately. It should be noted that the radial GPIV profile

was weighted by the weighing function w(r) = r2 to compensate for larger number of

points contained in a spherical shell of radius r. DNS velocity fields were also used as the

baseline for this approach.

Step Response

The last method examines the step response in the velocity field to obtain a one-dimensional

estimate for the filter kernel, similar to the approach taken by Elsinga et al. [129]. Figure 4.3

shows the procedure used to estimate GPIV using this method. Here, a one-dimensional

“step” flow and is used as the baseline velocity field.

First, a one-dimensional flow with a step in x-velocity (horizontal) is created as shown

in Figure 4.3(a); the velocity is set to Ux = ±10 m/s above and below the step, respectively.

Only a single component of velocity is considered in this study. Next, a pair of particle

tomograms is generated for the imposed velocity field (Figure 4.3(b)). Tomograms were

generated at a resolution of 512×512×512 vx with 75,000 total particles over a cube with
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Figure 4.3: A flowchart for the process to obtain the TPIV filter from an analytical velocity
field.

a side length of 7 mm, effectively quadrupling the number of cells of a single x − y plane

of DNS. After cross-correlation of tomograms in LaVision DaVis 8.4, ũi are obtained.

The resulting TPIV velocity fields, shown in Figure 4.3(c), were averaged across the two

homogeneous directions (x and z), to obtain a one-dimensional mean velocity profile across

the step, as shown schematically in Figure 4.3(d). By spatial differentiation of the measured

mean displacement field with respect to y and normalizing it with the step height, the

normalized pulse response, or GPIV, is obtained [129]. The one-dimensional profile is

revolved in 3D to give an estimate for GPIV (Figure 4.3(e)) to be used in validation.

Processing of tomograms and calculation of TPIV velocity fields through direct cross-

correlation was performed using the LaVision DaVis 8.4 software. Two different interroga-

tion boxes were used to investigate how the filter would scale with interrogation box size;

namely 24 vx and 64 vx with an overlap of 75%. The software’s native universal outlier

detection and removal algorithm was also used. Validation of the TPIV convolution kernel

was done by comparing the DNS velocity fields filtered using GPIV to the same velocity

field generated by TPIV cross-correlation; the identical process is used to generate TPIV

velocity fields, as described above.
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4.3 Application of Deconvolution Methods on DNS

Sample results of deconvolution are shown in Figure 4.4 for ∆ = 7 vx and 75% over-

lap. The left column shows the fully resolved velocity and αsfs across ∆T = 7 vx and

∆T = 14 vx, obtained directly from DNS and downsampled to the measurement grid. The

remaining columns show the deconvolved velocity u?i and estimated α?sfs obtained from the

various methods described in Section 4.1. The bottom row shows the joint PDF between

true αsfs and α?sfs for each deconvolution method.

The first trend to note is that the deconvolved velocity for ∆T = 14 vx retains the large

scale features; however, the presence of the noise in the filtered velocity propagates into

the deconvoled solution. Note that the filtered velocity for all case is represented by u?SS,

since scale-similarity method assumes u?i = ũi. The AGM solution adds the second spatial

derivative to filtered velocity, viz. u?AGM = ũi + (∆2/24)∂k,kũi, which is amplifies noise

present in the measurement. The ADM solution uses Van Cittert iterations, which converge

if ‖I − G‖ < 1 in Equation 4.17 [130]. This is equivalent to 1 − Ĝ < 1 in wavenumber

space, where Ĝ is the Fourier transform of G. Since the box filter is a sinc function in

wavenumber space, this condition is not satisfied, which leads to significant oscillations

in the solution. Finally, the RDM solution shows the greatest resistance to noise because

optimization penalizes non-smooth solutions while trying to minimize the deconvolution

error at all locations simultaneously.

Comparison of αsfs and α?sfs shows a good qualitative agreement for AGM, SS, and

RDM methods. The degree of correlation is indicated in the joint PDFs by the Pearson

correlation coefficient ρp in Figure 4.4. Similar to deconvolved velocities, α?sfs features

look similar to αsfs for ∆T = 14 vx, with AGM and ADM methods containing more

noise than SS and RDM. Convolution of deconvolved fields with G at ∆T attenuates any

high-frequency content in u?i , including measurement noise, leading to similarity of α?sfs

across deconvolution methods. Due to the oscillatory nature of ADM, noise in u?ADM is
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(a) ∆T = 14 vx.

(b) ∆T = 7 vx.

Figure 4.4: Comparison of deconvolved velocity and estimated αsfs using four deconvolu-
tion methods. Top row: u-velocity; middle row: αsfs across ∆T; bottom row: joint PDF
between αsfs and α?sfs. Left column shows true velocity velocity and αsfs.
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significantly larger than other methods, resulting in α?sfs,ADM being largely overestimated.

Nevertheless, α?sfs,ADM retains major αsfs structures and the corresponding sign of αsfs. The

AGM, SS, and RDM methods show a very strong correlation (ρp > 0.9) of α?sfs to αsfs, with

SS method under-predicting the magnitude of cross-scale energy transfer slightly. This is

likely due to repeated filtering of the fully-resolved velocity field in the scale-similarity

approach; other methods attempt to reconstruct the higher frequency content in u?i prior to

convolution with ∆T.

Comparison of deconvolution results between ∆T = 7 vx and ∆T = 14 vx clearly

demonstrates the sensitivity of α?sfs to ∆T. While u?i appears qualitatively very similar

between two target scales, α?sfs is significantly different from αsfs when ∆T = ∆. In partic-

ular, there is more noise in α?sfs, the local magnitude of α?sfs is overestimated, and large-scale

structures are less similar to true structures. JPDFs further supports these observations; the

magnitude of α?sfs is significantly larger than αsfs, and noise widens the trendline shown in

the JPDF. Moreover, estimation of α?sfs is also sensitive to the deconvolution methods when

∆T = ∆ as the observed predictions are less similar amongst each other than for a larger

∆T. The best estimate is provided by RDM; however, large scale αsfs are not reconstructed

to the same accuracy as compared to ∆T = 14 vx. Since AGM and ADM methods are

more sensitive to noise, it is not surprising that the noise propagates to α?sfs. Interestingly,

the scale-similarity approach over-estimates the magnitude of α?sfs the most among the con-

sidered deconvolution methods. In fact, the shape and magnitude of the αsfs structures is

more similar to the ones at ∆T = 14 vx. This observation is expected, since the scale-

similarity method uses information at the test filter scale to estimate T ∆
ij . In conclusion,

use of deconvolution methods near the original filter scale should be avoided due to high

uncertainties in α?sfs. When considering larger test scales ∆T > ∆, AGM, SS, and RDM

provide very similar results; the scale-similarity method can be used since it has the lowest

numerical cost.

To gain additional insight, the trends of the correlation coefficient with downsampling
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Figure 4.5: Variation of correlation coefficient between αsfs and α?sfs across ∆T = 14 vx
with filter overlap, size of the measurement filter, and presence of noise for the four decon-
volution methods.

rate, size of measurement filter ∆, and presence of noise are analyzed. Figure 4.5 shows

the variation of the correlation coefficient with filter overlap for the four deconvolution

methods and using ∆ = 5 vx and ∆ = 7 vx. Presence of noise clearly decreases the

strength of correlation when other parameters are held constant. The impact of noise on

correlation is greatest in ADM results, due to inherent amplification of noise when using

a spatial box filter. Generally, presence of noise reduces the correlation by approximately

0.1 across the conditions studied here; the reduction becomes more significant at lower

overlap.

From Figure 4.5, it can be clearly seen that lower overlap (lower down-sampling) leads

to a reduction of correlation between α?sfs and αsfs, where a significant drop occurs at 0%

overlap. This is likely due to the fact that a smaller number of points is used when convolv-

ing u?i with ∆T. For example, deconvolution using ∆ with 0% overlap uses the information

only available at a single measurement location (see Figure 4.2) and further filtering at ∆T

105



uses two neighboring measurement locations. In contrast, a measurement with a 75% over-

lap uses 3 points for deconvolution and 7 points for test filtering. Consequently, a larger

number of samples reduces the variance of the test-filtered velocity at any given location,

effectivelly increasing the confidence in the measurements and reducing the effect of noise

on α?sfs.

Finally, the correlation coefficients for ∆ = 5 vx are universally greater than those for

∆ = 7 vx. This suggests that the ratio of measurement filter to test filter ∆/∆T may be

important. For a small ∆/∆T the test filter is significantly larger than the original measure-

ment filter and it tends to remove structures smaller than ∆T, including those deconvolved

using ∆. As a result, in the limit ∆/∆T −→ 0, the details of deconvolution are irrelevant and

u?i = ũi should be sufficient to approximate αsfs. On the other hand, at ∆/∆T ≈ 1, the test

filter retains most flow structures obtained via deconvolution and hence the deconvolution

methods dictate the accuracy of α?sfs.

4.3.1 Target test filter range

Application of more sophisticated deconvolution methods (AGM, ADM, and especially

RDM) to estimate αsfs across the measurement length scale ∆ is cost-prohibitive. How-

ever, the scale-similarity method allowed computation of α?sfs in a reasonable time frame,

albeit at larger test filter scales. In this dissertation, the scale-similarity method is used for

deconvolution and the range of scales considered is ∆T > ∆. The goal of this section

is to identify the target filter scales at which αsfs can be reliably estimated using not fully

resolved TPIV velocity and an unknown GPIV. Since scale-similarity applies the filtering

operation twice, the focus here will be on the effect of repeated filtering on the accuracy of

αsfs estimate.

For most filter kernels of interest in LES, filtering attenuates or removes high frequency

content from the input signal. Consequently, repeated filtering tends to smooth the signal

more with each additional pass, unless the filter kernel is the sharp spectral cutoff filter of a
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Figure 4.6: Demonstration of double filtering a noisy sine wave using a spatial box filter of
width ∆ = 15. Top: original signal (blue circles), filtered signal (red), and doubly filtered
signal (black). Bottom: difference between single- and doubly-filtered signal.

fixed size. As a result, repeated filtering of the quantity of interest generally does not yield

the originally filtered input like it does for the averaging operation

˜̃u 6= ũ. (4.21)

This is demonstrated in Figure 4.6, where an example sine wave superimposed with

uniform noise, viz. y(t) = sin(t) + U(0, 1), is filtered twice using a spatial box filter of

∆ = 15 samples. Clearly, the high frequency noise is attenuated in ỹ(t) and ˜̃y(t) traces, but

the single-filtered and double-filtered traces are not the same. The bottom plot of Figure 4.6

shows the difference between singly- and doubly-filtered traces (˜̃y(t) − ỹ(t)), which is

clearly non-zero. Thus, it is vital to evaluate the uncertainty of the final result to the effects

of repeated filtering. The analysis that follows proceeds in the following manner: first,

velocity fields of different resolutions are filtered and compared to each other to identify

the scale at which the details of the original TPIV measurement kernel are insignificant;

and second, the inter-scale energy transfer is evaluated across a target filter scale ∆T using

velocity fields of different resolution to determine the sensitivity of the result to the original

TPIV kernel size.

To begin, let’s consider the velocity field that is filtered twice, first using the filter kernel
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GPIV (across ∆), the details of which may not be fully known, and second using G (across

∆T) with known parameters:, i.e.

ˆ̃ui = G ∗ GPIV︸ ︷︷ ︸
GT

∗ui. (4.22)

Due to the associative property of convolution, the above operation can be re-expressed

as ˆ̃ui = GT ∗ ui, where GT is the convolution of G with GPIV. This is equivalent to per-

forming a single convolution of ui with GT. In instances where only limited knowledge

of the filter details is available in the smaller kernel (GPIV in Equation 4.22), performing a

second convolution with a larger filter kernel G may allow one to disregard the details of

the smaller filter when computing ˆ̃ui.

First, the difference between G and GT is examined. Figure 4.7 shows GPIV, G, and

GPIV ∗ G for a range of ∆T/∆ size ratios. The three most commonly used filter kernels

used in LES are considered for the hypothetical GPIV kernel: box, Gaussian, and sharp

spectral cutoff filters. The size of all three GPIV kernels are kept the same. The test filter G

is a spatial box, the size of which is increased. Clearly, for a sufficiently large ∆T/∆, the

difference between G and GT is negligible. When GPIV is a box and Gaussian filters, which

are spatially local, the convergence occurs for lower ∆T/∆ than for the spatially non-local

sharp spectral cutoff filter.

Quantification of the difference between G and GT can be done by computing the root-

mean-square of the residual between the two filter kernels, i.e.

RMSG−GT =

√√√√ 1

N

N∑
i

[
G(xi)− GT(xi)

1/∆

]2

. (4.23)

Note that the residual is normalized by the amplitude of the box GPIV to enforce inde-

pendence from ∆. Figure 4.8 shows RMSG−GT between GT and GPIV in Figure 4.7; the
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Figure 4.7: Convolution of a box filter G (red) with a hypothetical TPIV filter GPIV (blue)
that has a shape of a box (left column), Gaussian (middle column), and sharp spectral cutoff
(right column). Black curve shows the result of the convolution G ∗ GPIV.
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Figure 4.8: Trends in doubly-filtered convolution kernel.

observed variation is identical for other ∆. The main trend to be observed is that the RMS

reduces with increasing ∆T/∆, regardless of the filter shape used for GPIV. Clearly, the

details of the initial filter kernel have diminishing effect when considering the cutoff scale

significantly larger than the scale imposed by GPIV. The non-local nature of the sharp spec-

tral cutoff filter results in larger RMS as compared to box and Gaussian filters, but all three

RMS curves approach zero at sufficiently large ∆T/∆.

Thus, given not fully resolved velocity fields ũi, it is possible to accurately estimate

filtered velocity ˆ̃ui at a sufficiently large ∆T/∆. The observed trend suggests that G ∗

GPIV −→ G as ∆T/∆ −→∞. Equivalently, the above limit can be interpreted as ˆ̃ui ≈ ûi since

the details of the initial filter become negligible. From Figure 4.8, for ratios ∆T/∆ & 2−4,

the RMS monotonically decreases towards zero, and hence the test filter scale should be at

least ∆T/∆ ≈ 2 when using the self-similarity method.

To verify this asymptotic behavior, DNS velocity fields and αsfs need to be also com-

pared. To do so, the DNS velocity is Favre filtered using box, Gaussian, and spectral cutoff
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filters of same width ∆ to obtain ũi; standard normal noise is also added to each velocity

component (σ = 1) and gas density (σ = 0.05). The three results are filtered the second

time using a larger box filter of width ∆T to obtain ˆ̃ui and α?sfs = 1
ρ̆
∂
∂xj

(̂̃uiũj − ˆ̃ui ˆ̃uj). Com-

parison is then made between ˆ̃ui and ûi, and between α?sfs and αsfs = 1
ρ̆
∂
∂xj

(ûiuj − ûiûj) for

∆T/∆ = 1, 3, 5, and 10 in Figure 4.9.

Doubly-filtered velocity fields are nearly identical to singly-filtered velocity at all filter

scale ratios. While some noise can be seen in ˆ̃ui at ∆T = ∆, large-scale structures are

clearly distinguishable and two velocities become increasingly more similar with increas-

ing ∆T/∆.

Figure 4.9: Comparison of filtered velocity fields and αsfs across ∆T with estimates ob-
tained by filtering the results twice. Here, both ∆T and ∆ are box filters.
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However, similarity between velocities does not guarantee similarity in any of the de-

rived quantities. The right two columns of Figure 4.9 shows a comparison between α?sfs

and αsfs for the same filter scale ratios. Clearly, the presence of noise in the measurement

contaminates α?sfs at ∆T = ∆, such that no discernible features can be identified. Never-

theless, the similarity between true and estimated inter-scale energy transfer improves with

increasing ∆T/∆; the estimates are usable for ∆T/∆ & 3. Note that the estimates for αsfs

below this threshold are strongly affected by imposed noise. This analysis was repeated

with added noise and both sets of results (velocity and inter-scale energy transfer) were

nearly identical for all scale ratios.

Finally, difference between true and estimated velocities and αsfs are quantified using

root-mean-square approach, similar to Equation 4.23. Figure 4.10 shows the RMS variation

for velocity and αsfs with filter scale ratio. The observed trend is similar to Figure 4.8,

where the RMS decreases with increasing ∆T/∆ asymptotically. Consequently, the self-

similar deconvolution is increasingly more accurate for larger filter scales. In this thesis,

the minimum target filter scale is thus ∆T = 3∆ to ensure the validity of the results.

(a) Velocity. (b) αsfs

Figure 4.10: Variation of RMS residual of filtered velocity and αsfs with filter scale ratio.
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4.4 Estimation of PIV filter kernel

In the previous section it was demonstrated that the self-similarity method can be used to

accurately estimate αsfs at resolutions three times larger than the measurement resolution,

regardless of knowledge of the filter kernel. Nevertheless, the accuracy of deconvolution

can be improved if the shape of the filter kernel is known. In this section, an attempt is made

to identify the characteristics of the filter kernel associated with TPIV using the methods

described in Section 4.2.2.

Figure 4.11 shows the central slice of GPIV identified using the Fourier inversion, reg-

ularized optimization, and step response methods. The three profiles are clearly different,

with differences in size and one-dimensional shape of the kernel. The direct inversion in

Fourier space results in a filter kernel that essentially uses points in the immediate neigh-

bourhood of the sample location. Moreover, there is substantial noise at larger radii, which

is introduced by TPIV cross-correlation. The regularized optimization and step response

profiles are more similar in shape, taking on both positive and negative values, but the rel-

ative size of the shape is different. The corresponding shape of the filter resembles the

Mexican-hat Gauss profile reported by Elsinga et al. [129] and Westerweel [131]; however,

their procedure used a higher IB overlap when computing the filter shape.

It should be stated that the optimization approach was highly sensitive to various pro-

cessing parameters. A large portion of optimization trials resulted in filter shapes that sig-

(a) Fourier inversion (b) Optimization (c) Step response

Figure 4.11: Central slice of the identified filter kernels with IB of 24 vx.
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(a) Velocity gradients over two IB sizes. (b) Derivatives of the velocity gradients.

Figure 4.12: One dimensional profiles of the result from applying TPIV on the step-
response velocity field.

nificantly diverged from the Mexican-hat Gauss. Among parameters varied were changes

in the initial condition for the optimizer, filter kernel size, and TPIV interrogation box size.

Additionally, each solution resulted in a relatively large convergence error, indicating that

the solution may not be the most optimal. This indicates that finding a universally appro-

priate TPIV filter is also an ill-posed problem. Thus, while the Mexican hat filter shape

appears promising, additional evidence is needed to prove its validity.

Hence, evaluation of how the filter shape varies with IB size can only be done for the

step response approach. The mean one-dimensional TPIV velocity profile across the step

and its derivative are shown in Figure 4.12 for two IB sizes considered. The mean velocity

profile shows an overshoot across the step, similar to findings in Ref. [129]. Clearly, the

width of the convolution kernel increases and amplitude decreases as IB size is increased.

Moreover, the amplitude of oscillating tails is reduced for a larger IB size. It is noted that

the width of the central peak corresponds to the size of the interrogation box used in TPIV.

Since there is no consensus on the shape of the filter amongst the estimation methods

used, it cannot be stated with certainty which prediction is correct. However, a comparison

can be made between the TPIV velocities and the original velocity fields filtered using

the obtained shapes; only the optimization and step response results are considered here.
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(a) Original DNS velocity. (b) TPIV cross-correlation.

(c) Filtered with optimization
kernel.

(d) Filtered with step re-
sponse kernel.

Figure 4.13: Original and filtered velocity fields. Filtering is performed using estimated
GPIV, corresponding to IB of 24 vx. Filtered velocity is compared to the TPIV velocity
field.

Application of the three-dimensional GPIV on a fully-resolved DNS field is displayed in

Figure 4.13; these filtered fields are compared with the corresponding TPIV field. Note that

only the x-component of velocity is included for brevity; other velocity components show

similar results. While the filtered fields look similar to the TPIV result, neither method

matches the TPIV field exactly. The large-scale velocity structures are captured well, but

the details of smaller structures are different for the two methods. The optimization kernel

tends to smooth the finer scale details in the flow and reduce the velocity magnitude. On

the other hand, the step response kernel does not smooth the smaller structures sufficiently,

and the result is more similar to the original DNS data rather than TPIV velocity.

For a more quantitative comparison, joint PDF between TPIV velocity ũi and ui ∗ GPIV
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(a) Optimization kernel. (b) Step response kernel.

Figure 4.14: Original and filtered velocity fields. Filtering is performed using estimated
GPIV, corresponding to IB of 24 vx. Filtered velocity is compared to the TPIV velocity
field.

are constructed and shown in Figure 4.14, along with the computed correlation coefficient.

The joint PDFs indicate a strong correlation between the filtered DNS fields and TPIV

results, with ρp > 0.95 in both cases. As observed earlier, the step response kernel tends to

over-estimate the magnitude of the TPIV velocity.

There are a few key takeaways from this investigation. Firstly, the three methods used

to identify the TPIV filter kernel all resulted in different shapes; no consensus was found.

The Fourier inversion and regularized optimization methods were found to be sensitive

to noise and processing parameters. The most-likely shape is the Mexican hat-Gaussian

profile given by the step response approach. Second, the application of the filter estimates

results in the velocity fields that are qualitatively similar at large scales to the velocity

given by cross-correlation in TPIV. However, there are significant differences at finer scales.

As was demonstrated in the previous section, presence of even minor noise can introduce

significant amplification in α?sfs, especially at small filter ratios. In conclusion, the exact

shape of the TPIV filter kernel remains unclear. The results below are presented in terms of

either directly measured αsfs from the fully-resolved measurements or as α?sfs at filter scales

that are at least three times larger than the resolution of TPIV measurement.
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CHAPTER 5

CHARACTERIZATION OF THE FLOW AND FLAMES

This chapter describes the characterization of the flow field and turbulence of the swirl

burner. The discussion is broken into three main sections. In the first section, the details

of the mean flow are presented for all three swirlers and independence of the controlling

parameters - Uj, S, and φ - is evaluated. Results are presented in the cylindrical coordinate

frame, which allows for measurement of the actual swirl number of each swirler; a rough

estimate of the mean radial pressure gradient is also obtained. In the second section, tur-

bulence characteristics, specifically `, Re, and η are measured. Comparison between the

different estimates for the integral length scale are also made. The last section describes

the procedure for determining whether the high-resolution velocity measurements are fully

resolved; fully-resolved cases allow for direct measurement of αsfs.

5.1 Characterization of the flow field

In Chapter 2, different swirler geometries and operating conditions were presented; how-

ever, no measurements of the actual flow conditions were given. Additionally, it was stated

that the magnitude of turbulence intensity, radial pressure gradients, and density gradients

can be controlled in a relatively independent manner. Finally, there is an expected dif-

ference between the geometrical swirl number and the measured swirl number. In this

section, ensemble averaged velocity fields are examined to determine the swirl numbers

for the three configurations, assess independence between the controlling parameters, and

determine the experimental flow conditions.
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(a) Non-reacting flow (D-N075-S3-U20).

(b) Reacting flow (D-E100-S3-U20).

Figure 5.1: Mean velocity fields in cylindrical coordinates of equivalent non-reacting and
reacting flows along the z = 0 mm and y = 1 mm planes. Every third velocity vector is
shown. Flame brush is denoted by the contours at 〈c〉 = 0.1 and 〈c〉 = 0.9.

Effects of controlling parameters on mean flow

Shown in Figure 5.1 are the mean velocity fields under reacting and non-reacting conditions

along the central z = 0 mm plane and cross-sectional plane at y = 1 mm; mean velocity

field and contours of the flame brush are overlaid onto each reacting plot. Note that the field

of view was shifted for reacting conditions to ensure that the left branch of the symmetrical
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(a) 〈ur〉. (b) 〈uθ〉. (c) 〈uax〉.

Figure 5.2: Radial profiles of mean velocity components along y = 1 mm and z = 0 mm
line in a series of non-reacting flows as Uj is varied; S and chemistry are fixed.

(a) 〈ur〉. (b) 〈uθ〉. (c) 〈uax〉.

Figure 5.3: Radial profiles of mean velocity components along y = 1 mm and z = 0 mm
line in a series of non-reacting flows as S is varied; Uj and chemistry are fixed.

flame fits completely inside the image. Cylindrical coordinates are used to evaluate the

experimental swirl number and compare flow conditions across operating conditions. The

radial, azimuthal, and axial velocity components are computed as

ur = ~u · r̂, uθ = ~u · (ŷ × r̂), uax = uy, (5.1)

where r̂ and ŷ are the unit vectors in radial and axial directions; here, Cartesian y-axis

aligns with the axial coordinate in cylindrical coordinate frame.

In both cases (i.e. reacting and non-reacting), there is significant radial and azimuthal

fluid motion that creates the central recirculation zone, characterized by mean downward

axial fluid motion and lower velocity magnitude in the vicinity of the central axis of the

burner. Presence of the flame results in a wider recirculation zone as can be clearly seen
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(a) 〈ur〉. (b) 〈uθ〉. (c) 〈uax〉.

Figure 5.4: Radial profiles of mean velocity components along y = 1 mm and z = 0 mm
line in a series of reacting flows as Uj is varied; S and φ are fixed.

(a) 〈ur〉. (b) 〈uθ〉. (c) 〈uax〉.

Figure 5.5: Radial profiles of mean velocity components along y = 1 mm and z = 0 mm
line in a series of reacting flows as S is varied; Uj and φ are fixed.

on the transverse slice of 〈uax〉; the radius of 〈uax〉 = 0 m/s contour is 2 − 3 mm larger

in the reacting case. Similar conclusion can be drawn by examining other components

of the mean velocity field. Enlargement of the central recirculation zone is due to the

fluid expansion across the flame, which forces the swirling jet outwards; the radial and

azimuthal components of velocity persist further downstream in reacting conditions than

in an equivalent non-reacting flow. At the nozzle exit, the velocity magnitude is similar

between reacting and non-reacting flows.

Evaluation of independence between S, Uj, and φ is done by comparison of one-

dimensional radial profiles of 〈ur〉, 〈uθ〉, and 〈uax〉; profiles are taken along the y = 1 mm

and z = 0 mm line to avoid noise due to laser reflections from the burner.

Figure 5.2 and Figure 5.3 compare the effects of varying Uj and S in non-reacting

flows. Recall that the conditions were defined such that Uj should reflect the magnitude of
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(a) 〈ur〉. (b) 〈uθ〉. (c) 〈uax〉.

Figure 5.6: Radial profiles of mean velocity components along y = 1 mm and z = 0 mm
line in a series of reacting flows as φ is varied; Uj and S are fixed.

the velocity vector under the assumption of negligible radial velocity and uniform velocity

across the inflow jet, i.e. Uj ≈ (u2
ax + u2

θ)
1/2 in the inflow. Assuming that S ∝ uθ/uax,

Uj

uax

∝
(
1 + S2

)1/2
. (5.2)

This is borne out in the data, when compensating for the non-uniform nature of the real

flow; measurements of S are presented below. Furthermore, the jets had non-negligible

ur, meaning that the actual velocity magnitudes were greater that Uj. Withing the CRZ

(|r| ≤ 5 mm), the magnitude of 〈uax〉 also increases with Uj, while 〈ur〉 and 〈uθ〉 tend to

zero across all flow rates. Note that the magnitude of 〈uax〉 in the jet is similar to the target

jet velocity (ex. U10 in case name for Uj = 10 m/s). The primary influence of S on the

mean velocity field is to push the jet radially outward with increasing S, as is expected. As

a result, the central recirculation zone is also widened. This is demonstrated by the shifted

peak in all three mean velocity magnitudes in Figure 5.3.

Figure 5.4 to Figure 5.6 show the effects of varying Uj, S, and φ in the reacting flows.

Similar to the non-reacting flows, the effect of increasing Uj results in larger magnitudes

of all three velocity components. Furthermore, the location of the jet is shifted radially

outward as compared to the non-reacting flow, as was observed earlier. It should be noted

that the transition between the jet and the central recirculation zone for reacting flows is

akin to a step as compared to smooth transition in a non-reacting flow. Likewise, increase
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Table 5.1: Statistics of swirl number measurements.

Non-reacting cases Reacting cases All cases
Swirler µS σS µS σS µS σS
S1 0.50 0.02 0.49 0.01 0.50 0.02
S2 0.56 0.02 0.56 0.01 0.56 0.02
S3 0.64 0.01 0.59 0.01 0.61 0.03

in S at constant Uj and φ results in a radially outward shift of the jet and larger central

recirculation zone. Finally, at fixed Uj and S, the change in φ appears to have no effect on

the mean flow profile as demonstrated in Figure 5.6. This indicates that φ can be used to

modulate the strength of the density gradients independently from turbulence intensity and

mean flow field.

Measurement of swirl number

Mean velocity fields can also be used to measure the swirl number. Equation 2.1 is simpli-

fied to

S =

∫ R
0
ρuaxuθr

2dr

R
∫ R

0
ρu2

axrdr
, (5.3)

where the pressure term is disregarded. Note that at small Mach numbers, (p−p∞)� ρu2
ax.

In this thesis, evaluation of the swirl number is performed in the mean sense:

S ≈
∫ R

0
〈ρ〉〈uax〉〈uθ〉r2dr

R
∫ R

0
〈ρ〉〈uax〉2rdr

. (5.4)

Mean profiles of 〈ρ〉, 〈uax〉, and 〈uθ〉 are taken along the y = 1 mm plane and geometric

radius of the nozzle R = 14.375 mm is used. It is noted that using the ensemble means

ignores the density-velocity correlation in the reacting cases and the velocity-velocity cor-

relations across all cases. Nevertheless, Equation 5.4 is a good first-order approximation

for S for the purposes of this thesis.

Figure 5.7 shows the distribution of measured swirl numbers on a box and whiskers plot

for the three swirler geometries; basic statistics of measured S are summarized in Table 5.1.
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Figure 5.7: Box and whiskers plot of the measured swirl numbers in both reacting and
non-reacting flows. Marker ’x‘ denotes the mean across all cases for each swirler; red
circle represents the mean across reacting cases; green square represents the mean across
non-reacting cases.

While there exists variation in the measured swirl number, the sample standard deviation

is small for each swirler and there is minimal overlap between the swirler geometries. The

single measurement for S3 that overlaps with S2 measurements in Figure 5.7 is for case

D-E075-S100-U05; this is the test case with the lowest flow rate and largest uncertainty in

mass flow rates. Mean swirl number from non-reacting flows is either equal to or slightly

than mean swirl number from reacting flows. More importantly, the observed velocity

fields have shown sufficient variation to distinguish the three different swirlers.

Estimation of radial pressure gradient

Lastly, the magnitude of the radial pressure gradient associated with the swirling motion

can be estimated using the radial momentum equation

∂p

∂r
= ρ

u2
θ

r
. (5.5)

Only mean pressure fields are considered in this dissertation and the mean radial pres-
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(a) D-N075-S100-U10 (b) D-E100-S100-U10

(c) D-E100-S075-U10 (d) D-E100-S055-U10

Figure 5.8: Profiles of the mean radial pressure gradient along z = 0 mm and y = 1 mm
planes for different swirl numbers. Flame brush is denoted by the contours at 〈c〉 = 0.1
and 〈c〉 = 0.9.
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(a) Variation in Uj. (b) Variation in S. (c) Variation in φ.

Figure 5.9: Radial profiles of mean radial pressure gradient along y = 1 mm and z = 0 mm
line in a series of reacting flows where φ, Uj, and S are varied.

sure gradient is estimated as 〈
∂p

∂r

〉
∝ 〈ρ〉〈uθ〉

2

r
. (5.6)

It should be noted that averaging operation on the left hand side of Equation 5.5 will

result in additional correlation terms on the right hand side, which are not considered here.

Here, Equation 5.6 is used to identify regions of the flow with substantial mean pressure

gradients 〈∇pr〉.

Figure 5.8 shows the distribution of 〈∇pr〉 in a non-reacting flow and reacting flows at

three different swirl numbers. Clearly, the regions with non-zero radial pressure gradient

are inside the jet. This region is wider for a non-reacting flow than in an equivalent re-

acting flow due to a smaller central recirculation zone. In the reacting flows, the regions

with large 〈∇pr〉 lie immediately upstream of the reactant edge of the flame brush for all

three swirlers. Hence, significant up-scale inter-scale energy transfer is expected in regions

where instantaneous flame occupies regions of significant flow-induced pressure-gradients.

Figure 5.9 summarizes the effect of Uj and S, and φ on the radial pressure gradients.

This is again done by plotting 〈∇pr〉 along the z = 0 mm and y = 1 mm line. The main

trends are similar to the earlier observations: (1) magnitude of 〈∇pr〉 increases with Uj, (2)

increase in S shifts the observed peak in 〈∇pr〉 radially outward, (3) no observable change

with φ. Additionally, the magnitude of maximum 〈∇pr〉 in non-reacting flow is larger than

in an equivalent reacting flow due to a lower fluid density at the same radial coordinate; the
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profiles are identical in region occupied by the reactant jet at larger r. Also, the magnitude

of peak 〈∇pr〉 is reduced with increasing S. This is due to the lower flow rates used at

larger S in an attempt to match Uj.

5.2 Characterization of turbulence conditions

Here, key turbulence properties, such as `, Re, and η, are presented. Integral length scale

is an important turbulence quantity, which represents the length scale at which turbulence

accepts energy from the mean flow and at which most of turbulent kinetic energy exists.

There are multiple ways to estimate ` from experimental data. In some cases, a suitable

scale can be defined by the physical constraints of the flow domain (ex. diameter of a pipe

in a turbulent pipe flow is on the order of the largest eddies in the flow) [132]. Otherwise, `

can be defined in terms of the correlation of velocity fluctuations at two points, separated by

a certain distance. Since many quantities, such as Ka, Re, and η are derived from u′ and `, it

is critical to accurately estimate these two quantities for proper turbulence characterization.

Definition of the integral length scale is based on the integral of the autocorrelation

function

` =

∫ ∞
o

Rii(r, t)dr, (5.7)

whereRii(r, t) is the autocorrelation of velocity fluctuations at points separated by distance

r, i.e.

Rii(r) =
〈ui(xi, t)ui(xi + r, t)〉

〈u2
i 〉

. (5.8)

The autocorrelation function is longitudinal if r is parallel to ui (RLL) and transverse if

r is perpendicular to ui (RTT ). Since the swirling flow under consideration is anisotropic,

the measurement of ` must be with the relevant portion of the turbulent flow. In swirling

flows and swirl-stabilized flames, turbulence is strongest in the inner shear layer between

the central recirculation zone and the reactant jet; this is also the location of the flame brush

in the reacting flows. Thus, turbulence characterization measurements are taken in the inner
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shear layer, near the exit plane of the nozzle.

Figure 5.10(a) shows a representative distribution of the RMS velocity fluctuations u′

along the central z = 0 mm plane in a reacting flow. Clearly, the most intense velocity

fluctuations occur inside the inner and outer shear layers; however, only the inner shear

layer is considered since no reactions occur across the outer shear layer between the jet

and ambient atmosphere. Overlaid onto the plot is a red line of maximum u′ at axial

location between y = 0 mm and y = 15 mm inside the shear layer. Black dotted lines

are perpendicular to the line of maximum u′ and intersect at target axial distances from

y = 0 mm to y = 5 mm. Variation of u′ along these lines is shown in Figure 5.10(c).

Shown in Figure 5.10(b) areRLL across the shear layer at several downstream locations.

The longitudional velocity component is obtained by projecting the instantaneous velocity

onto the black dotted lines in Figure 5.10(a). Note that Rii(r) = 0 indicates that velocity

fluctuations are not correlated at r. Consequently, the integration domain in Equation 5.7

can be specified in different manners: use the entire available domain (`all), integrate up

to a minimum in Rii (`R−min), integrate up to the first zero-crossing (`R−0), or integrate up

to 1/e (`R−1/e) [132]. Estimates of the integral length scale using the autocorrelation of

longitudinal velocity gives an estimate for ` between 1.8 mm and 3 mm, which encloses

the approximations given by the other two methods in Figure 5.10.

It is common to estimate the integral length scale as the characteristic width of the

shear layer as either the full-width-at-half-maximum of u′ or as a difference between co-

ordinates of reference points in the mean velocity profile (ex. ` ≈ 〈U〉0.9 − 〈U〉0.1, where

subscripts represent the percentage of the mean characteristic velocity difference across the

shear layer). These two approaches are demonstrated in Figure 5.10(c-d); both approaches

give similar estimates for `. Moreover, at the condition presented here, there is very little

variation with axial distance.

Since all three methods give similar estimates, the integral length scale is estimated

using the autocorrelation method with entire available integration domain. Summary of the

127



(a) u′ with line of maximum u′. (b) RLL across the shear layer.

(c) u′ across the shear layer. (d) Mean velocity tangential to shear layer.

Figure 5.10: Turbulence characterization inside the inner shear layer for case E085-S2-
U10.

measured `, u′, Re, Ka, and η are given in Table 5.2. The Karlovitz number is calculated

using Equation 1.12; Reynolds number is estimated as Re = u′`/νr, where the kinematic

viscosity is taken to be that of the reactants. The laminar flame properties, namely the

laminar flame speed s0
L and flame thickness δ0

L were calculated in Cantera using a freely

propagating flame model with the GRI3.0 chemical mechanism. All test conditions are

visually presented on the premixed combustion regime diagram in Figure 5.11, clearly

showing that the proposed test conditions lie in the thin reaction zone regime.
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Table 5.2: Measured properties of turbulence and mean flow. The cases marked with ∗ are
those, for which the high resolution velocity dataset is fully resolved.

Case 〈∇pr〉 (Pa/m) ` (mm) u′ (m/s) Re Ka η (µm)
E075-S1-U04∗ 0.30× 104 2.0 2.5 50 11 102
E075-S1-U05∗ 0.34× 104 1.9 2.6 56 21 95
E075-S1-U10∗ 1.30× 104 1.4 5.7 90 71 48
E075-S1-U12∗ 1.90× 104 1.4 7.2 109 111 42
E075-S1-U15 2.40× 104 1.3 9.4 135 124 33
E085-S1-U05∗ 0.33× 104 1.2 2.4 32 14 90
E085-S1-U10∗ 1.30× 104 1.7 5.4 101 40 53
E085-S1-U12∗ 1.80× 104 1.6 6.7 116 57 44
E085-S1-U15∗ 2.40× 104 1.4 8.7 134 89 36
E085-S1-U20∗ 5.00× 104 1.2 12.5 168 164 26
E085-S1-U25∗ 6.20× 104 1.3 15.1 217 212 23
E085-S1-U27 7.40× 104 1.2 16.6 220 254 21
E100-S1-U05∗ 0.34× 104 2.5 2.3 64 6 111
E100-S1-U10∗ 1.30× 104 1.6 5.2 90 27 54
E100-S1-U12∗ 1.80× 104 1.5 6.2 101 37 46
E100-S1-U20 4.60× 104 1.8 12.1 246 89 30
E075-S2-U05∗ 0.28× 104 1.9 2.6 54 20 96
E075-S2-U10∗ 1.00× 104 1.7 5.0 94 59 56
E075-S2-U12∗ 1.40× 104 1.7 6.1 113 78 49
E085-S2-U05∗ 0.27× 104 1.2 1.8 23 9 112
E085-S2-U10∗ 0.99× 104 2.0 4.5 100 28 64
E085-S2-U12∗ 1.40× 104 1.4 5.9 93 49 48
E085-S2-U17 3.20× 104 2.1 7.5 173 122 44
E100-S2-U05∗ 0.28× 104 1.4 1.8 28 6 118
E100-S2-U10∗ 0.98× 104 1.5 4.2 71 20 62
E100-S2-U12∗ 1.40× 104 1.1 5.5 68 35 47
E075-S3-U05∗ 0.26× 104 1.5 2.2 37 18 102
E075-S3-U10∗ 0.98× 104 0.9 5.3 51 87 46
E075-S3-U12 1.40× 104 1.3 6.3 90 94 44
E085-S3-U05∗ 0.24× 104 1.4 1.8 29 9 114
E085-S3-U10∗ 0.93× 104 1.4 4.5 69 33 59
E085-S3-U12∗ 1.30× 104 1.4 6.0 92 51 47
E085-S3-U20 3.50× 104 1.3 11.0 153 134 29
E100-S3-U05∗ 0.26× 104 1.5 1.5 26 4 135
E100-S3-U10∗ 0.93× 104 1.1 4.2 52 24 57
E100-S3-U12∗ 1.30× 104 0.9 5.4 56 37 46
E100-S3-U20 3.40× 104 1.2 10.4 142 85 30
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Figure 5.11: Proposed test conditions plotted on a turbulent premixed combustion regime
diagram by Peters [23].

5.3 Determination of fully-resolved cases

To directly compute αsfs, fully-resolved velocity fields are required. When measured ve-

locity fields are not fully-resolved, various terms in Equation 1.27 and Equation 1.28 can

be under-estimated and lead to erroneous conclusions. Thus, it is critical to identify cases,

which do not suffer from under-resolution for which αsfs can be computed directly.

Under-resolution results in a systematic reduction in the measured gradients, which

is also affected by the numerical methods used for smoothing and gradient calculation.

Thus, any term that involves computation of a spatial derivative (ex. αsfs and αν) can be

potentially under-estimated when using under-resolved velocity measurements. The impact

of resolution is assessed by calculating vector fields using interrogation volume lengths

ranging from 96 vx to 32 vx and comparing the results. It is noted that there was a large

increase in measurement noise at interrogation boxes smaller than 32 vx due to insufficient

particle count inside individual interrogation boxes, as was demonstrated in Section 2.3.1.

Figure 5.12 shows joint probability density functions of the velocity field and its gra-

dients (up to third order) with interrogation box lengths of 40 vx and 32 vx for cases
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Figure 5.12: Joint probability density plots of ui, ∂ui/∂xj , ∂2ui/∂x
2
j , ∂

3ui/∂x
3
j , as com-

puted using 32 vx and 40 vx grids for cases E085-S100-U05 and E085-S1-U10. Low res-
olution dataset used for E085-S100-U05 (top row); high resolution dataset used for E085-
S1-U10 (bottom row).

E085-S100-U05 and E085-S1-U10; convergence for case E085-S100-U05 was evaluated

using the “standard-resolution” TPIV measurements, while case E085-S1-U10 used a high-

resolution TPIV setup. Comparison between different resolutions also uses different grids;

therefore, the results obtained using smaller interrogation box were downsampled to the

coarser grid for comparison.

While the velocity measurements (ui) are nearly perfectly correlated for both low- and

high-resolution datasets, the differences in convergence can be observed for JPFs of higher-

order derivatives of velocity (∂nui/∂xnj ). The higher-order derivatives are associated with

higher noise; hence magnitudes of the derivative are typically larger for finer grids. From

Figure 5.12, it is evident that for cases with not fully-resolved velocity measurements,

deviations begin to manifest in second-order velocity derivatives. Specifically, the line of

main correlation on the JPDF thickens and the slope of the line deviates from unity. When

comparing the third-order derivative, no discernible correlation can be observed. In this

case, the low resolution dataset for E085-S100-U05 is labeled as not-fully converged, for

which αsfs needs to be compute using scale-similarity deconvolution.

In contrast, the high-resolution dataset shows that all gradients up to third order show a
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meaningful correlation with a unity slope in the JPDF. In this case, the velocity dataset is

labeled as converged. Note that the turbulence conditions (higher jet velocity) is greater for

E085-S1-U15 using high-resolution than for E085-S100-U05 using low-resolution data.

Despite more intense turbulence conditions, a higher-resolution dataset allows one to di-

rectly compute αsfs.

For the purposes of this thesis, spatial derivatives of order larger than two are not con-

sidered. This is due to the fact that such gradients are not required for analysis of the inter-

scale energy dynamics. As shown in Equation 1.27, αν = ũi
ρ

∂τ̃ij
∂xj

requires computation of

the second derivative of velocity (τij ∝ ∂ui
∂xj

). Since no other term in the transport equation

require a higher-order derivative of velocity, it is sufficient to ensure that derivatives up to

second order are converged.

Since both high- and low-resolution measurements are available for each test condi-

tion, the “standard-resolution” datasets are used primarily for computation of α?sfs using

the scale-similarity method across larger filter scales; high-resolution datasets are used to

directly compute αsfs. For each high-resolution dataset, JPDFs akin to Figure 5.12 are gen-

erated to ensure that the dataset is indeed converged. Any dataset which does not show a

clear correlation and a unity slope is excluded from the study. The conditions that have a

fully-resolved dataset are marked with an asterisk (*) in Table 5.2.
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CHAPTER 6

INTER SCALE ENERGY TRANSPORT

The analysis of αsfs below is presented in the following manner. First, instantaneous and

mean fields of αsfs are examined qualitatively. Next is the discussion of the statistics of αsfs

(PDFs, conditional means, skewness, etc.) conditioned on the reaction progress variable

and fluid strain-rate at a fixed filter width of ∆/δ0
L = 1.5 for three select cases. These

results demonstrate the overall physical trends and prevalence of back-scatter within the

flame. Comparisons to the non-reacting cases clearly reveal the impact of combustion on

the cross-scale kinetic energy dynamics. Next, the impact of the filter scale on the observed

results is addressed, which has implications regarding the range of scales over which flame-

generated kinetic energy is influential. Followed is the discussion of how the simultaneous

action of turbulence, combustion, and coherent flow structures affect the inter-scale energy

transfer. Finally, the effects of swirl number, jet velocity, and equivalence ratio on inter-

scale energy transfer are evaluated by comparing c-conditioned statistics at a fixed filter

scale. The chapter closes with an examination of how αsfs is correlated to the swirl-induced

pressure gradient and the turbulent Reynolds number. A scaling is proposed that reflects the

impact of swirl-induced pressure gradients in swirl flames relative to DNS of statistically

planar flames in HIT.

6.1 Instantaneous and mean αsfs fields

First, the instantaneous and mean αsfs fields are examined qualitatively. Shown in Fig-

ure 6.1 are the instantaneous αsfs fields along the central plane of the burner for both react-

ing and non-reacting conditions at increasing jet velocity; the filter used is ∆ = 2.3 mm.

Dark blue patches in both sets of data represent locations that were excluded from the

analysis due to insufficient seed particle concentration for accurate velocity calculation.
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Figure 6.1: Instantaneous inter-scale energy transfer 〈α?sfs〉 · `/u′3 for S1 swirler across at
∆ = 2.3 mm (∆/δ0

L = 4.7 for reacting cases). Black contours denote c = 0.1 and c = 0.9.
Left column: reacting flow at φ = 0.85; right column: non-reacting flow.
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Clearly, both positive and negative values of αsfs appear throughout the flow instan-

taneously under non-reacting and reacting conditions. For non-reacting flow, the regions

of larger |α?sfs| appear systematically inside the inner shear layers between the reactant jet

and the inner recirculation zone; significant |α?sfs| is also visible in the outer shear layer for

Uj = 5 m/s. In the constant density flows, α?sfs typically attains large magnitudes in regions

of locally high strain-rates, which are more distributed in space for low Reynold number

flows. In the reacting flows, regions of large α?sfs are primarily within the inner shear layer

across all of the test cases considered; there is also non-negligible α?sfs in the outer shear

layer, which merges with the inner shear layer downstream of the nozzle.

It should be noted that the presence of the flame alters the flow structure due to gas

expansion across the flame; the position of the shear layer is displaced radially outward in

the reacting cases. Changes in the local fluid properties and chemical composition also has

an effect on the local α?sfs. For example, |α?sfs| is relatively small in the central recirculation

zone of the reacting flows since this region contains combustion products; the increased

viscosity across the flame increases η and leads to attenuation of small-scale kinetic energy

in the products. On the other hand, |α?sfs| varies significantly in the reactant jet and inside

the instantaneous flame, regions where the temperature and viscosity are lower.

The region of highest |α?sfs| is concentrated within the instantaneous flame for the re-

acting cases; the magnitude of α?sfs internal to the flame is significantly larger compared

to the reactant jet, the outer shear layer, or any region in an equivalent non-reacting flow.

Furthermore, the normalized magnitude of inter-scale energy transfer α?sfs · `/u′3 decreases

with increasing Uj. Hence, combustion has a non-negligible effect on the magnitude and

distribution of α?sfs, and it’s effect depends on the strength of turbulence in the flow. Fur-

thermore, Figure 6.1 shows that internal to the flame, energy backscatter generally appears

more frequently than forward scatter, suggesting that combustion and energy backscatter

are correlated.

Another important observation is regarding the structure of αsfs inside the flame. At
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Figure 6.2: One dimensional αsfs across a premixed methane-air laminar flame at φ = 0.75.
Profiles of density, temperature, and axial velocity used to compute αsfs were obtained using
Cantera; filtering performed using a box filter of width ∆ = 1.5 mm or ∆/δ0

L = 2.6.

the lowest jet flow velocity (Uj = 5 m/s), there appears to be a band-like positive α?sfs

structure across the flame, which become less coherent at higher jet velocities. There is

also significant forward energy cascade near the reactant and product facing edges of the

flame. To explain this, a 1D laminar flame we is considered, for which a 1D αsfs can be

computed as

αsfs = − ũ
ρ

∂

∂xj
ρ(ũu− ũũ). (6.1)

Figure 6.2 shows the one-dimensional αsfs across a representative laminar premixed

flame. It clearly shows a region of forward scatter at early stages of combustion, followed

by a region of strong energy backscatter inside the flame. Hence, this behavior represents

αsfs dynamics in the absence of turbulence, and one can expect a similar structure in weakly

turbulent flames. This is likely what is observed for lower Uj cases. There is also significant

forward-scatter following the band of backscatter. Since the instantaneous flame is located

inside the shear layer, it is likely that fluctuating strain-rates cause forward energy scatter

in the region following the site of significant heat-release.

At greater jet flow velocities, these bands of positive and negative α?sfs appear to break

up, such that regions of positive and negative α?sfs occur in patches. Moreover, the width of
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Figure 6.3: Mean inter-scale energy transfer 〈α?sfs〉 · `/u′3 for non-reacting flows at Uj =
5 m/s for three available swirlers; α?sfs computed at ∆ = 2.3 mm.

the flame increases at larger Uj, suggesting that there is stronger fluid mixing inside the tur-

bulent shear layer that can potentially explain the break-up of α?sfs structures. Nevertheless,

the direction of inter-scale energy transfer is predominantly upwards (positive α?sfs) inside

the flame.

Mean α?sfs

The above results have demonstrated existence of strong backscatter inside the flame and

existence of α?sfs structure across such a flame. Next, the mean distributions of α?sfs are

considered for different S and Uj. Figure 6.3 and Figure 6.4 show the distribution of mean

inter-scale energy transfer 〈α?sfs〉 in the non-reacting and reacting flows, respectively. The

black lines in the reacting case represent the 〈c〉 = 0.1 and 〈c〉 = 0.9 contours of the flame

brush, which overlap with the shear layer as expected. In both reacting and non-reacting

cases, the predominant flux of kinetic energy occurs within or in the vicinity of the shear

layer.

In absence of combustion, the mean energy cascade is predominantly from large to

small scales (〈α?sfs〉 < 0), which supports the Kolmogorov and Richardson phenomenology.
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Figure 6.4: Mean inter-scale energy transfer 〈αsfs〉 · `/u′3 for φ = 0.85 at ∆ = 2.3 mm
(∆/δ0

L = 4.7). Black lines represent 〈c〉 = 0.1 and 〈c〉 = 0.9 contours of the flame brush.
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Figure 6.5: Mean inter-scale energy transfer 〈αsfs〉 · `/u′3 for varying φ using S1 at Uj =
10 m/s across ∆ = 2.3 mm. Black lines represent 〈c〉 = 0.1 and 〈c〉 = 0.9 contours of the
flame brush.

The magnitude of forward scatter is the greatest in the inner shear layer directly above the

nozzle, with |〈α?sfs〉| decreasing with downstream distance. For the most part, 〈α?sfs〉 < 0

everywhere in the flow, with the exception of the boundary between the inner shear layer

and the inner recirculation zone. Since the filter scale lies near the energy input range of

scales (i.e. ∆ is only slightly smaller than `), positive patches of 〈α?sfs〉 exist as turbulent

kinetic energy is created by mean shear. An increase in S shows an increase in |〈α?sfs〉| and

the inner shear layer is pushed radially outward; note that the flow rate is larger for higher

S at the same Uj, which resulted in the higher turbulent intensity, as is expected.

The reacting flow in Figure 6.4 shows significant differences in 〈α?sfs〉 as compared to

the non-reacting flow. There is clear evidence of mean energy backscatter in all cases.

Similar to the instantaneous measurements, there is a band of backscatter (〈α?sfs〉 > 0)

inside the flame brush (between 〈c〉 = 0.1 and 〈c〉 = 0.9); a band of forward energy scatter

(〈α?sfs〉 < 0) exists immediately upstream of the flame brush (〈c〉 < 0.1). This structure is

similar to the one observed across the laminar flame (see Figure 6.2). The magnitude of

〈α?sfs〉 generally decreases with downstream distance. There is an important difference in

downstream 〈α?sfs〉 between weakly turbulent flames (Uj = 5 m/s) and moderate to strongly

turbulent flame (Uj = 10 − 20 m/s). Specifically, 〈α?sfs〉 decreases from positive 〈α?sfs〉 to
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zero with downstream distance for strongly turbulent flames, whereas there is a region of

significant forward cascade at y & 10 mm for Uj = 5 m/s. Since the downstream negative

region of 〈α?sfs〉 is observed to change with S, this likely a result of the changing pressure

field.

Finally, the effects of varying S, Uj, and φ on 〈αsfs〉 are discussed briefly based on

the mean distributions shown in Figure 6.4 and Figure 6.5. Firstly, increasing the jet ve-

locity, and turbulent velocity fluctuations, generally results in a weaker normalized energy

backscatter inside the flame brush. Nevertheless, the mean direction of inter-scale energy

transfer is upwards inside the flame brush at all investigated operating conditions. Secondly,

the effect of increasing the swirl number appears to depend on Uj; the Uj = 5 m/s cases are

very different at three swirl numbers, while this variation is not noticable at larger Uj. It

seems that the influence of S decreases as Uj increases. Finally, increasing φ from lean to

stoichiometric conditions increases the observed 〈α?sfs〉, as demonstrated in Figure 6.5. This

likely is due to the greater dilatation across the flame with increasing φ. Further details on

the effects of S, Uj, and φ will be discussed in Section 6.5.

6.2 c- and SijSij- conditioned statistics at ∆/δ0
L = 1.5

Here, three separate cases are considered for analysis of conditional statistics. For Sec-

tion 6.2 to Section 6.4, all results are taken from conditions that are fully resolved and αsfs

can be computed directly. The results below are presented in terms of conditional PDFs and

statistics of αsfs. To assess the influence of the local instantaneous flame and flow configu-

ration, the data are first conditioned on both c and SijSij .This choice of flow conditioning

is justified by Samgorinsky-type eddy viscosity models for LES.

Figure 6.6 shows the mean doubly-conditioned cross-scale energy flux 〈αsfs|c, SijSij〉

for three sample flames with fully-resolved flow field (cases E075-S1-U4, -U10, and E085-

S1-U15) with ∆/δ0
L = 1.5; also shown are the JPDFs of c and SijSij to demonstrate the

probability of the flow occupying different points in the parameter space. The JPDFs show
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Figure 6.6: Doubly-conditioned statistics with ∆/δ0
L = 1.5. Top row: mean cross-scale

energy transport as a function of progress variable and strain rate. Bottom row: JPDFs
between progress variable and strain rate.

that the majority of measurements have normalized strain-rates well below the maximum

measured strain-rate for which the data are considered converged.

Mean back-scatter is clearly present in all flames, and its normalized magnitude is sim-

ilar across the turbulence intensities considered here. In the flame with the weakest tur-

bulence (E075-S1-U4), energy is primarily transferred from small to large scales inside

the flame, except for a small region at low c and (relatively) high SijSij . In the more

turbulent flames, the range of measured strain rates is larger, with the exception of the re-

gion bounded by c & 0.7 and SijSij`2/u′2 & 40. This is expected since the strain-rates

associated with turbulence in the combustion products is typically lower than in the reac-

tants. Mean forward-scatter occurs at higher strain rates for c . 0.2, though the probability

of these strain-rates is low. Mean back-scatter occurs at locations internal to the flame

structure where the majority of the data lie. The maximum back-scatter magnitude occurs

internal to the flame surface, in the range 0.4 . c . 0.6, which is consistent with previous

DNS results [68].
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(a) Variation with c for E085-S1-U15. (b) Different cases at c = 0.5.

Figure 6.7: Probability density functions of αsfs conditioned on c with ∆/δ0
L = 1.5.

The general relationship between 〈αsfs〉, c, and SijSij is quite similar between the three

cases in the normalized coordinates, with the lower turbulence intensity case E075-S1-U4

being truncated along the strain-rate axis at SijSij`2/u′2 ≈ 60 and the more intense cases

being truncated at SijSij`2/u′2 ≈ 100. That is, there appears to be a parameter range

below SijSij`
2/u′2 . 100 in which mean back-scatter occurs internal to the flame surface

for all cases when ∆/δ0
L = 1.5. The absolute strain-rates at which mean back-scatter

occurs increases with increasing turbulence intensity. Moreover, the normalized doubly-

conditioned 〈αsfs〉 obtain similar values between all cases, in the range of 〈αsfs〉`/u′
3 ≈ 0.2.

Within the range of commonly-occuring strain-rates, 〈αsfs〉 is positive across essentially the

entire range of progress variables, except at c . 0.1− 0.15. Hence, back-scatter dominates

within the flame structure for the conditions and configuration studied here.

Figure 6.6 showed that αsfs depends on both c and the turbulence. Additional insight

can be gained by examining the PDFs of αsfs, conditioned on either c or SijSij individu-

ally. Figure 6.7(a) shows P(αsfs|c) for case E085-S1-U15, marginalized across SijSij . The

range of αsfs|c decreases with increasing c due to suppression of small-scale motion as a

result of flow dilatation and increased temperature (viscosity) across the flame. Towards

the reactants, the most probable αsfs (maximum P(αsfs|c)) is near zeros and the PDF is neg-
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(a) Mean (b) Skewness

Figure 6.8: Mean and skewness of P(αsfs|c) with ∆/δ0
L = 1.5.

atively skewed, resulting in a negative 〈αsfs〉. Internal to the flame, the most probable αsfs

shift towards positive values, with the maximum shift occurring around c ≈ 0.5; the most

probable αsfs is positive (back-scatter) within the flame, even for the most turbulent case

shown here. Figure 6.7(b) shows P(αsfs|c = 0.5) for the three cases under consideration.

The range of normalized αsfs increases with higher flow rate (turbulence intensity) cases,

with the two more turbulent cases showing very similar distributions. In all cases, the most

probable αsfs|c = 0.5 is positive.

The mean and skewness of αsfs|c versus c are shown in Figure 6.8 for the three cases.

Increasing the bulk flow rate from case E075-S1-U4 to case E085-S1-U15, and hence in-

creasing both the turbulence intensity and overall heat release rate, increases both the mean

forward energy cascade toward the reactant side of the flame c . 0.1 − 0.2 and mean

back-scatter in the middle of the flame. The distribution for case E085-S1-U15 is similar to

case E075-S1-U10, but the magnitude of normalized of back-scatter is reduced slightly for

〈αsfs|c〉 in the range 0.3 . c . 0.8. It is noteworthy that the magnitude of the mean back-

scatter towards the middle of the flame is larger than that of the forward-scatter towards

the reactants. The impact of jet velocity, swirl number, and equivalence ratio on inter-scale

energy transfer is discussed in more detail in Section 6.5.

The PDFs for the three cases exhibit negative skewness for c . 0.3. While the least tur-
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(a) E075-S1-U4 (b) E085-S1-U15

Figure 6.9: Probability density functions of αsfs conditioned on SijSij with ∆/δ0
L = 1.5

(a) Mean (b) Skewness

Figure 6.10: Mean and skewness of P(αsfs|SijSij) with ∆/δ0
L = 1.5. Filled markers:

reacting flow, empty markers: non-reacting flow.

bulent case E075-S1-U4 is positively skewed for higher c, cases E075-S1-U10 and E085-

S1-U15 have near zero skewness. Hence, combustion both shifts the PDFs to higher values

of αsfs and increases the skewness compared to what would occur without the flame. How-

ever, the positive mean αsfs at the higher turbulence intensities is due to a positive most-

probable αsfs and elimination of negative skewness, as opposed to a positively skewed

distribution.

Figure 6.6 showed that αsfs depends on both c and the turbulence. To further articulate

the impact of local flow conditions, Figure 6.9 shows the probability density functions of
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αsfs conditioned on SijSij for cases E075-S1-U4 and E085-S1-U15. To reiterate, although

PDFs are shown across the range of measured SijSij for each case, the majority of data

occurred at SijSij`2/u′2 . 10 for case E075-S1-U4 and SijSij`2/u′2 . 50 for case E085-

S1-U15. The PDFs indicate a positive most probable αsfs, with a trend towards zero as

SijSij increases.

The mean and skewness of the PDFs are shown in Figure 6.10 for the three cases.

Also included are the data for the non-reacting flows with the same volumetric flow-rates;

these data allow explicit demonstration of the overall impact of the flame on αsfs. For the

reacting cases, the 〈αsfs|SijSij〉 profiles show mean back-scatter at all measured normalized

strain-rates. Comparing the reacting and non-reacting cases, the non-reacting cases showed

mean forward-scatter across the entire range of SijSij , consistent with the classical mean

downward energy cascade in constant density flows. Importantly, there is a significant

offset between the reacting and non-reacting cases, even at high strain rates. That is, even

though the magnitude of mean back-scatter is lower than of forward-scatter in non-reacting

flows, flame caused an increased probability and magnitude of intermittent back-scatter.

Figure 6.10(b) shows that the PDFs for the reacting cases are positively skewed at

SijSij`
2/u′2 . 60 (where the majority of the data occur) and nearly symmetric for SijSij`2/u′2 &

60. The trend is skewness with SijSij is approximately linear beyond SijSij`2/u′2 & 40.

In contrast, the non-reacting cases show negative skewness that is consistently below the

reacting cases across all values of the strain-rate. These data confirm that combustion both

shifts and skews the αsfs PDFs towards positive values.

6.3 Effect of filter size

The data above were all obtained with a filter size of ∆/δ0
L = 1.5, demonstrating the cross-

filter energy transfer at a filter scale slightly greater than the laminar flame thickness. It

also is instructive to consider the effect of changing the filter scale on the observed results.

For example, if 〈αsfs〉 is similar between filter scales ∆1 and ∆2 > ∆1, this indicates that
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Figure 6.11: Contours (solid dots) where 〈αsfs〉 = 0 for increasing ∆. Open circles indicate
the location of maximum 〈αsfs〉 for each ∆.

kinetic energy transferred from smaller scales through ∆1 is also transferred through ∆2.

If 〈αsfs〉 is lower at the larger filter scale, this may indicate accumulation of kinetic energy

between the scales.

Figure 6.11 provides important attributes of the doubly-conditioned mean αsfs across a

range of filter scales 0.9 ≤ ∆/δ0
L ≤ 2.2. These plots summarize important features in the

doubly-conditioned mean data that were shown in Figure 6.6 for ∆/δ0
L = 1.5. In particular,

the solid dots represent the points where 〈αsfs|c, SijSij〉 = 0 and the open dots represent

the location of maximum 〈αsfs|c, SijSij〉 for each filter scale.

The main trend is that the range of strain-rates over which mean back-scatter occurs is

reduced to lower values with increasing filter scale. Nevertheless, this range still encom-

passes the majority of the data as shown by the JPDFs in Figure 6.6, which are not affected

by the filter scale. Positive 〈αsfs〉 occurs at slightly higher c for increasing filter scale, but

always occurs for c & 0.2. Regarding the location of maximum 〈αsfs〉, the overall effect

of increasing ∆ is to shift the location of maximum back-scatter to smaller strain rates and

closer to the middle of the flame. Comparing cases E075-S1-U10 and E085-S1-U15, the

range of normalized strain-rates over which mean back-scatter occurs is similar between

cases at any given filter scale.

Figure 6.12 shows the variation of c-conditioned probability density functions with ∆

at c = 0 and 0.5 for case E085-S1-U15. In the reactants, the PDFs are centered around

zero and skewed slightly negatively, demonstrating net forward-scatter at all tested filter
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(a) c = 0. (b) c = 0.5.

Figure 6.12: Probability density functions of αsfs, conditioned on progress variable, at
different filter scales for E085-S1-U15.

(a) E075-S1-U04 (b) E085-S1-U15

Figure 6.13: Variation of 〈αsfs|c〉 with the filter scale.

scales. Inside the flame, the PDFs are positively shifted and skewed, demonstrating net

back-scatter at all tested filter scales.

The impact of filter size on αsfs is further articulated in Figure 6.13, which shows the

variation of 〈αsfs|c〉 for various ∆ in cases E075-S1-U04 and E085-S1-U15. In the least

turbulent case, mean forward-scatter is only observed at the reactant edge of the flame.

Mean back-scatter occurs throughout the flame structure, peaking at around c ≈ 0.5 with

a magnitude that increases with filter scale. This indicates that net more kinetic energy is

transferred up-scale through larger filter scales in this weakly turbulent flame, at least to
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∆/δ0
L = 2.2. Thus, for weakly turbulent flames, the local energy transfer dynamics are

strongly influenced by thermal expansion across the range of filter scales studied.

The more turbulent case shows some similar attributes, but with some important differ-

ences. Forward-scatter is observed over a larger range of c-values, with this range increas-

ing with increasing ∆. While the magnitude of the forward-scatter at low c monotonically

increased with increasing ∆, the magnitude of the back-scatter appears to reach a maximum

at around ∆/δ0
L ≈ 1.8. Indeed, the increased c-range exhibiting negative 〈αsfs〉 reduces the

overall back-scatter for ∆/δ0
L & 1.8 in this flame. This result may indicate that the in-

fluence of the flame on kinetic energy dynamics is limited to a range of scales around the

laminar flame thickness.

(a) E075-S1-U04 (b) E085-S1-U15

Figure 6.14: Mean of αsfs|SijSij in reacting and non-reacting flows, as filtered using near
the scales of the flame.

Finally, it is worth comparing the impact of filter-scale on the differences in 〈αsfs〉

between reacting and non-reacting cases. To do so, Figure 6.14 presents 〈αsfs|SijSij〉 at

∆/δ0
L = 1.0, 1.5, and 2.0 for cases E075-S1-U04 and E085-S1-U15, similar to what was

shown in Figure 6.10(a). In case E075-S1-U04, the reacting flows show mean back-scatter

at all strain-rates and filter sizes, while the non-reacting cases show mean forward scatter.

The magnitude of 〈αsfs〉 generally increases with increasing filter size.

The data in case E085-S1-U15 exhibit somewhat more complicated behavior, but yield
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similar overall conclusions. Increasing the filter scale generally increases the magnitude of

〈αsfs〉. For the reacting cases, positive 〈αsfs〉 occurs for SijSij`2/u′2 . 100. The magnitude

of 〈αsfs〉 does not vary significantly with SijSij for ∆/δ0
L . 1.5, but starts to tend towards

〈αsfs〉 < 0 at higher strain rates when ∆/δ0
L = 2. Consistent with Figure 6.10(a), the 〈αsfs〉

curves for the reacting cases are always above the curves for the non-reacting cases at the

same strain-rates. Hence, even at local conditions for which combustion does not induce

mean back-scatter, it does have a significant impact on the cross-scale energy transfer for

the flames studied here.

6.4 Effect of Coherent Flow Structures

Thus far, only effects of combustion and turbulence on αsfs have been considered. However,

there are also coherent flow structures that interact with the instantaneous turbulent flame

and can have a significant effect on the inter-scale energy transfer in regions of flame-vortex

interactions. In this section, results from a single case - E085-S1-U25 - are presented to

demonstrate the effect of coherent vortex structures on the inter-scale energy transfer. First,

the relationship between αsfs and λci is considered on an instantaneous basis to demonstrate

the effects of swirling eddies on local cross-scale energy transfer. Next, the impact of a

single most dominant eddy on energy dynamics is performed by examining phase-averaged

λci and αsfs.

6.4.1 Instantaneous Data and Conditional Statistics

First, the relationship between λci, the flame, and αsfs is examined on an instantaneous

basis. Figure 6.15(a) shows a representative snapshot of λci, overlaid with c = 0.1 and

c = 0.9 contours as markers of the flame. A set of large-scale coherent swirling structures

(eddies) intersects with the instantaneous flame. The flame generally is thicker and more

curved at locations of flame/vortex interaction.
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(a) λci (b) αsfs

Figure 6.15: Instantaneous realization of λci and αsfs for ∆/δ0
L = 1.5. Magenta curves

correspond to c = 0.1 and c = 0.9 contours. Green curve is an isocontour of λci =
1
2

max(λci) at this instant. Regions that do not have valid velocity measurements are filled
black.

(a) PDFs of αsfs conditioned on 1000 < λci <
2000.

(b) Mean of P (αsfs|λci) internal and external to
the flame.

Figure 6.16: Variation of instantaneous αsfs with λci for reacting and non-reacting flows.

Figure 6.15(b) shows the corresponding αsfs field with contours of the flame and eddies

shown in magenta and green, respectively. Energy transfer occurs in both the up-scale

(back-scatter, red) and down-scale (forward-scatter, blue) directions across the filter scale

∆, with regions of energy back-scatter predominantly occur in the vicinity of the flame.

The magnitude of αsfs is substantially lower in the products due to suppression of small-

scale motion as a result of flow dilatation and increasing viscosity across the flame.

150



Since it is difficult to ascertain correspondence between the eddies and cross-scale en-

ergy transfer from this individual image, the conditional PDFs of αsfs are plotted in Fig-

ure 6.16(a); the PDFs are conditioned on moderate swirl (1000 < λci < 2000) and the re-

acting data are conditioned on the pure reactants (c = 0), internal to the flame (0 < c < 1)

and in the burnt products (c = 1). In the reactants and in non-reacting flow, the PDFs are

nearly symmetric, indicating nearly equal forward- and back-scatter across ∆. Similarly,

the PDF in the products is nearly symmetric, but with reduced range of αsfs due to attenua-

tion of turbulence at elevated temperature. Inside the flame, the PDF is positively skewed,

indicating an increased probability of back-scatter.

To further articulate the simultaneous effects of the flame and eddies on αsfs, Fig-

ure 6.16(b) shows the conditional mean 〈αsfs|λci, c〉 for both the reacting and non-reacting

flows (the PDFs in Figure 6.16(a) are from the data comprising the mean at λci = 1500

in Figure 6.16(b)). The error bars indicate the expected uncertainty in the mean based

on the sample standard deviation and number of samples, approximating the statistics as

normal. For the non-reacting case, 〈αsfs〉 is negative for most values of λci, obtaining a

slightly positive value at locations of high swirl. The data in the reactants and products

of the reacting case are qualitatively similar to the non-reacting case. Most interesting are

the data within the flame, which clearly demonstrate the flame-induced mean back-scatter

and that the back-scatter magnitude increases with the local swirling strength. Regions of

locally high swirling strength are expected to correspond to local increases in reaction rate

due to flame wrinkling and increased scalar gradients. Hence, the data are indicative of

a positive correlation between locally-enhanced combustion chemistry and occurrence of

back-scatter.

6.4.2 Phase-Conditioned Analysis

The above results demonstrate how the presence of swirling eddies and flame affect the

local cross-scale kinetic energy transfer. Now, the impact of the single most dominant
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Figure 6.17: Schematic of the regions used for conditioning the phase-averaged statistics,
taken from an instantaneous image at phase 7.

coherent structure on the energy dynamics is isolated, namely the periodic vortex identified

from the POD (see Figure 3.12). To do so, the phase-averaged λci, αsfs, and c profiles

generated using POD modes 1 and 2 in the reacting and non-reacting flows are examined.

Phase averaging is performed based on Equation 3.13, and further conditioning is done

on specific spatial regions of interest. To demonstrate this, Figure 6.17 shows an instanta-

neous schematic of λci and c in phase 7, showing the location of the phase-averaged vortex

(〈λci|θi〉 - red contour), the location of the instantaneous vortex (λci - green contour), and

the region occupied by the flame (0 < c < 1 - magenta contour). The size discrepancy

between λci and 〈λci|θ7〉 is due to the strong turbulence in the flow that causes the periodic

structure to fluctuate about its average position for each phase; these fluctuations grow with

distance from the nozzle. Strong turbulence in the flow that makes the periodic structure

fluctuate about its nominal position for each phase; these fluctuations are amplified with
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(a) 〈αsfs|θi, region〉

(b) 〈λci|θi, region〉

Figure 6.18: Phase-averaged statistics as a function of phase for the most dominant coher-
ent structure in the reacting and non-reacting flows.

distance away from the nozzle. Figure 6.15(a) shows that instantaneous vortices are sim-

ilar in size; however, in Equation 3.13 the size of the phase-averaged vortex grows with

phase, suggesting that the trajectory of the coherent structure deviates more from its av-

erage path at later phases. The “flame ∩ vortex” region (shaded green) represents the

region where the flame, λci, and 〈λci|θi〉 intersect; the instantaneous vortex that lies outside

the 〈λci|θi〉 contour is not part of the periodic vortex and, hence, is not considered in this
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analysis. The “flame ∩ vortex” region (shaded purple) represents the locations inside the

flame but external to the instantaneous vortex inside the 〈λci|θi〉 contour. Also considered

are regions “vortex” and “vortex”, which represent overlapping regions of λci and 〈λci|θi〉

and its complement set, respectively. Finally, the “reactants” region (shaded light blue)

represents regions of c = 0. Data in the products (shaded orange) is not presented, as αsfs

generally is low in this region due to the attenuated turbulence.

Figure 6.18(a) shows the phase-averaged αsfs in different regions of the flow as a func-

tion of phase. In the reactants and in the non-reacting flow, 〈αsfs|θi〉 is negative and no

significant phase dependence is observed. For the non-reacting flow, the increased scatter

for regions containing the periodic vortex likely is attributed to uncertainty and conver-

gence. Broadly speaking, the non-reacting flow and non-reacting regions of the reacting

flow both show mean forward-scatter across the filter scale.

The regions containing the flame show qualitative differences in αsfs compared to the

non-reacting flows, with further qualitative differences between regions with and without

the dominant periodic vortex. In the “flame ∩ vortex” region, 〈αsfs|θi, flame ∩ vortex〉

is positive. This is consistent with our previous experimental findings [133] and other

DNS studies [41, 68, 69], demonstrating that the flame leads to mean back-scatter at scales

around the laminar flame thickness. Importantly, regions where the flame and periodic

vortex intersect exhibit higher mean back-scatter compared to regions of the flame without

the vortex present, i.e. 〈αsfs|θi, flame ∩ vortex〉 > 〈αsfs|θi, flame ∩ vortex〉 .

The magnitude of 〈αsfs|θi, flame ∩ vortex〉 decreases with phase. Figure 6.18(b) shows

that the magnitude of the swirl, i.e. 〈λci|θi, flame ∩ vortex〉, also decreases with phase

as the vortex moves downstream. Hence, there is a correspondence between the swirling

strength of the dominant periodic vortex and the mean back-scatter magnitude at loca-

tions of flame/vortex interaction. This result is consistent with the instantaneous data in

Figure 6.16(b) and further articulates the simultaneous and complimentary effects of com-

bustion and large-scale coherent vortices on kinetic energy back-scatter.
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Figure 6.19: Variation of c-conditioned α?sfs with Uj at φ = 0.75, 0.85, and 1.00; swirl
number fixed at S1 and α?sfs computed across ∆ = 1.1 mm. Top row: non-normalized;
bottom row: normalized by `/u′3.

6.5 Effects of swirl number, equivalence ratio, jet velocity, and mean pressure gra-

dient

The results presented thus far have revealed the occurrence of mean kinetic energy back-

scatter internal to the flame structure, in agreement with DNS of statistically planar flames

in HIT [41, 68, 69]. One of the objectives was to determine how energy backscatter is

related to the three controlling parameters S, Uj, and φ. In this section, variation of αsfs with

individual controlling parameters is examined. This is done by varying one parameter and

comparing 〈αsfs|c〉while keeping the other two parameters constant. For the analysis in this

section, all results are computed using the scale-similarity approach outlined in Section 4.1;

the results are presented for α?sfs. This is to ensure consistent processing between all data

sets used in the comparisons. For cases that were fully resolved, results using αsfs were

compared to α?sfs with negligible difference.

Figure 6.19 demonstrates the variation of mean c-conditioned α?sfs with the jet flow ve-

locity; normalized and non-normalized 〈α?sfs|c〉 plots at φ = 0.75, 0.85, and 1.00 for swirler
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Figure 6.20: Variation of c-conditioned αsfs with φ at Uj = 5, 10, and 12 m/s; swirl number
fixed at S1 and αsfs computed across ∆ = 1.1 mm.

Figure 6.21: Variation of c-conditioned αsfs with S at Uj = 5, 10, and 12; equivalence ratio
is fixed at 0.85 and αsfs computed across ∆ = 1.1 mm. Top row: non-normalized; bottom
row: normalized by `/u′3.

S1 are shown. In general, the maximum magnitude of 〈α?sfs|c〉 increases with increasing

Uj at all equivalence ratios. However, when normalized, the magnitude of 〈α?sfs|c〉 · `/u′3

decreases with Uj. Note that the normalization factor is the inverse of the rate at which tur-

bulent kinetic energy is passed from large to small scales in constant-density non-reacting

turbulent flow (i.e. Π ∼ u′3/`). Hence, despite greater backscatter at larger Uj, the mag-

nitude of backscatter relative to the expected turbulent kinetic energy input rate decreases.

Increasing φ slightly increased α?sfs in general.
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Figure 6.20 shows the variation of mean c-conditioned αsfs with φ while keeping S and

Uj constant. Both, normalized and non-normalized plots are similar and only 〈α?sfs|c〉 ·`/u′3

is shown here. Although minimal, there is variation of αsfs with φ; increasing φ tends

to increase 〈α?sfs|c〉 · `/u′3 slightly as mentioned above. Increasing φ results in a larger

density gradient and greater thermal expansion across the flame; this can serve as a means

of redistributing turbulent kinetic energy.

Finally, the variation of 〈α?sfs|c〉 with the swirl number is demonstrated in Figure 6.21

while keeping Uj and φ fixed. Interestingly, the magnitude of maximum 〈α?sfs|c〉 reduces

with increasing S; no clear trend can be extracted from the normalized αsfs plots. However,

since the flow rates were not identical across S while maintaining Uj (mass flow rate was

greater for S1 than S2 for the same Uj), it is logical that the observed 〈α?sfs|c〉 is lower for

larger S. Moreover, the normalized profiles are increasingly similar at larger Uj, suggesting

that the influence of the swirl number at larger Uj is decreased.

O’Brien et al. [68] suggest that the cause of back-scatter is ‘excess’ kinetic energy

in the sub-filter-scales, created by SFS thermal-expansion in the form of αsfs
p (see Equa-

tion 1.28). It is noted that modification of the resolved-scale kinetic energy by inhomo-

geneous pressure fields occurs both directly through αp = ũi
∂P̄
∂xi

and indirectly through

αsfs
p = αp − ui

∂P
∂xi

; the latter drives the kinetic energy back-scatter (αsfs > 0) from SFS

to resolved scales. In the flames of O’Brien et al. [68], approximately four times more

resolved kinetic energy is produced via αp than by αsfs via αsfs
p .

The magnitude of the pressure gradient affects the magnitudes of αp and αsfs
p . For tur-

bulent flames in HIT, the main sources of pressure gradients is due to thermal gas expansion

across the flame ∇pf ∝ ρS2
L/δ

0
L and due to Kolmogorov scale eddies ∇pη ∝ ρu2

η/η. In

practical combustor geometries, there exist other sources of pressure gradients, including

those induced by the large-scale flow and due to stochastic turbulent motions. If these pres-

sure gradients are similar (or greater) in magnitude to those due to the flame, the kinetic

energy dynamics induced by αp and αsfs
p could be significantly affected.
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Figure 6.22: Scaling between maximum measured 〈αsfs|c〉 and 〈∇pr〉; ∆ = 2.3 mm.

Here, the mean radial pressure gradient induced by the swirling jet 〈∇pr〉 ∝ 〈ρ〉〈Uθ〉2/R

is considered, whereR andUθ are the nozzle radius and bulk swirl velocity, respectively. To

demonstrate whether αsfs depends on the magnitude of the mean pressure gradient induced

by the swirling flow, maximum 〈α?sfs|c〉 from all test cases is plotted against the maximum

mean pressure gradient 〈∇pr〉 on the central plane (see Figure 5.8); results are shown in

Figure 6.22.

Clearly, increasing the magnitude of flow-induced pressure gradient correlates with

increases in the magnitude of the energy backscatter. In fact, the power-law fit predicts that

〈α?sfs〉 ∝ 〈∇pr〉1.3, (6.2)

with high confidence; the R2 goodness of fit is 0.9. Recall that the primary hypothesis was

that presence of strong pressure gradients will result in larger small-scale pressure work

(i.e. ∂αsfs
p

∂|∇〈p〉| > 0). Although it was not possible to directly measure αsfs
p , it was shown that

it has a direct effect on αsfs [68]. Hence, the trend in Figure 6.22 supports this hypothesis.
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Figure 6.23: Scaling between maximum measured 〈αsfs|c〉 and Ka; ∆ = 2.3 mm.

The main takeaway is that existence of pressure gradients due to sources other than the

flame itself can have a significant impact on the magnitude of energy backscatter across the

flame.

It can be shown that the ratio of the pressure gradients due to the swirl and gas-dynamic

expansion scales as [57]

∇ps

∇pf

∝ ρU2
θ /R

ρSL
2/δ0

L

∝ S2

1 + S2

`

R

SL

u′
Ka2, (6.3)

where we assume u′ ∝ U , ` = const, and S ∝ Uθ/U . For fixed combustor geometry (` and

R), Eq. (Equation 6.3) suggests that the significance of the swirl-induced pressure gradient

is increased with S and Ka. At fixed turbulence and combustion conditions (i.e. SL/u
′ and

Ka), ∇pf becomes decreasingly significant compared to ∇ps with increasing S. Exposure

to a stronger pressure gradient is consequently expected to increase αsfs
p , which can lead to

increased backscatter. However, further effort is required to verify the proposed scaling –

and its impact on backscatter – through independent variations of S and Ka.
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Figure 6.24: Scaling between maximum measured 〈αsfs|c〉 and Re; ∆ = 2.3 mm.

Finally, the magnitude of backscatter is also expected to depend on the intensity of tur-

bulence in the flow. A similar comparison to Figure 6.22 is performed between 〈α?sfs|c〉 and

Ka, and between 〈α?sfs|c〉 and Re; the scatter plots are shown in Figure 6.23 and Figure 6.24,

respectively. In both cases, the magnitude of 〈α?sfs|c〉max increases with both Ka and Re.

The power-law fits are

〈α?sfs〉 ∝ Ka1.3, (6.4)

〈α?sfs〉 ∝ Re1.8, (6.5)

although the goodness of fit for Ka scaling is relatively weak (R2 < 0.5), which leaves

the relationship between αsfs and Ka inconclusive. The correlation between 〈α?sfs|c〉max and

Re is strong and also indicates that more turbulent flames exhibit greater levels of energy

backscatter. It should be noted that the Reynolds number and the magnitude of 〈∇pr〉

are related through Uj and hence are not independent in this study. Further work should

decouple the flow-induced pressure gradients from the turbulence to study their effects on

αsfs independently.
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CHAPTER 7

CONCLUSIONS

The objective of this work was to experimentally measure αsfs and determine the relation-

ship between the pressure field, turbulence conditions, heat-release rate, and inter-scale

energy transfer in an aerospace-relevant configuration. This thesis has demonstrated the

complex nature of inter-scale energy dynamics in a set of swirl-stabilized premixed flames.

It was demonstrated that the swirl flows and swirl-stabilized flames induce large-scale pres-

sure fields and generate large-scale coherent flow structures, both of which have a signifi-

cant effect on the energy backscatter. The study has been performed experimentally; high-

resolution velocity and density fields were measured using simultaneous TPIV and CH2O

PLIF. The swirl number, jet velocity, and equivalence ratio were varied to control the mag-

nitude of flow-induced pressure gradients, turbulence intensity, and magnitude of thermal

expansion across the flame. The data acquired have allowed calculation of the kinetic

energy transfer between SFS and resolved scales (αsfs) under a wide range of operating

conditions and in presence of naturally occurring coherent flow structures.

In cases when fully-resolved measurements were not available, the scale-similarity de-

convolution method was applied to estimate the inter-scale energy transfer across the filter

scales larger than the measurement scale (i.e. α?sfs across ∆T > ∆). It was demonstrated

that other common deconvolution methods give a similar result when ∆T & 3∆. An at-

tempt was also made towards identifying the shape of the filter kernel imposed by TPIV

measurement; however, no conclusive shape was identified. Nevertheless, the sensitivity of

α?sfs to the measurement filter kernel was demonstrated to be negligible at larger ∆T/∆.

The inter-scale energy dynamics was predominantly analyzed in terms of PDFs and

conditional statistics over a range of filter sizes around the laminar flame thickness. The

main conclusions are summarized:
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1. The non-reacting cases and non-reacting regions of the the reacting case (pure reac-

tants and products) exhibited mean down-scale transfer of kinetic energy, i.e. forward-

scatter, with nearly symmetric αsfs PDFs about αsfs = 0. This result further supports

the classical phenomenologies of Richardson and Kolmogorov.

2. Mean kinetic energy backscatter occurs internal to the flame structure across the

range of conditions studied here. The magnitude of the mean backscatter peaks to-

wards the center of the flame structure (c ≈ 0.5). Mean forward-scatter did occur for

c . 0.2.

3. Regardless of the local strain-rate and overall flow rate, combustion increased the

mean αsfs compared to non-reacting cases with the same flow rates (which all exhib-

ited mean forward-scatter).

4. The magnitude of the mean αsfs, normalized by the turbulence conditions, varied dif-

ferently with operating conditions studied here, but remained positive (i.e. backscat-

ter). This indicates that there are mechanisms that increase the SFS kinetic energy

production via thermal expansion, and the consequent backscatter, that maintain their

significance with increasing turbulence intensity in these swirl flames. A scaling was

proposed to articulate the relative impact of swirl-induced pressure gradients com-

pared to flame-induced pressure gradients, which generate the pressure-work source

of kinetic energy.

5. The magnitude of mean backscatter generally increased with increasing ∆ over the

range studied. This indicates that the flame significantly influences kinetic energy

transfer across filter scales in the range of the laminar flame thickness, mean backscat-

ter was observed at scales up to ∆/δ0
L = 4.7 here.

6. The mean magnitude of the backscatter inside the flame was increased in regions of

flame/vortex interaction, as demonstrated both through the instantaneous data and
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statistics conditioned on the phase of the periodic vortex structure. Coherent struc-

tures were identified using the λci-criterion and POD was performed on λci-fields to

isolate the most dominant periodic coherent vortex structure.

7. There was a correspondence between the magnitude of the local swirling strength and

the mean backscatter magnitude. It is possible that the observed increased backscat-

ter in regions of flame/vortex interaction is due to greater local heat release rates,

though further measurements would be needed to confirm this.

8. Magnitude of maximum backscatter was observed to increase with the higher jet flow

velocity, equivalence ratios close to 1, and decreasing swirl number. This demon-

strates the complexity of inter-scale energy dynamics in a practical burner configu-

ration and dependence on various operating parameters which need to be properly

accounted for in LES of such configurations.

9. The maximum observed backscatter is positively correlated with the magnitude of

flow-induced pressure gradient and Re. However, further work is required to inde-

pendently evaluate the decouple the effects of turbulence and large-scale pressure

gradients.

This study articulates the complicated influences of the flame and flow/flame inter-

actions on turbulence dynamics around the flame scale, which should be considered in

turbulence modeling. At this point, there is no clear analytical relationship between the

global turbulent flame characteristics and energy backscatter. Such a relationship likely

depends on specific conditions and configurations. Future LES studies using mixed models

are encouraged to “turn off” backscatter to further articulate these effects.

The primary hypothesis that was stated was that the magnitude of energy backscatter

will (i) increase with the magnitude of the persistent pressure gradient induced over the

flame region by the large-scale fluid dynamics, (ii) will increase with magnitude of heat

release across the flame, and (iii) decrease in larger ReT flows. The results clearly demon-
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strate that energy backscatter exists internal to the flame and that it depends on φ, Uj, and

S. The equivalence ratio, jet flow velocity, and swirl number served as proxy for the heat-

release rate, the Reynolds number, and the magnitude of flow-induced pressure gradients,

respectively.

Increasing equivalence ratio from lean (φ < 1) to stoichiometric (φ = 1) conditions

resulted in larger αsfs. Since the rate of heat-release is maximum at stoichiometric con-

ditions for CH4-air flames, the observed trend supports the stated hypothesis. Changes in

equivalence ratio have a direct effect on global flame characteristics, such as the rate of heat

release, magnitude of thermal expansion, and adiabatic flame temperatures. For CH4-air

flames, q̇, Tad, and flow divergence increases as the reactant mixture approaches stoichio-

metric conditions. Since the rate of energy production by mean shear at the large scales

was held constant (i.e. same ReT) while varying φ, greater heat-release rate at small length

scales likely creates an imbalance in inter-scale energy transfer across scales on the order

of laminar flame thickness.

Similarly, varying the rate of turbulent kinetic energy production at the large scales

(via ReT) while maintaining φ was shown to increase the magnitude of downscale energy

cascade. In this work, variation of Uj changed both ReT and q̇; hence the α?sfs was nor-

malized by expected forward energy cascade from measured u′ and `. The results clearly

demonstrate that normalized amount of energy backscatter is reduced as Uj is increased.

Hence, the second part of the hypothesis is also supported by the results. Clearly, the ratio

between the rate of turbulent kinetic energy production through mean shear to the rate of

chemical energy release is an important parameter. Future studies should consider directly

measuring these rates and correlating them to likelihood of observing backscatter.

Finally, presence of strong pressure-gradients due to large-scale flow features was demon-

strated to have a non-negligible effect on observed αsfs, especially when compared to pre-

mixed flames in HIT. There was variation in c-conditioned αsfs profiles with S; however,

the observed trends are a result of simultaneous variation in S and Uj, as the two pa-
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rameters could not be varied independently. Nevertheless, presence of large-scale mean

pressure-gradient field was found to be positively correlated with larger backscatter values

through a power-law relationship. In addition, regions of flame-vortex interactions were

shown to have elevated rates of energy backscatter as opposed to regions with no coherent

vortices. Pressure gradients associated with local swirling motion of the fluid internal to

such coherent structures can contribute to the increased backscatter observed here. Hence,

this thesis presents sufficient evidence to support the hypothesis that presence of strong

pressure-gradients can lead to larger backscatter inside premixed CH4-air flames.

The results presented herein are the first experimental measurements of inter-scale en-

ergy transfer in turbulent premixed flames to the author’s knowledge. To accomplish this,

state-of-the-art diagnostics were used to capture fully-resolved velocity fields. However,

αsfs was directly computed only in moderately turbulent flows; deconvolution methods

were used to approximate α?sfs in such cases. While deconvolution is used in many fields of

research, application of deconvolution on experimental velocity measurements is a fairly

novel combination. As was demonstrated, different deconvolution methods can be used to

compute u?i and α?sfs; however, there are large uncertainties associated with the estimate

in presence of noise and when considering length scales similar to the those associated

with the measurement, especially when computing quantities derived from u?i . In this the-

sis, scale-similarity method was shown to be the most cost-effective and one of more robust

deconvolution methods; yet it was used in a fairly narrow range of scales (1 < ∆T/δ
0
L < 5).

While the considered deconvolution methods give good predictions in the absence of noise,

the results were shown to be sensitive to noise in the data. Presence of noise in experimen-

tal data essentially prevented estimation of α?sfs at test filter scales less than 3∆. Further

research should consider improving on deconvolution methods used here.

Additionally, the results presented herein rely on the assumptions used to approximate

the density and progress variable fields from CH2O fields. As was demonstrated, there is

inherent uncertainty in the measurement of the progress variable that limits the size of the
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c bin when conditioning on progress variable is performed. The accuracy of c-bins can

be estimated using the in-plane spatial resolution and laminar flame thickness; however

this estimate is only reliable inside turbulent flames that have similar structure as laminar

flames. In broadened turbulent flames or at sites of flame-vortex interactions, the structure

of the flame is changed due to enhanced mixing. Using the same bin widths as in non-

broadened flames can account for some uncertainty in c by representing larger portion of

the flame; however, a more robust method of measuring c directly should be used if the

variation across the flame is of interest. Further research should be done in quantifying the

uncertainties associated with the estimate of progress variable in high Ka flames.

It is worth briefly discussing the effect of energy backscatter on the overall flame char-

acteristics, such as the flame structure, flame speed, and local heat-release. The impact of

backscatter on global flame behavior and characteristics is likely configuration and condi-

tion specific and this impact likely cannot be analytically answered. Moreover, the exper-

imental measurements of the turbulent flame speed, flame structure, and other properties

of turbulent flame already reflect the effect of the observed backscatter at the scales of the

flame.

However, backscatter has a significant impact on the LES models, which rely on the

knowledge of energy transfer mechanisms. As a result, it is important to consider what will

be the effect of ignoring energy backscatter in turbulence closure models under reacting

flow conditions. In the context of LES, the occurrence of backscatter can have a signifi-

cant impact on the dynamics predicted by LES. For example, over-predicting dissipation

in the subfilter scales reduces the predicted reaction rates and flame speed. Transferring

energy upscale via backscatter will affect both the large-scale and small-scale turbulence

and turbulence-flame interaction.

Overall, these experimental results provide additional evidence – complimentary to pre-

vious DNS – that LES closure methods that only predict SFS kinetic energy dissipation

may not properly capture the flame-induced flow physics in conditions and configurations
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that are relevant to practical devices. Indeed, the results indicate that αsfs is not solely

determined by the flame and turbulence properties, but is influenced by the pressure field

associated with the configuration being studied. Hence, the combined actions of the flame,

turbulence, and swirling flow have a large impact on the turbulence dynamics in the swirl

combustor studied here. Presented work was performed in a limited set of conditions.

Specifically, the operating conditions across all test cases were at a fixed swirl number

S < 0.65 and moderate turbulence conditions (Ka < 120). Future studies are also encour-

aged to explore other burner configurations to verify the results presented here and expand

the range of operating conditions.

7.1 Future Work

In this work, important observations of energy backscatter and trends with controlling pa-

rameters were presented. While these results may provide meaningful insights for devel-

opment of turbulence closure models for applications in turbulent reacting flows and un-

derstanding of energy dynamics in turbulent premixed flames, it also opens many potential

research directions for future study.

Firstly, the equivalence ratio was used as a proxy for the heat-release rate. Future

work should measure the rate of heat-release directly to verify the observed correlation

between elevated energy backscatter and equivalence ratio. Moreover, direct measurements

of q̇ would allow to compare rates of local heat release to those generated by classical

turbulence production mechanisms. Such investigations could be enabled by advanced

laser diagnostics that are becoming increasingly available today.

Secondly, further work is needed to investigate the mechanisms through which energy

backscatter occurs. Such studies would require measurement of the terms in transport equa-

tions of both the filtered kinetic energy and sub-filter-scale kinetic energy equations. While

this is possible using numerical simulations (i.e. DNS and LES), experimental measure-

ments are more challenging since fully resolved velocity, pressure, and density fields must
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be captured simultaneously.

Third, the mapping between the distribution of CH2O and density and c can be im-

proved by using alternative laser diagnostic techniques (ex. simultaneous CH2O and OH

PLIF or filtered Rayleigh scattering) to obtain quantitative measurements of c and ρ. Doing

so will permit examination of finer variation of αsfs with c. Some advanced laser diagnos-

tics, such as filtered Rayleigh scattering, are becoming more available and can enable direct

measurement of temperature fields, from which other relevant thermodynamic parameters

can be computed. Application of such diagnostics in conjuction with high-resolution TPIV

can significantly improve the accuracy of the αsfs estimates.

Fourth, future work is also needed in improving the deconvolution methods as applied

to experimental data. Common methods were considered here; however, the range of

scales and parameters used was fairly narrow. Experimental data always contains noise

and uncertainty, which must be accounted for when performing deconvolution as it can

have significant effects on the results. Future studies should expand on the Improvement

and development of new deconvolution methods, specifically for deconvolution of TPIV

velocity fields would be invaluable for the experimental research in area of fluid mechanics

and combustion.

Fifth, deconvolution methods applied to TPIV velocity measurements can benefit sig-

nificantly if the TPIV filter kernel is known. While the attempt to identify such filter was

made here, no conclusive shape was identified. Further work should use spatially resolved

velocity fields from both DNS and experiments to identify the filter shape associated with

TPIV. Moreover, further investigation is required to determine if the such filter kernel is

sensitive to varying seeding density (i.e. representative of compressible and reacting flows).

Finally, further investigation is required into the effect mean energy backscatter has on

the existing LES models. When possible, LES studies using mixed models that are able

to “turn off” backscatter are encouraged to do so in order to further articulate these effects

in reacting flows specifically. Lastly, such studies should investigate the parameter space
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over which energy backscatter is expected to have a leading order impact on the large-scale

dynamics of the flow in swirl-stabilized flames and other configurations.
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APPENDIX A

SWIRL NUMBER CALCULATION FOR RADIAL SWIRLER

Swirl number is given by the ratio of azimuthal momentum flux over axial momentum flux

S =

∫
ρuaxuθdA∫
ρu2

axdA
, (A.1)

where uθ is the azimuthal velocity of the incoming flow from the channel and uax is axial

velocity of the flow. Typically, the swirl number is evaluated over the nozzle cross-section;

however, during the design of radial swirler, a cylindrical control surface is considered.

Figure A.1 shows a single radial channel intersecting the circular nozzle (represented by

a section of a circle). The channel velocity u is assumed to be uniform across the channel

width; radial and azimuthal components of velocity upon entering the nozzle are related to

u via

uax = ur = u cos θ, (A.2)

uθ = u sin θ, (A.3)

where θ is the angle between the velocity of the channel flow and the radial vector at a

given point in the entrance of the swirler. Since the flow enters the nozzle only through the

radial channels, it can be assumed that uax = ur due to conservation of mass.

An infinitesimal contribution to the swirl number per unit area is a function of angle θ:

S(θ) ∝ ρuaxuθ
ρu2

ax

=
uθ
uax

=
u sin θ

u cos θ
= tan θ. (A.4)

It is assumed that the swirl number can be represented by the momentum flux of a single
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Figure A.1: Schematic of a singular channel in a swirler and relevant angles.

channel. Hence, the average swirl number can be computed across the channel as

S =
1

α + β − β

∫ α+β

β

tan θdθ (A.5)

=
1

α
ln

(
cos β

cos(α + β)

)
, (A.6)

where integration is performed from β to α + β, which represent the locations at which

the channel walls intersect with the cylindrical nozzle wall. The actual swirl number is

experimentally measured (see Section 5.1).
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