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Continuous Time Quantum Walk on finite dimensions



Grover Algorithm:  Unstructured Search
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Quantum Walk Basics for Spatial Search 

Continuous time quantum walk 
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Unstructured search: 
 f(x) is a computable function
Spatial Search:
 N items stored in a d-dimensional physical space

Laplacian =  Degree Matrix - Adjacency Matrix  
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Critical Point in the Hamiltonian
3

One might ask why we should expect this algorithm to
give a substantial success probability for some values of
γ, T . We motivate this possibility in terms of the spec-
trum of H . Note that regardless of the graph, |s⟩ is the
ground state of the Laplacian, with L|s⟩ = 0. As γ → ∞,
the contribution of Hw to H is negligible, so the ground
state of H is close to |s⟩. On the other hand, as γ → 0,
the contribution of L to H disappears, so the ground
state of H is close to |w⟩. Furthermore, since |s⟩ is nearly
orthogonal to |w⟩, degenerate perturbation theory shows
that the first excited state of H will be close to |s⟩ as
γ → 0 for large N . We might expect that over some in-
termediate range of γ, the ground state will switch from
|w⟩ to |s⟩, and could have substantial overlap on both for
a certain range of γ. If the first excited state also has
substantial overlap on both |w⟩ and |s⟩ at such values of
γ, then the Hamiltonian will drive transitions between
the two states, and thus will rotate the state from |s⟩
to a state with substantial overlap with |w⟩ in a time of
order 1/(E1 − E0), where E0 is the ground state energy
and E1 is the first excited state energy.

Indeed, we will see that this is a good description of
the algorithm if the dimension of the graph is sufficiently
high. The simplest example is the complete graph (the
“analog analogue” of the Grover algorithm [8]) which can
be thought of roughly as having dimension proportional
to N . A similar picture holds for the (log N)-dimensional
hypercube. When we consider a d-dimensional lattice
with d independent of N , we will see that the state |s⟩
still switches from ground state to first excited state at
some critical value of γ. However, the |w⟩ state does not
have substantial overlap on the ground and first excited
states unless d > 4, so the algorithm will not work for
d < 4 (and d = 4 will be a marginal case).

III. HIGH DIMENSIONS

In this section, we describe the quantum walk algo-
rithm on “high dimensional” graphs, namely the com-
plete graph and the hypercube. These cases have been
analyzed in previous works [8–10]. Here, we reinterpret
them as quantum walk algorithms, which provides moti-
vation for the case of a lattice in d spatial dimensions.

A. Complete graph

Letting L be the Laplacian of the complete graph, we
find exactly the continuous time search algorithm pro-
posed in [8]. Adding a multiple of the identity matrix to
the Laplacian gives

L + NI = N |s⟩⟨s| =

⎛

⎜

⎝

1 · · · 1
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. . .
...

1 · · · 1

⎞

⎟

⎠
. (9)

FIG. 1: Energy gap and overlaps for the complete graph with
N = 1024.

Therefore we consider the Hamiltonian

H = −γN |s⟩⟨s|− |w⟩⟨w| . (10)

Since this Hamiltonian acts nontrivially only on a two-
dimensional subspace, it is straightforward to compute
its spectrum exactly for any value of γ. For γN ≪ 1,
the ground state is close to |w⟩, and for γN ≫ 1, the
ground state is close to |s⟩. In fact, for large N , there is
a sharp change in the ground state from |w⟩ to |s⟩ as γN
is varied from slightly less than 1 to slightly greater than
1. Correspondingly, the gap between the ground and first
excited state energies is smallest for γN ∼ 1, as shown
in Figure 1. At γN = 1, for N large, the eigenstates are
1√
2
(|w⟩ ± |s⟩) (up to terms of order N−1/2), with a gap

of 2/
√

N . Thus the walk rotates the state from |s⟩ to |w⟩
in time π

√
N/2.

B. Hypercube

Now consider the n-dimensional hypercube with N =
2n vertices. The vertices of the graph are labeled by n-bit
strings, and two vertices are connected if and only if they
differ in a single bit. Therefore the adjacency matrix can
be written as

A =
n
∑

j=1

σ(j)
x (11)

where σ(j)
x is the Pauli sigma x operator on the jth bit.

In this case, we again find a sharp transition in the
eigenstates at a certain critical value of γ, as shown in
Figure 2. The Hamiltonian can be analyzed using essen-
tially the same method we will apply in the next section,
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CTQW: optimal performance 
Quadratic Speedup  

• complete graph, hypercube, strongly regular graph
                  (E. Farhi and S. Gutmann 1998, A. M. Childs et al 2002, J. Janmark et al, 2014)

              

• Erdös Renyi graph
                   ( SS. Chakraborty et al, 2016)

• lattices
                                 (A. M. Childs et al 2004)
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❖ We extend CTQW to fractal graphs with real fractal dimension
❖ Spectral dimension of graph Laplacian determines the computational complexity
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Finite Dimensional Fractals

we generalize to arbitrary real (fractal) dimension
❖ Hierarchical networks 
❖ Sierpinski Gasket,  Migdal-Kadanoff network with regular degree 3
❖ Diamond fractals based on the Migdal-Kadanoff renormalization group scheme



Dimensions in fractal networks
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Hierarchical Network with regular degree 3 
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Migdal-Kadanoff renormalization group(MKRG) 

Model regular lattices closely 

arbitrary real dimension 

Bond-moving scheme on square lattices with rescaling length l=2, 
branching factor b=2 

b



Procedure to build the Diamond Fractals

tributed with a joint quenched probability distribution
P!Kij". This generalized form of the Hamiltonian remains
closed under further RG transformations. Through the rela-
tion above, we can write the interaction constants Ki!j!

! of the
renormalized pair Hamiltonian −!!H0!!i! , j!" as a function of
the interaction constants Ki!,k and Kk,j! of two consecutive
nearest-neighbor pairs in the unrenormalized system, Ki!j!

!
=R!Ki!k ,Kkj!". This function R comes in two varieties de-
pending on whether or not there is an impurity at site k,
which we shall denote as R0 and Rimp, respectively. Starting
with a system with quenched probability distribution P!Kij",
the distribution P!!Ki!j!

! " of the renormalized system is given
by the decimation convolution:22

P!!Ki!j!
! " =# dKi!kdKkj!P!Ki!k"P!Kkj!"

"$p#!Ki!j!
! − Rimp!Ki!k,Kkj!""

+ !1 − p"#!Ki!j!
! − R0!Ki!k,Kkj!""% .

The initial condition for the RG flow is the distribution cor-
responding to the original system, P0!Kij"=#!Kij −K0",
where K0= $t ,J ,−J /4,$ ,0%.

The RG transformation is extended to d%1 through the
Migdal-Kadanoff20,21 procedure. While approximate for hy-
percubic lattices, the recursion relations generated by this
procedure are exact on hierarchical lattices23–25 and we shall
use this correspondence to describe the RG transformation
for the case d=3 with length rescaling factor b=2. The as-
sociated hierarchical lattice is shown in Fig. 1. Its construc-
tion proceeds by taking each bond in the lattice, replacing it
by the connected cluster of bonds in the middle of Fig. 1, and
repeating this step an infinite number of times. The RG trans-
formation consists of reversing this construction process by
taking every such cluster of bonds, decimating over the de-
grees of freedom at the four inner sites of the cluster, which
yields a renormalized interaction between the two edge sites
of the cluster. Denoting these edge sites as i! and j!, and the
four inner sites as k1 , . . . ,k4, this decimation can be ex-
pressed as Ki!j!=&n=1

4 R!Ki!kn
,Kknj!". Just as in the d=1

case, this decimation will give, after a single RG transforma-
tion, a system with a nonuniform quenched distribution of
interaction constants. We can calculate the quenched prob-
ability distribution P!!Ki!j!" of the renormalized system
through a series of pairwise convolutions, consisting of the
decimation convolution defined above for interactions in se-
ries, and a “bond-moving” convolution for interactions in
parallel, using the function Rbm!KA ,KB"=KA+KB. In order
to numerically implement the convolution, the probability

distributions are represented by histograms, where each his-
togram is a set of interaction constants !t ,J ,V ,$ ,&" and an
associated probability. Since the number of histograms that
constitute the probability distribution increases rapidly with
each RG iteration, a binning procedure is used.26 Further-
more since evaluation of the R functions is computationally
expensive and most of the weight of the probability distribu-
tions is carried by a fraction of the histograms, we have
added an additional step before the decimation convolution
to increase efficiency: the histograms with the 100 largest
probabilities are left unchanged while the others are col-
lapsed into a single histogram in a way that preserves the
average and standard deviation of the quenched distribution.
Thus we evaluate 104 local decimations at each RG transfor-
mation.

All thermodynamic properties of the system, in particular
the finite-temperature phase diagram, can be determined
from analyzing the RG flows. In the pure !p=0" case, the
transformation described above reduces to the recursion re-
lations derived for the d=3 tJ model in earlier studies,11,12

and yields the phase diagram shown in Figs. 2!a" and 2!b"
for J / t=0.444. Here we summarize the observed phases
!for details, consult Refs. 11 and 12": near half filling
!$ /J→' , 'ni(→1", there is a transition with decreasing
temperature from a densely filled disordered phase !D" to
long-range antiferromagnetic order !AF". This AF phase per-
sists away from half filling down to $ /J)1.6, or 5% hole
doping. For very large hole dopings !(37%", we go over

FIG. 1. Hierarchical lattice on which the d=3 and b=2 Migdal-
Kadanoff recursion relations are exact.

0.0

0.1

0.2

0.3

0.4
(a)

d D

(b)

d D

−0.5 0.0 0.5 1.0 1.5 2.0

Chemical potential µ/J

0.0

0.1

0.2

0.3

(c)

d D

0.5 0.6 0.7 0.8 0.9 1.0

Electron density ⟨ni⟩

(d)

d D

T
em

p
er

at
u
re

1/
t

τ AF

FIG. 2. Pure system !p=0" phase diagram of the isotropic
d=3 tJ model !Refs. 11 and 12" for J / t=0.444: in terms of !a"
chemical potential $ /J vs temperature 1 / t and !b" electron density
'ni( vs temperature 1 / t. Panels !c" and !d" show the analogous
phase diagrams for the uniaxially anisotropic case !Ref. 17" with
tz / txy =0.3, Jz /Jxy = !tz / txy"2=0.09, and Jxy / txy =0.444. In both cases,
antiferromagnetic !AF", dense disordered !D", dilute disordered !d",
and ) phases are seen. The solid lines represent second-order phase
transitions while the dotted lines are first-order phase transitions
!with the unmarked areas inside corresponding to coexistence re-
gions of the two phases at either side". Dashed lines are not phase
transitions but disorder lines between the dilute disordered and
dense disordered phases.
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Measure  Critical  Point  

When the CTQW is optimal for search, the critical point takes place 
(numerically true for almost all sites in fractals we consider)

The spectral Zeta function 

The transition probability 

A.	Childs	et	al.	Spatial	Search	by	Quantum	Walk		(2004)	



Assumption on fractal Laplacian eigenvector
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Renormalization Group Argument

The spectral Zeta function 
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tributed with a joint quenched probability distribution
P!Kij". This generalized form of the Hamiltonian remains
closed under further RG transformations. Through the rela-
tion above, we can write the interaction constants Ki!j!

! of the
renormalized pair Hamiltonian −!!H0!!i! , j!" as a function of
the interaction constants Ki!,k and Kk,j! of two consecutive
nearest-neighbor pairs in the unrenormalized system, Ki!j!

!
=R!Ki!k ,Kkj!". This function R comes in two varieties de-
pending on whether or not there is an impurity at site k,
which we shall denote as R0 and Rimp, respectively. Starting
with a system with quenched probability distribution P!Kij",
the distribution P!!Ki!j!

! " of the renormalized system is given
by the decimation convolution:22

P!!Ki!j!
! " =# dKi!kdKkj!P!Ki!k"P!Kkj!"

"$p#!Ki!j!
! − Rimp!Ki!k,Kkj!""

+ !1 − p"#!Ki!j!
! − R0!Ki!k,Kkj!""% .

The initial condition for the RG flow is the distribution cor-
responding to the original system, P0!Kij"=#!Kij −K0",
where K0= $t ,J ,−J /4,$ ,0%.

The RG transformation is extended to d%1 through the
Migdal-Kadanoff20,21 procedure. While approximate for hy-
percubic lattices, the recursion relations generated by this
procedure are exact on hierarchical lattices23–25 and we shall
use this correspondence to describe the RG transformation
for the case d=3 with length rescaling factor b=2. The as-
sociated hierarchical lattice is shown in Fig. 1. Its construc-
tion proceeds by taking each bond in the lattice, replacing it
by the connected cluster of bonds in the middle of Fig. 1, and
repeating this step an infinite number of times. The RG trans-
formation consists of reversing this construction process by
taking every such cluster of bonds, decimating over the de-
grees of freedom at the four inner sites of the cluster, which
yields a renormalized interaction between the two edge sites
of the cluster. Denoting these edge sites as i! and j!, and the
four inner sites as k1 , . . . ,k4, this decimation can be ex-
pressed as Ki!j!=&n=1

4 R!Ki!kn
,Kknj!". Just as in the d=1

case, this decimation will give, after a single RG transforma-
tion, a system with a nonuniform quenched distribution of
interaction constants. We can calculate the quenched prob-
ability distribution P!!Ki!j!" of the renormalized system
through a series of pairwise convolutions, consisting of the
decimation convolution defined above for interactions in se-
ries, and a “bond-moving” convolution for interactions in
parallel, using the function Rbm!KA ,KB"=KA+KB. In order
to numerically implement the convolution, the probability

distributions are represented by histograms, where each his-
togram is a set of interaction constants !t ,J ,V ,$ ,&" and an
associated probability. Since the number of histograms that
constitute the probability distribution increases rapidly with
each RG iteration, a binning procedure is used.26 Further-
more since evaluation of the R functions is computationally
expensive and most of the weight of the probability distribu-
tions is carried by a fraction of the histograms, we have
added an additional step before the decimation convolution
to increase efficiency: the histograms with the 100 largest
probabilities are left unchanged while the others are col-
lapsed into a single histogram in a way that preserves the
average and standard deviation of the quenched distribution.
Thus we evaluate 104 local decimations at each RG transfor-
mation.

All thermodynamic properties of the system, in particular
the finite-temperature phase diagram, can be determined
from analyzing the RG flows. In the pure !p=0" case, the
transformation described above reduces to the recursion re-
lations derived for the d=3 tJ model in earlier studies,11,12

and yields the phase diagram shown in Figs. 2!a" and 2!b"
for J / t=0.444. Here we summarize the observed phases
!for details, consult Refs. 11 and 12": near half filling
!$ /J→' , 'ni(→1", there is a transition with decreasing
temperature from a densely filled disordered phase !D" to
long-range antiferromagnetic order !AF". This AF phase per-
sists away from half filling down to $ /J)1.6, or 5% hole
doping. For very large hole dopings !(37%", we go over

FIG. 1. Hierarchical lattice on which the d=3 and b=2 Migdal-
Kadanoff recursion relations are exact.
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FIG. 2. Pure system !p=0" phase diagram of the isotropic
d=3 tJ model !Refs. 11 and 12" for J / t=0.444: in terms of !a"
chemical potential $ /J vs temperature 1 / t and !b" electron density
'ni( vs temperature 1 / t. Panels !c" and !d" show the analogous
phase diagrams for the uniaxially anisotropic case !Ref. 17" with
tz / txy =0.3, Jz /Jxy = !tz / txy"2=0.09, and Jxy / txy =0.444. In both cases,
antiferromagnetic !AF", dense disordered !D", dilute disordered !d",
and ) phases are seen. The solid lines represent second-order phase
transitions while the dotted lines are first-order phase transitions
!with the unmarked areas inside corresponding to coexistence re-
gions of the two phases at either side". Dashed lines are not phase
transitions but disorder lines between the dilute disordered and
dense disordered phases.
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tributed with a joint quenched probability distribution
P!Kij". This generalized form of the Hamiltonian remains
closed under further RG transformations. Through the rela-
tion above, we can write the interaction constants Ki!j!

! of the
renormalized pair Hamiltonian −!!H0!!i! , j!" as a function of
the interaction constants Ki!,k and Kk,j! of two consecutive
nearest-neighbor pairs in the unrenormalized system, Ki!j!

!
=R!Ki!k ,Kkj!". This function R comes in two varieties de-
pending on whether or not there is an impurity at site k,
which we shall denote as R0 and Rimp, respectively. Starting
with a system with quenched probability distribution P!Kij",
the distribution P!!Ki!j!

! " of the renormalized system is given
by the decimation convolution:22

P!!Ki!j!
! " =# dKi!kdKkj!P!Ki!k"P!Kkj!"

"$p#!Ki!j!
! − Rimp!Ki!k,Kkj!""

+ !1 − p"#!Ki!j!
! − R0!Ki!k,Kkj!""% .

The initial condition for the RG flow is the distribution cor-
responding to the original system, P0!Kij"=#!Kij −K0",
where K0= $t ,J ,−J /4,$ ,0%.

The RG transformation is extended to d%1 through the
Migdal-Kadanoff20,21 procedure. While approximate for hy-
percubic lattices, the recursion relations generated by this
procedure are exact on hierarchical lattices23–25 and we shall
use this correspondence to describe the RG transformation
for the case d=3 with length rescaling factor b=2. The as-
sociated hierarchical lattice is shown in Fig. 1. Its construc-
tion proceeds by taking each bond in the lattice, replacing it
by the connected cluster of bonds in the middle of Fig. 1, and
repeating this step an infinite number of times. The RG trans-
formation consists of reversing this construction process by
taking every such cluster of bonds, decimating over the de-
grees of freedom at the four inner sites of the cluster, which
yields a renormalized interaction between the two edge sites
of the cluster. Denoting these edge sites as i! and j!, and the
four inner sites as k1 , . . . ,k4, this decimation can be ex-
pressed as Ki!j!=&n=1

4 R!Ki!kn
,Kknj!". Just as in the d=1

case, this decimation will give, after a single RG transforma-
tion, a system with a nonuniform quenched distribution of
interaction constants. We can calculate the quenched prob-
ability distribution P!!Ki!j!" of the renormalized system
through a series of pairwise convolutions, consisting of the
decimation convolution defined above for interactions in se-
ries, and a “bond-moving” convolution for interactions in
parallel, using the function Rbm!KA ,KB"=KA+KB. In order
to numerically implement the convolution, the probability

distributions are represented by histograms, where each his-
togram is a set of interaction constants !t ,J ,V ,$ ,&" and an
associated probability. Since the number of histograms that
constitute the probability distribution increases rapidly with
each RG iteration, a binning procedure is used.26 Further-
more since evaluation of the R functions is computationally
expensive and most of the weight of the probability distribu-
tions is carried by a fraction of the histograms, we have
added an additional step before the decimation convolution
to increase efficiency: the histograms with the 100 largest
probabilities are left unchanged while the others are col-
lapsed into a single histogram in a way that preserves the
average and standard deviation of the quenched distribution.
Thus we evaluate 104 local decimations at each RG transfor-
mation.

All thermodynamic properties of the system, in particular
the finite-temperature phase diagram, can be determined
from analyzing the RG flows. In the pure !p=0" case, the
transformation described above reduces to the recursion re-
lations derived for the d=3 tJ model in earlier studies,11,12

and yields the phase diagram shown in Figs. 2!a" and 2!b"
for J / t=0.444. Here we summarize the observed phases
!for details, consult Refs. 11 and 12": near half filling
!$ /J→' , 'ni(→1", there is a transition with decreasing
temperature from a densely filled disordered phase !D" to
long-range antiferromagnetic order !AF". This AF phase per-
sists away from half filling down to $ /J)1.6, or 5% hole
doping. For very large hole dopings !(37%", we go over

FIG. 1. Hierarchical lattice on which the d=3 and b=2 Migdal-
Kadanoff recursion relations are exact.
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FIG. 2. Pure system !p=0" phase diagram of the isotropic
d=3 tJ model !Refs. 11 and 12" for J / t=0.444: in terms of !a"
chemical potential $ /J vs temperature 1 / t and !b" electron density
'ni( vs temperature 1 / t. Panels !c" and !d" show the analogous
phase diagrams for the uniaxially anisotropic case !Ref. 17" with
tz / txy =0.3, Jz /Jxy = !tz / txy"2=0.09, and Jxy / txy =0.444. In both cases,
antiferromagnetic !AF", dense disordered !D", dilute disordered !d",
and ) phases are seen. The solid lines represent second-order phase
transitions while the dotted lines are first-order phase transitions
!with the unmarked areas inside corresponding to coexistence re-
gions of the two phases at either side". Dashed lines are not phase
transitions but disorder lines between the dilute disordered and
dense disordered phases.

MICHAEL HINCZEWSKI AND A. NIHAT BERKER PHYSICAL REVIEW B 78, 064507 !2008"

064507-2

det
h
L(k)

⇣
q(k)i , p(k)i , · · ·

⌘i
det

h
L(k+1)

⇣
q(k+1)
i , p(k+1)

i , · · ·
⌘i



Computational Complexity of CTQW  

❖ spectral dimension of network Laplacian determines the computational complexity

❖ complement the discussions on regular lattices and mean-field networks
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RG  calculation for spectral determinant
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