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This paper presents an adaptive guidance and control law algorithm for implementation 
on a pair of Unmanned Aerial Vehicles (UAVs) in a 6 DOF leader-follower formation flight 
simulation. The objective of the simulation study is to prepare for a flight test involving a 
pair of UAVs in formation flight where the follower aircraft will be equipped with an 
onboard camera to estimate the relative distance and orientation to the leader aircraft. The 
follower guidance law is an adaptive acceleration based guidance law designed for the 
purpose of tracking a maneuvering leader aircraft. We also discuss the limitations of a 
preceding version of the guidance algorithm shown in a previous paper. Finally, we discuss 
the design of an adaptive controller (autopilot) to track the commands from the guidance 
algorithm.  Simulation results for different leader maneuvers are presented and analyzed. 

Nomenclature 
X  = coordinate along inertial X-axis 
Y  = coordinate along inertial Y-axis 
Z  = coordinate along inertial Z-axis 
X&  = velocity component along inertial X-axis 
Y&  = velocity component along inertial Y-axis 
Z&  = velocity component along inertial Z-axis 
a  = body-axes acceleration vector 
f  = body-axes specific force vector 
g  = acceleration due to gravity 
p     =    roll-rate 
q     =    pitch-rate 
r     =    yaw-rate 
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φ     =  roll attitude 
θ     =  pitch attitude 
ψ     =  heading angle 
α     =  angle of attack, subtended angle 
β     =  sideslip angle 
δ     =  actuator signal 

aτ     =  actuator model time constant 

dτ     =  actuator model time delay 

woτ     =  washout filter time constant 

pK     =  proportional control gain 

IK     =  integral control gain 

dK     =  derivative control gain 
R     =  range between leader and follower 

Xλ     =  relative azimuth angle between leader and follower 

XYλ     =  relative azimuth angle between leader and follower 
P     =  inertial position 
V     =  speed 
γ                 =  flight path angle 

losû     =  unit vector from the follower to the leader aircraft 
ν                 =  pseudo-control signal 

adν             =  neural network output 

hν               =  pseudo-control hedging signal 
∆               =  inversion error, or modeling error due to approximate dynamic inversion 

nω              =  natural frequency 
ζ                =  damping ratio 

( )⋅sat            =  linear saturation operator 
•                =  dot-product operator 

Proj         =  projection operator ( )⋅⋅,
 
 
Subscripts 
 
e     =  elevator 
a     =  aileron 
r     =  rudder 
T     =  throttle 
cmd     =  command 
com     =  command 
x     =  projection along body X-axis 
y     =  projection along body Y-axis 
z     =  projection along body Z-axis 
L     =  Leader 
F     =  Follower 
wo     =  washout 
i     =  waypoint index 
min     =  minimum 
c     =  command filter, reference model 
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Abbreviations 
 
DOF    = Degrees of Freedom 
UAV    = Unmanned Aerial Vehicle 
MAV    = Micro Unmanned Aerial Vehicle 
GPS    = Global Positioning System 
LOS            = Line of Sight 
EKF    = Extended Kalman Filter 
NN     = Neural Network 
MRAC       = Model Reference Adaptive Control 
PCH    = Pseudo-Control Hedging 
FOV    = Field of View 
MIMO    = Multi-Input Multi-Output 
c.g.    = center of gravity 
 
 

I. Introduction 
As demonstrated in recent conflicts, UAVs are becoming an important component of our military force structure.  

UAVs, operating in close proximity to enemy forces, provide real-time information difficult to obtain from other 
sources, without risk to human pilots.  Among the strategies employed by these UAVs will be flocks of cooperative 
MAVs operating in close proximity to terrain or structures that will gather information and, under human 
supervision, seek out, identify, and engage targets.  They will be expected to maintain a formation while at the same 
time executing searches in a congested environment.   Stealth like operations will also be important, implying the 
need to maintain autonomy and to minimize communication.  Maintaining a formation is also important from this 
perspective so that passive (vision based) sensing can be used to ascertain the locations and behaviors of cooperating 
MAVs/UAVs. 

The motivation for this paper comes from the need to flight test UAVs in formation flight using only onboard 
cameras for relative LOS information. In our previous paper [1], we presented an approach wherein formation flight 
between multiple UAVs could be maintained by implementing an adaptive guidance scheme. In this approach, it 
was assumed that an onboard camera on a follower aircraft could provide estimates of range and relative orientation 
to a leader aircraft. An estimate of the range-rate that is required by the guidance law is generated as the output of an 
adaptive NN that is trained online using information available from the navigation and vision sensors. However, this 
approach was found to be deficient when applied in a 6 DOF aircraft model setting.  The reasons are the 
assumptions involved in the adaptive guidance law design. The approach commanded a velocity vector (speed and 
heading) along the LOS to the leader aircraft. The velocity vector dynamics was assumed to be of 1st order, subject 
to maximum and minimum acceleration limits. Secondly, the velocity vector dynamics were assumed to be 
significantly faster than the desired range dynamics. These assumptions break down in a 6 DOF setting. The 
consequences of the assumptions showed up as significantly degraded range tracking performance in the presence of 
leader aircraft maneuvers. In order to take into account the velocity dynamics, we have shifted to an acceleration 
based guidance law design. The basic approach to guidance law design however remains the same. The range and 
LOS angles are output feedback variables to be controlled. An inverting controller inverts the approximate range and 
LOS angle dynamics. The inverting controller is augmented by the output of an adaptive NN that compensates for 
the modeling error due to inversion. The outputs of this inverting controller are acceleration commands along and 
perpendicular to the LOS direction. 

Flight test results on autonomous formation flight have been reported in recent literature. Ref. [2] provided flight 
test results on 2 F/A-18 aircraft in close-coupled formation flight. Ref. [3] discusses flight test techniques to evaluate 
performance benefits in close-coupled formation flight. Ref. [4] contained flight test results of a pair of scaled YF-
22 research aircraft in formation flight. In this case, the objective was to provide a formation flight demonstration of 
a low-cost “off the shelf” hardware system. The leader aircraft’s inertial position and velocity vector information 
were continuously communicated to the follower aircraft. To the best of our knowledge, there haven’t been flight 
test results reported on autonomous formation flight with a vision-based onboard sensor for estimating relative 
position and velocity from a leader aircraft. Ref. [5] describes the design of formation control laws, a simulation 
setup and provides some results for close formation flight based on an onboard vision sensing system.  
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The contributions of this paper can be summarized as follows. The paper includes an adaptive guidance and 
control law design algorithm for a pair of UAVs in a 6 DOF leader-follower formation flight configuration. No 
communication between the UAVs is assumed. The follower UAV is equipped with just one fixed camera for 
passive sensing of the LOS information. The adaptive nature of the follower’s guidance law prevents significant 
degradation of the range tracking performance in the presence of leader aircraft maneuvers. We also present an 
adaptive controller (autopilot) design to track the commands coming from the guidance. The adaptive autopilot is 
common to both the leader and follower aircraft. The adaptive nature of the autopilot design allows us to use the 
same autopilot under different operating conditions and subject to parametric uncertainty in the aerodynamic data. 
This greatly reduces the dependence of the design on the aircraft aerodynamic data. 

Section II describes the overall closed-loop UAV system and briefly discusses the Image Processing and 
Estimation blocks.  Section III discusses the guidance law design for the leader and follower aircraft. Section IV 
presents the adaptive autopilot design. Section V summarizes the 6 DOF rigid-body aircraft model and actuator 
model used in the simulation. Section VI presents and analyzes the simulation results, and conclusions are presented 
in Section VII. 

II. Image Processing and Estimation 
The complete closed-loop system is summarized in the block diagram in Figure 1. The Image Processing 

Computer Vision block and Estimation block are summarized in this section. 
 
  

Guidance Controller UAV
Dynamics

Image Processing
Computer Vision

Navigation

Estimation

 
 

Figure 1.  Closed-loop UAV system 
 
The Image Processing and Computer Vision block takes as input the image frames from an onboard camera and 

processes them in real-time for visual tracking of a target (leader) aircraft. This block utilizes the method of 
geometric active contours 6,7 to track various features of interest in the image frames over a period of time. Active 
contours have the ability to conform to various object shapes and motions, making them ideal for segmentation, 
edge detection, shape modeling and visual tracking. Level set methods allow for fast, robust implementations of the 
active contours algorithms 6.  

For the purposes of formation flight, the guidance block needs estimates of the range, range-rate, LOS angles 
and LOS rates between the leader and follower to compute acceleration and velocity commands to the controller. 
While the LOS angles are available from the images, the range and range-rate are not. The estimates of range, range-
rate and LOS rates have to be generated by an estimator, usually an EKF. Various implementations of the EKF are 
possible, employing different states 6,8, and could be augmented with an adaptive element for robust estimation in 
the presence of unmodeled dynamics and disturbances 9. The Image Processing block provides the position and size 
of the leader aircraft in the camera images. From the position, a unit-vector  to the leader aircraft is computed, 
and the maximum angle subtended by the leader aircraft on the image plane 

losû
α is computed from the size of the 

leader aircraft (Figure 2).  The EKF model then includes the states 
T

loslos b
R
R

R
uu ⎥

⎦

⎤
⎢
⎣

⎡
,,1,ˆ,ˆ

&
&  driven by the 

 
American Institute of Aeronautics and Astronautics 

 

4



measurements  where  are the range and range-rate respectively, and b  is the wing-span of the 
leader aircraft 

[ T
losu α,ˆ ] RR &,

8.  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Le
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III. Guidance La
The objective of the formation flight experimen

position from the leader aircraft in the presence o
information about the leader aircraft is the LOS da

The control law design for the formation flig
problems, exhibits a two time-scale feature beca
slower than the attitude dynamics (orientation an
algorithm whose inputs are the commanded positio
(or accelerations) and attitude angles that form the
autopilot that produces actuator command signals. 
for the leader and follower aircraft.  
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 approximate differentiator operates on XYλ  and Xλ  to provide 

estimate of range-rate is obtained using an error observer10. The 
ith the inertial coordinates of the leader and follower are: 

unit vector ulos

range R
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−
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w Design for Formation Flight 
t will be for the follower aircraft to maintain a prescribed relative 
f leader maneuvers and other unmodeled disturbances. The only 
ta available directly from the image processing and estimation.  
ht problem, like in other conventional flight trajectory control 

use the trajectory dynamics (relative position and velocity) are 
d angular velocity). Hence, the controller consists of a guidance 
ns in inertial space and outputs are the body-axes specific forces 

 inputs to the inner-loop controller. The inner-loop controller is an 
In the following sections, we will discuss the guidance algorithms 

 
 of Aeronautics and Astronautics 

 

5



A. Leader Aircraft Guidance 
The leader aircraft is assigned to track waypoints in inertial space. The commanded waypoint coordinates 

are [ ] ,,,,
T
icomcomcomicom ZYXP =

r
 , is the number of waypoints, and i  is the waypoint index. The 

guidance logic constructs a command inertial velocity vector 

Ni ,,2,1  K= N

comV
r

 of constant magnitude oriented along the LOS 

from the current position coordinates of the vehicle P
r

 to the assigned waypoint, i.e., 

 
⎟⎟
⎟

⎠

⎞
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⎛

−

−
=

PP

PP
VV
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icom
comcom rr

rr
r

,

,  (4) 

To transition to the ( waypoint from the  waypoint, the following rule has to be satisfied  )thi 1+ thi

 min
x

d
B

BA
d ≤= r

rr

 (5) 

where  is the perpendicular distance from the current aircraft position to the line joining the  waypoint to the 
 waypoint as shown in figure 3, and  is a constant. 

d thi
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Figure 3. Waypoint Transitioning Logic 
 

To implement comV
r

, we first compute inertial acceleration commands. Let V
r

 be the velocity vector, and γψ ,,V  be 
the speed, heading angle and flight path angle respectively. Thus, 

 ( ) ( ) ( )KVJVIVV ˆsinˆcossinˆcoscos γγψγψ −+=
r

 (6) 

where  are the unit vectors of the Earth-surface fixed reference frame. Then KJI ˆ,ˆ,ˆ comV
r

 can be resolved into speed, 
heading and flight path angle commands as, 

 ( ) ( ) ( )KVJVIVV comcomcomcomcomcomcomcomcom
ˆsinˆcossinˆcoscos γγψγψ −+=

r
 (7) 

Differentiating eq. (6) w.r.t. time and treating the Earth-fixed frame as an inertial frame, we have, 
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( )KVVJVV

VIVVVV
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γγγγψγγψψ

γψγψγγψψγψ

&&&&

&&&&&r

+−−+

+−−=  (8) 

The inertial acceleration command is obtained by replacing V&
r

 with comA
r

 on the left hand side of eq. (8) and the 

true velocity dynamics  by the commanded velocity dynamics  on the right hand side.  γψ &&& ,,V comcomcomV γψ &&& ,,
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JVVV

IVVVA
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γψγγψψγψ
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&&&

&&&
r

+

−−+

+−−=

 (9) 

The commanded velocity dynamics are computed as  

 [ ]( VV
s

K
KV com

I
pcom

V
V

−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+= sat& )  (10) 

( )ψψψ 
ψ

−= compcom K&  (11) 

( )γγγ 
γ

−= compcom K&  (12) 

Eq. (10) shows that  is the output of a PI controller acting on the commanded speed error. Integral control was 
included because a steady-state error was noticed in the tracking of the speed command. Also, note that the speed 
command is limited by a linear saturation element in eq. (10). This is to prevent large speed commands that can 
saturate the controls. Eq. (11) and (12) show that 

comV&

comψ&  and comγ&  are the outputs of a proportional controller acting 
on the commanded heading and flight path angle error. 

B. Follower Aircraft Guidance 
In a previous paper [1], we presented an adaptive formation guidance approach in which a follower aircraft could 

closely maintain a commanded range from a leader aircraft, even in the presence of leader maneuvers. This approach 
considered range as a relative degree 1 variable and designed an output feedback based inverting controller, 
augmented with a NN for compensating the leader aircraft’s velocity along the LOS. The output of the adaptive 
guidance approach was a velocity vector command oriented along the LOS to the leader aircraft. This approach was 
found to be deficient when applied in a 6 DOF setting. The approach assumed first-order velocity dynamics that 
were sufficiently faster than the desired range dynamics, so that the velocity vector command ( )comcomcomV γψ ,,  of 
the formation guidance was achieved with only a small, first-order lag subject to acceleration limits. In the 6 DOF 
setting, the velocity dynamics are definitely not first order and are not much faster than the desired range dynamics. 
Secondly, commanding the velocity vector along the LOS direction resulted in a tail-chase situation for the follower 
aircraft, causing it to maneuver a lot just to keep the commanded range from the leader. The consequence of the 
assumptions of the formation guidance approach resulted in significantly degraded range tracking performance in 
the 6 DOF setting. The overshoots in the range variable were large during leader maneuvers and range commands of 
the order of 1-2 wing-span lengths resulted in destabilization of the follower closed-loop system. 

The guidance law design in this paper takes into account the velocity dynamics by considering the range and 
LOS angles as relative degree 2 variables to be controlled. This means that the guidance law generates acceleration 
commands instead of velocity commands. If we try to control the range by controlling motion only along the LOS 
axis, i.e., by commanding acceleration only along the LOS axis, we lose controllability of the LOS dynamics. This 
can be checked by linearizing eq. (13)-(15), zeroing out the acceleration terms in eq. (14) and (15), and doing a 
controllability analysis of the resulting linear system. Hence, one possibility is to control both range and the LOS 
angles. However, since it is not desirable to restrict the follower aircraft to a particular orientation with respect to the 
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leader aircraft, particularly in the presence of leader maneuvers, we control the LOS rates instead of the LOS angles. 
In the present problem formulation, we command zero LOS rates.  

Differentiating eq. (1)-(3) twice, we have, 

 ( ) [ ]
RR FLXYXXY aaRR −++= λλλ 222 cos&&&&  (13) 

 [
⎪⎭

⎪
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⎪
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⎥
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⎡
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−=

xx FLXYXYXYX
XY

X aa
RR

R
λλ

λλλλ
λ

λ 1sincos2
cos

1 &
&

&&& ]⎫⎧
 (14) 

 [ ]
xyxy FLXYXYXXYXY aa

RR
R

λλ
λλλλλ −⎟

⎠
⎞

⎜
⎝
⎛−−⎟⎟

⎠
⎜⎜
⎝

−=
1cossin2 2&&&& ⎞⎛ &

 (15) 

where the terms , ,  represent leader aircraft accelerations along the LOS and perpendicular to the 

LOS respectively, and likewise for the follower aircraft. The dynamics in eq. (13)-(15) are inverted to construct the 
acceleration commands for the follower aircraft. The first step in the process of dynamic inversion is to re-write the 
right hand sides of eq. (13)-(15) as 

RLa
XLa

λ XYLa
λ

 ( ){ } RRLXYXXYR R
aRR ∆+=+++= νλλλν 222 cos&&&&  (16) 
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⎜
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R L
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 (18) 

where  are the so-called ‘pseudo-controls’. These represent an approximation of the 

 dynamics. The terms  represent the inversion error due to the terms that are 
ignored in the approximation. 

XYXR λλ ννν  and  ,

XYXR λλ &&&&&&  and  ,
XYXR λλ ∆∆∆  and  ,

  (19) 
RFR a−=ν

 
XY

F

R
x

X λ
ν λ

λ cos

a−
=   (20) 

 
R

xy

XY

Fλ
λν =

a
  (21) 

Equations (19)-(21) are inverted to give the acceleration commands for the follower aircraft, 

 RF COMR
a ν−=

,
 (22) 

 
XCOMx XYF λRa νλ   (23) cos−=

λ ,

 
XYCOMxyF λRa ν

λ
=

,
  (24)  
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The acceleration command for the follower aircraft can be written in vector form as: 

 KAJAIAeaeaeaA
COMZCOMYCOMXXYCOMxyXCOMxCOMRcom FFFFFRFF

ˆˆˆˆˆˆ
,,,,,,

++=++= λλ λλ

r
 (25) 

where  are inertial coordinate unit vectors and  are spherical coordinate unit vectors along 
and perpendicular to the LOS direction.  The coordinate transformation between the inertial coordinate system and 
the spherical coordinate system is   

KJI ˆ,ˆ,ˆ
XYX

eeeR λλ ˆ,ˆ,ˆ

  (26) 
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cos      0     sin
0            1                0    

sin      0       cos

1              0                     0   
0      cos          sin
0       sin-       cos

λ

λ

λλ

λλ
λλ

λλ

It is seen that the process of dynamic inversion ignores the nonlinearities and leader acceleration terms in eq. 
(13)-(15). To compensate for these missing terms, we augment the pseudo-controls with the outputs of an adaptive 
NN that is trained online with inputs from the image processing and navigation blocks. We thus have a MIMO 
Adaptive Output Feedback Control problem. The theory behind our approach to this problem is described in detail 
in [10]. Refer to figure 4 for a block diagram of the follower’s guidance logic. 

The pseudo-control vector [ T
RXYX λλλ νννν ,,= ]r

 is constructed as, 

 addccrm νννν
rrrr

−+=  (27) 

where crmν
r

, dcν
r

 and adν
r

 represent vectors of outputs from reference models, linear controllers and the NN 
respectively. The range command  is filtered through a 2comR nd order reference model, while the LOS rate 
commands are filtered through 1st order reference models. Thus the outputs of the reference models are defined by: 

 

( )
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 (28) 

where  are states of the respective reference models, and  are tunable 

parameters set by choosing a desired form of response based on rise time, settling time, and maximum overshoot. 
cc XYXcc RR λλ &&& ,,,

XYXR Rn λλ ττςω ,,,2

A first order dynamic compensator is used for controlling range, and proportional controllers are used to control 
the LOS rates. For controlling the range variable, the linear compensator chosen is a 1st order dynamic compensator, 
and for controlling the LOS rates, the linear compensators are just proportional error controllers.  
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where , a low-pass differentiator (derivative filter in figure 4) is used to estimate the LOS rates, η  is the state of 
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Figure 4. Follower Guidance Logic Block Diagram 

 
the 1st order dynamic compensator,  are the parameters of this compensator,  are the 
proportional controller gains. The linear compensator parameters are chosen such that the closed-loop tracking error 
and 

( cccc dcba ,,, )
XYX

KK λλ ,

η  dynamics are asymptotically stable in the absence of any modeling uncertainty 10.  
The tracking error vector is defined to be 

  (30) 
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Defining the tracking error dynamics is given by, [ TTeE η  ,= ]
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For full state-feedback applications, the NN weight update laws are in terms of the error vector e 16,17. However,  
 and  are not directly available. As noted earlier, low-pass differentiators are used to estimate the LOS 

rates. A similar approach could be used for the range-rate. However we employ an error observer

,R&

Xλ& XYλ&
 to estimate the 

entire error vector E  by defining . The error observer dynamics is given by, [ T
RR XYX

eeeeE  ˆ  ,ˆ  ,ˆ  ,ˆ  ,ˆˆ ηλλ&= ]

 ( ) zKECKAE obsobs +−= ˆ&̂  (32) 

where CKAA obs−=
~  is an asymptotically stable matrix and  is the error observer gain matrix obsK 10. The error 

observer gain matrix is designed by pole placement techniques by specifying the eigenvalues of A~  to be 4 times  
faster than that of A . 

The NN is a SHL NN having the input vector, 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]TT
d

T
d

T
d

T
dX

T
dXY

T
d tttVtttRtt γψλλνµ                      1 T

d=  (33) 

where the bar and subscript signify vectors of delayed values of the signals d 10. The input vector represents the 
time histories of input and output data required by the NN to reconstruct the states of the unknown dynamics in eq. 
(16)-(18). The input-output map of the SHL NN is given by  

 ( )µσν TT
ad NM=
r

  (34) 

where σ  is the so-called squashing function. The NN is trained online with the adaptive law 11 

 
( )

( 'ˆ,Proj

ˆ,Proj

σµ

σ
TT

N

T
M

MBPENN

BPEMM

Γ−=

Γ−=
&

&

) (35) 

where is a projection operator ( )⋅⋅,Proj 15, the term BPETˆ  is the training signal for the NN,  and 0>ΓM 0>ΓN  are 
the adaptation gains. The adaptive law in eq. (35) guarantees (subject to upper and lower bounds on the adaptation 
gains) that all error signals and the NN weights are uniformly ultimately bounded 11. 

PCH is introduced to protect the adaptive law from effects due to actuator rate and position limits, unmodeled 
actuator dynamics and to protect the adaptive process when it is not in control of the plant 12. The main idea behind 
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the PCH methodology is to modify the reference command in order to prevent the adaptive element from adapting to 
these actuator characteristics. This is commonly done by generating the command using a reference model for the 
desired response. The reference model is ‘hedged’ by an amount equal to the difference between the commanded 
and an estimate for the achieved pseudo-control 12. Note that since we are commanding acceleration (eq. (26)), the 
acceleration dynamics are treated as actuator dynamics and hedged. 

The estimate of the achieved pseudo-control is given by 
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X λ
ν λ

λ cos
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−
=   (36) 
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XY
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a

  (37) 

  −=ν̂  (38) 
RFR

where the acceleration signals ,  and  are computed from the achieved inertial acceleration and by 

inverse transforming eq. (26). The hedge signals are given by 
xFa

λ xyFa
λ RFa

  (39) 
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The reference models are then updated with the hedge signals as shown below, 

  (40) 
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C. Converting Acceleration Commands into Autopilot Commands 
In this section, we describe the process of converting the inertial acceleration commands comA

r
 from the 

guidance algorithms of the follower (eq. 26) and leader (eq. 9) aircraft into commands for the autopilot. The gravity 
vector is subtracted from comA

r
 to form the commanded specific force vector, which is basically the desired 

aerodynamic plus thrust force vector divided by mass. 

 [ ]Tcomcom gAF   ,0  ,0−=
rr

 (41) 

The commands to the inner-loop controller are the body frame x-axis and z-axis specific force commands 
, and the bank angle command 

comcom zxB ff B  , comφ . The commanded specific force vector comF
r

 is rotated into the 
body frame axes to form the above commands. This is accomplished by rotating through the Euler angles ψ  
(heading), θ  (pitch), and comφ  (roll). The intermediate frame formed after the ψ  andθ  rotations is called the 2-

frame for convenience. The bank angle command comφ  rotates the comF
r

 components in the 2-frame comf
r

2 , to the 

body frame components comB f
r

. 

 ( )[ ] comVcom FLf
rr

θψ ,22 =  (42) 
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  (43) ( )[ ]
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 22 φ=  (44) 

The components of the commanded vectors in eq. (42) and (44) are given by 

 ,   

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

com

com

com

z

y

x

com

f

f

f

f

2

2

2

2
r

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

com

com

com

zB

yB

xB

comB

f

f

f

f
r

The situation after rotation into the 2-frame is shown in figure 5. Figure 5 depicts the view from the front of the 
aircraft, with the X-axis coming out of the page. 

 

Z2 

Y2
comzf2−

comyf2

YB

comφ

ZB 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Front view of the 2-frame and body frame 
 

From figure 5, the bank angle command is constructed as 

 ( )
comcom zycom ffa 22 ,2tan −=φ  (45) 

From figure 5, the body frame z-axis specific force command is given as 

 2
2

2
2 comcomcom zyzB fff +−=  (46) 

The body frame x-axis specific force command is  

  (47) 
comcom xxB ff 2=

IV. Adaptive Autopilot 
We design adaptive controllers for tracking the normal acceleration command , lateral acceleration 

 and bank angle command 
comzB f

0=
comyB f comφ . The throttle controller is a PI controller with an anti-windup feature13 

for tracking speed command V  or a command formed by a combination of the longitudinal acceleration com
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command  and . The reason why we don’t use a pure acceleration command as input to the throttle 
controller is explained below in the section on throttle autopilot.  

comxB f comV

A. Adaptive Normal Acceleration  Control ( )zf
The control design is based on the JDAM approach to adaptive autopilot design in [14]. This approach uses an 

inverting controller augmented by the output of an adaptive NN for pitch rate  control in the inner loop, and a PI 
controller for  control in the outer loop (figure 6).  

q

zf
The inverting controller in the inner loop is based on the short period approximation of the longitudinal aircraft 

dynamics, 
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⎦

⎤
⎢
⎣

⎡
q&
&α

e
M

u
Z

q
MM

u
Z

δ
α

δ

α

α

α

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
+⎥

⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

ˆ

ˆ

ˆ       ˆ

1        
ˆ

 
0

q

0  (48) 

where  is the equilibrium flight speed and “^” represents an estimated quantity in the model. The true q  
dynamics are given by 

0u

 ( )eq xfq δ,=&  (49) 

where x  is the state of the plant.  Using the linear approximation to the  dynamics in eq. (48), the true q  
dynamics can be represented as  

q

 ( ) ( )eqqeqq xxeMqMMq δνδδα δα ,,ˆˆˆ ∆+=∆+++=&  (50) 

where ,  is the pseudo-control signal, and eMqMM qq δαν δα
ˆˆˆ ++= ( ) ( ) qeqeq xfx νδδ −=∆ ,,  is the modeling 

error. Then can be solved for the actuator command input  as qν
comeδ

 ( )qMM
M

qqecom
ˆˆ

ˆ
1

−−= ανδ α
δ

 (51) 

The pseudo-control  is constructed as qν

 ( ) qadcpcrmq qqK
qq

ννν −−+=  (52) 
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Figure 6. Adaptive Normal Acceleration Controller 
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 ( ccom
q

crm qqv
q

−=
τ
1 )   (53) 

where ,  is the pseudo-control signal, and eMqMM qq δαν δα
ˆˆˆ ++= ( ) ( ) qeqeq xfx νδδ −=∆ ,,  is the modeling 

error. Then can be solved for the actuator command input  as qν
comeδ

 ( )qMM
M

qqecom
ˆˆ

ˆ
1

−−= ανδ α
δ

 (51) 

The pseudo-control  is constructed as qν

 ( ) qadcpcrmq qqK
qq

ννν −−+=  (52) 

 ( ccom
q

crm qqv
q

−=
τ

)1   (53) 

where  is the reference pitch-rate command, obtained by filtering the raw pitch-rate command  through a 
first-order reference model with time constant , 

cq comq

qτ
qcrmν is a feed-forward signal from the reference model, 

 is a proportional control gain, and 0>
qpK

qadν  is the output of a SHL NN. The reader is referred to [14] for 

further details.  
The reference model is hedged to prevent the adaptive law from adapting to the nonlinear actuator 

characteristics. 
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 (54) 

where  is an estimate of the actuator deflection obtained by means of an actuator model. Figure 7 shows a block 
diagram representation of the adaptive pitch-rate control system. 

eδ̂

The assumption of perfect inner-loop tracking of  enables the analysis and design of the PI controller in the 
outer-loop. Consider the following short-period approximation of the longitudinal dynamics with normal 
acceleration at the c.g. as the measured output, 

cq
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  (56) qZZf += α qz α

The transfer function from eδ  to q  is given by 
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Figure 7. Block diagram representation of Adaptive pitch-rate control system 

 and the transfer function from eδ  to  is given by zf
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Making the assumption δαδ MZZ << , the transfer function from  to  is given by q zf

 ( )
( )
( ) 0,

,
, / uZs

Z
sG

sG
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e

ez
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q
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qf

α
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δ
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==  (59) 

Assuming perfect inner-loop tracking, i.e, qqc = , allows us to represent the transfer function from  to q  as comq

 
( )
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==
ssq

sq
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qcom
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com τ
 (60) 

The block diagram of figure 6 can be idealized to the block diagram of figure 8. The analysis of the transfer function 
in figure 8 gives the loop transfer function 

 ( )
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=  (61) 
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The choice 
0u

Z
K

K

z

z

p

I α−=  results in a pole-zero cancellation, which leads to the following closed-loop transfer 

function 
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Note that since and 0<αZ 1
0

>>
u
Zα , the pole-zero cancellation in eq. (61) does not cause problems despite 

parametric uncertainty in . The PI controller gains can be obtained by choosing a desired natural frequency αZ nω  
and damping ratio ς  for the closed-loop transfer function in eq. (62). 
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q ζω
τ
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= , 
αζ
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02 u

K n
Iz ζ

ω
−=  (63) 

B. Adaptive Lateral Acceleration ( )yf  Control 
Lateral acceleration control is almost identical in structure to normal acceleration control. The difference from 

the normal acceleration controller lies in regulating a blended output variable rCy rlat += β  in the inverting inner-
loop controller instead of just the yaw-rate r . The reason lies in the fact that the transfer function from ( )srδ  to 

 has a zero close to the origin, the effect of which is to produce a very slow mode when the dynamic inversion 
is inexact. By redefining the output to be controlled in the inverting inner-loop as , the zero of the associated 
transfer-function can be placed at a desirable location. The reader is referred to [14] for details. 

( )sr

laty

C. Adaptive Bank Angle ( )φ  Control 
Compared to and  control, adaptive bank angle control is straightforward. This is because the transfer 

function from the aileron 
zf yf

aδ  to the bank angle φ  is minimum phase. The true bank angle dynamics can be given as 

  (64) ),( alatrollarolllatroll xBxA δδφ ∆++=&&

where  represents the state vector for the lateral-directional dynamics,  and  are row 
vectors that come from the linear model obtained at the trim flight condition, and 

[ T
lat rpvx φ,,,= ] rollA rollB

),( aroll x δ∆  is the modeling 
error. Inversion-based control is designed as 
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 ( latrollroll
roll

coma xA
B

−= νδ 1 )  (65) 

where the pseudo-control rollν  is given as 

 ( ) ( ) φνφφφφνν
φφφ adcdcpcrmroll KK −−+−+= &&  (66) 

where  and cc φφ &,
φ

ν crm  refer to the outputs of a second-order, linear reference model. The reference model is 

hedged to prevent the adaptive law from adapting to the nonlinear characteristics of the actuator. 

  (67) cncncomncrm φωζφωφων
φφφφ φ
&222 −−=

[ ] [ ] ( )
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δδδδννν
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BBxABxA
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−=+−+=−=

&&

ˆ ˆˆ

fKVVe +−= 0>K

 (68)  

where  is an estimate of the aileron deflection. aδ̂

D. Throttle Control 
The throttle controller is a PI controller with anti-windup feature for commanding throttle position . There 

is a stability issue when we use a pure acceleration command, , as input to the throttle controller. 
This stability issue is particular to our aircraft model and occurs when sharp heading turns are commanded. This is 
due to the fact that the guidance logic generates an excessive negative acceleration command along the X-axis of the 
body frame when starting a heading turn and this causes saturation into the lower bound of the throttle, ultimately 
leading to instability of the entire closed-loop system. So, we modified the command to the throttle controller as, 

comTδ

xxx ffe
cmdcmd

−=

  , for the leader aircraft, and (69) LcomLx VVe
cmd

−=

 ,  for the follower aircraft  (70) 
cmdcmd xxFcomFx x

where  is the commanded speed of the leader, and  refer to the leader and follower speeds. There is a 
trade-off with the range tracking performance as a result of the command modification to the throttle controller. For 
the follower aircraft, using as throttle controller command, reduces the transient speed of response of the 
range variable and the desired steady-state with respect to range is not exactly achieved, even when the leader stops 
maneuvering. The gain  has to be chosen carefully, to get acceptable range tracking performance while not 
saturating the throttle controller. In case there is no danger of saturating the throttle by commanding negative 
acceleration along the body X-axis, for e.g., if spoilers can be deployed for additional drag, it should be possible to 
use  as input to the throttle controller.  

comV FL VV ,

cmdFxe

xK

cmdxe

V. Nonlinear Simulation Model 
The aircraft to be employed for the formation flight experiment is an unmanned, fixed-wing aircraft called the 

Sig Rascal 110. Figure 9 shows a picture of this aircraft.  
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 Figure 9. Sig Rascal 110 
 
Data pertaining to this aircraft was obtained by applying methods of parameter identification to data obtained 

from a flight test. A nonlinear 6-DOF simulation with linearized aerodynamics is used for the testing of the control 
and guidance algorithms for formation flight. A minimum number of sensors were assumed in developing the 
simulation and a nominal autopilot. Quaternion attitude angles are obtained by integrating the rate gyros. The 
simulation model is a rigid body aircraft model with 13 states, 3 for position with respect to the Earth-fixed frame, 3 
for translational velocity expressed in the body frame, 4 for the quaternions and 3 for the angular velocity expressed 
in the body frame. Engine thrust is obtained from a linear interpolation map of throttle position. The actuators are 
modeled as first-order, stable linear filters with rate and position limits and time delays. 

 ( ) ( ) ( )( )[ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−= ttt dcmd

a
δτδ

τ
δ sat1sat& ]  (71) 

where ( )tcmdδ  is the actuator command signal at time t, ( )tδ  is the actuator output at time t,  is a linear 
saturation operator, 

( )⋅sat

aτ is the actuator time constant, and dτ  is the time delay. 

VI. Simulation Results 
We demonstrate closed-loop formation flight results for three sets of leader aircraft maneuvers. The leader 

maneuvers by tracking waypoints in the inertial reference frame. Three sets of waypoints are prescribed: 1) 
waypoints in the inertial X-Z plane, requiring the leader to climb and descend, 2) waypoints at the corners of a 
square box in the inertial X-Y plane, requiring the leader to make sharp heading changes at the corners of the box 
while holding altitude, and 3) waypoints prescribed at the corners of a slanted box in 3D space, requiring sharp 
heading changes, climbing and descending motions of the leader. The three sets of waypoints require increasing 
levels of maneuvers from the leader. The objective is to investigate the range tracking performance of the follower 
aircraft in presence of leader maneuvers. 

The range command is set to  meters, which is slightly less than 2 wing-span lengths. The wing-span 
length of the simulated aircraft is  meters. The commanded speed of the leader aircraft is 

5=comR
8.2=b 25=comV  

meters/sec. The initial conditions for the leader and follower is the trim condition of steady, level flight. The leader 
initial position is at (0,0,0) meters and the follower initial position is at  (-10,0,5) meters. The gain  in eq. (70) is 
optimized for the 3 maneuvers and set to 0.1. The simulation is terminated when the leader aircraft approaches 
within 20 meters (eq. 5) of the last waypoint. The plots shown are used to demonstrate the tracking 
performance of the guidance and control law over the range of maneuvers. 

xK

=mind

 
Case 1: Waypoints in inertial X-Z plane

Figure 10 shows the 3 D trajectory of the leader and follower. The red circle and blue triangle at the bottom right 
of the figure are the initial positions of the leader and follower respectively. Note that the Z-axis scale is magnified 
compared to the X axis. Figure 11 shows the range tracking performance. Note that the maximum overshoot from 
the commanded range is less than 1 meter in the presence of leader maneuvers. The performance is very much 
acceptable.  
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Figure 10. 3D Leader and Follower Trajectory, in meters (Case 1) 
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Figure 11. Range Tracking Performance, in meters (Case 1) 

 
Figure 12 shows the specific force tracking performance for both leader and follower aircrafts. Notice that the 

tracking performance of  for the leader and follower aircraft (top subplots) is not good as that in the z-axis. 
The reason is the choice of command to the throttle controller (eq. 69 –70). Figure 13 shows the Euler attitude 
angles of the leader and follower aircraft. Figure 14 shows the actuator histories for the leader and follower. 
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Figure 12. Specific Force Tracking (left = Follower, right = Leader), in m/s2 (Case 1) 
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Figure 13. Euler Attitude Angles (left = Follower, right = Leader), in deg (Case 1) 
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Figure 14. Actuator Histories (left = Follower, right = Leader) (Case 1) 
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Case 2: Waypoints at the corner of square box in inertial X-Y plane 
 
Figure 15 shows the 3D trajectory of the leader and follower from the top view. Figure 16 shows the range 

tracking history. Note that the maximum overshoot from the commanded range is less than 2 meters in the presence 
of leader maneuvers. This implies a slight deterioration compared to the tracking performance in figure 11. The 
overshoots occur when the leader aircraft commands a change in heading after passing through a waypoint. Overall, 
the performance is still acceptable. 
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Figure 15. 3D Leader and Follower Trajectory, in meters (Case 2) 

 

0 10 20 30 40 50 60 70 80 90
3

4

5

6

7

8

9

10

11

12

ra
ng

e 
(m

)

Rcom
hedged Rc
R

 
Figure 16. Range Tracking Performance, in meters (Case 2) 
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Figure 17 shows the specific force tracking performance for both leader and follower aircrafts. The tracking is 
fairly acceptable for the normal acceleration and lateral acceleration commands, for both the leader and follower. 
Figure 18 shows the Euler attitude angles histories. The bottom subplots show the bank angle command tracking for 
both the leader and follower. The tracking is very good. Figure 19 shows the actuator histories for the leader and 
follower. 
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Figure 17. Specific Force Tracking (left = Follower, right = Leader), in m/s2 (Case 2) 
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Figure 18. Euler Attitude Angles (left = Follower, right = Leader), in deg (Case 2) 
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Figure 19. Actuator Histories (left = Follower, right = Leader) (Case 2) 

 
Case 3: Waypoints at the corner of slanted box in 3D inertial space 

 
Figure 20 shows the 3D trajectory of leader and follower for the last maneuver. This maneuver differs from the 

preceding one in that after passing through the first waypoint the leader turns and climbs to 50 meters, does another 
turn while holding altitude, and finally returns to the starting point by turning and descending. The length of the box 
is also smaller indicating that the turns in this case are more severe than in case 2. 

Figure 21 shows the range tracking performance. The plot shows the tracking is degraded compared to the 
tracking in case 1 (figure 11) and case 2 (figure 16). The maximum overshoot has been increased to almost 3 meters, 
showing the effect of the leader maneuvers on the tracking performance. Figure 22 shows the specific force 
command tracking histories. Figure 23 shows the Euler attitude angles histories. Figure 24 shows the actuator 
histories. The plots show acceptable tracking performance and reasonable actuator behavior. 

 
 

-400
-300

-200
-100

0

0

100

200

300

400

500

0
20
40

X (m)
Y (m)

-Z
 (m

)

Leader
Follower

Directio
n of M

otio
n Waypoints 

 
Figure 20. 3D Leader and Follower Trajectory, in meters (Case 3) 
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Figure 21. Range Tracking Performance, in meters (Case 3) 
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Figure 22. Specific Force Tracking (left = Follower, right = Leader), in m/s2 (Case 3) 
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Figure 23. Euler Attitude Angles (left = Follower, right = Leader), in deg (Case 3) 
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Figure 24. Actuator Histories (left = Follower, right = Leader) (Case 3) 

VII. Conclusions 
The paper presents an adaptive guidance and control law algorithm for implementation on a pair of Unmanned 

Aerial Vehicles (UAVs) in a 6 DOF leader-follower formation flight simulation. The follower aircraft guidance law 
is designed on the assumption that the follower aircraft is equipped with an onboard camera for passive sensing of 
the relative distance and orientation to the leader aircraft. One conclusion of this paper is that the adaptive velocity 
based guidance law developed on the assumption of point-mass aircraft models and first-order autopilot modeling1, 
always results in a tail-chase situation for the follower aircraft and is inappropriate for application in a 6 DOF 
setting. With this velocity based guidance law, the range tracking performance is highly degraded in the presence of 
leader aircraft maneuvers. The adaptive acceleration based guidance law presented in this paper makes the range 
tracking more robust to leader maneuvers, and the adaptive autopilot design reduces the dependence of the overall 
controller design on the aircraft aerodynamic data. Future research will be directed towards integrating the guidance 
and controller design with the vision components of the flight control system, and flight testing. 
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