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SUMMARY 

The ability to predict quantitatively the deposition of aerosol 

particles onto surfaces adjacent to moving gas streams represents an 

important requirement for several industrial design applications. Un

fortunately, the available theoretical techniques developed to date for 

predicting aerosol deposition fall short of this requirement. The pur

pose of this research effort is to develop theoretical solutions for 

aerosol concentration distribution and deposition flux for several flow 

configurations of practical interest. The effort is divided into two 

categories: deposition in the absence of electrical forces and depos

ition in the presence of electrical forces. The various analyses in

cluded herein are focused toward the turbulent flow case and include 

consideration of particle coagulation to the extent possible. Several 

analytical solutions are found which, in many cases, offer an improve

ment in available prediction capability; however, the major part of the 

effort is devoted to the development of numerical solutions for the 

problems of interest. Advantage is taken of the discrete-ordinate met

hod to achieve accurate results when coagulation effects are included. 

The results of the investigation might be summarized as follows: 

1. Initial attention was directed toward the deposition of non-

coagulating, neutral aerosols from turbulent pipe flow and from turbul

ent boundary layer flow. It was found that a mixing-length hypothesis 

provided a basis for constructing an analytical approach for conveniently 

predicting, with reasonable accuracy, aerosol deposition from these two 
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flow configurations when electrical effects are absent. Also obtained 

were some numerical solutions for the pipe flow case, and comparison of 

results predicted by the analytical solution with the numerical results 

and with available experimental data indicates that the mixing-length 

hypothesis appears to offer an advantage relative to other available 

approaches to predicting aerosol deposition. 

2. An analysis of the influence of coagulation upon the overall 

deposition of neutral aerosols indicates that there is little effect 

upon overall mass transport for the conditions chosen for study. The 

versatility of the discrete-ordinate method for computationally pro

cessing the equations representing the aerosol system is clearly ob-

s e rve d, however. 

3- The approach was then extended to include problems involving 

significant electrical forces. The analysis was directed toward the 

electrostatic precipitation problem. Numerical solutions for aerosol 

behavior within the conventional pipe-wire precipitator indicate that 

the present approach is superior to the standard Deutsch formula, of 

use in the precipitator design field. Correlations of the numerical 

solutions are included for practical application. 

h. The influence of turbulent diffusion was found to be small 

relative to overall deposition in the presence of electrical forces, 

although its influence upon particle concentration profiles is more 

significant. For configurations in which electrical-field gradients 

are not large, turbulent diffusion can be neglected, even with respect 

to particle concentration distributions. 

5. Calculations were also made of space-charge deposition within 



xvii 

two-dimensional channel flow for representative conditions. A study 

of "bipolarly-charged aerosol behavior within a two-dimensional channel 

represented the most complete application of the formulation. Results 

indicate a potential for further useful application of the approach 

developed herein. 



CHAPTER I 

INTRODUCTION 

Background and Perspective 

The ability to predict quantitatively the deposition of aerosol 

particles onto surfaces adjacent to moving gas streams represents an 

important requirement for several industrial design applications. For 

example, one must be able to make reasonably accurate estimates of the 

deposition of radioactive particles from gas flows within the ductwork 

associated with nuclear reactors. In addition, obtaining representative 

aerosol samples from these and other similar flows represents an impor

tant and often difficult task requiring some knowledge of the errors 

incurred by losses due to deposition. Aerosol, deposition is a funda

mental mechanism utilized in several air-deeming equipment applications 

and is a major concern of air pollution control efforts. The variety 

of engineering problems associated with aerosol deposition warrants 

some effort to develop reliable techniques for predicting such behavior. 

Unfortunately, the available theoretical techniques developed to date 

fall short of these requirements in their reliability for accurately 

predicting the behavior of aerosol suspensions. The scarcity of exper

imental data has conti'ibuted to the uncertainty associated with the 

application of these theories, and consequently results given by the 

most applicable of these theories often can be described as only quali

tatively accurate. 
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There appears to be two rather general subdivisions of the sub

ject which can be identified: deposition of aerosol particles in the 

absence of significant electrical forces and deposition under conditions 

where electrical forces are at least significant, if not predominant. 

To the first classification, one can assign those problems associated 

with radioactive particle deposition, aerosol sampler losses, and sev

eral inertial particulate-fluid separation techniques, among others, 

whereas to the latter, one can assign the important class of problems 

associated with electrostatic precipitator design. Although many other 

examples could be cited, it is to the applications mentioned that the 

present effort is addressed. 

Definition of the Problem 

Three representative and important problems associated with 

aerosol deposition are those of fully-developed? incompressible tur

bulent pipe flow, incompressible two-dimensional turbulent boundary-

layer flow on a flat plate, and incompressible two-dimensional turbulent 

channel flow, involving in each case suspensions of either liquid or 

solid particles within a gaseous medium. This set of problems involves 

the more basic fluid-dynamic configurations, which have, on the other 

hand, occurred often in design application. 

There are several reasons for restricting the present effort to 

incompressible flow. First, flow velocities encountered in those appli

cations of interest here are much less than sonic velocities, and hence, 

compressibility effects can be neglected. Note that the term incompress

ible is made in reference to the fluid medium and to the material 
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composing the aerosol particles, not to the local concentration of aero

sol particles, which in fact does vary throughout the flow. Second, 

the assumption will be introduced later that a particle does not rebound 

on striking a surface, so that impact alone is sufficient to insure de

position, and that the fluid velocity is not so great as to be effective 

in dislodging particles from the surface by means of friction. Both 

elements of this assumption require relatively low flow velocities, 

which again precludes the necessity for including consideration of com

pressibility. 

Consideration of the effects of turbulent flow is included in 

this study for several reasons. Among these are, first, that turbulent 

flow conditions are encountered quite often in practice and can, in 

fact, be regarded as the more common occurrence. Further, deposition 

in the absence of electrical forces and under flow conditions other 

than turbulent is usually of negligible proportions. 

Finally, the study here includes, insofar as possible, the effects 

of particle coagulation as a result of interparticle collisions. The 

technique used to accommodate particle coagulation into the analyses 

represents one of the more important aspects of this research effort. 

The technique, known commonly as the discrete-ordinate method, repre

sents a powerful numerical tool exploited, in recent years in the study 

of rarefied gas dynamics. Details of this technique are given later 

when specific examples are considered. Although primary emphasis is 

placed upon obtaining results for aerosol deposition, general attention 

is directed also toward obtaining solutions for aerosol particle number 

concentration distribution throughout the flowfields of the problems 
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of interest. 

In summary then, the purpose of this research effort is to deve

lop theoretical solutions for aerosol concentration distribution and de

position flux for several flow configurations of practical interest. 

The analyses are focused toward turbulent flow and include a consider

ation of particle coagulation to the extent possible. Initial attention 

is directed toward the uncharged particle case, and the development is 

then extended to include electrical force effects. A review of the 

pertinent literature follows the same structural outline, and compari

sons of the results with available experimental data are included. How

ever, a discussion of the relevant literature is logically associated 

with the development of background material for each of the subdivisions 

and therefore is included 'with the latter rather than in this chapter, 

as is perhaps more customary. 

Much of the mathematical development has been relegated to sev

eral appendices in order to provide a continuous overview of the results 

obtained. Nevertheless, the appendices should be considered to be an 

integral part of the presentation, as they contain many of the more im

portant specific details of the development. The framework of the 

analyses are structured around the basic conservation equations of 

fluid dynamics, with such subsidiary relations and equations as are 

necessary to form a closed system in the mathematical sense. 
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CHAPTER II 

DEPOSITION IN" THE ABSENCE OF ELECTRICAL 

FORCES AND COAGULATION EFFECTS 

This chapter presents the results of an analysis made of neutrally 

charged aerosol particle deposition from fully-developed turbulent flow, 

based on the mixing-length hypothesis. Consideration is devoted to two 

representative and important problems associated with aerosol deposition: 

namely, fully-developed turbulent pipe flow and two-dimensional turbul

ent boundary-layer flow on a flat plate. 

It is the purpose of this chapter to outline an analytical ap

proach for conveniently predicting, with reasonable accuracy, noncoau-

lating aerosol deposition from fully-developed turbulent pipe flow and 

from two-dimensional turbulent boundary-layer flow. In addition, pre

sented also are the results of some associated detailed numerical sol

utions for noncoagulating aerosol concentration distributions and sur

face deposition characteristics for turbulent pipe flow. 

Background and Previous Efforts 

The mechanism for deposition from gas flows is related to the 

impact of suspended particles upon a bounding surface and their sub

sequent retention by the surface as a result of, for example, van der 

Waal's forces, electrostatic forces, or by the surface tension of en

trained water vapor at the particle-surface interface. The nature and 

efficiency of these bonding forces is a complicated subject itself, as 
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is the influence of the interaction between the adhering particles and 

the adjacent moving fluid stream upon re-entrainment of the adhered 

particles. For particles less than about one micron in diameter and 

for typical engineering materials used for surfaces, it has been found 

that the rate of deposition upon a surface can be taken as very nearly 

equal to the rate at which aerosol particles reach the surface [1]« Thus, 

the problem resolves itself into determining the rate at which particles 

impact upon a surface as a result of interaction of the particles with 

their suspending medium and with various external forces, e.g., elect-

trical, gravitational, etc. 

It would be an exercise in futility to attempt to predict individ

ual particle behavior with respect to deposition from a turbulent stream, 

and one need be concerned only with the statistical probability of de

position, consistent with the classical statistical description of tur

bulent flows in general. The most common avenue of approach to turbul

ent flow problems in the past has been one of the phenomenological 

theories, which have long been of value in basic fluid dynamic descrip

tions of turbulent flows. This chapter outlines the application of the 

mixing-length hypothesis of Prandtl [2] and Taylor [3] to the prediction 

of aerosol deposition and presents both an analytical result useful for 

engineering computations and a series of numerical solutions based on 

the mixing-length hypothesis. 

Previous efforts to provide an analytical basis for predicting 

aerosol deposition from turbulent flows have been limited in number and 

have not attempted to include the effects of particle coagulation. Al

though these studies have been quite similar in approach, one can perhaps 
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distinguish three theoretical investigations which have contributed to 

the establishment of the basis for current thinking regarding this sub

ject. These theories have the common basis in the time-averaged equation 

of continuity for isothermal systems "with approximately constant com

ponent mass densities. Most neglect all terms except the diffusion term 

itself in the equation, and all relate the turbulent mass flux to the 

component concentrations by means of an equivalent Fick's "law" of dif

fusion for turbulent eddy transport. 

As mentioned above, although no published theoretical effort has 

apparently been completed regarding deposition of coagulating aerosol 

suspensions from turbulent streams, several papers have appeared which 

deal with deposition of a noncoagulating aerosol. For example, one 

should mention the early important effort of Friedlander and Johnstone 

[U], who proposed the following model: Particles are diffused by eddy 

motion from the turbulent outer layer to within one "stop distance" of 

the wall. The stop distance is defined as the distance which a part

icle with a given initial velocity will move through a quiescent gas 

before coming to rest as a result of the drag force exerted on the part

icle by the suspending medium. At this distance from a surface, part

icles are supposed to have sufficient momentum to overcome the dif

fusive resistance near the wall and to be deposited on the surface. 

However, Friedlander and Johnstone based the computed stop distance on 

a single constant velocity, namely a root mean square normal turbulent 

fluctuation velocity outside the flow region near the wall. Actually 

one should, in principle, base the stop distance calculation on a local 

fluctuation velocity near the wall at the point from which deposition 



by inertia is being assumed to take place. Their method involves an 

integral of the equivalent Fick's law for eddy diffusion, i.e., of 

J = - e ~ (2.1) 
y dy 

where the flux J is assumed constant (one-dimensional, flat plate sol-

ution) and in which values of eddy diffusivity g, presumed equal to 

the local eddy diffusivity of the fluid, are taken from experimental 

data. 

Davies [5] has obtained a more Justifiable one-dimensional sol

ution for the basic model proposed by Friedlander and Johnstone [^]. 

He proposes that particles diffuse toward the wall to within a distance 

which is equal to the sum of the local stop distance and the particle 

radius. As Friedlander and Johnstone [h~]9 Davies [5] integrates the 

equivalent Fick's law for constant flux (flat plate solution) and in

cludes a correlation for turbulent diffusivity based on several sets of 

experimental data, again with the assumption that particle diffusivity 

is equal to that of the fluid. The results are applied, however, to 

the cylindrical coordinate system of axisymmetric pipe flow. The author 

has obtained solutions for Davies formulation valid for cylindrical 

coordinates (not included herein) which indicate that one cannot be 

arbitrarily selective in applying results for the rectangular and 

cylindrical coordinate systems. Differences are particularly evident 

when the particle size-pipe radius ratio is not very small. 
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A method similar to those Just mentioned was given hy Beal [6] 

who attempted to include a solution valid for cylindrical coordinates. 

However, he assumed that the radial particle flux for pipe flow was pro

portional to the distance from the centerline, whereas, in fact, contin

uity required that the radial flux he more nearly inversely proportional 

to distance from the centerline. Moreover, he assumed that 

the radial velocity of the fluid close to the wall is equal to the 
axial velocity, and that the particle velocity toward the wall is 
one-half of this (to account for the velocity fluctuations being 
directed both toward and away from the wall). 

This latter is considered an unrealistic assumption, even hy Beal [6]. 

Several other efforts could be mentioned (see Sehmel [7]3 

Schwendiman and Postma [8], Kneen and Strauss [9], Wells and Chamberlain 

[10]), but the methods used are all similar and are fundamentally based 

on the stop-distance concept. 

An interesting and important recent effort reported by Sehmel [11] 

examines the influence of removing two of the assumptions made in the 

deposition theories just discussed, namely those regarding equality of 

particle and fluid diffusivities and equality of particle and fluid root-

mean- square turbulent fluctuation velocities. Sehmel begins with the 

realization that these two assumptions may not be correct and determines 

what dependence these variables must have upon other parameters of the 

problem in order that theoretical calculations agree with experimental 

data. In other words, Sehmel attempts to "back calculate" particle dif-

fusivity and rms fluctuation velocity from experimental deposition data. 

Also presented is a purely empirical correlation equation for the experi

mental deposition data he examines. Further discussion of Sehmel's 
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results is presented later in this chapter, and comparisons of his cor

relation results with present results are shown. 

Basic Concepts and Governing Equations 

The behavior of discrete particles in a turbulent fluid depends 

to a significant extent on two important parameters characterizing the 

flow. These are the concentration of the particles and their size rela

tive to the scale of turbulence of the fluid, as noted by Hinze [12]. 

When the particle concentration is relatively large, significant coup

ling of the fluid-particle behavior occurs due to the mutual hydrodynamic 

interaction and to direct interaction resulting from interparticle col

lisions. The fluid-particle interaction at high particle concentration 

can result in significant alteration of the fluid flow and can contribute 

to additional damping of the turbulence., An upper limit of about one 

percent concentration by volume for significant interaction has been 

indicated by several investigators [33> p. l85]« For particles having 

9 / 3 one-micron radii, this corresponds to 10 particles/cm , and for ten-

6 3 
micron particles, this corresponds to about 10 particles/cm . Particle 

collisions may result in coagulation or, in principle, de-agglomeration. 

However, the probability of coagulation or agglomeration normally far 

exceeds that of de-agglomeration, and the effect of the latter for aero

sols of interest here can be neglected. The effect of particle coagula

tion upon deposition is an interesting point to be demonstrated by the 

results of an extension of this effort in Chapter III. 

An important parameter to consider is the size of the particles 

relative to the scale of turbulence within the flow. If the particles 
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are small compared with the smallest scale of turbulence and if their 

density is not much greater than that of the fluid, they tend to follow 

the detail turbulent components of the fluid. On the other hand, if 

the particles are large compared with the scale of turbulence, the part

icles tend to follow only the larger scale turbulent motions. A para

meter which characterizes the scale of turbulence is the so-called mix

ing length hypothesized by Prandtl [2] and Taylor [3], which roughly 

indicates the distance within the flow over which the fluid mass approxi-

•x-
mately retains its identity . A particle entrained within an eddy thus 

retains its momentum components over a distance which is on the order of 

the local mixing length, unless the inertia of the particle is suffi

ciently large to prevent its complete entrainment with the eddy. The 

inertia of a suspended particle has traditionally been identified with 

its so-called stop distance, which was defined earlier. If the initial 

velocity is taken to be the root-mean-square turbulent velocity component 

in some particular direction, then one can define an important "relative 

entrainment parameter" as 

d 

0 = 4 (2-2) 

Individual mixing lengths have been defined for momentum, heat, and 
mass transport. For flows for which gravitational effects or centri
fugal forces do not play a role, these three lengths are of the same 
order of magnitude [105]. Reference is here made to the mixing length 
for momentum transport. 
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where d is the particle stop distance based on the rms velocity eval

uated at a point and £ is the fluid mixing length at that point. If 

this ratio is much greater than unity, one can expect that the stop 

distance might be used to characterize the distance over which a part

icle can be expected to retain its initial course. However, if the 

relative-entrainment parameter is small., then the mixing length might 

be taken as the characteristic distance associated with the maintenance 

of the initial motion identity of the particle. It is this latter point 

which appears to offer an improvement in the fundamental hypotheses upon 

which earlier theoretical considerations were based. 

For example, using d ̂  = T*V' (with x.̂  given by the definition 

following equation (2.3) and with v' „ given by equation (A.6)) and 
i"*" 

using l^ = £u #/u (with £ given by equation (B.10) for y > 5 and by 

0.378 y^ for y^ ~ 5) , one can show that for typical data such as that 

of Montgomery and Corn [15] the parameter 0 is as shown in Table I. 

Table 1. Relative Entrainment Parameter 

y 
R 0 

1.0 0.000^1 

0.1 0.0012U 

0.01 0.0029 

0.001 0.29 

0.0001 0.35 

* 
The appropriate nondimensionalization definitions are given in 
Appendix B. 
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As y/R approaches zero, 0 approaches (p /p )(a/R) Re Y/5^« 

Although the detailed interaction dynamics of individual particles 

of arbitrary size and concentration in a turbulent fluid medium is not 

discussed here, it is important to mention the theoretical study made 

by Tchen [13] on the motion of an individual small particle suspended 

in an isotropic turbulent fluid. On the basis of several reasonable 

assumptions, Tchen [13] found that, in general, for long diffusion times 

the coefficient of diffusion for discrete particles was equal to that 

of the fluid medium. Further, for short diffusion times, the difference 

between the two diffusion coefficients is very small for particles of 

unit density having diameters of the order of one micron. The assump

tion of equality of particle and fluid dLffusivities for these types of 

particles is reasonable, although for much larger particles or for part

icles having higher material density the assumption becomes questionable. 

However, the problem of particle diffusivity in the nonisotropic turbu

lence near a wall remains unresolved, as does the question regarding 

particle rms turbulent fluctuation velocities. 

Soo and Tien [1*+] investigated the effect of the wall on two-

phase turbulent motion (solid particles in a gas). Their analysis indi

cates that the effect of the wall on particle diffusivity is secondary, 

although the presence of the wall affects the intensity of motion of the 

particles to a greater extent. Some additional discussion relative to 

particle response to turbulent fluctuations is presented in Appendix A. 

In consideration of these results, one may reasonably retain the 

assumption of equality of particle and fluid diffusivities but include, 

at the same time, a specification of particle rms fluctuation velocity 
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with respect to the local fluid fluctuation velocity. The effect of 

the nonisotropic conditions near the wall will be included in the pre

sent analysis as a result of the following argument. Due to the induc

tion period required for accommodation of particle velocity to that of 

the local fluid, one expects that the particle velocity at a given point 

to be related to its velocity at a point further from the wall, the 

change being due to relaxation of particle-fluid velocity difference 

during transit time between the two points. The effect can be expected 

to increase with increasing particle density,. 

An approximate differential equation for particle fluctuation 

velocity which is obtained in Appendix A is, in nondimensional variables, 

dv' v' 
P* 1 / * \ , 

= r (I-,TT- » (2.3) ay* T* \ v. 
• * 

where v' ( = v'/u ) and v' ( = v'/u ) are particle and fluid rms 
P* P z* ** t z* 

fluctuation velocities normal to the wall at a nondimensional distance, 

y^, from the wall respectively, and T* is the nondimensional Stokes 

1 ° — 2 
relaxation time given by T* = TTT (a/R)'~(p /pf)[Reu /u ] . equation 

(2.3) which relates particle rms fluctuation velocity, fluid rms fluct

uation velocity, and the Stokes relaxation time is a nonlinear differ

ential equation. Numerical solutions to this equation as well as an 

asymptotic expansion for the solution valid for small T* are also 
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presented in Appendix A. Further discussion relative to the appearance 

of rms fluctuation velocities in equation (2.3) is presented in Appendix 

A. 

Another fundamental assumption made in the present study is that 

particle concentration is sufficiently large to permit defining a stat

istical probability of concentration (or concentration, for brevity), 

but not so large that a significant effect upon the flow characteristics 

of the fluid medium is encountered. Thus, one can examine the time-

averaged equation of continuity for an isothermal polydisperse aerosol 

system "with constant fluid mass density 

^ + u • vn = I - v • J (2.U) 

where n(a, x, t) is the time-averaged number concentration distribution 

function of particles that have radii between a and a + da; t is time; 

u is the particle time-averaged velocity vector; I is the rate of change 
—* 

of number concentration, n, as a result of coagulation; and J is the mass 

flux of particles of radius a. The number concentration, n, is a distri

bution function with respect to particle radius. Once it is determined, 

changes in the particle size distribution are known and hence the behav

ior of the system is defined. In order that a solution for n be obtained, 

several additional quantities must be specified. The particle mass flux 

J must be related to the number concentration; this has traditionally 
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been accomplished by means of Fick's law of turbulent diffusion, i.e., 

J = - eVn (2.5) 

in which e is the turbulent diffusivity. Transport by molecular dif

fusion can be included in an analogous manner. Here the mixing-length 

hypothesis of Brandt1 [2] and Taylor [3] is employed, which for the y-

component of the mass flux can be written as 

j = . £ uJL| * (2.6) 
y 'dyi dy 

where u is the x-component of the particle mean velocity vector. In 

the absence of external body forces (such as gravitational, electrical, 

etc.) acting upon the suspended particles, the mean particle axial vel

ocity, u , is taken to be the same as that of the surrounding fluid. 

Note that the mixing length may be a function of location within the 

flow. 

The boundary conditions imposed on the solution of equation (2.k) 

represent an extremely important consideration relative to the overall 

usefulness and accuracy of the results. With regard to predicting de

position, the most important boundary condition is that near the bound

ing surface upon which deposition is taking place. As previously 
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indicated, no particle reflection or re-entrainment from surfaces is 

assumed; thus, one is concerned with the particle flux toward the wall. 

Previous theoretical results (e.g., Davies [5], Beal [6]) have 

been based on the assumption that turbulent eddies diffuse suspended 

particles toward regions of reduced concentrations as near an absorbing 

wall, until the particles reach a point located one stop distance plus 

the particle radius from the wall. However, calculations such as those 

presented earlier indicate that for typical aerosol particles in a gas 

such as air the local mixing length for pipe flow or flat plate flow 

very often exceeds the particle stop distance (based on local turbulent 

rms fluctuation velocity). It would thus appear that the mixing length 

should replace the stop distance in the above fundamental hypothesis. 

Therefore, the discrete particle deposition flux is given by the number 

concentration of that class of particles multiplied by the root-mean-

square normal component of the fluctuation velocity, all evaluated at 

a distance from the bounding surface equal to the local mixing length 

plus the discrete particle radius of the class of particles of interest . 

The use of rms fluctuation velocity components might be justified by 
the following argument. Fuchs [1, p. 262] has demonstrated the analogy 
between turbulent diffusion and Brownian diffusion of aerosols. From 
the kinetic theory of gases, one £an show [10^] that the flux of mole
cules per xmli? area is given by NC/U under equilibrium conditions (C 
is the average speed of the molecules). The rms velocity component in 

/ ~~2 1 / "IT /"̂ J 
the x-direction is V G = - V C , where V C is the overall rms velo-

X ~~2 —2 
city. Farther, it can be shown [10U] that C = 3TJC /8. Hence, the 

flux can be shown to be given by N 3/2TT. The factor V 3/2TT 

in this expression is not included in the equivalent expression for 
aerosol flux, but in consideration of the overall expected accuracy 
of the approach taken here, one can reasonably neglect this factor. 
This approach is consistent with the previous efforts of others [k9 59 

6, 7]. 
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This flux is equal to the local diffusion flux: given by equation (2.6), 

1 .e. 

r f 1 r.2 i x,dn 1 ,n „> 
v n = I ~S—b - (2.7) 
- P JL, ..„ L ' dy 'dy J BJ_„ 

Jy=^+a 
dy ,dy v^+a 

where y is distance from the wall and v/ is the particle rms turbulent 

fluctuation velocity normal to the wall which has to be determined in 

terms of the fluid rms fluctuation velocity from equation (2.3). This 

expression relates the number concentration to the gradient of the con

centration at this point and constitutes the required wall boundary con

dition for the solution to equation (2.̂ 4-). Note that the mixing length, 

t9 is obtained from the solution to y = t(j) + a. 

As examples of the application of the a,bove ideas, results of com

putations are included for several practical flow situations of interest, 

namely fully developed turbulent pipe flow and the turbulent flat plate 

boundary layer. Analytical expressions were found for noncoagulating 

aerosol deposition and are developed in Appendix B (equation (B.26) for 

turbulent pipe flow and equation (B.37) for turbulent boundary layer 

flow). Also obtained were some associated detailed numerical solutions 

for the noncoagulating aerosol concentration distribution and surface 

deposition (Appendix C). The results of analogous numerical solutions 

for coagulating aerosols are presented in a later chapter. 
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Discussion of Results 

Results of some example computations based on the ideas discussed 

in the previous sections are presented and compared with the experimental 

pipe flow deposition measurements of Montgomery and Corn [15] and 

Stavropolous [l6] in Figures 1, 2, and 3. The deposition velocity, V , 

is defined as the mass flux to the wall divided by the average particle 

concentration across the pipe radius. For axisymmetric pipe flow, one 

expects laminar flow for Reynolds numbers less than about 2300 and a 

transition region of intermittent turbulence for Reynolds numbers between 

k 5 
2300 and about 10 to 10 . The distance for transition to fully-developed 

turbulence increases as Ra decreases. Deposition experimentally increases 

rapidly with R in this transition region; however, the approximate 

analytical solution is not expected to be valid in this region, and one 

should not in principle compare results in this region. In the region 

in which fully-developed turbulent flow is expected, the result predicted 

by the present result compares favorably with the experimental data of 

Montgomery and Corn (Figure l), especially relative to the result pre

dicted by the theories of Friedlander and Johnstone [J4] and Davies [5]. 

These experimental results were obtained using aerosols of uranine-

methylene blue in turbulent pipe flows. The reader is referred to the 

original papers for discussion relative to the experimental procedures 

employed. It is significant to note that Montgomery and Corn [15] found 

that electrical changes present on aerosol particles had a large effect 

on their initial data, and they subsequently took extra precautions to 

Insure charge equilibrium in their later measurements. One notes in 

Figure 1 that the deposition result predicted by Davies' theory, which 
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(p /pf = 1110) 

• a/R = 10"5 

• a/R = 0.8 x 10"5 

10 
-2 

10 -3 

10 
-k 

10 -5 

10 
-6 

Figure 1. Deposition as a Function of Reynolds 

Number for Montgomery and Corn Data 
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one would expect to be superior to that of Friedlander and Johnstone, 

is actually in poorer agreement with the data at higher Reynolds numbers 

than is the latter theory. At even higher Reynolds numbers, significant 

re-entrainment of deposited particles can be expected and. no comparison 

5 
is attempted. At R approximately equal to 10 , one could expect more-

or-less optimum conditions for comparison of experimental and present 

theoretical results. Also shown in Figure 1 is the deposition rate ob

tained by extending the empirical correlation formula of Sehmel [11] to 

the higher Reynolds number range of the Montgomery and Corn data. One 

notes that although the Montgomery and Corn data appear consistent with 

the Sehmel correlation at lower Reynolds numbers, their high Reynolds 

number data indicate a deposition rate significantly lower than would 

be predicted by extension of the lower Reynolds number trend. 

This effect can be seen more dramatically in the data shown in 

Figure 2 of Stravopolous [1.6], who presents deposition data for lyco-

podium powder (particle diameter = 30 \i) • These data were employed by 

Sehmel in his empirical correlation, but one notes again the difference 

between high and low Reynolds number deposition rates not exhibited in 

the correlation. It is important to note that Stravopolous and Montgomery 

and Corn took special precautions to insure that particle re-entrainment 

was not a significant factor. Here there is closer agreement between 

the theoretical prediction of Friedlander and Johnstone and that of the 

present analysis than exhibited for the Montgomery and Corn data. The 

reason for this closer agreement can be discerned by examining the results 

obtained for particle rms fluctuation velocity v' in Appendix A. Recall 
P* 

that Friedlander and Johnstone assumed, that v' was constant near the 
P* 
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wall and equal to 0.9 times the fluid fluctuation velocity in the central 

core. The solutions for v' given in Appendix A indicate that as the 
Pa-

particle relaxation time T^ becomes larger, v' tends to approach one, 
Pa-

its presumed value in the central core. Thus for large T^, i.e., large 

particle radius, material density, or flow Reynolds number, the 

Friedlander and Johnstone estimate for v7 is not unreasonable. On the 

Pa-
other hand, as T^ becomes small, v' approaches v' and the Friedlander 

Pa ±a 
and Johnstone estimate becomes unusable. 

This point is illustrated in Figure 33 in which V (= V /u ) 
aa a za 

is plotted as a function of particle nondiraensional relaxation time with 

parametric dependence upon flow Reynolds number. Although neither the 

present theoretical prediction nor the empirical correlation of Sehmel 

in principle exhibit strict functional dependence for this type of graph

ical presentation, they are shown for comparison with the experimental 

data of Stavropolous and Montgomery and Corn and the theoretical pre

diction of Friedlander and Johnstone. One notes the relative indepen

dence of Tv which the deposition rate predictions of Friedlander and 
TV 

Johnstone and of the present theory indicate for T^ greater than about 

20, consistent with the result that v' approaches one for large T̂ .« 
Pa 

This independence is not present in the empirical correlation, which in 

addition indicates deposition rates much too high at the higher flow 

Reynolds number of 2 x 10 . 
In summary, then, one notes that although a significant quantity 

1+ 

of data exist for Re less than about 10 to quantitatively define de

position in this flow regime, the limited amount of experimental data 

which exist at higher Reynolds numbers indicate that extrapolations of 
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lower Re data are not valid. There exists a need for additional data 

in this flow regime both to indicate more clearly this basic difference 

in deposition behavior and to define the limits of validity of the pre

sent results. 

Figure k presents the deposition as a function of particle mat

erial density, as computed for turbulent pipe flow from equation (B.26) 

of Appendix B. 

The numerical solution for deposition velocity as obtained from 

equation (C.2) is shown in Figure 5> which presents deposition velocity 

5 

as a function of particle radius for Re = 10 . For illustrative pur

poses, computations were made for a noncoagulating, polydisperse aerosol 

with p /p_£. = 1110 and a /R = 10 . The centerline number concentration 

distribution was taken to be log-normal with respect to particle radius, 

i.e., 

A A exp [- (In a) /2G ] 

Ma) = - = p- 2-
J 2TT aQ exp(aQ/2) 

where a is the geometric standard deviation, taken to be 0.10 here. 
o 

Also shown in Figure 5 is the deposition velocity as predicted 

by the approximate analytical solution. The analytical result is con

sistently somewhat less than the numerical solution, but the difference 

is definitely less than the scatter in experimental data. Thus, the 

analytical result gives a useful and reasonably faithful representation 
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of the numerical solution for noncoagulating aerosol deposition. The 

question to be resolved, however, is how significant can the effects of 

particle coagulation be on particle deposition? This question is the 

subject of a later chapter, which examines numerical solutions for coag

ulating, polydisperse aerosol deposition. 

On the basis of the results of this portion of the study several 

remarks can be made. 

1. The application of the mixing-length hypothesis for aerosol 

deposition from turbulent flows has mad.e available analytical expressions 

for deposition velocities, i.e., equation (B.26) for axisymmetric pipe 

flow and equation (B.37) for boundary-layer flow. 

2. Comparison of results predicted by these expressions with the 

results of some detailed numerical solutions and with available experi

mental data indicates that the mixing-length hypothesis appears to con

tribute improvement in available theoretical prediction capability in • 

the fully-developed turbulent flow regime. 

3. Although a significant quantity of data exists for Re less 

k 
than about 10 , the limited amount of experimental data which exist at 

higher Reynolds numbers indicate that extrapolations of lower Re data 

are not valid. There exists a need for additional data in this flow 

regime both to more clearly indicate this basic difference in deposition 

behavior and to define the limits of validity of the present results. 
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CHAPTER III 

COAGUIATING AEROSOL DEPOSITION IN THE 

ABSENCE OF ELECTRICAL FORCES 

This chapter presents an extension of the results of Chapter II 

to include numerical solutions for coagulating liquid aerosol concentra

tion distributions and. surface deposition characteristics for turbulent 

pipe flow. Chapter II outlined, an analytical approach for conveniently 

predicting, with reasonable accuracy, noncoagulating aerosol deposition 

from fully developed turbulent pipe flow and from two-dimensional tur

bulent boundary-layer flow. In addition, presented were results of 

some associated numerical solutions for the noncoagulating case. The 

question left unresolved by those results was how significant can the 

effects of particle coagulation be on particle deposition? This pro

blem represents the basis for the present chapter. 

The time-averaged equation of continuity for an isothermal, aero

sol system with constant fluid mass density can be written as equation 

{2.h)9 wherein n(a,x.,t) is the time-averaged number concentration dis

tribution function of particles of radius a; t is time; u is the part

icle time-averaged velocity vector; I is the rate of change of number 

concentration, n, as a result of coagulation; and J is the mass flux of 

particles of radius a. As in Chapter II, the mixing-length hypothesis 

is employed and the following additional relations are adopted: 
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t r \ 1 / m 

\=\ i1-^ (3-D 
O 

and I = Q.lk R J y/R, for 0 < y < R. (3-2) 

An expression for the coagulation term, I, of equation (2.U) is developed 

in the following section. The development in Chapter II regarding the 

wall boundary condition resulting from the mixing-length hypothesis is 

followed herein, i.e., equation (2.7) is again used,. As discussed in 

Chapter II this expression relates the number concentration and the 

gradient of the concentration at this point and constitutes the required 

wall boundary condition for the solution to equation (2.k). 

Turbulent Coagulation Model 

The rate of coagulation of particles is based on the assumption 

that all inter-particle collisions result in coagulation of the part

icles into a single spherical particle whose volume is the sum of the 

volumes of the two colliding particles,. Only binary collisions are con

sidered, and de-agglomeration is assumed non-existent. Thus, one must 

determine the collision rate between particles. In the absence of elect

rical charges on individual particles, several collision mechanisms can 

be identified. Among these are Brownian motion, velocity-gradient in

duced collisions, and turbulence induced collisions. Brownian motion 
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is a result of particle collisions with, gas molecules, which are in con

stant thermal motion. Velocity-gradient coagulation occurs as a result 

of two particles moving along pathlines with different velocities. If 

the distance "between pathlines is less than the sum of the radii of the 

two particles, then a collision will occur, 

There are two mechanisms for collisions involving particles sus

pended, in a turbulent medium. The firs,t is due to spatial variations 

in fluctuation velocities within the medium, whereas the second is due 

to turbulent induced accelerations of partially entrained particles. 

In regard to the latter instance, the response of individual particles 

will depend on their masses and sizes, and hence, a mechanism for col

lision of different size particles is, generated. It is this latter 

mechanism which is t&ken to be the predominant one for the present study. 

According to Saffman and Turner [17], the number of collisions exper

ienced by particles of radius a., to a„ + da with particles of radius 

ap to a? + da? per unit time and volume for this second turbulent mech

anism is given by 

« -3A. 
"D

 eo 2 2 2 
K12 - TT — — ^ m (ai + a 2) (\ - a^) n(a1)n(a2)da1da2 (3.3) 

where p is the density of the aerosol particles, e is the rate of energy 

dissipation occurring in the flow per un.it time and volume (the expression 

for pipe flow is given in equation (3«3)> and v is ̂ he kinematic viscosity 

un.it
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of the medium. A particle of class a., is removed upon each collision 

involving one of these particles, and a particle of class a_ is generated 

by each collision involving two particles whose cumulative volume is 

equal to r̂ra /3. Thus, there is both a gain term and a loss term in 

the coagulation term,, I, of equation (2.h). Considering all collisions, 

then one can write the net change in the number concentration of class 

a as a result of coagulation as 

1 = 1,-2 
3A 
5 „ ~ \- [ (a1 + a2) |a1 - az | n(a1) n(a2) da2 + (3.U) 

^ eo 

f 
a =0 
z 

2 
a. 

i_ 
2 

2 2 2 1 1 
(a' + a ) |a' - a | n(a') n(a ) —*• dap \ 2> ,2 a d2 J 

a =0 
z 

3 3l/3 where a' = (a - a~d) '' . The gain term is obtained by considering the 

total collision rate involving particles whose cumulative volume is that 

of a particle having radius a.. . The energy dissipation is a function of 

the particular flow of interest and is given later when specific examples 

are considered. 

Numerical Solutions 

The governing equation to be solved is equation {2.k) simplified 

for steady-state, axisymmetric pipe flow conditions, with the particle 
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mass flux given by equation (2.6) and the coagulation term replaced by 

equation (3-̂ )» The dependent function, n(a, x) is a function of three 

variables; namely particle radius, a; and spatial coordinates r and z. 

However, the dependence with respect to a appears explicitly only in 

the coagulation integrals of equation (3.^-). The governing equation 

lends itself to numerical solution by the so-called discrete-ordinate 

method which has been used extensively and successfully to solve the 

integrodifferential equations of the theory of radiative transfer, 

Chandrasekhar [l8], and in the study of nonequilibrium rarefied gas 

dynamics, Giddens [19]? Huang and Hartley [20], [21]. This technique 

consists of replacing the integration over particle-radius space of 

the number concentration distribution function in the continuity equation 

by an appropriate quadrature. This requires approximating the particle-

radius dependence of the number concentration by a set of functions, each 

evaluated at selected discrete points in particle-radius space. The 

number of discrete points used reflects the degree of approximation 

desired. The problem is transformed into finding a solution for a system 

of coupled, partial differential equations in a set of functions which 

are continuous in spatial dependence but are point-functions in particle-

radius space. 

Define nondimensional variables as follows: 

r = r/R , n == n a /N , a = a/a ; i •> o o ' o 

z = z/R , Uz = Uz/Uz , (Uz = Uz(r = 0)); 
o o 
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r00 

where _ n da = N and n is the centerline number concentration dis-
Ja=0 o o o 

tribution function at z = 0. Now using equations (2.6), (3-l)3 and (3-2) 

in equation (2.k) one can write the equation to be solved in nondimen-

sional form as 

u z No A 0.0196 u z N 

_s_ (1 _ ^ ^ __ _ _ _ ^ f_^(1. :?)i/m + ( 3 . 5 ) 
o ftz o 

ftr ~r m ( l - r ) " &r 

The coagulation term becomes 

-3A 

^ " ^ ' o V U ^ f ^ ^ y (3-6) 

a =0 
z 

P f v 

i j\C', a2)(|-.) dS2} 
a =0 z 

where, for example, 
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K(a, a ) = (a + a ) |a~ - a ] n(a) n(a ) (3-7) 

and again a' = (a - a? ) ' . 

The rate of energy dissipation, e , can be represented by the 

expression [U6] 

which closely approximates the experimental results obtained by Laufer 

[22]. Thus, the equation to be solved can be written as 

4 = o I o j 2 6 f f i V | - i _ _ i _ - | a a | + (3 j 

P(r) {-A f K(a, a£) da2 + ^ f K(a', ag)( § - ) ' da2 } 
ap=0 a2=0 

where 
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?fr 3/2 du„ 9/k p(;)^^^(i)(^(!rFT« dr 

and § = 0.lW 1 - r (3-U-) 

/_ ^ Nl/m 
u = (1 - r) ' (3.12) 

The number concentration distribution is discretized with respect to 

particle radius, and thus equation (3-9) becomes 

2. 
^.«^ + [ i . _ ^ l ^ } + (3.13) 

or r m(l-r; 0r bz 

T±(z, r), i = 1, 2, . . . 

where n. represents n(a.) and T.(z, r) is the coagulation term of 

equation (3-9) evaluated for a = a.. The solution to this system of 

equations is approximated by the solution to an associated set of finite-

difference equations obtained from equation (3.13). The region of 
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physical space is covered with a set of discrete points aligned along 

the radial and axial coordinate directions, as illustrated in Figure 

6. The derivatives appearing in equation (3.13) are replaced by the 

following finite-difference approximations: 

fcn, 

&r 

1 r 

2(A?) 

'A A ~1 

ni,J+l,k " ni,J+l,kJ (3.1^) 

2-
o n. 
I7^ br 

- 1 |"A p" + * 
( Ar)

2 L n i ^ + i A " ni,j,k "1,3-1,: (3.15) 

&n. 
— - 1 Tn n 1 
fcz : ( A S ) " ™ ' * * 1 " n±^'kJ 

(3.16) 

Note that the radial derivatives are replaced by central differences, 

whereas, the axial derivative is replaced by a simple forward-difference 

approximation, equation (3.13) becomes 

= n O- 0 1^ _ A L ( T I + A£ fl . 1 ^ I n 
\,3,iL+l \,3* m ( A ^ 2 I _-

L 2 V- m(l_?) ; J i,J+l,k 

(3-17) 
i(l-r) 

(Equation Continued) 
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2n f (i--^).i]£ J.(AS)T 
r m(l-r) ?u ? «» ?u> 

Thus, an explicit calculation algorithm is generated, and one can "march" 

the solution downstream from an initial axial position at which the num

ber concentration is known. The boundary condition at the pipe center-

f **i \ line is ( — — ) = 0 , and the boun.dary condition near the wall is 
V &r yr = 0 

given by equation (2„7). 

There is an apparent difficulty in the computation at r = 0 , 

since one notes the term — A in equation (3«5)« However, this is 
r &r 

eliminated by noting that the symmetry requirement at r = 0 gives 
A, 

•*£• = 0. Thus, L'Hospital's rule gives 

A O A 

lim ifi= lim ^ | (3.18) 

Thus, at r = 0, equation (3*5) is replaced by 

u N 0.0196 U 
zo ° ,_ -sl/m 6n Zo /®°\ , - x l / m r A n 

( l _ r ) / = ( _ ) ( 1 _ r ) V * [2 iL|] + z (3.19) 
o o2 o L ^ . ^ - J 
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The finite-difference formulation for r = 0 is modified accordingly. 

Discussion of Results 

The following parameters were chosen for illustrative computations 

5 -h 
Re = 10 , a = 10 cm, o 

p/p~ = 1110, a /R = 10"5, 

N = 10 cm-3 o 

Although the value of N chosen is rather high for typical concentrations 

produced by spinning-disc aerosol generators, it was noted that it appears 

only in the coagulation integrals. Since the most significant effect 

which coagulation could produce was the subject of the investigation, 

a somewhat high value of N was desirable. & o 

The solution, obtained from equation (3.17) was begun at an axial 

position at which the aerosol number concentration was taken to be uni

form with respect to radial position and log-normal with respect to 

particle radius, i.e., 

P 9 
exp [- (In a) ~/2CT ] 

nja) = — g-2_ (3.20) 
J 2TT O Q exp (CTQ /2) 
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where CT is the geometric standard deviation. The solution was obtained 

from z = 0 to z = U.27 with /\z = 0.07. Particle number concentrations 

for discrete radii from a = 0.5 to a = l.hQ with A& = 0.02 were obtained 

at each axial location, and discrete deposition velocities were computed. 

Since the number concentrations vary with particle radius, the deposition 

velocities were converted to deposition fluxes by multiplying each 

deposition velocity by the respective relative centerline number concen

tration. 

Figure 7 presents the concentration distribution as a function 

of particle radius near the wall (r = O.96) at two longitudinal locations 

(z = 0 and U.27). One expects that coagulation reduces concentrations 

near the peak and increases concentrations most rapidly for particles 

whose volumes are twice those of the initially maximum concentration. 

Deposition, of course, reduces the concentration of all particles. It 

is apparent that effect of coagulation outweighs deposition for the 

larger particles, as their concentration increases in the downstream 

direction. 

Figure 8 presents equivalent results for particles at the pipe 

centerline. The effect upon centerline concentration distribution is 

barely discernable, even at z = U.27. The marked effect of coagulation 

near the wall is apparently due to the low mean velocity there and the 

consequent long coagulation time relative to that for particles near 

the higher velocity centerline region. It is interesting to note that 

the radial concentration distribution of the larger particles may thus 

increase as one proceeds from the centerline toward the wall, although 

it will drop very close to the wall as a result of deposition. Thus, 
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for these particles, there is a simultaneous diffusion both toward the 

centerline and toward the wall, with maximum concentration occurring 

somewhere in between them. 

Figure 9 presents several radial concentration profiles at z = 

k.27. It is apparent that the assumption made earlier with regard to 

the small relative change in concentration across the pipe radius is 

quite reasonable for particle sizes near that at peak concentration 

Figure 10 presents deposition velocity as function of particle 

size both with and without effect of coagulation. As expected, the 

effect of coagulation is large for the larger particles; however, since 

the deposition flux is defined as V n./u ? a^d since the average con-
i 

centration of the larger particles is small, the net flux to the wall 

for the larger particles is still very small (this is indicated in 

Figure 11). 

Figure 11 presents the deposition flux at two axial locations, 

z = 0.07 and z = k.2'J. The net deposition velocity, obtained by inte

grating the flux with respect to particle radius, is seen to decrease 

as one proceeds downstream. Also shown in Figure 11 is the deposition 

flux which would be predicted by the analytical solution, equation 

(B.26), for the same centerline number concentration distribution. The 

agreement is good, considering that the effects of coagulation were 

neglected in obtaining equation (B.26). 

On the basis of the results presented in this chapter, several 

remarks can be made. 
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1. Comparison of results obtained for coagulating and noncoagu-

lating aerosols indicates that for the representative cases considered 

there is little influence upon total deposition as a result of coagu

lation. However, the influence of coagulation upon the flow dynamics 

and deposition of aerosols in the presence of electrical forces remains 

as an important unknown. 

2. The lack of experimental data with which to compare results 

of this effort indicates that such data are needed to provide a found

ation for establishing some degree of confidence when attempting to 

deal with problems involving deposition of coagulating aerosols. 
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CHAPTER IV 

AEROSOL DEPOSITION IN THE PRESENCE OF 

ELECTRICAL FORCES 

This chapter presents an introduction to the problem of predicting 

aerosol deposition behavior in the presence of significant electrical 

forces, including some discussion of the current importance associated 

with being able to describe this phenomenon theoretically and a formula

tion of the equations which hopefully model to an acceptable degree the 

physics embodied within this deposition problem. After a review of back

ground material, including an examination of the salient elements of the 

relevant literature devoted to this topic, consideration is directed 

toward identifying those important physical aspects of the problem which 

require realistic modeling and to those assumptions which are incorporated 

into the analysis to keep the mathematical development at least tractable. 

Background and Perspective 

The analysis presented in the previous chapters has excluded the 

effects of electrical forces for the sake of relative simplicity. How

ever, electrical forces arising from electrostatic charges are almost 

always present in fluid-particle systems, and, quite often, are respons

ible for a preponderant influence on the mass transport processes in such 

systems. Sometimes this influence is intentional from the design view

point, as in such important applications as electrostatic precipitation, 

xerography, and colloidal propulsion, among others. At other times, 
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electrostatic charges are the result of natural phenomena and influence 

such important behavior as cloud droplet formation and deposition of 

atmospheric dusts. 

The emphasis here is, by choice, focused toward the electrostatic 

precipitation problem both for its importance from an environmental stand

point and because the flow geometries encountered in the electrostatic 

precipitation design problem are akin to those of traditional interest 

to the fluid dynamicist, e.g., turbulent pipe flow and turublent boundary-

layer flow. 

Since about 1908, the electrostatic precipitator has provided an 

important solution to many gas-cleaning problems. In spite of many 

improvements, achieved primarily by cut-and-try techniques, the basic 

system has remained essentially unchanged since its inception. Although 

the initial work, dating from as early as 182*1, was essentially empirical 

in approach, some effort directed toward a fundamental understanding of 

the physical aspects involved in the process began about 1920 and has 

continued on a generally increasing scale since that time, particularly 

since the 1950's. Today, the technology available to the electrostatic-

precipitator designer and builder can be described as moderately well 

understood with respect to the traditional system. Unfortunately, it 

appears that the empiricism still required in the design and development 

phase of industrial electrostatic precipitator systems has provided a 

constraint on the capability to implement significant new design ven

tures without an investment in prototype plant developments. There 

exists a need for reliable analytical prediction techniques in order 

that novel approaches may be evaluated for effectiveness. A brief 
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overview of the theoretical techniques available may be useful in illus

trating this point. 

In any electrostatic precipitation or electro-deposition process, 

suspended particles within the gas to be cleaned are inititally electri

cally charged and are subsequently removed or "stripped" from the gas by 

means of some combination of inertial and electrical forces developed 

upon the particles, which are deposited as a result upon a surface bound

ing the gas. Particle charging is aHjnost universally accomplished by 

means of corona-discharge tecliniques, and an electric-field provides the 

necessary separating forces for particle removal. The gas flows encount

ered in industrial gas-cleaning operations are usually turbulent, and 

therefore one is concerned with predicting the behavior of charged part

icles suspended within a turbulent gas flow and subjected to the influ

ence of an external electric field. Several efforts which are documented 

in the literature have been devoted to developing an understanding of 

this problem. 

Deutsch [23] presented, in 1922, a theoretical formula for electro

static -precipitator efficiency of the form 

„ = 1 - e"
Aw/V (k.l) 

weight of particles collected 
where Ti — 

1 weight of particles entering 
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A = collecting surface area (cm ) 

o 
V = gas volume flow rate (cm /sec) 

w = particle "migration" velocity (cm/sec) 

Although the Deutsch formula was derived on the basis of several some

what arbitrary assumptions, its relative accuracy and ease of application 

have resulted in its being the basis of most precipitator design, perhaps 

with an empirically obtained effective migration or drift velocity 

inserted to improve agreement with experimental data. 

White [2̂ +] obtained equations for particle collection efficiency, 

including the cases of steady and pulsating voltages, uniform and non

uniform particle size distributions, and pipe and duct precipitators. 

Collection is assumed to occur if a particle, as a matter of statistical 

probability happens to drift within a certain capture distance of the 

wall. This probability of being within a certain area is taken to be 

proportional to the ratio of this area to the cross-sectional area of 

the pipe or duct. Thus, turbulence in the precipitator is taken to be 

a mechanism for complete mixing which, in turn, yields a uniform part

icle concentration across any section of the duct. This latter assump

tion has been invalidated by the mass of experimental data available, 

which indicate quite important radial or transverse particle 
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concentration gradients., White's results yield the Deutsch equation., 

although derived on a different basis; however, White recognized the 

discrepancy between his results and experimental data and recommended 

the use of the Deutsch equation with modified values of w determined 

from actual field experience. 

Friedlander [25] recognized the necessity of including the effect 

of eddy diffusion in the analysis and obtained an approximate solution 

to the continuity equation with the particle concentration assumed zero 

at the wall. He obtained an efficiency equation similar to the Deutsch 

equation but having a correction term, depending on the wall friction, 

appearing in the exponential term. The result again involves the yet-

to-be determined effective drift velocity, which requires experimental 

determination. 

Williams and Jackson [26] obtained results for the theoretical 

efficiency of an electrostatic precipitator by considering the effect 

of radial eddy diffusion of particles but otherwise retaining all the 

other assumptions made by Deutsch, i.e., 

(i) at the inlet to the precipitator the particle concentration 

is spatially uniform across the section, 

(ii) all particles have the same drift velocity, which is attained 

instanteously upon entering the precipitator. 

(iii) the drift; velocity is spatially invariant and is independent 

of particle concentration, 

(iv) all particles reaching a wall adhere to it. 

Williams and Jackson obtain a numerical solution to the time-averaged 

continuity equation for particle concentration, 
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b* by &x V &x / K J 

where w is the electrically induced drift velocity of the particles, 

and D is their eddy diffusivity. The y-coordinate direction is along 

the primary flow direction within the electrostatic precipitator. The 

boundary conditions imposed by Williams and Jackson are 

C = C at y = 0, 
o J ' 

DbC/bx - wC = 0 at x = 0, 

and b^/^ = 0 a"t x = b (at the wall), 

where the latter condition is imposed to be compatible with their assump

tion that D decreases discontinuously to zero at the wall [26]. They 

replace the x-derivatives by finite-difference approximations and obtain 

a system of ordinary differential equations in the y-direction. The 

system is solved by a Runge-Kutta method programmed for digital computer 

computation. Their result is again dependent upon an empirically de

rived drift velocity, and they obtain concentration profiles which result 

in turbulent diffusion away from the deposition wall, a result directly 
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contrary to Friedlander's model [25]. 

Inyushkin and Averbukh [27] attempt to incorporate into the basic 

Deutsch equation a term to account for the effect of turbulence on depo

sition. They cite an expression for particle deposition from a turbulent 

gas stream in the absence of electrical forces, of the form 

Tl - 1 - e " ^ , (k.3) 

where K is a coefficient of particle collection, so called, which is a 

function of Reynolds number. Combining this equation with equation 

(Ij-.IO) with the assumption of additivity of effects, they obtain 

_ e-A(W+K)/V ( U A ) 

Cooperman [28] proposed a model of the precipitation process based 

on the coextensive mechanisms of turbulent diffusion, electrostatic mig

ration, and particle re-entrainment from the wall. As does Friedlander 

[25], Cooperman takes the particle concentration to be zero at the wall 

under conditions of zero re-entrainment. Re-entrainment is accounted 

for by a probability of re-entrainment, but it is required that this para

meter be obtained empirically. Cooperman does not present numerical 

solutions to the proposed model, however. 
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Robinson [29] attempts to obtain a modification to the Deutsch 

efficiency equation to account for the effects of particle re-entrain-

ment and nonuniformity of particle concentration across the precipitator 

cross section. His approach represents an effort to retain the simpli

city of the original Deutsch relation, yet to meet, in some measure, 

some of the more serious objections to the old theory. Similar assump

tions are made relative to those of Inyushkin and Averbukh [27] "with res

pect to turbulent diffusion and inertial penetration of the diffusivity 

"barrier" at the wall. As do Williams and Jackson [26] , Robinson [29] 

takes the diffusive particle transport to be zero at the wall and accounts 

for particle re-entrainment in terms of two particle fractions, one 

having a given nonzero probability of permanent deposition and the other 

having a zero probability. Because of re-entrainment, the particle net 

deposition is not an exponentially decreasing function of precipitator 

size, as in the Deutsch relation, although the flux toward the wall does 

remain exponential. Robinson points out, however, that it remains to 

be seen whether or not his approach will ultimately lead to useful pre

diction and design equations. 

In a later paper, sRobinson [30] notes that under electrical and 

fluid flow conditions similar to those that often occur in practice, 

the effect of the electrical wind, so called, appears to make a signi

ficant contribution to transverse gas flow, and he suggests that this 

effect should be considered in any analysis of precipitator performance. 

However, during the colloquium on electrostatic precipitation held in 

1965, it was noted [31] that significant electric wind effects are 

observed only at ionization-current densities far above those values 
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normally encountered in practice. It was concluded that the influence 

of electric wind on overall separation efficiency can be neglected. 

A somewhat different electrostatic precipitator design config

uration was evaluated theoretically by Collier, et. al. [32], who applied 

electrogasdynamic principles to obtain approximate deposition results 

due solely to space-charge mutual repulsion of particles suspended in a 

very low speed flow within the collector section. They obtained an 

approximate solution to Poisson's equation for the space-charge field 

with the assumption that particle coneentration is a spatial function 

of flow-stream coordinate only. Also presented are simplified analyses 

of ionization and particle charging performance of their precipitator. 

The importance of the work lies in the fact that it represents some 

effort to apply the basic concepts of electrogasdynami.es to an electro

static precipitator device which differs in basic design from the class

ical design introduced in 1908. 

It would appear that with the exception of this latter effort, 

the theoretical prediction and design developments available to the 

precipitator designer are limited in application to the traditional 

design and in fact provide little basis for evaluating new design con

cepts. The assumptions and conclusions derived from these efforts are 

often contradictory, so that some clarification of physical behavior 

is needed with respect to electrogasdynamic applications. 

Several example computations involving electrogasdynamics of 

particle suspensions are given by Soo [33]• Sufficient approximation 

was introduced into his analyses to permit analytical solutions for 

particle concentration to be found. Although results were obtained for 

electrogasdynami.es
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only the simplest of problems and are, in effect, restrained from general

ization by the solution technique, the results are nevertheless interest

ing and provide further evidence of the potential offered by a numerical 

approach to a general formulation. 

Formulation of Mathematical Model System 

The approach taken here extends the earlier formulation of the 

fluid-particle system as a continuum with additional consideration of 

the momentum equations, Poisson's equation, and pertinent transport pro

perties. As before, account is made for the distribution in the size 

of particles in the formulation by considering that particles of dif

ferent sizes constitute different components of a continuum mixture. 

Those comments made earlier with respect to particulate phase concen

tration limits also apply here. The electric field intensity is taken 

to be governed by Poisson's equation of electromagnetic theory. How

ever, specific reference to its solution is deferred until particular 

flow examples are considered, since, in the present formulation, this 

solution is based on simplifying assumptions indigenous to the particular 

example. 

The formulation developed here is specifically oriented toward a 

reasonably accurate description of electrostatic deposition of charged 

aerosol particles within a variety of precipitator configurations. How

ever, there are many aspects of current precipitator design and perfor

mance which, if included within the theoretical development, would hope

lessly complicate the analysis and probably preclude the structuring of 

a useful solution, upon which the additional consideration of these 
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subsidiary aspects "would seek to improve. Two important items of this 

type involve electrode sparkover and voltage waveform effects [3̂ ]« 

An attempt to include the effects of time-dependent voltage within 

the analysis would introudce another independent variable, time, into 

the problem. Formulation of the general unsteady problem represents a 

rather involved impediment to solution, especially with respect to com

puter storage requirements necessary to march an entire flowfield sol

ution stepwise from t = 0. Perhaps a "better approach is to solve the 

steady problem for voltages taken as root-mean-square voltages computed 

in the usual way from the time-dependent waveform. The steady-state 

solution might then be taken to represent the time-averaged solution of 

the equivalent unsteady problem in some cases. 

Equations of Momentum and Continuity 

The more common formulation of conservation equations for mix

tures refers to the motion of the center of mass of the system, with 

individual component velocities identified with a diffusion flux through 

the mixture. It has been found [33] that when dealing with fluid-

particle systems, it is often expedient and advantageous to consider 

the individual component velocities directly. The latter approach is 

followed here, and in order that the results be easily adapted to com

putations for physical systems, quantities readily identified with 

measurable properties are retained in favor of less easily measurable 

quantities. 

The equations of momentum for species q = 1, 2, . . . , v can be 

written with the conventional summation notation as [33] 
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(q) dtJi(a) _ 6 r p(q) . . (q) . (q) + .(q), 1 + (h 5) 

p(q) p (q) . (0 (q) . „_ (q)) p(q) s(r(q)) 
i 

(q) £ F(qp) (U_(P) . a_(4)) 
(p) 

where 

p ^ is the density of species (q), 

U. is the mean velocity component in the i coordinate dir

ection of species (q), 

* = 4 + u (q) _l_ 
d t(q) frt } bx. 

P̂  ' is the static partial pressure of species (q), 

u A,- and u, ,,0 6... are viscous transport terms, neglected 

here, 

F. is the body force acting on unit mass of species (q), 
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r is the rate of generation of species (q) per unit volume, 

U is the velocity component in the i coordinate direction 
i 

of the generated species (q) material, and 

F is the time constant of velocity relaxation due to the 

interaction between species (q) and the other species (p) of the mix

ture. Note that 

yq)£F(qp) (U.(P) .^(q)) = 0 
(4) (P) 

The term S(x) is the unit-step function, 

^\Xj — -, . n r. 
x ' 1 if x £ 0, 

so that if r is negative, the term 

(u (q) . „ (a)} r(4)s(r(q)) 
i 

in equation (U.5) is omitted. 
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The source term accounts for the fact that the generated species 

( n) 
is not, in general, at velocity U. . For the present study, this 

source is taken to be solely that of particle coagulation, and there

fore there is no contribution to the momentum equation by those part

icles lost by coagulation. 

The specific assumptions which have been made in obtaining 

equation (4.5) are given by Soo [33] and are not repeated here. Although 

the viscous transport terms are presented for a Newtonian behavior, 

these terms are negelcted at the outset. An advanced treatment would 

not only retain these terms but would account also for the non-Newtonian 

nature of the particle behavior. It should be noted that the effect 

of mutual interaction among species is modelled by a relaxation term 

proportional to the velocity difference between species. 

The density of the mixture is given by 

fm ~ L p 

(q) 

(h.6) 

and the i component of the mixture velocity is 

P B = y P
( q ) u . ( q ) (k.7) 

rm m. L i 
1 (q) 
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The static pressure is given by 

P = V P(q) (k.Q) 

(q) 

For application to the study of a relatively dilute aerosol 

system, species q = 1, 2, . . . , v - 1 are considered to be the part

icle suspension components, with each discrete particle size being 

considered a distinct species. Species (q) = (v) is taken to be the 

suspending fluid medium. Further, the term in equation (̂ .5) involving 

the mutual interaction term, F , is simplified by noting that for 

dilute suspensions, the force exerted on species (q) as a result of 

interaction with other species is primarily a result of the velocity 

difference, 

(U.(v) - U.(C[)) v I i 

between species (q) and the suspending medium. Thus, terms in the 

summation involving mutual interaction among the suspended particles 

are neglected. The influence due to these latter interactions is 

taken to be given solely by the source term involving r . 

For the present study, the external body forces exerted upon 
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components of the mixture are restricted to electric-field forces. The 

electric force acting on a charged particle is Z E, where Z is 

the charge per particle of species (q) at a given point in physical 

-• 
space and E is the electric field intensity vector at that point. 

Thus, the electric force acting on unit mass of species (q) is 

F.(q) =-£rrZ ( ( l )
 E. (if.9) 

ToT 
m 

where m is the mass per particle of species (q). 

The electric field satisfies Poisson's equation, i.e., 

V • £ = £ (p ( q ) Z (^/m ( q ) e0) (^.10) 

(q) 

where e is the permittivity of free space. The electric field is 

also related to a scalar potential function, the so-called electric 

potential, under steady-state conditions 'by 

E = - yV (^.H) 
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Thus, from equations (U.10) and (4.1l), one has 

72v = - I (p(<l) Z (^/m ( q ) e0> (^.12) 

(q) 

The time constant of velocity relaxation, F^^ , is obtained 

from a consideration of the drag coefficient of a single particle. 

This is expected to be reasonably valid for dilute suspensions, although 

for relatively dense suspensions consideration should be devoted to 

the drag of a cloud of particles, since mutual interaction may result 

in an accumulative behavior quite different from what might be pre

dicted based on a summation of isolated individual particle transport 

effects. With the Stokes' form of the drag coefficient relationship, 

the time constant can be written as [1] 

^ f ) _ ^ 8 »t 

- P p 7^¥ (̂ .13) 

Equation (4.5) can therefore be written as 

w,(q) „(q) (q) 

>} -TTO- - - V + fe z(q) E i - <•>•*> 
(equation cont.) 

P at' i m 



66 

(u>) . n (q)) r(q) s ( r ( q ) } + 

r± 

„(*)' X^f ,-n.W.a.^)) 
PT^? X 

The result Just obtained for the time constant of velocity 

relaxation is based on a drag coefficient relationship which is approxi

mately valid within the Stokes' flow regime. If a relative Reynolds 

number is defined as 

Pf(AV) d
( q ) 

Re = -i (1*.15) 
P |i-f 

then the previous result remains valid whenever Re £ 1. However, 

when Re is greater than one, experimental drag data for spheres indicate 

considerable deviation from Stokes' value as Re increases, with the 
P 

drag coefficient becoming approximately constant in the range 700 <, 

Re <: 10,000 [35]. 

An empirical correction to Stokes' drag formula which extends 

its validity to Re « 700 has been obtained [36] and can be expressed 

as 
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CL = 2k f/Re (k.l6) 
D 

where 

f = (28 Re " ° ' 8 5 + 0.k8)/(2k Re ~1'°) (̂ .17) 

Therefore, for Re ^ 1, the last term on the right hand side of equation 

(U.lU) is to be multiplied by f as obtained from equation (U.17). 

The equations of species continuity are 

(q) 
a g _ + _a_(p(a) u.

(* ))-r ( q ) (U.ifl) 
dt $x. 

for q. = 1, 2, . . . , v One can define the diffusion flux as 

J.(<l) = c(<l) (U.(q) -V ) (It.19) 
1 m. 

1 
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and the diffusion velocity as 

V.(q) = U.(q) - U (U.20) 
m. 
1 

Thus, 

T.l^:.^'//11 

1 1 ' V 

If one specifies the fluid velocity distribution and fluid 

(f) (f) 
density, then U. and p are known. One is left with (hv - l) 

unknowns; namely, 

p q = 1, 2, . . . , v - 1 

U (q) i = 1, 2, 3; q = 1, 2, . . . , v - 1 

Ei i = 1, 2, 3 

at each point within the flowfield of interest.. The equations to be 
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solved are equations (U.12), (k.lk), and (U.l8). For steady flow, 

equations (̂ .1̂ ) and (U.l8) are parabolic, whereas equation (^.12), 

written in terms of the electric potential, is elliptic. The system 

of equations is coupled, so that the overall problem is elliptic in 

character unless the elliptic Poisson's equation can be decoupled, so 

to speak, from the momentum and continuity equations by appropriate 

approximations. This latter approach is followed here and is the 

subject of later discussion. 

Rather than consider a finite set of discrete particle sizes 

one can alternately consider an essentially continuous density dis

tribution function with respect to particle radius, a. As before, 

let the density of particles of type (q) having radii between a and 

a + da be 

P 
M = m ( q ) n(<l) da (U.21) 

where 

„(*> = ̂  / (*£) 

and n is a number concentration distribution function, evaluated 
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at particle radius a. Thus, equations (U.12) and (̂ .1̂ ) become 

7 2 v = _ f ^ Z ^ d a (U.22) 
0 eo a=o 

and 

„(*> n <*> ̂  = 5^1 Z^> E. - (U. (1) - n <*>) i<*> S(I^) + 3 bXj JIT I X I. 

n ( o j V ( ( f ) . ( , ) ) 
pp 

( d ^ 5 ' 3 -
(U.23) 

where I is the source term for n corresponding to r for p . 

Note that the correction term, f, has been included with the Stokes1 

drag term and that the partial pressure contribution of the suspended 

particles has been neglected, as can be done for dilute systems. 

Finally, equation (U.18) likewise becomes 

- i - (n(<l) U.(<l)) = I(<l) (k.2k) 
O 3 ^ X 
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It is important to note that several aspects of the physical 

behavior of a particulate system can be envisioned which are not 

modelled by the present formulation. Perhaps one of the more important 

involves the presumed nature of the fluid-particle interaction, which 

leads to the velocity relaxation parameter. This problem is discussed 

by Soo [33]» and his analysis indicated that outside the Stokes'-Law 

range, the drag coefficient of the particles depends on their concen

tration in addition to the relative Reynolds number. The influence 

of the particulate load and electrostatic ion drift upon the flow 

characteristics of the suspending medium is discussed elsewhere [58, 

62, 67] and is not indued in the present analysis. 

Particle Charge 

Experimental evidence obtained from numerous studies indicates 

that most natural and man-made aerosols carry electric charges. The 

magnitude of the charge carried of course depends on a combination of 

factors, including method of aerosol formation, temperature, humidity, 

and electrical environment, but electrically neutral aerosols are, in 

fact, the exception rather than the rule. However, naturally occurring 

charges are usually bipolar and of such low magnitude as to be inade

quate for practical gas-cleaning operations. Economic considerations 

dictate that for those applications considered here, additional particle 

charging must be effected by the design application itself. For 

example, electrostatic precipitator designs employing a corona dis

charge result in particle charging as a result of the ionized gaseous 

environment generated within the primary precipitation section. Other 
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applications can be envisioned which require particle charging prior 

to entrance into a primary operations stage having no corona discharge 

field. In such cases, particle charging; could be achieved by a corona 

discharge in the upstream charging section. 

Two distinct particle-charging mechanisms can be identified -when 

aerosol particles are located within an environment composed of free 

ions and an electric, field. The more important involves ion attachment 

in the electric field and is usually referred to as field charging. 

Another charging process results from the random thermal motion of 

the ions and is influenced to a much lesser degree by the external 

electric field. This latter process is usually referred to as diffusion 

charging and in practice tends to be important for particles smaller 

than about 0.2 microns in diameter. Field charging predominates for 

particles larger than about 0.5 microns |"3̂ ]» Derivations of the 

equations for each of these charging processes are not reproduced here, 

as they are readily available elsewhere [3̂ ]» The applications of 

interest in the present study are those for which the field charging 

mechanism predominates, and therefore the charging relations for this 

mechanism are the subject of discussion here. 

Two important parameters which need to be considered are the 

equilibrium charge per particle and the time required to achieve this 

charge. The equilibrium charge per particle attained with an applied 

electric field of intensity normally encountered in an electrostatic 

precipitator can be shown to be [3*+] 
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Z ( q ) = U* eQ E a2{l + 2 !*-!- ) (U.25) 
er 

where e = e/e ? and g is the permittivity of the particle material. 

E is the charging electric field intensity at the point of consideration. 

Typical charges vary from a few hundred for one-micron particles to as 

high as 10 electronic charges for a ten-micron particle in a fairly 

strong corona-discharge field. If the time required to achieve this 

equilibri-um charge is comparable to the particle residence time within 

the flowfield of interest, then an additional charging rate equation 

must be added to the system of equations assembled to model the flow 

behavior. However, computations [3^] indicate that for typical pre

cipitator design applications, the charging time can be considered 

insignificant with respect to residence times, so that charging can 

be considered effectively instantaneous. For applications where much 

higher flow velocities are encountered, this simplification may be 

untenable. For example, the time constant of charging ranges from 

-1 -k 
about 10 to 10 seconds, but charging ordinarily may be considered 

_2 
reasonably complete in about 10 seconds. This latter value would 

indicate that particle charging in a precipitator at gas velocities 

of five to ten feet per second is completed in the first few inches 

of the flow path in the corona field. 

Axisymmetric Pipe Flow and Nondimensionalization 

The first examples to be considered involve axisymmetric pipe 
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flow, and therefore the formulation developed previously is now special

ized for this flow geometry and appropriate nondimensionalization is 

introduced. Equation (4.22) can be written in terms of the electric 

field intensity as 

u ( r E ) 4 
r QT Y QZ 

,°° ("3.) t \ 
da (4.26) 

a=o 

where r and z are the radial and longitudinal coordinate directions, 

respectively. The radial momentum equation can be obtained from 

equation (4.23) as 

MT (q) MT ^ (a) 

n H u <*> ̂ JL_ + U ™ ̂ — I = 4^1 ̂  E - (*-27) 
z hz J (q) r 

6*" m 

l8u„f 
(U M - UT M) 1^ S(l<*>) + n

(*> - ^ (U (f) - U <*>) 
^J^f 

and the longitudinal momentum equation likewise can be written 

(q) (4) 

n(4> |V*> .^k_ + u (*) ^ k _ i = 
L r &r z bz J 4 S z ( q ) « -

JqJ z 

(4.28) 

(Equation continued) 
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Z Pr/d ) 

Recall that in each of these equations., one can substitute the relation, 

obtained from equation (^.20), 

U.(q) = U + V.(q) 

1 m. I 
I 

In addition, for this flow geometry 

u (q) ?Y (<i) 
r r 

since 

m r 

(this latter result can be modified by secondary flow components due 
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to the so-called electric wind if the electric field intensities are 

quite large). If coagulation is neglected, one can write the equations 

to "be solved as 

&E„ ,»„(q) ( ) 

H^+w= J Vz(4}* (^29) 
tF r 6z J s0 

a=o 

v ( a > ! _ E _ _ + ( u + v ( i ) ) i j _ = i z ( a ) B . (4.30) 
r yr m z z &z ffl(q)

 ar ^ ° ; 

3 ̂ ff v (a) 

p j ^ * 

^ ^ — " ^ + (\ + V <*>) — ^ _ = (,.31) 
r &r mz z &z 

_ M) „ l 8 ^ f „ M 7 r Z V n / E 7—r—=r V 

» W z TiT^ Z 
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and 

IJL rr>) v (*)i + JL r n ( a ) ( u + v (q))-] = 0 (lK32) 

In these equations, the diffusion velocity components for the host 

fluid have been neglected, i.e., 

V (f} = 0 and V M = 0 
r z 

Preparatory to constructing a numerical algorithm for this system, 

it is advantageous to transform the system into an appropriate nondimen

sional form. Accordingly, the following nondimensional variables are 

defined: 

- r/R, z = z/R, S ( q ) = n ^ } a /N , 
o' o 

3 (a) = „ (i) A, 0 (i) = „ (q)/u , 
/ ™ > * z ' m 

z o 

(Equation continued) 

r r ' m z z ' m z z 
o o 
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v (q) = v (q)/u , v (q) = v (q)/u , 
r r ' m ? z z ' m z z 

o o 

D = U /U , z(l) = z ( < 1 V ( ^ ^ m m ' m ' \ N R ' 
z z z o 

o 

E = E /E , E = E /E , a = a/a (̂ .33) 
r r o z z o o 

The quantities E , N , and R are reference quantities which are, at 

this point, arbitrary. In terms of these nondimensional variables, 

equations (̂ .29), (̂ .30), (4.3l), and (̂ .32) become 

6E 
1 JL(Jg ) +rL= r n

( q ) Z(q) da (U.3^) 
A ^ S p 
r & »z a=o 

hV (q) Iff (q) 

Vr
(q) ^ - + (0m + t2

(q)) ̂ r - = A<*> Z<q> Er - (U.35) 
$r z 0z 

V a o 7 



79 

where 

b(u, + v „ ( q ) ) + y ( i ) 

V 
&r 

&(u + v ^ ' ) 
A / \ m z ' 

+ (u + V ( C L ) ) 5 
m z ' » 

z gr 

(^.36) 

and 

z \ a / z 
o 

ii 
r $r 

; ^ ( l ) v ( < j ) l + - ^ r n ( 4 ) ( U + V ( q ) ) l = 0 (U.37) 
r J

 bS - mz Z J 

A ( q ) = « E 2 / ( t J m (< l ) U 2 ) ^o o ' v o m z o 

(M8) 

B = 
9 n£ 

2 n U R 
p :m z 

(^-39) 
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Equilibrium Velocity and Equilibration Distance 

Before proceeding to particular computational examples, it is 

useful first to consider the distance required for equilibration of 

particle velocity resulting from the opposing forces of an electric 

field and fluid-particle viscous drag. Proper inplementation of a 

stable and useful numerical solution algorithm depends upon knowing 

the ratio of numerical step size to this equilibration distance, and 

a definite simplification in the computational effort results when this 

ratio is much greater than one. 

Although the definition of an appropriate local equilibrium 

velocity is straightforward, an equivalent equilibration distance 

definition requires some care and is to an extent a matter of choice. 

The equilibrium velocity defined here is a local equilibrium velocity 

but is taken to be the asymptotic velocity to which the particle would 

approach in a infinite, uniform fluid medium under the influence of an 

electric field intensity and fluid-dynamic conditions identical to 

those at the point of interest in the actual flowfield. For example, 

examination of equation 0+.35) indicates that the above defined equili

brium velocity, for the radial direction, is achieved when the left hand 

side of this equation becomes zero. Thus, by equating the right hand 

side of equation (̂ -.35) to zero also, one obtaines the equilibrium 

radial velocity as 

A(q)£(q)E 

•v (<l)i = £ 
r Jeq _,„, ,2 --2 

^ B(R/a ) a 
CV^L,, = , • o A> (^0) 
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However, the distance required to achieve some fraction of this equili

brium velocity, again in an infinite medium, is also of interest. There

fore, consider the axial variation of the radial particle velocity, with 

zero initial velocity conditions imposed at z = 0 . Equation (̂ .35) yields 

^(q) A(4)g(q)jr . ̂ (q) [ B ( R / a o )2 --2] 

ft}-2  &z U + V 
m2 z 

*• (Q ) / A 

since 0V Vc1* is zero for the conditions specified. If 

lv ( C L )1«|U 
I z i I m 

z 

o 

(^D 

equation (̂ .̂ l) can be solved for V to yield 

A ( * ) 2 ( q ) £ .£-(£)* ?H 
i(q)= r^iT1-6 \ 1 &W 

B(a /aJ 2 a- 2 L J 

A (Q ) 'x 

since only V and z are presumed variable for the present analysis. 

Note that equation (k.k-2) recovers the equilibrium velocity given by 

equation (^.IJO) in the limit as z -• ». However, equation (̂ .̂ 2) also 



82 

indicates the distance required for the velocity to approach this 

equilibrium value. 

The equilibrium distance will here be defined as that axial 

distance required for 

v ( q ) = 0.98 [V (q)] 
r -' i r jeq 

that is, for the velocity to reach 98 percent of its equilibrium value 

Thus, 

Z 
eq -*./[>(f) • 1 ^3> 

or 

•K-^X*)'8* 

since 

B = 9(pf/Pp)/Re 
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Recall, however, that within the actual flowfield, there exist point-

to-point variations in flow conditions, so that care must be exercised 

when attempting to relate this equilibration distance to the actual 

flowfield geometry. Nevertheless, the ratio of this distance to 

numerical step size is an important quantity to condiser when construct

ing numerical solution algorithms, as will be noted in the next chapter. 



Qk 

CHAPTER V 

DEPOSITION WITHIN THE! CONVENTIONAL 

ELECTROSTATIC PRECIPITATOR CONFIGURATION 

Equilibrium Diffusion Velocity Example 

As a first example, computations were made with respect to the 

conventional pipe with centerline-wire configuration typical of many 

electrostatic precipitator installations (Figure 12). This configuration 

has been the subject of much of the effort related to theoretical pre

diction of deposition, and, in addition, there exists some laboratory 

data with which to compare theoretical results. It therefore represents 

a useful flow geometry with which to examine the relative accuracy and 

utility of the method proposed here. 

As calculations later show, by restricting the particulate load

ing to relatively small particles, explicit numerical solution of the 

particle radial and axial momentum equations can be eliminated. This 

accrues from the fact that the ratio of particle velocity relaxation 

distance to the chosen finite-difference step size is much less than 

one, and therefore particulate diffusion velocities for these smaller 

particles are essentially at local equilibrium values. 

Summary of Equations to be Solved 

Computations are made for aerosol particle concentration dis-

tributions and wall deposition downstream from the point z = 0, at 

which the particulate loading can be described as log-normal with 
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respect to particle radius and uniformly distributed across the pipe 

cross section. The electrical field is provided by a potential dif

ference between an axial, centerline wire and the pipe wall but is 

modified by the space charge of the particulate cloud, and ion current 

in accord with Poisson's equation. The field intensity is assumed 

sufficient to insure corona discharge near the centerline wire. A 

unipolar aerosol electrical charge is presumed to exist at z = 0, with 

individual particle charge at the equilibrium value corresponding to 

the local electric field. As the particles proceed downstream, their 

charges vary since ions are free to attach or detach themselves and 

move with relatively high mobility through the ionized gas generated 

by the corona discharge. 

For simplicity, the gas flow supporting the particulate load 

is taken to be fully deve3.oped turbulent flow and uninfluenced by the 

aerosol dynamics or by the ion drift. The applicable equations are 

Poisson's equation, equation (̂ .3*0, 

1 JL (& ) + 4 = f n(<l) Z(q) to (5.1) 
r &r *z a=o 

with the particle charge, Z ̂  , given by equation (k.25)> the continuity 

equation (^.37)3 
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AA.L r -*• m z J \s j 
r $r fcz z 

and the radial and axial momentum equations, equations (4.35) and (4.36), 

respectively. Coagulation may be neglected for the present model since 

the aerosol particles sustain a unipolar charge throughout the flow-

field [1]. At this point, one could apply the traditional Reynolds' 

procedure for turbulent flow and express the basic equations in terms 

of time mean values and fluctuations [12]. The procedure can be expected 

to result in additional transport and dissipation terras in the equations. 

These additional Reynolds' terms are omitted in the development here 

initially but are modelled later by expressions of the form given in 

equation (5-36). 

It should be noted that, in principle, the electric field 

intensity is influenced by the corona current, so that the right-hand 

side of Poisson's equation, equation (5.1)5 contains a term corres

ponding to the free-ion charge contribution to the overall space 

charge. However, it is known from practice that the corona current 

is reduced almost to zero in the presence of the particulate load, 

even for relatively high precipitator voltages [34], as can be expected 

in consideration of the relatively high mobility and particle attach

ment rate of the gaseous ions. Hence, it is reasonable to include 

only the space-charge contribution of the aerosol particles when 

considering Poisson's equation. 
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Parameters for Example Computation 

The following parameters were chosen for initial computations 

and are similar to those selected for the previous uncharged aerosol 

deposition cases considered: 

Re = 105, L/R = 35, a /R = 10~5, 

a = 10" cm, p /p_ = 1110, N = 10 cm~J o Kp' Kf o 

The particles have an initial distribution with respect to radius 

centered at one micron and distributed log-normally with geometric 

standard deviation 0.10, i.e., 

exp [- (in a)2/(2 a/)] 

\-0 (<0 = - = 2 ^ — (5-3) 
V 2n a0 exp (a 72) 

as before. A nondimensional parameter which appears in the computations 

is e E /(pJJ ) and is assigned the typical value 0.011 initially, 
z 
o 

which corresponds to E = h kv/cm. 

The nondimensional velocity equilibration distance is given by 

equation (h.kh). As before, putting U = (l-r) ' m for pipe flow 
z 
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results in z varying from zero at the pipe wall to a value 
eq 

[zeq] = 0.00^93 a
2 

at the centerline. Since a = Oril, then z is less than about 0.005 
u J eq 

throughout the flowfield and is much less than this quantity within 

most of the region of interest. A numerical computation step size in 

the z direction of 0.07 represents a useful compromise between the 

limitations imposed by computational stability, on the one hand, and 

cumulative numerical truncation error, on the other. Hence, for this 

example, the ratio of velocity equilibration distance to numerical 

step size in the axial, solution-marching direction is much less than 

one everywhere in the flow-field, and therefore particle velocities 

can be assigned their local equilibrium values without loss of accuracy, 

Thus, radial and axial particle velocities are obtained as in equation 

(U.1+0), i.e., 

, x A ( q ) Z{^ E 

V (q) = * — § (5A) 
B(R/a f a"2 

and 
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, , A ( ^ Z ( 4 ) E 
fz = ZT\ (5.5) 

B(R/a ) 2 a" 2 

where, as can be shown, 

- 1 . o„ . e E 2 

^ . . U . ^ i ^ S ^ ) ^ ( ,6 ) 
^ Pf m 

o 

A * 2 ,N 2 4 , s 
E = [ E / + E / ] 2 (5 .7 ) 

^(/H (5.8) 
PP 

For aerosol particles composed of conducting material, e -•(» and 

(e -l)/(e +2) -• 1 in equation (5.6). The particles considered here 

are presumed conductive, although computations for dielectric particles 

are no more complex. 

The equations to be used are therefore equations (5-1), (5*2), 

(5»*0> and (5.5) along with subsidiary equations (5*3)? (5.6), (5«7)3 

and (5.8)3 among others. Boundary conditions are required for the 
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particle number concentration and electric potential, from which the 

electric field components are obtainable. At the centerline, symmetry 

considerations would imply that the radial derivative of the particle 

number concentration vanish, i.e., 

r *n^q)l 

[ *V-L = 0, q = 1, 2, . . . , v - 1 (5.9) 
&r r=o 

The boundary condition on the concentration near the wall is much less 

obvious. The computations for noncharged particles presented in previous 

chapters are based on a wall boundary condition for particle concen

tration obtained by equating turbulent diffusion flux to the inertial 

deposition flux at an appropriate distance from the wall, i.e., by 

equation (2.7) of Chapter II. However, the mixing length deposition 

concept upon which this boundary condition is based does not enter 

into the present formulation, so that this previous result is not used 

here. 

Three alternative approaches have been adopted in the literature. 

In some studies, e.g. that by Copperman [28], the particle concentration 

is presumed to drop to zero at a precipitation surface. The argument 

is based on the assumption that, for zero particle re-entrainment, the 

wall is a perfect collector and therefore, according to the argument, 

the particle concentration is zero at the surface. However, one can 

easily visualize a circumstance involving a uniform concentration of 
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particles flowing toward a collecting wall and being captured, without 

the concentration falling to zero at the wall. In fact, in the true 

physical case, perfect collection at a 'wall implies an unsteady buildup 

of material onto the surface, so that a condition involving zero 

particle concentration immediately adjacent to this surface is actually 

somewhat difficult to justify. 

An alternate approach [29] assumes that the wall concentration 

is some constant fraction of the mean concentration at each cross section. 

However, this constant fraction results in the introduction of an 

additional unknown parameter into the analysis and must be determined 

from experiment. 

A third, more common, alternative is to assume that the radial 

derivative of the particle concentration vanishes at the wall. This is 

the so-called "Danckwerts" boundary condition, originally applied by 

Danckwerts [37] to the steady-state flow of a reactant through a packed 

tubular reaction vessel. Danckwerts' original argument was based on an 

intuitive resolution of an apparent indeterminacy in his mathematical 

development which arose if that boundary condition were not adopted. 

Later, Pearson [38] obtained a more rigorous mathematical justification 

for the Danckwerts boundary condition when the turbulent coefficient of 

diffusion is assumed to decrease discontinuously to zero at a wall. The 

boundary condition in the true physical situation in which the diffusivity 

decreases rapidly, but not discontinuously, to zero is probably dif

ferent from the Danckwerts condition, but experimental evidence [39? 

31] indicates that the true condition is probably not very different 

from this idealization. 
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One might possibly identify a fourth approach as the technique 

in which the wall concentration is merely specified beforehand [33]. 

The problem of course, is that the wall concentration is unknown before

hand, in general, so that the method is basically semi-empirical in 

practical application. 

Of the possible conditions to apply, the Danckwerts boundary 

condition appears to "be the more Justifiable and is adopted here. How

ever, the present state of the problem is clearly unresolved, and 

additional effort directed toward determining the proper condition is 

needed. 

Poisson's equation written in terms of the electric potential is 

of the classical elliptic type, so that, in principle, one would need 

to specify boundary conditions for the potential everywhere on the 

closed surface bounding the field of interest. However, the necessity 

for including Poisson's equation, as such, within the numerical solution 

procedure is avoided here by initially determining an approximate 

solution of Poisson's equation which satisfies the desired boundary 

conditions for the potential. This approximate solution is employed 

where necessary to evaluate the electric field intensity; however, this 

solution is not completely uncoupled from the numerical procedure since 

the local particle concentration is required at each evaluation, and 

this latter quantity must evolve from the computations as they proceed. 

This solution is the subject of the next section. 

Approximate Solution to Poisson's Equation 

Poisson's equation written in terms of the electric intensity 

is 
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I JL CrE ) + ̂  = f n(q) Z(q) to (5.10) 
r ^r &z a=0 

Define Q,(z, r) by 

Q(S, ?) = f S(<l) z (^ aS (5.11) 

Now, for the pipe-wire configuration having a relatively strong radial 

electric field intensity, one expects that 

^ « ^ ( P 1 ) (5.12) 
. * A „ A I 

b2 r fcr 

that is, the axial derivative is much less than the corresponding radial 

term. Thus, the equation to be solved can be simplified to 

7 4 (?Er) = Q(z, r) (5.13) 
r gr 
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Multiply equation (5.13) by r and integrate both sides indefinitely 

A* 

with respect to r to obtain 

rfi = f T <J(£, r) dr + K (2) (5.H0 

As is shown later, the numerical solution does not provide useful results 

near the centerline wire of the present configuration, and an approximate 

solution to an overall mass-conservation equation is developed for this 

region. This circumstance is brought about by the near singularity in 

the electric field intensity and radial velocity near the centerline. 

Therefore, equation (5.1*0 is expected to be employed only for values 

A. 

of r not very close to zero. Within this outer region of interest, it 

can be shown by computation (presented later) that Q, is primarily a 

function of z. Thus, one can write equation (5.1*0 approximately as 

rEr = Jr Q(z) + K^z) (5.15) 

Therefore, the radial electric field component is 

Kn(z) 
\ = i? Q(z) + - ^ — (5.16) 
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Now, E is related to the electric potential as 

E = - ̂  (5.17) 
X A 

br 

•where V i s here defined by 

V = v/(REo) (5.18) 

Thus, equation (5. l6) gives 

M*) 
5r r 

Integrating t h i s yie lds 

V = - £ r Q(z) - K^z) In r + K2(z) (5-19) 
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A A . A 

Since E = - &V/&Z, then 

£ 1 A2 dQ , /_ *x 1 2 /c on\ 
Ez = * r dz~ (1J1 r ) "" " (5# 0 ) 

dz dz 

Both the wire and the pipe wall are equipotential surfaces, so 

V will be constant along both. The potential is arbitrarily set equal 
A 

to zero along the pipe wall, r = 1. This boundary condition implies 

that 

K2(z) = i Q(S) (5.21) 

A A A A 

At the wire surface, r = r , one can put V = V , so that equation (5.19) 

gives 

1 r 2 

hC*)-[iG)(-T*-)-\]/lxi6 (5.22) 

Combining equations (5«2l) and (5.22) with equations (5«l6) and (5.20) 

gives 
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1-r 

i.. v «s.. «;>.(-f-y^ 
r 

r In r 
6 

and 

= t aa [ ini_ (1 . ; 2 } . (1 . ;2)-j (5-2U) E 
dz L_ In r 

6 

With this approach, one is still free to specify V . Equations (5-23) 

and (5.2*0 are the desired relations for the electric field components. 

Note that Q(z) is obtainable from the numerical solution for nvvl' at 

each cross section by an appropriate quadrature. For the present 

calculations, Q(z) is taken to be the average over the cross-sectional 

area• i.e.. 

Q(z) = j J Q(z, r) dA 

A A 

Thus, with dA = 2«n r dr, this becomes 
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Q(S) - i f1 T f ^(q) Z(q) dJl 2n ? dr (5.25) 
r = r a =o 

6 

For computational purposes, E is put equal to one at z = 0 and 
A 

r = 1, although other values would also be appropriate. A typical wire 

radius, r , of 0.02 in. is used. 
6 

^Numerical Solution Procedure 

The continuity equation, equation (5.2), can be written in 
A(Q) r A expanded form and solved for $n /fcz to obtain 

A (q ) A r r A A A 

fisiT . . _E , y , , tf & ^ (5.26) 
bz U + 7 ^ ^ 
w m z 

z 

- (q) For the present example, it is expected that V u/ is much less than 
A / \ A A 

V since E is much less than E . Further, it can also be expected 
r z r ' 

A / \ A A t' ~\ A 

that V ^ « U and that &V /o2 ca^ be neglected with respect to 
z m z 

A / \ A Z 

£V / $ r . Hence, equation (5-26) can be wri t ten as 

^ = _ ^ ( * ) ( ^ + 4 ! l W * ) ^ l (5.27) 
&z U m

 L r r fcr 5? J 

z 
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As was observed in Chapter II for the uncharged particle deposition 

A 

results, there is here also an apparent singularity at r = 0 since 

A (q) A 

V is zero at r = 0 in order to preserve symmetry. As before, how

ever, L'Hospital's rule can be employed to indicate that 

V ((l) fcv <*> 
lim J L — = iim __JL— (5.28) 

r &r 
r -• o r -• o ^ 

Noting also that 

A ( q ) 
JElLi = o 

6? 

at r = 0, one can write equation (5.27) i>or r = 0 in the form 

= _ - L . [ 2 n ^ 2 L - ! - ] , ; = 0 (5.29) ^ = . J L r 2 ; ( 4 > * 

z 

However, preliminary computations indicated that the numerical pro-

cedure outlined is not useful near r = 0, as noted earlier, so that 
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an alternate procedure was required near the centerline. This might 

A 

be anticipated on the basis of the indicated singularity of E , and 

* (Q) * hence of V , as r approaches zero. Nevertheless, it is useful to 

note here the alternative form of the continuity equation, which will 

in fact become useful in a later example. 

As an alternative to the continuity equation valid for r = 0, 

equation (5.29), consider a mass balance for a cylindrical element of 

A A A 

radius rc where r < rc < 1, as illustrated in Figure 13. Continuity 

of mass flow implies that, approximately., 

„ r ?
2 n ( ^ U ^ T T ? , 2 (n(<l) +to

( < l ))U + 
d vx d. m 

z z 

2TT r 
2 ^ ^ ( O . d S H A, (q) dV 

s (1) 

(aS) (;d> + * £ } (*r<i)+J|-_) 

which becomes 

*(q) ~ . _i-[£(*) ̂ ) ] ̂  ^ (5.30) 
dz rn U r = r_ 

2 m 2 
z 

This equation can be used to compute the axial variation of the average 



Flux Into Surface A = 

nr2 n^> Um 

Flux Out ce 

Surface C 

[^— dz ĵ 
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number concentration within the cylindrical element. For purposes of 

A 

the present computation, rp is put equal to 0.2. 

The numerical computation procedure is analogous to that outlined 

previously in Chapter III. Radial derivatives are replaced by central-

difference approximations, whereas axial derivatives are replaced by 

simple forward-difference approximations, as illustrated by equations 

(3-1*0 and (3«l6) of Chapter III. For example, equation (5.27) becomes 

v3.»i - *w - *i iMV . . I V ^ + (5-31) 
Ar U i , J , k r 

m z 

ni?j+l,k ' %3-l,k "1 + i 5. |> 
J n.,J,k L ' 1 ) 3 + i , k 

V ]} 

where subscripts i, J, and k represent discrete particle radius index 

number, radial coordinate index number, and axial coordinate index 

number, respectively, as before. Thus, again, an explicit calculation 

algorithm is generated, and one can march the solution downstream from 

z = 0. As before, Ar is put equal to 0.04. 

The elemental mass flux to the wall is given by the integral 
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f [n<»> »<»> V r ^ ) ] (2TTR dz) da 

a = o 

or, in nondimensional form 

Pp*of"V» m H2JTS(4) *' V 4 ) ] " (5.32) 
z . wall 
o 

a==o 

The mass flux per unit length of the flow is, in nondimensional form, 

P/o f «2 %3 *m H f [S<*> a3 *p<l>] aS (5.33) 
z 
o a=o 

The efficiency at z is defined as the total mass flux to the wall from 

z = 0 to z = z divided by the input particulate mass flux into the pipe 

at z = 0. An efficiency of one therefore represents total removal of 

the particulate loading. The input particulate mass flux is given by 

the expression 
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J {! ^ X f ^ ^ K 2Tffdr 
r=r a=o 

6 

or, in nondimensional form, 

8 2 '3 2 r1 r r00 ^ ^ A^ «I * * * , , x 
p H ^ IT a : U R n* a° da U r dr (5.3*0 
p p o 3 o m J LJ z=o J m v ' A A A z o 

r=r a=o 
5 

Therefore, the efficiency i s 

p N § 3 - a 3 U R2 f f KM a 3 V <*>! dS da 
Ppo 3 o mz J J LH r J 

O A A 

z=o a=o 

n = p ^ a ^ u R2 f1 f \ & S3 d a l U r dr Hp o 3 o m J J L"z=o J m 
A A A zo 
r=r a=o 

6 

or 
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rz r r ^ a3 v M i dz ,£ 
: : r -van 

^ T 2 - ^ (5.35) 

I J Pffi^H ^ 
r=r a=o 

6 

Note that the denominator of this expression can be explicitly evaluated 

by using equation (5«3) and U = (l-r) "' . m z 
Discussion of Results 

Graphical illustrations of some of the results for this example 

are shown in Figures lU through 22. Figure ik presents concentration 

r00 « ( Q ) * 
profiles for total particle concentration, N = n da, across the 

Jo 
pipe radius at z = k.2Y9 9*17 and 33+«37« It can be seen that the 

particle concentration decreases quite rapidly near the centerline, 

consistent with the large electric field and radial particle velocity 

in this region. Also shown in Figure lk are the concentration profiles 

obtained when turbulent diffusion.effects are considered. These latter 

results are discussed later. 

The behavior of individual particle wall, concentration distri

bution functions at three axial locations is illustrated in Figure 15, 
*(Q) * o 

which presents n -,-, as a function of particle radius, a, at z = 0, 9»o7 

and 3^.37. The reduction in particle concentration is relatively 

uniform with respect to particle radius. The numerical solutions for 

concentration distribution functions are quite smooth and consistent, 

indicating no evidence of numerical instability. 
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The removal efficiency, as obtained using equation (5»35)> is 

shown in Figure 16 and compared with theoretical efficiency predictions 

obtained from the Deutsch formula. For this example, the numerical 

results for particulate removal, efficiency indicate that the Deutsch 

formula predictions are quite reasonable for these conditions, at least 

as far downstream as z = 30, where some difference is noted. 

Figure 17 presents the particle radial velocity distribution 

across the pipe radius at z = 0, 4.27 and 34.37- Since the diffusion 

velocity at each point in this example is proportional to the local 

electric field intensity, one can also visualize the figure as repre

senting the electric field variation across the pipe radius. One notes 

that the velocity varies only slightly with radius for r greater than 

about 0.4, compared to its variation for r less than 0.4. The only 

significant variation with axial location occurs near the wall, and 

the results indicate that the reduction in total charge and its 

associated self-repulsion effect results in a reduction in particle 

radial velocities near the wall as the flow proceeds downstream. 

The computational results discussed thus far in this chapter 

were obtained for 

e E 2/(QJJ2 ) = 0.001 
o o ' KWf m ' 

z 
o 

This quantity essentially involves the ratio of electrical force to 
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inertia force, and it therefore represents an important design para

meter which requires same study relative to its influence upon the 

flow dynamics, e.g., upon the particulate-removal efficiency at any 

given downstream location. Accordingly, the previously discussed 

numerical solution procedure was repeated for sufficient values of 

e E /(p.ptr ) between 0.00011 and 0.880 to adequately define its 
z o 

A. A 

influence upon particulate-removal efficiency from z = 0 to z = 30. 

Results are presented in Figure 18 for z = 5, 10, 20, 30. As can be 
seen, the efficiency is relatively insensitive to s E /(pjj ) for 

z o 
efficiencies less than about 20 percent but varies considerably with 

increasing e E /(pJT ) for efficiences greater than about 20 percent. 
z 
° 2 2. 

Further, there exists apparent upper limits for e E /(pJJ ) at which 
z o 

particulate removal efficiency is essentially 3.00 percent at various 

values of z. This is further illustrated in Figure 19> which presents 

e E fiaJj ) as a function of downstream distance, z, at which parti-o o ' rf m z o 

culate removal efficiency is essentially complete. It can be seen 

that, for the conditions chosen, there appears to be little advantage 

in extending the precipitation section beyond z = 30, since the required 

value of g E /(pjj ) remains relatively stationary for z greater 
z o 

than about 30. Further analysis of these additional computational 

examples indicates that the discussion and conclusions with respect 

to the g E /(o V ) = 0.011 case, examined earlier in some detail, o o ' v H? m 
zo 

remain valid for the other examined values of this latter parameter. 

It is useful to examine the assumption that the turbulent 
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diffusion flux is negligible with respect to the particle flux due to 

electric drift. Using equation (2.6), one can express the turbulent 

diffusion flux, within the framework of the present analysis, as 

dU 
n 

/< 

dr dr 

m A 

K = l2 \~r\ " (5.36) 

The corresponding flux due to electrical drift is given by 

f ;''>VrW^i[Vr('»]k (5.37) 

a=o 

Numerical solutions were obtained for the indicated conditions of the 

current example, including consideration of the additional mass trans

port due to turbulent diffusion flux, and compared with corresponding 

results obtained when turbulent diffusion was neglected. 

The modification to the numerical computation procedure to 

account for turbulent diffusion for the present example involves the 

addition of a term to the diffusion velocity expression, i.e., 

V M = [V ( q )] n + . , + tf (<l)] + v , + (5.38) r L r J electrical L r J turbulent 
drift diffusion 



l l 6 

where t h e f i r s t term on the r i gh t -hand s ide r e p r e s e n t s the previous 

equ i l ib r ium d i f fus ion v e l o c i t y resu l t ing ; from e l e c t r i c a l fo rces and, 

as e a r l i e r , 

dU * v 
t \ *2 m ,«(q) 

L r J turbulent ^ [ q j 1 * I V?o*; 
JJ . -X. • n d r d r 

diffusion 

Figure lU, considered earlier, presents a comparison of number-

concentration profiles obtained at three axial locations (it is inter

esting to note that the inclusion of turbulent diffusion into the 

computations approximately doubled the required computation time). 

One notes from Figure ik, as expected, a general "smoothing" of the 

profiles, with the inward flux near the centerli'ne tending to retard 

the decrease in number concentration in this region and the outward 

flux nearer the wall tending to transport additional material to this 

outer region. The concentration increase due to diffusional transport 

near the wall is seen to be relatively small, and since the diffusion 

velocity remains approximately the same as without turbulent diffusion 

(recall the Danckwerts' wall-boundary condition imposed on the problem), 

then one can anticipate both a small increase in mass flux to the wall 

as a result of diffusion and a corresponding increase in particulate 

removal efficiency at any given location. These diffusional processes 

tend to smooth out the concentration gradients and, according to the 

Deutsch theory, are presumed to result in a completely uniform 
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concentration profile throughout the precipitation section. This 

latter is, however, at variance with the present results and with 

experimental observations of precipitator performance, which indicate 

concentration profiles very similar to those of Figure 1^. 

A comparison of the relative magnitudes of the turbulent dif

fusion flux and the electrical-drift flux is shown in Figure 20 for 

conditions of the initial example of this chapter. Note that the 

diffusion flux is, in fact, relatively small with respect to electrical 

drift except for a narrow region where, as indicated in Figure ik, 

there exists a significant number-concentration gradient. There, the 

gradient is such that diffusion tends to transport particles toward 

the centerline, whereas, nearer the wall, there exists a much smaller 

diffusion flux outward toward the wall for z less than about 10. 

Figure 18, also examined earlier, presents a comparison of results 

2 // 2 \ * 
for efficiency as a function of e E /(p^U ) at z = 0, 10, 20, and 

z 
o 

30. As expected, turbulent diffusion increases the efficiency at any 

given location. 

Nonequilibrium Diffusion Velocity Example 

The previous computational examples were based on a particle 

most probable radius of one micron, and the results indicated that 

the particle diffusion velocities remain essentially at their equili

brium values throughout the flowfield. As can be seen from equation 

(h.kk), larger values of a /R would result in increased velocity equili

bration distances, and when the equilibration distances are no longer 

negligible with respect to the numerical step size, particle diffusion 
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velocities can no longer be expected to ramain at their local equili

brium values. 

In order to determine the effect of nonequilibrium particle 

velocities on the results of interest, the equilibrium velocity example 

of the previous sections was modified to represent a particulate load

ing having a most probable radius of ten microns, i.e., a /R = 10" 

_3 
and a = 10 cm. However, for the same external electric field as 

o ' 

considered for the basic example of the previous sections, one notes 

that the particulate charge, Ẑ  , given by equation (4.25) will increase 

by a factor of 100 when a /R is increased by a factor of ten. The total 
/s, 

electric charge presented at the inlet, z = 0, for the same total num

ber of particles would increase by a factor of 100, and this condition 
would result in additional, undesired effects upon the system deposition 

-4 -^ and behavior. Therefore, the quantity N is taken to be 10 cm , so 

that the product N (a /R) in the expression for Z ^ is the same as 

for the previous example. Under this condition, then, the total 

electric charge presented at the inlet is the same for this larger 

particle example as for the previous, smaller particle example. With 

the exception of these modifications, the parameters of the two examples 

remain the same. Experimental evidence indicates that precipitator 

efficiency is essentially independent of inlet particle concentration 

[21+]. 

Computations of particle equilibration distance as given by 

equation (4.44) indicate that z varies from zero at the pipe wall 
eq 

* i A2 
to a value [z ] * = 0.493 a at the centerline. These values of 
z are, in fact, greater than before by a factor of 100 and, near the 
eq 
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centerline, are larger than the streamwise numerical step size. There

fore, within a portion of the flowfield near the centerline, it is no 

longer appropriate to assume that the particle diffusion velocities 

are near equilibrium, although near the wall, this is still permissible. 

Since the mean velocity is assumed to approach zero at a solid surface 

in this continuum approximation, equation (h.kk) indicates that z 

will always approach zero near a wall. Therefore, a boundary condition 

on diffusion velocities is defined by the equilibrium condition at the 

wall. 

Other appropriate boundary conditions for diffusion velocities 

are provided by physical considerations at the pipe centerline. Sym

metry conditions at the centerline indicate that the radial derivative 

of the axial velocity vanish at r = 0. As before, however, it can be 

shown that the radial velocity increases without bound as one approaches 

the centerline, as would be expected from the electric-field variation, 

but must be zero at the centerline itself (discounting the presence of 

the centerline wire). This discontinuous behavior is again a source of 

numerical computational difficulties, and therefore the centerline 

computation approximation of the previous example is again here adopted. 

Numerical Solution Procedure 

The numerical solution technique for this example is essentially 

the same as that developed for the previous example, with the exception 

of the approach taken to account for the nonequilibrium nature of the 

particle diffusion velocity. Computations indicate that the region 

near the wall within which diffusion velocities can be assumed in local 

equilibrium, combined with the region near the centerline for which 
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a modified solution procedure is necessary actually comprise a rather 

significant portion of the flowfield. Therefore, only a rather confined 

region need be the subject of some nonequilibrium-velocity considerations 

One could formulate a solution technique which incorporates the 

momentum equations, equations (4.35) and (4.36), into the algorithm. 

Since the region within which this would be necessary is rather small 

and the degree of nonequilibrium is not large for this example, it 

was decided at the outset not to involve the additional complexity 

associated with including the momentum equations, but rather to explore 

the possibility for implementing a simpler relaxation model for the 

diffusion velocity behavior. Simultaneous solution of the momentum 

equations and the continuity equation is deferred until later examples 

are considered. 

Before attempting to structure an appropriate relaxation model 

for velocity relaxation, it may be constructive to examine certain 

aspects of the momentum equation itself. Consider the radial momentum 

equation, equation (4.35)• Solving this equation for b^ ftz and 

using equation (5-4) for (V ^') yields 
X "vJ 

A (q) * (q) 

^ £ _ = -i- ( B _ T(v (*)) . J (q) I . $ (*) fl_\(5.U0) 

,2 -2 
Since z = k 0 (a /R) a /B by definition, then equation (5.4-0) can eq m o z 
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be w r i t t e n as 

bz 5 l z L r e q r J r xr J 

u m eq °^ 
z 

or 

^ (q) J} (q) * % 

mz 0z o*1 
+ ^i)5_ = ^ r ( v ( < i ) ) . v ^ l (5.U2) 

r * L r eq. *" J w ; 

S u b s t i t u t i n g dV ^ ' / d t ^ ' for t he l e f t - h a n d s ide of equat ion (5 .^2) 
r 

yields 

* (q) k U 
r = z [" AAr (<l)\ v (CL) 

^ 7 ( ^ z 
eq 

[^(4))eq " V ^ ] ^ 3 ) 

Thus, the momentum equation can be written in a relaxation form, with 

a relaxation time here obtained as (k U /z )" . Since U is expected 
m ' eq m 

A / \ z z 
to be much greater than V , the left-hand side of equation (5.^3) can 
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A A ( q j r A 

be effectively replaced by U b V /fez- Final ly , formulating the 
z 

resulting equation in finite-difference form yields (in backward-

difference form) 

fi r(Yr }
z- ( vr W i , . A r ( ; ^ ) ) . v ^ l (5.uu) 

raz L
 AS J £ L r e* r k-£ 

a eq a 

for a simple Euler scheme. This can be wr i t ten in the form 

[V My = {[V My A_ [(tf (q), ]A A /_ ^ | \ + (v (4) }. „ (5<45) L r Jz l L r Jz-Az LV r 'eqJz-zvzJ \ ~ / r z-AZ 

or 

[v r
(^ = { t f P

( 4 W t(vr
(q))eq]£.AS} (i - ̂ ) • C C ^ W S ^ - ' * ) 

Z 
eq 

Now, the model equation, equation (5.^6), yields the desired result 

only for relatively small values of AZ/Z . That is, one expects that 

when A,Z/Z approaches zero, V ^ ' remains constant. Equation (5.^6) 
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implies that 

rv ( q )> = [v (<l)> . 
L r Jz L r Jz-Az 

A A A A 

when AZ/Z = 0, as desired. On the other hand, as AZ/Z increases, 
" ' eq ? a ' eq 

one expects that 

[V (q)]» - [V (q) > L r Jz L r eqJz 

but equation (5.46) does not indicate this desired limiting behavior. 

The difficulty is generated by the finite-difference form; however, a 

reasonable relaxation model can be obtained from these previous con

siderations by noting that the solution to equation (5«^3) is expon

ential in character. On this basis, the following model is proposed: 

rv ( q )> - r(v (q)) > - = rv (q) - (v (q)) > * e " z (5.4?) 
L r -Iz L V r ;eqJz-Az L r ^ r ;eqJz-Az z

eq +
 V P # H ^ 

{[(V (q)) ]* - [(V (q)) y «}s ( A L _ !> 
LLX r 'e<iJz LV r 'eqJz-A,z J V A y 

z 
eq 
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where S (x) is the unit step function, i.e., 

0 if x < 0 
S ( x ) = 1 if x ;> 0 

Examination of the model behavior exhibited by equation (5.^7) indicates 

that 

[V My - [V My A 
L r Jz L r Jz-/̂ z 

as AZ/Z -* 0, as desired, and that 

[v r
( q )l; - L(v r

( t l )) e q] S 

as Az/Z -» °°> also as desired. In addition, the model indicates that 

A ( Q ) /A I Q ) \ A
 /I 

V relaxes toward (V v^'; with a relaxation distance z /4 when 
r ^ r yeq eq' 

Az „ z , again as desired. Therefore, equation (5.^7) represents a 
eq 

useful velocity relaxation model for this example. 

Discussion of Results 

Figure 21 illustrates concentration profiles for total particle 
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A A 

concentration, N, across the pipe radius at z = 4.55? 9*05? and 20.05. 

Comparing these profiles "with those obtained for the previous example 

indicates similar behavior, with the particle concentration near the 

centerline being reduced to zero rather quickly and with this region 

extending further toward the wall as the flow proceeds downstream. 

Note that for the larger particles, the reduction in total concentration 

is greater at any given axial location. The peaking tendency indicated 

in the profiles when turbulent diffusion is neglected is more pronounced 

here, and as the peak moves toward the wall, the wall concentration 

actually increases as the flow proceeds downstream. However, when 

turbulent diffusion effects are considered, the peaking tendency is 

essentially removed. The concentration at the wall, on the other hand, 

is not significantly affected by diffusion until z becomes greater than 

about 10. 

The peaking effect observed when turbulent diffusion is neglected 

is illustrated also in Figure 22, which represents individual particle 

wall concentration distribution functions at three axial locations. 

Although the reduction in wall concentration which occurs from z = 0 
A 

to z = 9'05 is similar to that illustrated in Figure 15 for smaller 

particles, although more pronounced, the behavior as the flow proceeds 
A 

to z = 20.05 is quite different. Consistent with the movement of the 

peak in concentration toward the wall, as illustrated in Figure 21, 

the particle distribution function at the wall tends to increase. 

This increase is more pronounced for particle radii below a = 1.1, 

but the higher deposition flux for larger particles outweighs this 

effect, and their concentration is less at z == 20.05 than at z = 9.05. 
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When turbulent diffusion effects are included, the concentration dis

tributions decrease consistently, as would be expected from previous 

results discussed. 

The particle removal efficiency is shown in Figure 23? in which 

also are shown some numerical solutions for efficiency corresponding to 

p /pf = 500 (fly ash) and p /p = 8820 (lead), in addition to that for 

p /p = 1100 considered heretofore. Although the previous example for 

smaller particles indicated close agreement between the numerical 

solution and the Deutsch formula, the numerical solution for removal 

efficiency for this larger particle example indicates considerable 

difference between the two results. The Deutsch formula yields an 

efficiency much too high at any given axial location, although the 

asymptotic limit for both results is, of course, one. Note that 

deposition increases as anticipated when turbulent diffusion effects 

are included in the numerical solution. 

Figure 2k presents the particle radial velocity across the pipe 

radius at z = 0, ̂ .05, and 3^.55. Also shown are the equilibrium 

velocity profiles at z = ^.05 and 3^-55- Note that, as expected, the 

actual velocity profiles differ only slightly from the equilibrium 

profiles, with the greatest difference being in the region near the 

centerline, where the particle concentration has been reduced almost 

to zero. It is also interesting to note that, although the particle 

radial velocity has been taken as zero for all r at z = 0, it achieves 

a near equilibrium value rather quickly and remains near equilibrium 

throughout the flow. 

Figure 25 illustrates the influence of the parameter 
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e E / pjj upon the particulate removal, efficiency at several down-
z o 

stream locations. Comparing these results with those of Figure 18 

indicates that the general trend of the curves, "both including and 

excluding turbulent diffusion effects, are quite similar with a decrease 

in g E /pJJ kv approximately a factor of ten required for the 
z o 

larger particles to achieve equivalent efficiencies at given downstream 

locations. Otherwise, the comments made earlier with respect to Figure 

18 could be repeated here. 

Having examined the efficiency results presented in Figures 18 

and 25, one might ask what effective drift velocity would be necessary 

to "fit" the Deutsch formula to the numerical solution results? The 

Deutsch formula may be written as 

- Aw/V 
T] = 1 - e ' 

or in the form 

_ - 2wz/U /_ )i0\ 
T] = 1 - e ' m (5.48) 

where, in the present notation, 
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within the Stokes' drag regime. However, one could propose an effective 

drift velocity, w -„, obtained by solving equation (5-^8) for w, i.e., 

w p f f = " -% ̂  (1 - Tl) (5.50) eff 
2z 

where 7] and z are obtained from Figure 18 or Figure 25 for given values 

of the parameter e E ^/(pjj ). Effective velocities determined in 
z o 

this manner, however, exhibit a slight dependence upon z. By averaging 

with respect to z, one obtain an effective drift velocity of the form 

: E
2 

^ r* ( O O \ ,_ __ v 
weff = weff (. — 2 - J (5.51) 

pfU ra z o 

for given a /R, Re, etc. The results of this correlation are presented 

in Figure 26, which also indicates the corresponding drift velocity 

used in the conventional Deutsch formula. One notes that for a /R = 10 
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Z 
o 

-h and a =10 cm, the effective drift velocity remains reasonalby close 

to the Deutsch drift velocity for values of e E /(pjj ) less than 
z 

-2 ° 
about 10 , but that the difference between the two becomes more marked 
as e E /(OJJ ) increases beyond this value. For a /R = 10" and ^o o ' VHf m o' 

z 
_3 ° 

a =10 cm, one notes a similar trend except that the difference 
between the Deutsch velocity and the present numerical correlation 

becomes marked as e Q
E /(pfU^ ) increases beyond 1 0 . The previous 

z o 
basic calculations discussed in some detail were generated for 

e E /(p.pU ) = 0.011, a value compatible with current precipitator 
z o 

design. One notes from Figure 26 a confirmation of the previously 

discussed comparisons with the Deutsch prediction at e E /(pJJ ) = 

0.011, namely, that there is close agreement for a /R = 10 and 

-h r -h -3 
a = 10 cm and rather poor agreement for a /R = 10 and a = 10 cm. 

However, the conclusion would be directly opposite this if the comparison 

2 _2 -H 
were made at e E /(njj ) = k x 10" . It is important to note that o o ' Ki m z o 

the Deutsch prediction may be either below or above the numerical 

correlation result, depending upon the particular value of the relevant 
parameters, e.g., e E /(pJj ), at which the comparison is being made. 

z o 

Comparison with Experimental Data 

It is perhaps useful here to briefly outline the available experi

mental work relative to the conventional pipe-wire electrostatic pre

cipitator configuration which may be of value for comparison with pre

sent results. Although data exist for the many actual design 
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applications of precipitator concepts, most of these designs, through 

design evolution, exhibit considerable difference between their actual 

operating conditions and those necessarily assumed for theoretical 

calculations. What is of interest here are experimental data for a 

simple pipe-wire configuration having a smooth wall and a particulate 

loading which consists of spherical particles having a defined size 

distribution and suspended within a fully-developed turbulent flow. 

These requirements are most likely to be satisfied only under laboratory 

conditions. 

Several investigations into the basic operating characteristics 

of pipe precipitators were made during the period 1910 and 1918. These 

early and rather unrefined experiments indicated that the maximum gas 

velocity for so-called "complete clearance" of a particulate loading is 

roughly proportional to precipitator length. I'jater, more refined experi

mental data indicated an exponential relationship between unprecipitated 

load and a parameter involving deposition surface area, gas-flow 

velocity, and effective particle "drift" velocity. From these results 

the Deutsch theoretical precipitation formula, discussed earlier, 

was obtained. 

A program of carefully controlled experiments under laboratory 

conditions was performed by White [2̂ -] to check the validity of this 

basic precipitation formula under essentially ideal conditions. White 

employed pipes of k-9 6-, 9-, and 12-inch diameters having a fixed 

length of 8 feet in all cases (L/D = 2k, l6, 11, and 8, respectively) 

and a discharge electrode wire O.OlU inches in diameter. The aerosol 

suspension was produced by an oil-fume generator which used an electric 
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heater to vaporize the oil, and a controlled air blast was used to dis

perse and condense the vapor. Corona discharge was produced by a 100 kv 

direct current potential. White's purpose was to check experimentally 

the functional relationship between the various quantities which are 

involved in the Deutsch formula. Unfortunately, no information was 

given relative to particle size distributions, so that explicit com

parison of his results with those of the present numerical solution 

technique cannot be made. However, with respect to precipitator 

efficiency as related to collecting surface area and mean gas flow 

rate, his results indicated good agreement with the Deutsch formula. 

White concludes that experimental evidence indicates a general con

firmation of the validity of the exponential Deutsch precipitation 

formula for particles having radii less than about five microns, but 

for larger particles, the agreement is much less satisfactory. This 

is in agreement with the present numerical results for the basic pre

cipitator parameters chosen for the earlier examples, which indicate 

close agreement with Deutsch efficiency predictions for one-micron 

radii particles but poor agreement for ten-micron size particles. 

White also notes that precipitator efficiency is essentially inde

pendent of inlet particle number concentration over a fairly wide 

range. This confirms the comment made earlier with respect to the 

results of the computational examples discussed previously, indicating 

relative insensitiveness to particle inlet concentration. 

An important contribution to our understanding of the empirical 

behavior of the conventional pipe-wire precipitator is the work of 

Inyushkin and Averbukh [27]. Their tests were made under laboratory 
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conditions with a pipe having a diameter of kty-wn. and a discharge wire 

electrode O.^-mm in diameter. The electrical field strength was main

tained at 2 kv/cm (at the pipe wall) by a direct current. They employed 

fractions of alumina dust with particle radii of two to four microns. 

k 

The highest Reynolds number achieved was 2 x 10 , sufficient for tur

bulent flow conditions, although data was presented also for Re = 
3 3 h 3 

2 x 10 , 5 x 10 , and 1 x 10 . The flow at Re = 2 x 10 was laminar, 
3 and transition was noted near Re = 5 x 10' . 

k h 
Their efficiency data for Re = 1 x 10 and 2 x 10 are shown in 

k 
Figure 27 as a function of downstream distance. For their Re = 2 x 10 

data, the parameter e E /(pjj ) is about 0.010, which is close to 
z o 

the value 0.011 chosen for the basic numerical calculations discussed 

previously. Also shown in Figure 27 are the efficiency curves obtained 

by numerical solution of the equilibrium model equations, as illustrated 

earlier in this chapter, and the corresponding efficiency prediction 

obtained from the Deutsch formula. The input parameters for the 

numerical solution are 

a /R = 1.63 x 10" , a = k x 10" cm, 
o' 

NQ = 1.0 x 10
3 cm"3, p /Pf = 3^90 

corresponding to the Inyushkin and Averbukh data. It can be shown that, 

for these conditions, the equilibrium model provides an adequate 
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description. For these conditions, there is reasonably good agreement 

between the numerical solution and the experimental data, whereas the 

Deutsch formula significantly underpredicts the deposition. It is 

interesting to note that Inyushkin and Averbukh attributed their higher 

deposition (relative to the Deutsch prediction) to turbulent diffusion, 

which would be expected to result in additional deposition relative to 

both the Deutsch formula and the present numerical solution formulation. 

However, as will be shown in Chapter VI, the magnitude of this additional 

turbulence-induced deposition relative to that due to electrical drift 

is not sufficient to account for the difference, but rather that the 

solution to a more complete set of model equations representing the 

system yields a more reasonable result. 

The main objective of this effort is not, however, to investigate 

the details of the more conventional precipitation approach, the subject 

of the development of this chapter, since this configuration has been 

the subject of a great deal of design effort during the past half century 

and much is known about its operational characteristics and potential 

from field experience. On the other hand, what is needed is a reliable 

theoretical prediction capability to provide the basis for evaluation 

of alternative design approaches and for exploring solution possibilities 

for problems not presently the object of attention. Therefore, several 

other example problems of possible interest are investigated in 

succeeding chapters within the framework of the theoretical model and 

solution techniques developed thus far. 
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CHAPTER VI 

CHARGED PARTICLE CONCENTRATION DISTRIBUTION AND DEPOSITION 

WITHIN A LONG PIPE IN THE ABSENCE OF EXTERNAL ELECTRICAL FIELD 

Having considered the more conventional electrostatic precipitator 

problem one may find useful the examination of a related problem 

involving a turbulent pipe flow of a charged aerosol in the absence 

of the dominant deposition-effecting influence of a strong radial 

external electric field. As indicated earlier, most naturally 

occurring and man-made aerosols are charged and exhibit a deposition 

behavior due to their own space-charge repulsion, without the influence 

of an external electric field. It is important to compare this deposition 

with that due to turbulent diffusion, as considered in Chapters II and 

III, since the latter deposition mechanism has been neglected in the 

charged-aerosol deposition problem formulation (turbulent-diffusion 

effects are considered in Chapter V but specific consideration of the 

mixing-length deposition mechanism developed in Chapters II and III is 

not included). 

The development here closely follows that of the previous 

chapters, and only that portion of the analysis which need be modified 

for the present case is presented in order to avoid duplication. Since 

there exists no corona discharge to provide a particle-charging environ

ment within the flow region of interest, particle charging must be 

accomplished prior to entrance into this region. For the same reason, 
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particles will tend to retain their charges as they proceed downstream. 

Therefore, two important modifications to the development of Chapter V 

involve the specification of the particle precharging conditions and an 

altered solution to Poisson's equation to account for the fact that the 

electric field is due only to particle charges. 

In the most general case, one might expect that the particulate 

load would he presented at the inlet having a charge distribution as a 

function of particle radius and particle location. If this is the case, 

computationally one must be able to identify, at any given location 

down-stream, the origin of a given particle in order to determine its 

charge. This circumstance would require a significant bookkeeping 

effort which, although not an unsurmountable impediment, would detract 

from the usefulness of the technique. On the other hand, a particle 

charge which is a function only of particle size represents the simplest 

case to handle computationally and implies only that the particle charge 

distribution is uniform with respect to radial location at the entrance. 

This is not an unreasonable condition to implement in practice and is 

presumed to exist here. That is, particle charge throughout the flow-

field is given by 

ZCq) = W l + 2 J ^ ) icNoE
3a2(!°)2 (6.1) 

/s 

where E represents.a nondimensional charging electric field, taken to 

be constant for the entire particulate load. Thus, E enters as an 

additional parameter which may be independently varied. For this 

example, the other parameters appearing in equation (6.1) are assigned 
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values similar to those of the two basic examples of Chapter V, i.e., 

-5 . _ ^ - h _ w _ -^6-3 a /R = 10 , a = 10 cm, N = 10 cm 
o' o o 

and 

a /R = 10 , a = 10~3cm, N = 10 cm"3 
o' ' o o 

with e -> oo in all cases . 
r 

Approximate Solution to Poisson's Equation 

Poisson's equation can be written in terms of the electric 

potential as 

d^v i *y; d v _,* ̂  ,, 0> 
dr dz 

where Q,(z,r) is defined by equation (5.11). In Chapter V, advantage was 

taken of the fact that axial derivatives of the dependent variables, 

e.g., V, were much smaller than the equivalent radial derivatives. 

However, here one cannot expect that either the radial or the axial 

A 

derivative of V is significantly greater than the other, and therefore 

the left-hand side of equation (6.2) must be considered in its complete 

form. 

On the other hand, Q,(z,r) can be expected to remain relatively 

uniform with respect to the radial coordinate and to decrease gradually 

as the flow proceeds downstream. Therefore, Q(z,r) can reasonably be 



1*5 

represented as 

Q(z,r) = QQ e-
KZ (6.3) 

i.e., by an exponential decay from an initial charge, Q, , at the 

inlet. The decay parameter enters as an additional unknown which must 

be made consistent with the computational results. In principle, one 

should select a reasonable value of H, carry out the complete 

numerical solution for particulate concentration as far downstream 

as desired, and then finally check whether the assumed value of K is 

consistent with the determined decrease in total charge. An iterative 

scheme would be indicated until convergence is achieved. 

Therefore, a solution is sought to the equation 

s2v , i av , a2v . n - H Z ,r kN 
J rBr '^2 ô 
Sr dz 

subject to the boundary conditions V = 0 at r = 1 and V finite at 

r = 0. A solution of the form 

V(z,r) =e-*\(i:) (6.5) 

substituted into equation (6.^) yields the equation 

O^ A 

a v i dVi z--

dr 

Transforming the independent variable to r* = £K gives 
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2 -
d V, dV- Q 

1 , 1 1 . T"T O / / - „\ 

7*2 + f^aPT + V ' ~2 <6-7> 
&£ K 

provided K / 0. A par t icu la r solution to equation(6.7) i s 

v = - - ^ 2 , (6.8) 
H 

and the complementary solutions are 

Vx = JQ(r*) and YQ(r*) (6.9) 

where J and Y are the usual zero-order Bessel functions of the first 
o o 

and second kinds, respectively. However, since one does not expect that 

V approaches infinity as r* approaches zero, as does Y (r*), the 

solution Y (r*) can be eliminated at the outset. Therefore, the 
o ' 

solution to equation (6.7) can be written as 

V(z.,r) - [A J (rH ) - % ]e (6.10) 
1 ° 2 

H 

where A is a constant to be determined by the boundary condition at 

r = 1. Putting V = 0 at r = 1 in equation (6.10) gives 

Qn - H Z 

0 = [A^fo) - —2]e 
H 
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so that 

Q 
Vo(*> " J 

H 

or, 

A' = - ~ (6.11) 
1 H ̂ J (H ) 

O 

Therefore, the electric potential is 

Qn J (*K) * 

and the e l e c t r i c - f i e l d components are 

ftV % J l ( f H ) - HZ 

and 

Q, J ( rn) 

Z SZ H LJ 
O 

Z $Z K L J _ ( H i J 

or, in view of equation (6.3) 

0 J l ( * w ) 
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and 

0 J ^ ^ 

Z K J W ' 

An estimate for the decay parameter near z = 0 can he obtained 

from a consideration of an approximate form of the continuity of mass 

equation. In Chapter V, this approximation was indicated by equation 

(5.30). This can be written as 

§Piq)
 a -J— 

m z 

Vr'
q;dz. (6.17) 

By analogy, one might assume that 

(P) 

* nv-^ average 

where p is that index corresponding to the particle size having the 

greatest number concentration. That is, since the charge density is 

related to the mass number density, it is reasonable to assume that 

the fractional decrease in charge density is equal to the fractional 

decrease in particle number density. Combining equations (6.17) and 

(6.18) for r = 1 yields, approximately, 

2a~- _L_ r (PK 
Q " x v r 'wall. (6.19) 

m z 
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Since Q = % ^ \ then dQ m , v * , ^ d Q = ^ ^ 

^ = - xdz. (6.20) 

Combining equations (6.19) and (6.20) gives, finally 

* -2^r
(p)WV <6-21) 

z 

This expression may be used to determine an approximate value for H 

near z = 0 since the quantities on the right-hand side of equation (6.21) 

can be calculated from the initial conditions. 

Numerical Solution Procedure 

The basic solution procedure is essentially the same as that 

developed for previous examples, and therefore only a brief summary of 

the technique is here given, with attention directed primarily toward 

those peculiar aspects of this problem which require an altered 

approach. As before, the continuity equation is written as equation 

(5.27) for r ̂  0, and as equation (5.29) for £ = 0. The chosen flow 
A (q) conditions indicate that V may be assigned its equilibrium value 

throughout the flowfield, i.e., 

~ (n\ * (n\ -\ e - 1 e E' * * a 
v U) = [ V r

U ) ] e a = i Re(l + 2 * ) °° E E £ -£ r r eq 3 er+2 p IK c r R 
z o 

(6.22) 

f a ) 
An analogous result can be written for V • . Note also that the term 

z 
A (a) 
3V ^'/d2 is neglected in equations (5.27) and (5.29). Computations 
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based on the electric-field equations, equations (6.15) and (6.l6), 

indicate that this remains a reasonable assumption. 

The continuity equations, equations (5.27) and (5.29), are 

written in finite-difference form, as before, by replacing z-derivatives 

with simple forward-difference approximations and r-derivatives with 

central-difference approximations. Again, an explicit numerical 

algorithm is generated, permitting a marching process forward from 

z = 0. One anticipates boundary conditions for n identical to 

those indicated in Chapter V. 

Discussion of Results 

Figures 28 through 33 present results for total number 

concentration across the pipe radius for the following conditions: 

a /R = 10~5, a = 10 cm, p /p = 1110, Re = 105, 

e E
 2/(p.pU2 ) = 0.011 

o o ' VHf m 
z 
o 

and 

E = 1.0, 2.0, 3.0, 5.0, 7.0, and 10.0. 
L» 

For E = 10.0, the number of electrons attached to a typical particle 

<=> 
is about 8 x 10 for the conditions of this example. Under normal 

operating conditions, it can be shown [3^, p. 150] that particles in 

the 0.5 micron to 10 micron size range carry an average charge per 

2 5 
particle between 10 and 10 electronic charges in actual precipitators 
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For the smallest precharging electric-field intensity, E =1.0, 

Figure 28 demonstrates that the decrease in total concentration is 

relatively uniform with respect to radial coordinate and at z = 10.05 

represents only about 20 percent of the initial concentration. 
A 

Figures 29, 30, 31, 32, and 33 present analogous results for E =2.0, 

3.0, 5*0, 7«0, and 10.0, respectively. As expected, increasing the 

initial, precharged state of the aerosol load results in increased 

deposition and decay of the total concentration at any given axial 
A 

location. Whereas E =1.0 yields but a 20 percent reduction in 
rt 

concentration at z = 10, E = 5-0, on the other hand, results in excess 

of 80 percent reduction in load at z = 10. An initial charging 
A 

corresponding to E = 10.0 results in almost complete clearance of the 

particulate load at £ == 6.0. 

Figure 3̂- presents a summary of these particulate-load removal 

efficiencies as a function of flow distance from the inlet. It is 
A 

seen that, although the efficiency curve for E = 1.0 is reasonably 
A 

linear with respect to z, increasing E results in an increasingly 

nonlinear efficiency curve, with more than 80 percent removal at 
A 

z = 1.0 (i.e., only one radius downstream from the inlet) for E = 10.0. 

Further, examination of Figure 3*+ also indicates that, in general, 

efficiency of removal at any given downstream location is a nonlinear 
A 

function of the initial charging electric field, E . 
c 

-h -3 
Analogous results for a /R = 10 and a = 10 cm were also 

o' o 

obtained and are illustrated in Figures 35 through 37. Figures 35 and 

36 indicate that the total-number concentration profiles across the 
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Figure 3̂ « Particulate Removal Efficiency as a Function 

of Axial Location (a /R = 10" ) 



159 

0.2 U 

o.k U 

0.6 

0.8 \-

1.0 

1 1 1 1 r ~"r~ 
N = 10° cm"3 o 

a /R = 10 o' 

h Pp/Pf = .mo 1 — 

Re = 105 I 1 

e E
 2/p„U

2 =0.011 1 bo o ' rf m / 
z 

r ° 1 -\ 

z = 0.0 — 

z = 10.05 -^J /,— z : 

1 L J ( 

= 4.55 

1 
0 0.2 0.4 0.6 0.8 1.0 

N - f n da 
a=0 

Figure 35. Total Number Concentration Across Pipe 

Radius at Three Axial Locations (E =0.1) 
V-* 



160 

0 , 

N = 10° cm"3 

o 

a /R == 10 
o' 

— i 

0.2 Pp/Pf = mo 

Re = 105 

~~1 

0.1+ 

e E 2 /n^U 2 
fco o ' Mf m z 

0 

0.011 

J 

0.6 

__L z = 2.05 

0 .8 \ 

^ 
, z = 8,5S ,y z = 0.55 

r 1.0 J | I _ j 

0 0.2 O.k 0.6 0.8 

N r00  

= n da 

1.0 

a=0 

Figure 36. Total Number Concentration Across Pipe 

Radius at Three Axial Locations (E =0.3) 



161 

1.0 

o 
a 
Q) 
•H 
u 

•H 
<H 
<H 

0.8 

0.6 

O.U 

0.2 

N = 10 ciif^ 
° -3 

a = 1 0 cm 
Pp/Pf % m 0 

Re = 1(T 

0 if 8 10 

Figure 37. Particulate Removal Efficiency as a Function 

of Axial Location (a /R = 10" ) 



162 

pipe radius are similar to those obtained for the smaller particles 

-k 
(a = 10 cm), but that the required E values necessary for comparable 

efficiency are roughly a factor of 10 less. That is, for a given 

efficiency at a specified flow distance from the inlet, E appears to 

be approximately inversely proportional to the most probably particle 

size, a , as one might anticipate based on an examination of equation 

(6.25). 

It is interesting to note that for both particle size ranges 

considered, the decrease in total concentration near the wall exceeds 

that near the centerline for smaller E values, in a relative sense, 
c ' ' 

* A 

whereas the effect is reversed at larger E values. For larger E , the 
c c 

self-repulsion effect results in a greater decrease in concentration 

near the pipe center than at the wall. Therefore, there is an accumul

ation of particles near the wall and an increase in concentration 

relative to that nearer the pipe centerline. 

Figure 37 presents the efficiency of particulate removal for 

this second set of example conditions. The comments made earlier 

relative to the results indicated in Figure 3^ also apply here and are 

not repeated. 

As an illustration of the deposition mass flux distribution along 

the pipe wall, Figure 38 presents the deposition velocity as a function 

of downstream distance for the various values of E corresponding to the 

first set of example conditions of this chapter. One notes that the 

deposition velocity decreases rather rapidly, particularly for the 

higher E values. In fact, the deposition valocity for the higher 

E values actually decreases below that for lower E values as the flow 
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l6k 

proceeds downstream. Finally, from Figure k of Chapter II, it can be 

seen that the predicted deposition velocity for only turbulent 

-k 
deposition is approximately 1.8 x 10 for these conditions and is 

therefore two factors of 10 less than the deposition due to the lowest 
A 

precharging electric field, E , considered here. Thus, it appears 

that the deposition due to turbulent convective transport is relatively 

small when compared to that due to electrostatic repulsion for conditions 

under which the latter is itself significant. Also, since there are 

no large concentration gradients generated by the self-repulsion 

space-charge field of the present examples, one does not anticipate 

significant turbulent transport effects, as were possible in the results 

of Chapter V. 

Figure 39 illustrates the distribution of the radial and axial 

electric-field components across the pipe radius at z = 0.05 and 0.55 for 

the first example considered (E = 10.0). As expected, both components 

are of the same order of magnitude, with E approaching zero at the wall 

and £E /Sr becoming zero at the centerline. The radial electric field 
Z 

is zero at the centerline and has a vanishing radial derivative at the 

wall. 
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CHAPTER VII 

ELECTROSTATIC DEPOSITION WITHIN 

A TWO-DIMENSIONAL CHANNEL 

The computational examples considered thus far with respect to 

electrostatic deposition have "been confined to axisymmetric pipe flows 

involving unipolar aerosols, for which particle coagulation is 

negligible. The purpose of this chapter is to present the results 

obtained by extending the previous development to examples involving 

bipolar aerosols within two-dimensional channel flows. The examples 

considered are rather idealized in nature and are presented for 

illustrative purposes. 

Rather than devote attention to the so-called plate-wire 

precipitator, which has been the subject of some previous study [̂ 3]j 

it may be of interest here to examine the electrostatic deposition of 

a bipolar aerosol in the presence of an electric field generated by 

applying voltages of different signs to the channel walls. That set of 

conditions results in preferential deposition of an aerosol particle 

onto the surface having the opposite sign of its own charge, that is, 

positively charged particles will be deposited on the wall having the 

negative polarity and negatively charged particles will be deposited on 

the other wall. Coagulation resulting from particle collision involving 

particles of either sign results in particles carrying the cummulative 

charge of the colliding partners. Consideration of this effect is made 
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later when specific reference to the coagulation model is made. 

Summary of Equations 

A two-dimensional coordinate system, as illustrated in Figure ko 

is introduced, and the equations of Chapter IV are here specialized 

for this coordinate system. The continuity equation, (k.2k) becomes 

|_ ̂ H (a)-, + |_ i ^ (*)-, = XM (7.1} 
Sy y J BZ z J ,q=i,2,. . v-i 

or, putting U = U + V , etc., and nondimensionalizing yields 
z 

W&r-l + v (° ^ + "(q) [ " ^ + ^ - ] + (7.2) 
By * dy bz Sz 

(6 + V ^ ) ^ 1 = Vo4l?
 T(q) 

mz 2 6z U Z 

m z o 

Putting i(q) = ( V o R)/( Um Z o)
1 and solving equation (7.2) for 

dnvq;/az yields 

^ 

> ( q ) 3V ( q )
x . , , "(q) 

"3y dz * Sy 

. j ( i ) 

A 

5z 0 + V ( q ) 
m z z 

(7.3) 
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since dU /dz = 0 for fully developed flow. 
z 

The normal momentum equation can be obtained from equation (1+.23) 

as 

n(,) t <*) ̂  + D (a) ̂  3 = ?|!j z(,) . (7 A) 
^ dy Bz nr4-' 

n ^ l 8^f -v<*¥*W*>)+^X<-v<*>) y p ( d ^ T y 

p 

where the assumption has been made that 

U M -n (q)^V (q) (7.5) 
y iy y 

Equation (7-5) implies that U ^' ^ U m 5 i.e., that the velocity 
y z 

at which particles of type (q) are created by coagulation of smaller 

particles is approximately equal to the mean velocity at that point. 

In nondimensional form, equation (.7 ,k) can be shown to be 

^)CV (*> b-JL— + (0 + V. (1)) ! l x 2 ] = n ( 0 A ( ^ ( l ) ; - (7.6) 
y -s m z ' ~ J y 
J dy z dz J 

lBlL^f 
v ( O j ( a ) s ( 1 ( < i ) ) + i ( 0 J ! ^ ^ ( ^ 

y - ^ v q j \ 2 L y J 

p P ( d ^ ' ) ' 
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* (a) * 
Solving t h i s for dV K1J/^z g ives 

u 

SV„(<1)
 6 ( q W q ) 

x 
3z 

A ^ Z ^ E - V<*'L(a frfl* 3y \-£tV 
V i, , , tf , 

B 3V ( q ) ^ (q) 

2 ^ + : ^ - ] . j !_£(s)S( i(q)) 

U + V m z 
z 

UT 
(7.7) 

S i m i l a r l y , the streantwise momentum equat ion can he showi t o give 

&V. (q) 
(7.8) 

dz 

A ( ^ Z ( q ) E -V ( ( l ) (a /R) 
'z z 

2 ^ _V ( l ) L - ~ + 

a y 3y 3y 

S5M sv <*> v£^i ( q )s(i ( < l )) 
Z . Z 

n 
HT 

(u + v ( q ) ) 
^ m z 

z 

As earlier, particle charging is presumed to occur prior to entry into 

the main flow area of interest, so that, again, 

z ( i ) . h m + 2 !£±.) N O R 3 ( ^ ) 2 ; 2 £ C (7.9) 

The appropriate boundary conditions for these equations are indicated 
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later when specific examples are examined. 

The electric-field components satisfy Poisson's equation 

BE 3E 
y z (q)Z(cl)da = Q(z,y) (7 .10) 

dy dz a=0 

The assumption is made that 3Er/dz « 3E /dy and that Q,(z,y) 2? Q,(z), so 
z y 

that equation (7.10) can be simplified to 

SE 
-g|=Q(z) (7.11) 

Integrating this equation with respect to y yields 

E y = y Q(z) + f(z) (7.12) 

where f(z)is an arbitrary function of z. Wow, SV/Sy = - E , so that the 
t/ 

potential may be obtained as 

§ = -9 0.W - f(z) (7.13) 
oy 

Integrating equation (7.13) with respect to y gives 

V = - |Q(z)y2 - yf(z) + g(z) (7.IU) 
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As boundary conditions, put V = V at y = -1 and V = V at y = 1. 
w w 

These two conditions, when used with equation (7.1*0 yield 

V^ - - | Q ( Z ) + f(z) + g(z) (7.15) 

and 

-vr = - h ( S ) - f(g) + g(z) (7.16) 
W c-

Adding these two equations gives 

g(z) = | Q ( & ) (7.17) 

Likewise, substracting equation (7.l6) from equation (7.15) yields 

f(z) = vr (7.18) 
w 

Therefore, equation (7..1*0 becomes 

» - - I GWfr2 - yvw + I Q(£) 

or 

V = S i | i ( ! - / ) . v » (7.19) 
£- W 



173 

The electric-field components are 

E = - | £ = Q(z)y + v (7.20) 
y 3y w ' 

E
z - aft " 2 ^ y ^ dz t 7 * 2 1 j 

(q) A(q) ~ (q) 
Finally, the boundary conditions for n , V , and V at the 

y z 
A (q) * (q.) 

wall are as discussed before, namely, V ' and V approach their 

"(qj 
equilibrium values near a wall and dn /dy approaches zero near a wall. 

Bipolar Aerosol Deposition 

If an aerosol composed of particles of both positive and 

negative charge is introduced into the channel of Figure Uo, and if the 
A 

upper and lower walls are given potentials of ±V , then those particles 
w 

of like charge will drift under the action of electric forces toward 

one wall and those particles possessing opposite charge will drift 

toward the other wall. In addition, if the particles have a distribution 

in size and the number of particles of any given size possessing a 

negative charge is the same as the number possessing a positive charge, 

then the flow behavior of the charged particles is essentially symmetric 

with respect to particle charge. Under these conditions, one need be 

concerned computationally only with the behavior of particles of one 

charge type. 

As a computational example, the following parameters are again 

chosen: 
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(i) a /R = 10" , a = 10™3cm, V = 2.0, v ' o' } o ' w 

(ii) a /R = 10"5, a = 10" cm, V =2.0, v y o' • o ' w 

with o /Q- = 1110 and Re = 10 for both cases. E is assigned a value 
Kp/ Kf C 

which gives a reasonable and discernable deposition within the flow 

region of interest. The aerosol particles are presumed to be distributed 

log-normally with respect to size and uniformly with respect to spatial 

coordinate at z = 0 . Furthermore, there are an equal number of positively 
and negatively charged particles of any given size at the inlet, so that 

A 6 - 3 
if the total particulate concentration at z = 0 is 10 cm , as in 

earlier examples, then the appropriate value for N for use in the 

3 -3 analysis is 10 cm 

The mean velocity profile can be obtained, as by Schlichting \_hk] , 

in nondimensional form, 

U 
z* 

U = 1 + 2.5 (TT— ) In (1-y) (7.22) 
mz m 

z o 

The friction velocity is given by an appropriate friction relationship, 

e.g., 

\ m (oW^ 
~ 7^73 
m Re ' z 

0 

which has been verified experimentally for particle-free flows. Thus 
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v =i + 2 ^ i 7 8 i«d-y) (7-24) 
z Re 

The coagulation term must account for the overall collision rate 

among charged particles . Fuchs [1] presents some discussion relative to 

the thermal coagulation of aerosols having charged particles and notes 

that, experimentally, Fuchs and Petryanov [̂ 5] found it impossible to 

detect any difference between the coagulation rates of oil mists 

whether uncharged or charged. The analysis by Fuchs indicates that, as 

expected, the coagulation rate for particles of like charge is 

significantly reduced from its uncharged-particle rate, whereas the 

coagulation rate for particles of opposite charge is correspondingly 

increased. Overall, however, the net coagulation rate remains 

essentially unchanged from its uncharged-particle value. Hence, 

it is here assumed that the coagulation rate among the bipolar aerosol 

particles can be described by the turbulent coagulation model used 

earlier. However, the energy dissipation term appearing in the coagul

ation model must be specified for the present channel flow. 

As earlier, the energy dissipation per unit time and volume, 

e ? can be shown [U6] to be given approximately by 

e = I 
o 

2 dU , 3 

z 
ay-

mz (7.25) 
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Relating the mixing length, £, to the mean velocity profile by means of 

the classical von Karman similarity hypothesis gives 

dU 
I = 0.378 m 

A 
m 

dy 
dy 

(7.26) 

or, with U given by equation ('J .2h) and Re = 10 , 
z 

I == 0.378R(1 - |) (7-27) 

The use of equations (7-2^) and (7.27) in equation (7-25) yields, after 

some manipulation, 

k.50 x 10"° 0 3 2, 3 
e = j- Re cm /sec 

( i - y ^ 
(7.28) 

for standard temperature and pressure conditions. 

As can be seen from the coagulation model of equation (3.^-), 

the probability of particle collision is proportional to the difference 

in the squares of their radii. Hence, the most probable coagulation 

effects result for particles of very different size, for which the 

resultant charge after coalescence is approximately that given by 

equation (7-9). One finds, on average, that equation (7.9) can 

reasonably be applied to a coagulating aerosol without excessive error. 

The appropriate boundary conditions for this example require 
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A (q) A ( q ) careful consideration., As before, V and V approach their 

equilibrium values near the upper and lower walls; however, due to the 

asymmetry of the behavior of each species with respect to the center 

plane, y = 0, no statements relative to the values of V ^ and V 

at y = 0 can be made at the outset. The Danckwerts boundary condition, 

2m /dy = 0 is applied at the wall toward which particles are driven, 

i.e., at the lower wall for negatively charged particles and at the 

upper wall for positively charged particles. The boundary condition 

for n at the wall from which the particular set of particles is 

being driven is fundamentally different from that at the wall toward 

which they are driven. For the present example, the concentration of 

negatively-charged particles at the upper wall is obviously zero. 

Finally, one notes that for the present formulation Q,(z)remains 

zero for all z, since it is zero at 2 = 0 and, due to the symmetry of 

the flow with respect to particle charge, there are an equal number of 

positively and negatively charged particles at any given downstream 

location. Note that, in reality, Q(z,r) does not remain zero every

where, since there is a charge separation as the flow progresses down

stream. 

Discussion of Results 

Figure Ul presents negatively-charged particle number-concentration 

/ -h -3 
profiles at several downstream locations for a /R = 10 , a =10 cm, 

and E = 2.0, both including and excluding turbulent diffusion. When 

turbulent diffusion effects are considered, the approach developed in 

Chapter V is again followed. That is, the particle diffusion velocities 
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are given by 

v (<l) = [v (q)] , f • n+ [v
 ( q ) L ^ n f (7.29) 

y L y Jelectrical L y Jturbulent v 

drift diffusion 

where 

•d. 

rv ( q ) i = - -
L y J turbulent ^7q) 

diffusion n 

and, with the von Karman Hypothesis, 

dU 
m 
z 

dy 
d^(q) 

dy 
(7.30) 

I = 0.378 I (dU /dy)/(d2U /dy2) I (7.3D m ' " ' m z z 

A (q) For this case, [V H 1 n , . ., , .„, can be taken as the equilibrium ' L y J electrical drift ^L 
A (q) 
V ^ , as defined earlier. When turbulent diffusion effects are 
y 
neglected, the full nonequilibrium momentum equations are employed. 

It can be seen from Figure ikL that the concentration decreases 

quite rapidly near the upper wall, dropping to zero over about 20 per 

cent of the cross section at z = 1.55* As the flow proceeds further 

downstream, the profiles become almost linear over much of the cross 

section. At z = 5*05? much of the particulate load has been removed, 

although the concentration at the lower wall remains at almost 90 

percent of its original value. Beyond z == 5.05? the wall concentration 

decreases rapidly, dropping to about 27 percent of its entrance value 
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as the flow reaches z = 6.55• 

i / -5 -4 
Figure 42 presents analogous results for a /R = 10 , a =10 cm, 

/s 

and E =20.0. Note that a factor of 10 increase in the precharging 

field is necessary for an approximately equivalent efficiency relative 

to that required for the larger particles. The decrease in concentration 

near the upper wall is similar to that observed for the larger particles, 

but here the concentration near the lower, collecting wall decreases 

more rapidly. At z = 5*05? most of the particulate load has been 

removed, with only a small concentration remaining within about 20 

percent of the cross section near the lower wall. 

The effect of reducing the precharging field to E =5*0 for 

this latter example is shown in Figure 43. The number concentration 

profiles are similar in shape to those for E = 20.0, but the reduction 

in electrical forces is seen to markedly decrease the concentration 

decay, with the profile at z = 6.55 for E = 5.0 being comparable to 

that at z = 2.0 for E = 20.0. 
c 

Figure 44 presents particulate-removal efficiency, as a function 

of downstream distance, resulting from several precharging fields for 

the two particle-size classifications exa-mined before. Other than the 

three curves for a /R = 10 , a = 10" cm, E = 20.0, and E =5.0, 
o' ' o ' c ' c 

/ -4 -3 
and a /R = 10 , a =10 cm, E = 2.0, the results represent solutions 

o o c 

generated with coagulation effects excluded. 

/ -5 -4 
The results for a /R = 10 x and a = 10 cm are cross plotted 

in Figure 45 in the form of particulate-removal efficiency as a function 

of precharging field for various downstream distances. Finally, the 

number-concentration distribution functions at two downstream locations 
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are shown in Figure -̂6 for illustrative purposes . One anticipates 

that deposition preferentially removed the larger particles, as 

demonstrated earlier, whereas coagulation, tends to replenish these 

particles, so that, on average, the two effects are compensating and 

tend to abrogate the individual influence of either. 

Unipolar Space-Charge Induced Aerosol Deposition 

Aerosol deposition due to a unipolar space charge within a two-

dimensional channel represents an important problem of interest to air 

pollusion equipment designers and is the logical sequel to the corres

ponding axisymmetric problem discussed in Chapter VT. Consideration is 

directed toward a fully-developed turbulent gas flow supporting a part

iculate loading which possesses a defined distribution with respect to 

particle radius and uniformly distributed with respect to spatial 

coordinate at a given cross section. However, no external electric 

field is here imposed, and particles all have the same type of charge 

(e.g., negative) distributed with respect to particle size according to 

equation (7-9)• 

The continuity and normal and streamwise momentum equations are 

solved by forward-difference marching from known conditions at z = 0 

with specific boundary conditions at the wall taken to be as discussed 

before and with obvious symmetry conditions at the midplane, y = 0. 

The electric field at any given point is described by equations (7.20) 

and (7.21) with V = 0 . 
w 

The specific values for various parameters are 
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-h -k k 
a R = 3-92 x 10 , a = 5-0 x 10 cm, Re = 3-55 x 10 , 

p /p = 2770, a = 0.19 (standard deviation for particle-
p radius distribution) 

U = 20^0 cm/sec, N = 1.03 x 10+ c m , 2.6 x 10+ c m , 
m ' o ' ' 

eoEoVm =°-011' \"°-W z 
o 

Coagulation effects can be neglected. 

Figure h-7 presents results for mass deposition flux to the wall 

as a function of downstream distance for three values of initial 

particle loading density, N . The results indicate a zero flux at 

z = 0, with the flux increasing rapidly as the flow proceeds downstream. 

As expected, the highest particulate loading yields the highest space-

charge repulsion deposition rate. 

Figure k& presents a comparison of results for centerplane 

number concentration relative to the inlet concentration for z = 0 to 

z = 10. The curves appear to be rather linear over most of the distance 

for which computation were made, although in no case did the decrease 

in concentration exceed 9 percent of the initial value. 
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CHAPTER VIII 

DISCUSSION AND CONCLUSIONS 

An examination has been made of some basic aspects of aerosol 

deposition within several configurations of practical interest. Be

ginning with the indication that the so-called discrete-ordinate method 

of recent application to rarefied-gas dynamics problems might represent 

a useful technique for theoretically examining the fluid-dynamic 

behavior of a coagulating aerosol suspension, a research effort was 

undertaken to develop appropriate and serviceable analytical and 

numerical techniques for predicting aerosol deposition, both in the 

presence and in the absence of electrical effects, and for revealing 

several other interesting aspects of aerosol behavior, e.g., concen

tration distributions within flow configurations of practical interest. 

The study is founded upon the empirical "laws" of Newton and other 

results of experimental observation whenever possible, and a comparison 

of theoretical results with available data is presented whenever 

appropriate. Specifically, solutions were sought to the conservation 

equations for multiphase systems, as specialized for fluid-particle 

systems having a relatively dilute particulate phase. 

The results of this study may be summarized as follows: 

1. Initial attention was directed toward the deposition of 

non-coagulating, neutral aerosols from fully-developed turbulent pipe 

flow and flat-plate flow. It was found that a mixing-length hypothesis 
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provided a basis for constructing an analytical approach for conven

iently predicting, with reasonable accuracy, noncoagulating aerosol 

deposition from these two flow geometries when electrical forces are 

absent. These are equation (B.26), for axisymmetric pipe flow, and 

equation (B.27), for turbulent flat-plate flow. Also obtained were 

some associated numerical solutions for the streamwise development 

of aerosol concentration distributions and surface deposition char

acteristics for turbulent pipe flow. Comparison of results predicted 

by the analytical expressions with the results of the numerical sol

utions and with available experimental data indicates that the mixing-

length hypothesis appears to offer an improvement in available theoret

ical prediction capability in the fully--developed turbulent flow regime. 

It was found that, although a significant quantity of data exists for 

k 
Re less than about 10 , the limited amount of experimental data which 

exists at higher Reynolds numbers indicates that extrapolations of 

lower Re data are probably not valid. There exists a need for additional 

data in this flow regime, particularly with respect to particulate 

diffusivity. 

2. An analysis of the influence of coagulation upon overall 

deposition indicates that there is little effect upon overall mass 

transport to a bounding wall as a result of particle coagulation, at 

least for the conditions chosen for study. However, the application 

of the discrete-ordinate technique to this problem represents a con

venient and accurate method for computationally processing the coagu

lation integrals in the particle continuity equation. This relatively 

straightforward method lends itself quite readily to efficient 
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computational algorithms for implementation via the digital computer. 

3. The initial success of the present approach for investi

gating the deposition of neturally-charged aerosols led to the question 

as to whether the formulation might profitably be extended to the 

charged aerosol deposition problem involving significant electrical 

forces. It was found that a formulation based on the particle contin

uity and momentum equations, when combined with an approximate solution 

to Poisson's equation for the particular problem of interest and with 

several other subsidiary equations, is indeed quite susceptive to 

numerical solution. Several electrostatic precipitator flow problems 

were chosen for examination. 

h. Numerical solutions for the formulation applied to the con

ventional pipe-wire electrostatic precipitator were obtained and com

pared with experimental data and with theoretical efficiencies predicted 

by the standard Deutsch formula for electrostatic precipitation. 

Particulate removal efficiences indicated by the numerical solutions 

were superior to those predicted by the Deutsch formula relative to the 

experimental data comparisons. Correlations of the numerical results 

were obtained for practical application. Particle diffusion velocities 

were found to remain very close to their equilibrium values for 

representative conditions. Although the problem of numerical stability 

for the solution procedures adopted herein represents a particularly 

important concern to the analyst, the rather voluminous collection 

of results obtained for essentially all particulate numerical solutions 

generated indicates a consistent lack of implicit instability with 
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respect to the computational procedure. 

5. The influence of turbulent diffusion relative to electrically-

induced drift within the conventional pipe-wire precipitator is small 

relative to overall efficiency, although its influence upon the con

centration distribution is more significant. Computation time is 

essentially doubled when turbulent diffusion is accounted for in the 

analysis. The strong radial electric-field intensity developed within 

the conventional pipewire configuration tends to generate rather large 

concentration gradients, due to the electrically-induced particle 

drift, and for this configuration, turbulent diffusion does modify the 

concentration distribution although its effect upon overall mass 

deposition was found to be small. 

6. Extension of the approach to space-charge induced 

particle deposition was successfully completed, further illustrating 

the flexibility of the approach. Space-charge deposition was found to 

be much greater than turbulent deposition for those conditions 

examined. 

7- Finally, attention was directed toward aerosol deposition 

within a two-dimensional channel. Bipolar aerosol behavior in the 

presence of a simple, constant-strength traverse electric field and 

subject to coagulation effects was obtained by numerical solution. As 

before, coagulation effects upon total mass deposition were found to be 

small, although the flexibility and versatility of the technique were 

again demonstrated. Lastly, space-charge deposition of a unipolar 

aerosol within the two-dimensional channel was investigated. The 
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results indicate a potential for useful application to aerosol-sampler 

losses due to particle charge. 

8. Throughout the electrical-deposition study, the so-called 

Danckwerts boundary condition for particle concentration at a wall 

was applied since it appears to represent the most reasonable assumption. 

However, further experimental study is indicated to illuminate additional 

features of the behavior of suspended particles near a bounding wall. 

In fact, the entire particle-surface interaction problem represents an 

important subject for additional study. 
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APPENDIX A 

PARTICLE FLUCTUATION VELOCITY 

DISTRIBUTION 

Consideration is here devoted to some analysis which roughly 

specifies local particle fluctuation velocities relative to the local 

fluid fluctuation velocities. The approach is an intuitive approximation 

which is based on the root-mean-square fluctuation velocities as 

discussed in Chapter II. 

The basic problem is to determine the extent to which particles 

follow the turbulent fluctuations of the fluid, particularly as the 

particles diffuse through regions of differing turbulence. Two aspects 

of the problem can be identified as requiring consideration. First, 

consideration is devoted to the response of particles to a turbulent 

fluid medium of infinite extent and possessing homogeneous character

istics. Second, an approximate analysis is made of the effect on the 

induction period resulting from a density difference between a particle 

and the surrounding fluid. This induction period occurs, when, at some 

instant, the motion of the discrete particle is different from the 

equilibrium, steady-state condition. 

An analysis can be made [33, P« 31] of the frequency response of 

a discrete particle subjected to a sinusoidal oscillation of the 

velocity of the surrounding fluid. It has been found [l,p. 80] that 

2 2 
the ratio of particle-to-fluid rms velocity, u / u , can be expressed 
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in terms of frequency, <JU, particle size and density, and fluid 

molecular viscosity for a Stokes drag regime. Figure 1+9 presents 

this rms velocity ratio as a function of forcing frequency for unit 

density particles of several radii. As expected, particles follow 

the motion for low frequencies, but the response begins to decrease at 

higher frequencies. Also important is the fraction of the turbulent 

motion energy which can be assigned to given frequencies. Results of 

Laufer's investigation [22] of turbulent pipe flow at Re = 5 x 10 

are also shown in Figure 1+9 and can be compared with the frequency 

response of the different particles. Note that the response of one-

micron particles does not begin to decrease until the frequency, u), is 

well above that for which any significant turbulent energy remains 

within the spectrum. Hence, one can expect that the one-micron 

particles follow the turbulent motion essentially completely and can be 

considered fully entrained under isotropic conditions. However, the 

100-micron particles follow only the lower-frequency components of the 

motion and can be considered only partially entrained. The 10-micron 

o 

particle frequency response drops to about 0.87 at m = 10 rad/sec, but 

the relative energy has dropped to about 20 percent of its maximum. 

Thus 10-micron particles can be considered to be almost completely 

entrained. 

Therefore, if the analysis is here restricted to particle sizes 

less than about 10 microns, then one can assume that the particle rms 

fluctuation velocity and fluid rms fluctuation velocity are approximately 

the same in the flow region near the centerline of turbulent pipe flow. 

However, as particles diffuse toward the wall, their inertia tends to 
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retard their immediate adjustment to local fluid conditions. Hence, 

due to the induction period required for accommodation of particle 

fluctuation velocity to that of the local fluid fluctuation velocity, 

one expects that the particle velocity at a given point to be related 

to its velocity at a point further from the wall, the change being 

due to relaxation of particle-fluid velocity difference during the 

transit time between the two points. Consider a point located a 

distance y„ + dy above the pipe wall. The particle rms fluctuation 
"7v "7v 

velocity there is v'^ (y^ + dy^) and the fluid rms fluctuation 

velocity is v' (y^ + dy^), so that the velocity difference is 

v^(y* + dvj - v«f^(y* + dyj 

(non-dimensional variables are used, consistent with the nondimensional-

ization in Appendix B). 

If the particles remained at this location, the particle rms 

fluctuation velocity might "relax" toward the fluid rms fluctuation 

velocity in an exponential manner, i.e., after a time t„ the velocity 

difference would be 

[v^(y* + dyJ - v^(y# -I- dy*)] e (A.l) 

where T^ is the nondimensional Stokes relaxation time. However, during 

this time the particles diffuse toward the wall, so that putting 
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^ 
fc* ~ / ~" * N (A 2) 

^ ( y * + dy ) ^ 

and noting that the particle velocity is v' (y„) at the end of this time 
P* * 

interval, one obtains 

-dVV^^-hJyJ 
v^(y»)-v^(y# + dyj = [v^(y^dy^)-v^(y^dy#)]e (A.3) 

Putting 

d vf* 
v£*(y*+ dy^) a v^(y^) + — - dy^ + 

dV* 
v^(y* + dyj - v^(yj + — dŷ  + 

and expanding the exponential as 

ay, 

V ^ ( y ^ + dyj" dy^ 
a l " : f ^ V ^ T +' ' ' ^ 

d y * 

1 T*v^jy;-) 

one can show that equation (A.3) becomes 
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dv' n v' 

f - h 1 " ^ 5 - (A-5) 

Equation (A.5) maybe considered the "governing" differential 

equation for v' . The experimental data of Laufer [22] indicate that 
p* 

the fluid turbulent fluctuation velocity v' , can be represented 

reasonably well by the simple expression, involving non-dimensional 

variables, 

vf* = JT^To <A-6) 

where the various non-dimensional variables are defined in Appendix B 

following equation (B.22). Equation (A.5) is nonlinear in the dependent 

variable v' . 
p* 

Asymptotic Expandion for Small Ty 

Examination of equation (A.5) indicates that in the limit as the 

particle relaxation time approaches zero (T„ -• 0)V must approach 
•*• p * " 

v' in order that (dv' „)/(cLŷ ) remain finite. On the other hand, as 

T„ -> oo, then (dvr „)/(dy ) -* 0, or v1 -* constant, independent of y . 

Both of these limiting cases are as one would anticipate. 

For small T„ , one can assume an asymptotic expansion of the 

solution having the form 
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V = V ^ + % g l ( y ^ ) + rl g 2 ( y j + . . . (A.7) 

Substi tuting this expression in to equation (A.5) and taking the l imit 

as Tv -* 0? o n e finds that 

dv' 

a (yJ = v'f* -ajf1 (A-8) 

Thus 

dv 'f* 2 
v ' = V + T V =~- + 9 ( T ) 
v p* f* T* f* dy^ K *} 

or 

dv 
v ' = v ' (1 + T ~ ) + 9 ( T ) (A 9) 

Note that although this case represents a singular perturbation problem, 

no "inner" solution in the classical sense in necessitated since the 

"outer" solution, equation (A.9)3 satisfies the boundary condition of 

the problem, v' ̂  -• v' = 1 as y^-> «= (note that (dv1 )/(dy^) = 

10/(y^ + 10)2 ̂ O a s y^ -> «,) . 

Numerical Solution 

Numerical solutions to equation (A.5) were obtained for r^ = 0.1, 

1.0, 3-0, 5-0j 10.0, and 100.0 by forward-difference marching from 

large values of y to the wall. Rather than making a transformation of 
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the independent variable to one having a finite range (e.g., z = 1 -

e ), the asymptotic expansion of the solution valid for large y was 
-£ 

obtained and used to "start" the numerical solution. Since, as y -» «, 

v' -• 1 one can put 
P* 

V = 1 + i ^ ( T J + \ f2(T*) + 6(-^) (A.10) 
-̂  J* Y y" 

The known function v' is likewise expanded as 
I*-

1 - ^ = 1 - ^ = ̂ ^ ) (A.11) 

= ̂  - (^) 2
+ . . . 

y# y* 

Substituting equations (A.10) and (A.ll) into equation (A.5) and taking 

the limit as y^ -» <», one determines that f (T^) = - 10 and fp(^) = 100 

+ 10 T*. Thus 

100+10T< 

" ~ + g 9 ^~2) 

y* y* 
P* y* 2 v 2-

so that 

1 0 T * i 
V'p* " V'f* = - 2 " + 6 ( ~ ) (A-12) 

y*- y* 
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Equation (A.12) was used to compute values of v' at some appropriate 
P* 

large value of y , e.g., y = Uo, and the numerical solution was 
A" "A" . 

started from this point. Note however that the expansion (A.12) is 

nonuniform with respect to T* •> becoming invalid as T^ -• »• However 

for this case v' „ was taken equal to one at the starting location and 
P* 

the solution generated in the same manner as before. 

Results of the numerical integration are shown in Figure 50. 

Comparison of the numerical solutions with the asymptotic expansion 

(A.9) indicates that the latter remains valid for ^ = ®(l)» For the 
c 

typical examples considered thus far, i.e., for Re = 10 , p /p = 1110, 
P ± 

and R= 10 cm, a 20-micron radius particle would exhibit a relaxation 

time, Tv? °f about 20. Likewise, a one-micron radius particle would 

correspond to T ~ 0.20. Since particles of size greater than about 

10 microns cannot be considered to possess a rms fluctuation velocity 

approximately the same as that of the fluid near the centerline, one 

cannot expect the results of this simple analysis to remain reasonably 

valid for T* > 20. 
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APPENDIX B 

ANALYTIC SOLUTIONS - NONCOAGULATING 

NEUTRAL AEROSOL 

Turbulent Pipe Flow 

Considering only convective and diffusive transport and neglecting 

coagulation, one can write equation (2.k) for an axisymmetric cylindrical 

coordinate system as 

u as = i _a [r p a] (B.I) 
z bz r dr L H dr J v ' 

where 

3 = I 
du 

i _ z 

dr 

Note that here the dependence of n on particle radius can be con

sidered parameterized and omitted from explicit consideration. 

Attempting a separation of variables solution, one can put 

n(z, r) = S(z) T(r) (B.2) 

Thus, substituting equation (B.2) into equation (B.l) yields 
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ldS- X d[rg§] (B.3) S dz u rT dr L M dr 
z 

provided j3 = p(r). Since the left hand side of equation (B.3) is a 

function only of z and the right hand side a function only of r, then 

both must be constant, say c for definiteness. Thus, 

1 dS 
S dz Cl 

so that upon integrating 

or 

Also 

In S = c z + c„ 

Kft--Cl" "A) 

d r « d Ti T~ lr 3 J~] = c_u rT dr L H drJ 1 z 

Integrating from r' = 0 to r' = r yie3.ds 
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r 

D-T3 fjs] = c
n \ V'Tdr1 (B.5) dr,J 1 J z 

rT =0 , „ 
r '=0 

Now, numerical computations presented later indicate that T is 

practically constant over a large portion of the pipe radius, and u 

can be represented by a very weak power function of r. Thus, the 

integral on the right hand side of equation (B.5) can be approximated 

fey 

r r d 
f - - r - - r 

u r'Tdr' s u T I r'dr' = u T ~ (B.6) 

J z z J z 2 x ' 
r ' =0 r ' =0 

where u and T are average values of u and T evaluated over the pipe 
z z 

radius. Thus, equation (B.5) becomes 

dT C"l 

P a? a - T O z T (B-7) 

since dT/dr is zero at r = 0 by symmetry conditions . Integrating 

equation (B.7) with respect to r yields 

c u T , , 
T(r=r) - T(r=0) s- -i-£- | ~- dr' (B.8) 

r'=0 
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Put y = R - r, where R is the pipe radius. Thus, equation (B.8) becomes 

c u T , R 
1 z R-

T(y) - T(R) ^-±7r- 1V L- dy' (B.9) z_ 
2 

yr=R-r 

where the function arguments are values of y. Now 

2
 d ^ 

B = I cly ' ' 

> s 
and one can approximate the mixing-length d is t r ibu t ion for Re ~ 10 by 

I ~ O.lU R /y/R (B.10) 

from the experimental data of Nikuradse [U8J. Also the velocity profile 

can be represented by a simple power-law expression of the form, 

Schlichting [̂ U] 

l/m 

Uz = \ ^ ) ( ^ ( B , 1 1 ) 

where m increases slightly with the Reynolds number. For example, 

experimental data obtained by Nikuradse [M3] for a range of Reynolds 

3 6 
numbers extending from h x 10 to 3.2 x 10 would indicate that 

appropriate values of m would vary from about 6 to 10 over the same 
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range . Thus, 

Ru (R) l/m 
B = (O.lkf - ! (?) (B.12) 

m NR' 

Using equation (B.12) with equation (B.9) thus yields 

c_u T 
T(y) - T ( R ) - - M 5 f ^r-i/m cly' 

2 (0.lU)2Ruz(R)yT;R_r (y'/R)
1/111 

Evaluating the integral yields 

T(y) - T(R) . ^ J ^ ^ t l . ( 1. I )
1 " =] - (B.13) 

Zi 

2-i 
m —2L- [1 . (1 - £) ml|-

2m-l L ^ T} JJ 

Near the wall, r/R ~ 1 so one can put r/R = 1 - $ where $ « 1 near 

wall. Thus, equation (B.13) can be written 

- m 2„ c u Tm R 
T ( 8 ) " T ( R ) a (0.0392)u (R) i(m-l)?2m-l) "

 {^lk) 

Zt 

£ -l/m gl-(l/m) 

^ m^T *" 2m7T -'J 
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For S « 1 , the second term i n the b racke ted express ion i s much 

smal ler than the f i r s t and can be n e g l e c t e d . Thus, 

c n u Sn2R ffl / - d A O 
T < S ) - T W " ToTo392)UZ(R) tim^yTai-rrT- V r ~ 3 ( ^ 

This equation is valid near the wall, and equation (B.13) is valid 

over the total pipe radius. These are the basic equations which can 

be used to calculate the number concentration distribution for 

turbulent pipe flow. 

To determine the deposition for discrete particle sizes one 

can put 6 = 6 , where* 6-, - (& + a)/R is the distance above the wall from 
d d ' 

which deposition by inertia is assumed to take place. Recalling that 

(r/R) = 1 - 6 , one obtains from equation (B.7) 

c 

^ r , * = 4 E ( l-W (B-16) 

But by definition, the deposition flux is proportional to the left hand 

side of this equation. Defining the deposition velocity as 

-Tft — ~1 
LP dr:Jr/R^l-6d v d = 

n 

where n is the average value of n across the pipe radius, then 
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rR dT-. 
LP d r J r / R = l ~ 6 , 

Vd = : - (B .17) 

T 

and one can write equation (B.l6) 

"V = "t R ( l _ 6d ) uz T (B*l8) 

where the function argument is again a value of y. Equation (B.18) is 

useful because it relates the deposition velocity, V , to the separation 

of variables constant, c . 

Recall also that the deposition flux may also be calculated by 

the expression, obtained from equation (2.7), 

v = v' T (y==5j/T (B.19) 
d P w d 

where the particle fluctuation velocity, vT , can be obtained from 

Appendix A. Using equation (B.l8) and (B.19) in equation (B.15) and 

solving this for V yields 

„l-i 
m2 6d m 

Vd = [(0.0196)(l-id)u (R)
 f-(m-l)(2m-l) " 5=1 ] (B'20) 

1 -1 

P 
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Dividing both sides by u and noting that since &-,<< 1> t h e terms 

containing 6n can be neglected. Thus 
d 

Vd 3 u u -1 

u^ ~ [(0.0196)(m-l)(2m-l) ( ^ B J ) + v7" ] (B*2l) 

The experimental data of Laufer [*+7] indicate that the fluid rms 

turbulent fluctuation velocity, v' , can be represented reasonably well 

by the simple expression, involving, non-dimensional variables, 

v f* y^ + 1 0 ^ (B.22) 

where y„ = yu / v , v ' „ = v ' / u , and u i s the s o - c a l l e d f r i c t i o n * z4f f * f z* z* 

velocity defined as u = /r '/p', where T is shear stress at the wall 
z'A w * w 

and p is the mass density of the medium. Using the fundamental 

hypothesis of the present method, one puts y* = t* + a*, where t and 

a have been non-dimensionalized analogous to y. Recall that we must 

determine that value of k#. for which 

i* (y*) + a* = y* (B.23) 

Now for y„ ~ 5 5 L = 0 .378y v , which has been confirmed by the measure-
"A* "7V 7T 

ments of Nikuradse [hQ~] and the more recent measurements of Brinkworth 
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and Smith [1+9] so that the appropriate value of £„ + a is equal to 

1.58ax_ for a_̂  £ 3. 

One can also show that for u = u (R)(y/R) ' , then 
z z 

u /u (R) = 2m2/[(m+l)(2m+l)] (B.2^) 
Z ZI 

Finally, the friction velocity for smooth pipes can be obtained quite 

accurately by the expression, Schlicting [kk~] 

~ = 0.885 In (R eA) " 0.916 (B.25) 

where u J u = J\/Q • Equation (B.25) is often called "Prandtl's 

universal law of friction for smooth pipes." Collecting these results 

and combining them with equation (B.2l) yields 

Vd r 2Hi! . FS / 1 N _1 
~ " [ (0 .0196) (m*-l)(lto2-l)' + 4 \ K7\) ] (B '26) 
uz p 

Computationally, one proceeds as follows to compute the deposition 

velocity: 

(1) Select values for R and a/R. 
e ' 

(2) Determine m(R ). (Schlichting [kk~], Figure 20.3). 

(3) Calculate X from equation (B.25). (Schlichting [^] 3 

Figure 20.1.) . 
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R t au _x 
(1+) Calculate â_ A (|) ~ A /8 (= — ^ - ) . 

(5) Calculate rx :
A (a/R)2 P_£ R^X (^) • 

Pp 

(6) Determine, from Appendix A, v' at y = 1.58a, for value 
p-x- -*• 

of T.X. computed above . 

(7) Calculate V / u from equation (B.26). 

Results of some sample computations are presented later and compared 

with the results of numerical solutions and with experimental data. 

Turbulent Boundary Layer Flow 

Results for this case can be obtained in a manner entirely 

analogous to that for turbulent pipe flow. The continuity equation is 

*zf = § ^ <*•*> 

where 

= t1 
du 

z 

ay 1 • 

Again putting 

n(z,y) = S(z)T(y) (B.28) 

and following exactly the same procedure as that leading to equation 

(B.5) one obtains 
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[P — ,] - ^ j u/My' (B.29) 

y'=y y'=y 

where 6 is the height of the diffusion boundary layer, which is 

usually much smaller than the height of the velocity boundary layer 

Since dT / dy = 0 at 6 , then 

dT;r
 c i V ( y ^ 

dy 6 

and employing the same approximation as that leading to equation (B.6), 

one can show that this becomes 

dT & D 

P dy-= Cl I U z T d y ' (B'30) 

v y' =y 

Integration yields 

, °D 6 -y' 
T(6D) " T(y) =- - c ^ T ! - i l — dy' (B.^l) 

"; y' =y 

Now 

o du 
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and u can be represented by the same expression as used for pipe 
Zj 

flow, i.e., 

u = u (6 ) ( y / ^ ) l / m (B.32) 

where 6 is the height of the velocity boundary layer. The data of 

Klebanoff [50], Townsend [51], and of Schubauer [52] indicate that the 

mixing-length distribution across the turbulent boundary layer differs 

significantly from that of the pipe flow case only near the outer edge 

(i.e., near the centerline for pipe flow) of the boundary layer. Since 

the upper integration limit in equation (B.3l)s6-.j is usually much less 

than 6 and since the numerator of the integrand approaches zero as y 

approaches 6 , then that portion of the integral corresponding to 

regions where the flat-plate mixing-length expression differs from that 

of the pipe flow case is small and can be neglected. Thus, one can again 

put 

t-0.ll* 6V/S73v (B.33) 

Thus p becomes 

Q 6 u (6 ) 1/m 

p = ( o . m 2 - ^ ( ^ ) (B.310 
v 

Equation (B.3l) becomes 



217 

p 6D 6 - y ' 
m D T ( 6 j " T(y) - - c .u f £ i ^ r - dy' (B.35) 

D -L z (o.iL)26 u (6 ) y = y ( y V O 1 7 5 
V Z V " ' V 

I n t e g r a t i o n gives 

- r„ 2 2- l /m n n / 
c u Tm 6^ "1-1/m. 

T(6D)-T(y) * - " o ! _ ! / „ } i-(m„i)?2m-l) " ^ l ~ j < B ' 3 6 ) 

^ *" ' v z v 

where here y = y/6 . This expression can be used as before for the 

pipe case to determine particle deposition. The method is exactly 

analogous to that used before, and the manipulation is omitted here 

for the sake of brevity. The resulting expression for deposition 

velocity for a turbulent boundary layer, corresponding to equation 

(B.21) is 

1-l/m 
V 3 u (6/6 ) u -1 

f - t(o.0196) (m-1) (aa-D ( ^ 1 - 1/6, + f ^ ' ^ 
z z v d' D ^ 
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APPENDIX C 

NUMERICAL SOLUTIONS - NONCOAGUIATING 

NEUTRAL AEROSOL 

Turbulent Pipe Flow 

The governing equation to be solved is equation (2.k) simplified 

for steady-state, axisymmetric flow conditions, with the particle mass 

flux given by equation (2.6) and the coagulation term neglected. The 

dependent function, n(a,x) Is a function of three variables, namely 

particle radius, a; and spatial coordinates r and z. However, the 

dependence with respect to a appears only implicity, in the boundary 

conditions. 

Define nondimensional variables as follows: 

= r/R n = nao/NQ a = a/aQ 

z = Z/R U = u /u 
' z z' z 

o 

r* 

where u = u (r - 0) and • ^ n da = N ,, n being the centerline 
z z a=0 o o' o 
o 

number concentration distribution function. Now using equations (2.6) 

(B.IO), and (B.ll) in equation (2.4), one can write the equation to be 

solved in the nondimensional form 
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„ l/m ~ \ (0-0196) l/m . 
u z (1-r) Sn = _ ^ _ (1.t) ^ + ,-i . _ 1 ^ } (C>1) 

o dz dr r m(l-r) ar 

When aerosol coagulation is neglected, the particle number concentration 

varies in an exponential manner in the axial direction, as indicated by 

equation (B.U) obtained in Appendix B. This result may be used to 

eliminate the z - derivative in equation (Cl), so that for turbulent 

pipe flow the equation to be solved becomes 

l/m \ <0-0196) „ l/m ,2" 
d-r) n c 1 = ^ (i-r) ( ^ + (C.2) 

o dr 

+ [ i - - ^ - ] %l 
r m(l-r) dr 

A /S A A 

when n = n(a, r). The equation involves derivatives with respect to 

radial direction only, and upon application of the particle-radius 

space discretization can be solved as an ordinary differential equation 

The two boundary conditions at the centerline required to "start" the 

numerical solution are the number concentration specification and the 
A A A 

summetry condition which implies that an/ax = 0 at r = 0, 

The radial derivatives are replaced by the following finite 

difference approximations: 
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^ — - [ n . + 1 - n _] (C.3) 
br 2(Ar) a + 1 J _ 1 

2-

M h r ^ t^+i -2nj + v i ] ( cA) 

Sr (Ar) J J J x 

where r, = j(Ar), n. = n(r.). In so doing one obtains an explicit 
J J J 

algorithm for "marching" the solution toward the wall. However, the 

value of c required in the process is a function of the solution 

itself near the wall (i.e., the deposition is a function of the number 

concentration near the wall), and thus, an iterative scheme is indicated 

A reasonable estimate of c is made and the solution is generated 

across the pipe radius . The wall deposition and hence a new c value 

is computed and the process repeated. Nor more than five iterations 

were found necessary during this study, and the convergence was 

quite definite. 
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