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ABSTRACT

An experiment examined brief, computer-based modules for
teaching and conducting achievement testing of introductory
concepts related to correlations and scatterplots. Participants
experienced either auditory or visual learning modules followed
by either auditory or visual tests of the concepts presented in
the modules. Visual modules and tests used on-screen text and
visual scatterplots, whereas auditory learning modules and tests
presented the same content with text-to-speech (TTS)
presentations and auditory versions of scatterplots. Across
learning and testing manipulations, no differences were found
in the accuracy of responses on the tests, but both auditory
learning and auditory testing resulted in longer response times.
Results are discussed in the context of computer-based learning
and auditory learning and testing as an accommodation.

1. INTRODUCTION

The auditory presentation of text via digital TTS has become
more practical to implement in an array of devices, and
interfaces that use TTS (e.g., the Siri digital assitant on Apple’s
iPhone) seem to be growing in popularity. The use of TTS for
educational and learning activities also has become more
feasible in computers and a multitude of digital devices. In a
recent survey, over one third of e-reader users and over half of
e-book users rated TTS functionality as “valuable” or “very
valuable” [1], and at least some online TTS services (e.g.,
www.ispeech.org) explicitly tout the value of TTS for
translating educational materials to the auditory modality.

TTS technologies can use sound to display text to
visually-impaired learners and also to sighted learners with
alternative learning preferences. Though computer-based and
digital learning technologies have become ubiquitous, research
to date largely has not addressed fundamental best-practice
questions surrounding the implementation of these technologies
for teaching and learning [2]. The redundant presentation of
auditory and visual learning materials can be beneficial [3], but
the equivalence of auditory-only versus visual-only
presentations of materials for pedagogical purposes remains
unclear. Similarly, very little research exists on the design of
auditory-only tests.

The lack of research comparing the efficacy of visual
and auditory presentations of learning and testing materials is
problematic for several reasons. First, there seems to be a
pervasive assumption that the auditory delivery of text—even
very complex text associated with many leaming activities—
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provides learning opportunities that are equivalent to the
opportunities offered when the same text is presented visually.
This assumption may be flawed when it is applied to the
delivery of complex curricula in science and math education, as
the demands placed on working memory by the transient nature
of the auditory presentation may present memory difficulties
(i.e., extraneous cognitive load, see [4]) not encountered by
visual learners of the same text.

In addition to the delivery of curricula through sound,
a common accommodation for test-takers with visual
impairments (or other disabilities) has been the auditory
presentation of test questions [5]. Despite the prevalence of this
accommodation in both aptitude and achievement testing,
researchers have yet to establish the validity of tests
administered under oral accommodations. In current practice,
often a human reader will administer oral examinations. This
presents obvious complications for standardization of testing
conditions, and researchers [6] have suggested that a better
approach may be to develop “self-voicing” TTS systems to
administer oral versions of tests [7]. The comparability of
auditory and visual modes of information presentation should
be established to ensure that equitable delivery of curricula and
fairness in testing can be accomplished in both modalities.

Another known gap exists in the translation of
graphical materials in visual texts into auditory representations
[8] for both learning and testing. Geisinger [9] pointed out,
“...the use of figures and graphs make tests more difficult and
typically may alter the cognitive processes employed—because
they must be described verbally to the test taker with visual
impairment” (pp. 131). Auditory graphs offer a promising
alternative to verbal descriptions for translating graphs into
sound, as emergent percepts of data patterns may function
similarly in auditory and visual graphs [10]. Research [11] has
shown that auditory versions of scatterplots are as effective as
visual representations for conveying correlations.

The current study examined auditory and visual
learning and testing of introductory statistical concepts about
correlation and scatterplots in a sample of university students
with no prior formal education in statistics. The use of TTS and
auditory versions of scatterplots was compared to visual
presentation of text and graphical scatterplots with a 2 (learning
module: visual or auditory) X 2 (test format: visual or auditory)
X 2 (question type: scatterplot or no scatterplot) mixed design.
The study was designed to examine: 1) the efficacy of both
auditory and visual learning; 2) the comparability of auditory
and visual testing; 3) the possibility of interactions between
modes of learning and testing; and 4) the possibility of
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differential effects for test questions that required or did not
require judgments about (auditory or visual) scatterplots.

2. METHOD

2.1. Participants

Participants (N = 41; 20 females; M age = 20.0, SD = 1.9 years)
were recruited from undergraduate psychology courses at the
Georgia Institute of Technology. Participants were excluded if
they had taken a statistics course at the high school or college
level, and all participants reported normal or corrected-to-
normal hearing and vision.

2.2. Stimuli

A brief (approximately 3000 word) script of a lesson on
correlations and scatterplots was prepared. The lesson covered
basic concepts such as the direction and strength of
correlations, interpreting » values, and reading bivariate
scatterplots of data. This lesson was the basis of the respective
auditory and visual learning modules, both of which were
approximately 20 min in duration.

For the visual module, the text was presented on the
computer screen in complete sentences (from one up to several
sentences at once) at a pace that was controlled by the
computer. The duration of the text presentations was yoked to
the duration of the corresponding TTS audio file from the
auditory module (described below), thus the learning modules
were exactly matched in duration. Visual examples of
scatterplots used in the module were made using Microsoft
Excel and were displayed alone on the screen for 5 s. To ensure
that the information contained in the visual scatterplots was
commensurate with that of the auditory scatterplots, all visual
scatterplots were stripped of axis labels; only data points
showing the relationship between the two variables depicted,
which were described in the text, were displayed.

For the auditory learning module, TTS conversions of
the text of the visual module were made with the demo function
of the TTS engine at http://www.ispeech .org in early 2011".
TTS was created using the “English male” voice (now “US
English male™) at the “normal” (i.e., default) speed setting. The
text of the visual module was converted to mp3 files from the
website. Exact text from the visual modules was entered into
the TTS engine with two exceptions: 1) where appropriate, the
text was modified to reflect the auditory nature of the module
(e.g., “scatterplot” was changed to “auditory scatterplot™); and
2) numbers and symbols were entered into the TTS engine as
words to ensure that the auditory speech was intelligible for all
text elements from the visual module (e.g., “r =" was voiced as
“are equals”). The data from each scatterplot in the visual
module were sonified into auditory graphs using the
Sonification Sandbox [12] software. All scatterplots were
sonified to be 5 s in duration in the range of notes C4 (MIDI

! At the time of this submission, the website appeared to have
made minor modifications to the interface and TTS algorithms
since the stimuli were created.

note 60, 262.6 Hz) to C8 (MIDI note 108, 4186.0 Hz) using a
positive polarity mapping and the MIDI piano timbre.

The visual test consisted of 20 multiple-choice
questions. Test questions were comparable to the types of
practice and test questions on correlations found in introductory
statistics texts. Each question was displayed on the screen in its
entirety with each of the four possible answers visible. The
auditory test presented the exact same questions and answers
with TTS. Each question was read in its entirety, followed by
each of the four possible answers in succession. The test was
designed such that half of the questions were conceptual in
nature and did not display a scatterplot representation of the
data, while half of the questions displayed one or more
scatterplots as part of the question or answers. At the beginning
of each test, participants were given a brief (one paragraph)
overview of either auditory or visual scatterplots (depending on
the test format condition). The overview was necessary to
explain the respective representations to participants who had
experienced the learning module in a different modality from
the test format (e.g., participants who experienced the visual
learning model needed a brief description of how the auditory
scatterplots represented data).

2.3. Procedure

Following informed consent, participants were randomly
assigned to one of the four factorial combinations of the 2
(learning: auditory versus visual) x 2 (test: auditory versus
visual) between-subjects independent variables. Participants
were seated at a computer in front of a 17 in (43.2 cm) Dell
LCD computer monitor. A computer program made with Adobe
Director presented stimuli and collected data. Auditory stimuli
were presented with Sennheiser HD 202 headphones. All
participants wore headphones during the study, though no
sounds were presented to participants assigned to visual
learning conditions and visual testing conditions. Similarly, the
computer screen was blank during auditory conditions of the
study. Participants experienced either the auditory or visual
learning module, followed by either the auditory or visual test.
The 20 test questions were presented in a random order for each
participant, and both responses and response times were
recorded. The response time for a trial was operationally
defined as the duration between the onset of the question (i.e.,
the appearance of the question on the screen for the visual test
or the beginning of the TTS audio reading of the question for
the auditory test) and the logging of a response to the test
question. Participants in either condition could log a response at
any time; participants in the auditory test condition were not
obligated to listen to the entire question and set of answers.
Following the test, participants completed the NASA-TLX [13]
measure of subjective workload.

3. RESULTS

Analyses were conducted using mixed 2 (learning module:
visual or auditory) X 2 (test format: visual or auditory) X 2
(question type: scatterplot or no scatterplot) ANOVAs on both
the number of correct answers on the test and the response
times to test questions. For the number of correct answers, the
main effects of learning module, F(1,37) = 0.37, p = .55, and
test format, F(1,37) = 3.26, p = .08, were not statistically
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