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SUMMARY

This thesis presents and develops a systematic approach to ThermoChemical

NanoLithography (TCNL). TCNL is a scanning probe microscope based lithographic

technique which uses a localized temperature profile to induce chemical transforma-

tions. The intent of this work is to extend our understanding of TCNL to be able to

model and control chemical reactions taking place at the nano-scale.

This work is broken up into four parts. The first part adapts a chemical kinet-

ics model to predict and explain some of TCNLs features. By looking at different

parameters, we gain insight into how TCNL can be used to control surface chemical

reactions. The second part of this work focuses on studying only surface reactions.

As part of this, we use fluorescent microscopy to quantify the chemical transforma-

tion, and after successfully verifying the adapted chemical kinetics model, we apply

the model to control the chemical transformation process and demonstrate excellent

precision down to the sub-micron length scales.

Having verified the chemical kinetics model for surface reactions, this thesis fo-

cuses on extending the model beyond surface effects and studying the penetration

of the reaction into the substrate. We also develop analysis for using other TCNL

induced material property changes to measure different aspects of the substrates

chemical transformation. Finally, the last part of this work focuses on parallelization

of TCNL. We demonstrate nano-scale resolution can be extended to multiple tips

simultaneously.
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CHAPTER I

INTRODUCTION

1.1 Introduction

Micro and nano-lithographic techniques are extraordinarily important to everyday life

and in many research fields. Lithographic techniques make possible circuits for com-

puter and microchips [1], the parallelization of medical diagnostics [2], and the control

of interactions between materials and the environment [3, 4]. With much research

trending towards nanotechnology [5], nano-lithographic techniques are becoming par-

ticularly important; nano-lithographic techniques have been used to introduced band

gaps in graphene nano-ribbons [6] and for the development of protein nano-arrays [7].

A fundamental challenge to these micro and nano-scale applications is the need to

strategically and intentionally position molecules in an organized fashion.

For the most part, lithographic techniques have been developed to meet a par-

ticular requirement; soft lithography, for example, was developed as an alternative

to photolithography for a variety of different materials and surfaces [8]. While many

techniques have been developed, one characteristic lacking in many lithographic tech-

niques is the ability to control the local concentration levels of different molecules or

chemistries. Succinctly, many researchers aim for lithographic techniques to be binary

in nature. There already exist many research fields which would benefit from a sys-

tematic technique which can control surface concentrations. For example, controlled

variations in concentration (hereto referred as gradients) of the protein laminin have

directed axonal growth [9, 10]; chemical gradients have also induced droplet motion

against gravity because of the controlled variations in surface energy [11, 12]. By

changing a surfaces topography, researchers have altered how a surface interacts with
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the environment; in particular, increasing surface roughness induces a transition from

hydrophobic to super-hydrophobic regimes on some materials [3, 13]. Electronic heat

sinks are often designed with corrugated ridges to allow for more cooling from the

increased surface area [14].

Surface design is essential to many nano and micro-scale applications because

they control the foundations and in some case the intrinsic properties of devices.

Lithographic techniques are used to alter both topography and chemistry [2, 15, 16].

Lacking, however, is a technique capable of controlling these variations (hereto re-

ferred as chemical and topographic gradients) down to the nano-scale. The focus of

this thesis is to overcome these limitations using the promising technique Thermo-

Chemical Nanolithography. In the rest of this chapter, many state of the art litho-

graphic techniques are reviewed, and the focus is on their advantages, disadvantages,

and limitations as they relate to gradient patterning. The chapter concludes with an

overview of TCNL’s potential to create chemical gradients, and finally an outline is

provided to show how to go about doing this in the remainder of this thesis.

1.2 Lithographic Techniques

1.2.1 Microcontact Printing

Microcontact printing (µCP) is a lithographic technique which uses a stamp to pattern

areas [8]. Usually the stamp is formed out of an elastomeric material, such as Poly-

dimethyl siloxane (PDMS) [17]; the standard procedures are shown in Figure 1.2.1,

where first a mold is filled with un-cured elastomeric material. The uncured polymer

fills the mold, and after the stamp is cured and released, the mold imprint remains

in the solid elastomer. After incubating the stamp with chemical materials, such as

proteins, DNA, or organic molecules, the stamp transfers the materials to a target

surface. The key advantage to µCP is the high-speed and high-throughput patterning

[8]; there is also a vast amount of literature on the diverse materials that have been
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Figure 1.2.1: (a) Schematic for µCP. Reprinted with permission from [17] c©2000
John Wiley and Sons. (b) Example of DNA patterned with µCP. Reprinted with
permission from [18] c©2007 John Wiley and Sons.

transferred [18, 19, 20, 21], as well as the number of substrates with which this

technique has been used. One of the disadvantages is that micro-contact printing

requires new molds and new stamps whenever different pattern sizes and shapes are

needed.

Typically, this technique is used for micro-scale patterning, but there are modi-

fications, such as using elastomeric materials with higher elastic coefficients [22, 23],

allowing for 100 nm scale devices to be printed. The later is sometimes referred to

as nano-contact printing.

For the most part, the technique is binary; however, there has been some research

dedicated to making chemical gradients by using stamps with variable thickness [24].

These specialized stamps are infused with a chemical molecule (such as an alka-

nethiol). When the stamp is brought into contact with a surface (for example gold),

molecules at the stamp-substrate interface covalently attach to the surface. As time

elapses, the molecules in the stamp diffuse and attach to the substrate, and a chemical

gradient forms analogous to the stamps variable thickness. Results with alkanethiols

have shown variable chemical concentrations over distances of ≈ 10 mm, but given the

ratios between the length and heights, it would be difficult to extend this technique

down to the micro-scales.
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Figure 1.2.2: (a) Schematic showing photo-activated chemical reactions in LAPAP.
Reprinted with permission from [29] c©2003 American Chemical Society. (b) Example
of a photo-chemical pattern (scale bar 500 µm). Reprinted with permission from [30]
c©2012 John Wiley and Sons.

1.2.2 Light Based Lithographies

Light based lithographies are omni-present throughout research and industrial ap-

plications [25]. Briefly, they are any set of techniques which use light as a means

to pattern a substrate; the patterning comes in different forms such as cross-linking

photo-resists and inducing radical states to induce a chemical reaction. Photolitho-

graphic techniques are generally robust, fast, and easy to do on large scales, hence

their ubiquity particularly in semi-conducting industries. Typically, they employ

positive or negative resists to protect patterned areas from wet and dry etch based

techniques. Despite being diffraction limited, resist based photolithographies have

achieved nanometer scales by employing materials with high indices of refraction and

two photon dependent materials to narrow the diffraction limit [26, 27].

Other light based techniques are also available. Of particular note is a technique

known as laser-assisted adsorption by photobleaching (LAPAP) [9, 28], which uses

light to induce radical excited states which react with surface bound molecules [29]
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(see Figure 1.2.2a). This technique has demonstrated an impressive ability to pattern

chemical gradients such as those seen in Figure 1.2.2b. The technique is relatively

easy to implement, but is limited by a combination of diffusion and the diffraction

limit down to about a micron. The ability to introduce spatial light modulators

and digitally controlled micro-mirror devices makes this technique attractive for high

speed pattern production [30].

1.2.3 Micro-Fluidics

Micro-fluidic devices are used as a viable lithographic technique with the ability to

create chemical gradients. Usually micro-fluidic patterning is used to create spatial

gradients [31], but the technique has been applied to produce surface gradients [10].

Different concentrations of intended molecules are flown through different connected

configurations of Y shaped fluid devices, such as those shown in Figure 1.2.3a, to

create controlled spatial chemical concentrations, such as those seen in Figure 1.2.3b,c.

The diverse forms made, however, are on several hundred microns to millimeters wide,

and the technique is limited in its ability to fabricate complex patterns since only 1-D

patterns are currently available rather than 2-D.

1.2.4 Electron Beam Lithography

Though primarily developed for the semi-conducting industry [2], electron beam

lithography (E-beam) has also been used to pattern substrates [32, 33] and is well

known for its high resolution from the focused electron beam. The resolution is not

determined by the electron beam, but rather by the interaction of the electrons with

the material [2, 34]. Materials that scatter electrons more tend to have lower resolu-

tions. Generally the resolutions are sub-100 nm, and in some cases have been shown

to go down to 5-10nm [35, 36]. Typically for nano-patterning, E-beam will use differ-

ent forms of electron sensitive resists and uses techniques similar to photolithography

to pattern areas [37, 38]. The disadvantage is the time, expense, and the high vacuum
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Figure 1.2.3: (a) Schematic showing microfluidic setup to generate spatial gradients
(b) and (c) Two examples of spatial gradients. Reprinted with permission from [31]
c©2001 American Chemical Society.
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Figure 1.2.4: (a) Schematic of nanoshaving. Reprinted with permission from [39]
c©2008 American Chemical Society. (b) Example of bound nano-graft patterned DNA

patterns. Reprinted with permission from [40] c©2002 American Chemical Society.

associated with e-beam [35].

1.2.5 Nano-shaving/Nano-grafting

Nano-grafting and nano-shaving are similar techniques, which use a stiff AFM can-

tilever to scratch molecules off a surface, which is usually a self assembled monolayer

(SAM) [39, 40]. Figure 1.2.4a shows a schematic and example. With the plowed

area now exposing a different chemistry than the unscathed area, different molecule

types can be site-specifically attached. An example is shown in Figure 1.2.4b. This

technique can be performed in a solution containing the secondary molecule (nano-

grafting), or else molecules are attached serial to patterning (nano-shaving). The

resolution varies slightly from about 100 nm to 5-10 nm depending on the radius of

curvature of the tip and the interactions between the tip and surface [35, 40].

Both processes are rather aggressive in nature, and usually require a large loading

force to chemically break bonds and remove molecules from the surface. One of the

advantages to this technique is that because the removal force is so large, the same

probe can image the sample with a lower contact load (or even in AC mode).

Other forms of this technique have used oscillating AFM tips to remove molecules
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Figure 1.2.5: Schematic showing electro-conduction based lithography. Reprinted
with permission from [42] c©2004 American Chemical Society.

from a surface [41]. By using actuated tips, different flexure modes can write or re-

write patterned areas. This particular adaptation has been shown to have resolutions

down to 50 nm.

1.2.6 Electric and Conductive SPM techniques

Some SPM based techniques use localized electric fields and currents to pattern sub-

strates with a conductive SPM probe. Electro-chemical techniques induce redox reac-

tions on a substrate to introduce chemically varying substrates such as those seen in

Figure 1.2.5 [42, 43]. A similar technique [44] has demonstrated chemical gradients,

but the speed (≈ 50 nm/s) associated with this particular application is fairly slow.

In general electro-chemical techniques are slow (≈ 10 µm/s), and the resolutions are

on the order of 25 nm.

8



Figure 1.2.6: (a) Schematic of DPN. Reprinted with permission from [45] c©1999
AAAS. (b) Example of DPN pattern made. Reprinted with permission from [50]
c©2006 John Wiley and Sons.

1.2.7 Dip-Pen Nanolithography

Dip-Pen Nanolithography (DPN) is another SPM based technique, which uses an

inked AFM tip to pattern dissolved ink molecules [45] (see Figure 1.2.6a). Typically to

insure that the ink stays on the tip, the SPM probe needs to be chemically modified.

A number of molecules, such as proteins, DNA, and organic molecules, have been

patterned on a variety of surfaces [16, 46, 47]; however, sometimes different molecules

require the AFM tip to have different chemical modifications [48]. While the technique

has been shown to achieve down to 10 nm [49], typical resolutions are sub-100 nm

[45]. The technique is limited by fluid transport rates and as a result it is a fairly slow

SPM lithography (typical speeds are ≈ 1 µm/s or slower). There has been some focus

on expediting the process by introducing multiple cantilever to pattern the surface

simultaneously. An example of this parallelization is shown in Figure 1.2.6b, where

an outline of a dime is replicated thousands of times [50]. By increasing dwell time

(> 1 min), different spot sizes can be reliably reproduced. One of the disadvantages

to DPN is the inability to image the patterned areas without replacing the SPM tip;

moreover, tip-surface contact needs to be broken in between patterned areas.
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Figure 1.2.7: (a) Schematic showing thermomechanical lithography. Reprinted with
permission from [52] c©2002 IEEE. (b) Example of 3-D patterning. Reprinted with
permission from [55] c©2010 AAAS.

1.2.8 Thermal or Thermomechanical Lithography

Thermomechanical lithography tries to introduce indents into a substrate with a semi-

conducting thermal cantilever. Thermal cantilevers are designed so that if biased

with a voltage, the heat generated from the dissipated power raises the cantilevers

temperature to several hundred degrees [51]. When brought into contact with a

polymer substrate and heated, an indentation can form if the temperature exceeds the

glass transition temperature (thermo) and a large enough load is applied (mechanical)

[52]; this process is shown in Figure 1.2.7a. Different loading forces and temperatures

change the interaction and the resolution [53].

Though initially the focus was on finding a new medium to increase data storage

[54], the technique has grown to include patterning resists with extraordinary reso-

lution (≈ 10 nm) and extraordinary detail, such as the 3-D reproduction of Mount

Matterhorn [55] (Figure 1.2.7b). Thermal techniques can usually be run at high

speeds (≈ 1-10 mm/s) [56]. One of the main drawbacks to any thermal and ther-

momechanical lithography is the fact that the thermal tips are easily contaminated

[57, 58, 59]. There are several ways around this such as using diamond coated tips

[60] and using a modified version of thermal lithography [56].
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Figure 1.2.8: Schematic of tDPN. Reprinted with permission from [63] c©2009 Amer-
ican Chemical Society.

1.2.9 Thermal Dip-Pen Nanolithography

Thermal Dip-Pen Nanolithography (tDPN) combines thermal cantilevers with DPN;

by coating a thermal cantilever with a solid ink, the thermal cantilever can be heated

to melt the solid ink (thermal) and subsequently write the liquid ink (DPN) [61].

Cooling the tip solidifies the ink and this ability removes the continuous contact issue

associated with DPN; however, one disadvantage is that depending on the substrate

properties, the cooling can take several minutes [62]. The technique has been shown

to achieve resolutions down to ≈ 100 nm. If the ink is doped with nano-particles, the

capillary forces result in nano-particle alignment as seen in Figure 1.2.8 [63].

1.2.10 ThermoChemical Nanolithography

ThermoChemical Nanolithography (TCNL) uses a localized temperature profile to

induce chemical transformation on a substrate. The technique has been used to

functionalize substrates to attach proteins or convert to other functional groups [64],

reduction of graphene oxide [65], reduction of graphene fluoride to grapheme [66], crys-

tallization of ceramic materials [67], changing hydrophobic materials to hydrophilic

[68, 69], and for the transformation of a precursor film into a semi-conducting organic
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polymer [70]. Other variants of the technique include using thermal cantilevers to

induce retro-Diels-Alder [71] reactions and desorption/depolymerization [56, 72] of

organic polymer films; these variants introduce changes to the surfaces topographic

structure. While typically TCNL employs the thermal cantilevers previously dis-

cussed, other forms have used small wires to produce the same effect [59]. The reso-

lution is substrate dependent, but ranges from ≈ 10 nm up to ≈ 100 nm. Researchers

have shown that TCNL can be done at high speeds (≈ 1 mm/s) [64, 68]. Since TCNL

is based on temperature dependent phenomenon, it is possible to control the relative

amount of chemical transformation taking place by tuning the temperature [58].

All of the mentioned lithographic techniques are summarized in Table 1.1; the

resolutions, some advantages and disadvantages are listed there as well. Though only

a few are reviewed here, there are vast numbers of lithographic techniques [73, 74, 75,

76, 77, 78, 79, 80, 81].

1.3 Chemical and Topographic Gradients

While there is no direct answer or evidence as to which technique is the best, certain

standards have been suggested [2, 82]. In practice, the best technique is the one that

fits an applications needs. For example, nano-scale studies would probably avoid light

based techniques, and focus more on a SPM based lithography or E-beam.

The challenge proposed in the introduction was to develop a technique capable

of creating controlled chemical and topographic gradients on the nano-scale to the

micro-scale. The only lithographic technique which has shown promise to design and

control a surfaces chemical and topographic morphology across these scales is Ther-

moChemical NanoLithography. There exists some preliminary evidence to suggest

that TCNL can fabricate chemical gradients [64, 70], but until recently [58], a sys-

tematic approach was lacking. The next section gives direct experimental evidence

to prove that TCNL is capable of creating chemical gradients; surface topographic
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Table 1.1: Comparison of Lithographic Techniques.

Technique Advantage Disadvantage Resolution
µCP Fast, Parallel Rigid ≈ 100 nm-1 µm

Fast, Parallel, Diffraction
Photolithography Tunable Limited ≈ 10 nm-1 µm

µFluidics Fast, Parallel Rigid ≈ 1 mm
Cost, Time,

E-Beam High Resolution Vacuum ≈ 5 nm
Nano-shaving/ Aggressive
Nano-grafting High Resolution Technique 5-100 nm
Electric and

Conductive SPM
Techniques High Resolution Slow 25 nm

DPN High Resolution Slow 10 nm
High Resolution, Tip

Thermal Lithography Speed Contamination 10 nm
Write/Read

tDPN Capabilities Slow 100 nm
High Resolution, Tip

TCNL Speed Contamination ≈ 10-100 nm
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Figure 1.3.1: Schematic of a thermal cantilever inducing a local temperature profile.
The profile spread (a) laterally and (b) into the substrate.

gradients will be left to a later chapter.

1.3.1 ThermoChemical Nanolithography: Evidence of Chemical Gradi-
ents

As previously described, TCNL is a lithographic technique which uses a thermal can-

tilever to induce chemical transformations at a surface. The details of these thermal

cantilevers are reviewed in chapter three, but their most important feature is the abil-

ity to locally heat across several hundred degrees [51]. When brought into contact

with a substrate, a heated cantilever induces a temperature profile in the substrate as

depicted in Figure 1.3.1a,b. The input of thermal energy causes a thermally driven

chemical reaction.

Although this technique has been used for a number of material substrates, the

ability to create continuous chemical gradients is demonstrated on a thermally acti-

vated polymer substrate. The polymer poly((tetrahydropyran-2-yl N-(2- methacry-

loxyethyl) carbamate)-co-(methyl 4-(3-methacryloyloxypropoxy)cinnamate)), has a

protected functional amine group.1 When heated, the protection group dissoci-

ates from the surface, leaving an exposed reactive amine to which molecules with

complimentary chemistries can be site-specifically bound. Proteins, DNA, and other

biomolecules have been attached to these localized amine areas [64]. These amines

have also been chemically transformed into other functional groups such as carboxyl

or maleimides [64]. To test the ability to create gradients on this polymer substrate,

1Synthesized by Professor Seth R. Marders lab at Georgia Institute of Technology.
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a thermal cantilever is brought into contact with this polymer substrate and the can-

tilevers temperature is controlled as a function of position, such as the experiment

shown in Figure 1.3.2. After patterning, the sample is chemically modified by attach-

ing a fluorescent dye to the exposed amines. Areas with greater concentrations of

amines result in a greater amount of fluorescent dye binding. The bright fluorescence

signal seen in Figure 1.3.2 at the high temperature areas corresponds to more bound

amines, while the dimmer signal results from the low temperature areas. This pattern

provides evidence that TCNL can make chemical gradients, but without a systematic

study, the need to control and extend this process to other materials and substrates

remains unanswered.

The goal of this thesis is to develop a systematic approach to create and design

controlled chemical gradients with TCNL. While so far, we have only discussed pre-

liminary evidence with chemical gradients, we exploit TCNL to create topographic

gradients with precisions down to the nano-scale. A chemical kinetics model is em-

ployed to predict the transformation taking place at a substrate. Once an approach

has been established, systematic protocols will be developed to produce desired chem-

ical gradients and topographic gradients. Finally with the goal of making the tech-

nique high throughput and fast, some of this work will be dedicated to discussing

parallelization of TCNL using arrays of thermal cantilevers. The long term impact

of this work is ability to generalize the methods and techniques discussed to apply to

other materials and substrates.

The remainder of this study is broken down into four parts over the next five

chapters. Chapter two reviews and discusses the first part of this thesis about cou-

pling chemical kinetics with TCNL. Chapter three experimentally verifies the results

derived in chapter two, and applies these results to controllably varying chemical con-

centrations (part two of this thesis). While chapter three focuses on surface effects,

chapter four shifts this focus to how the chemical kinetics penetrates into the sample

15



Figure 1.3.2: (a) Experimental setup to verify the ability to create chemical gradients
with TCNL. The left rectangle is written starting with a high temperature at the top
and finishing with a low temperature at the bottom; the middle starts with a high
temperature at the bottom and finishes with a low temperature on the top; the right
rectangle is a superposition of the two. (b) Fluorophore labeled pattern corresponding
to (a). (c) Plot of the intensity signal versus distance of the left rectangle. The
direction is indicated by the arrow in (a). The change in the intensity signal is
indicative that TCNL is capable of patterning chemical gradients.

16



(part three). Chapter five discusses parallelization (part four), and finally chapter six

concludes with a discussion of areas of ongoing research and possible applications for

the works developed in this work.
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CHAPTER II

CHEMICAL KINETICS MODEL

2.1 Introduction/Motivation

Modern fabrication processes have paved the way for advancements in technology and

in research. These advancements have been particularly apparent in semi-conducting

and electronic device manufacturing and miniaturization. Prevalent among the fab-

rication methods are photolithographic techniques, which as the name suggests uses

light (photo) to crosslink photo-resists site-specifically (lithography) [26, 83]. Since

photolithography is light based, it is diffraction limited, but interestingly, this lim-

itation has not prevented fabrication engineers from extending photolithography to

nano-scale sized devices [84]. It is not so much that these scientists and engineers

have broken the laws of optics, but rather have used the laws to their advantage.

For example, in photolithography, material scientists have developed high-dielectric

materials to allow fabrication engineers to tune the diffraction limit to meet their

needs [27]. The added value of high dielectric constants comes from understanding

and deriving the limitations from the wave theory of light. Other improvements, such

as studying which materials enhance two photon-absorption, have aided in microma-

chining 3-D objects with light [85]. Much as wave theory provided the fundamental

principles to allow researchers and engineers to push the limits of photo-patterning to

near any size [86], it stands to reason that any technique will be open to substantial

improvement once the fundamental principles have been derived and validated. Using

this as motivation, this chapter is dedicated to writing and deriving the principles

governing ThermoChemical Nanolithography (TCNL). Our goal is to develop a novel

approach for patterning controlled chemical concentrations with high resolution.
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Figure 2.2.1: Thermal reaction for the Cinnamate Polymer.

2.2 Chemical Kinetics Model

Understanding that TCNL induces a localized chemical transformation at a sub-

strate, it is reasonable to view this technique through the lens of chemical kinet-

ics because chemical kinetics will provide the fundamental governing equations for

TCNL. While TCNL has been performed on a multitude of substrates, we focus on

a model surface, which will be used to measure a relative chemical concentration

with the help of fluorescence microscopy as explained in chapter three. Our choice

for this study is a spin casted organic polymer film (poly((tetrahydropyran-2-yl N-(2-

methacryloxyethyl)carbamate)-co-(methyl 4-(3-methacryloyloxypropoxy)cinnamate)));

the synthesis and surface preparation protocols are well described elsewhere [58, 64].

The polymer and polymer substrate were synthesized in Professor Seth R. Marder’s

lab at Georgia Institute of Technology. Briefly, it has been synthesized to have a

protected functional group, and when thermally activated, the protection group dis-

sociates and leaves behind an exposed functional group on the polymer. The reaction

is shown in Figure 2.2.1, where the left hand side shows the protected polymer and

the right hand side shows the thermally activated deprotected polymer with exposed,

reactive amines [64].
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This transformation from the protected, nonfunctional group to an exposed, active

functional amine is described as a chemical reaction:

R→ P (2.1)

where R is the reactant, the protected polymer, and P is the final product, the depro-

tected polymer. Based on the likely deprotection mechanisms [64], the assumption is

that this reaction should act similarly to a first order chemical kinetics reaction The

rate equation for this polymer goes as:

d[P ]

dt
= k[R] = k([Ptot]− [P ]) (2.2)

where [P ] is the product concentration, [R] is the reactant concentration, [Ptot] is

the maximal product concentration (in this case the maximal density of deprotected

amines), and k is the reaction rate. The reaction rate, k, is defined using the Arrhenius

formula:

k = A · e
−Ea
R·T (2.3)

where A is the temperature independent Arrhenius constant, Ea is the activation

energy, R is the gas constant, and T is the temperature. Chemically, Ea is the energy

barrier to cause the chemical transformation; more specifically, the activation energy

has been associated with the energy difference between the reactant and an inter-

mediate species [87, 88]. A represents the maximal rate of reaction. The literature

suggests that there are other variants, such as the Arrhenius coefficient having a T
1
2

dependence [89]. Often, these other forms for A are intended for bimolecular reac-

tions [90], collision based reactions [87], or reactions spanning a large temperature

range [89] . Moreover, for narrow temperature range consistent with this work, there

are very minor differences in the final values, and simulations, in which tempera-

ture dependent Arrhenius values were used, show negligible differences. It suffices for

the intent of this work to use a temperature independent Arrhenius constant. The
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values for Ea and A come from thermogravometric analysis (TGA)1 and are given

by 134 ± 32 kJ/mol [58] and 1.7 · 1016s−1 [91] respectively. Note that since A is so

large, the correct order of magnitude is sufficient (for more details, see supplementary

information of reference [58]).

The solution to equation 2.2 at a constant temperature is:

[P ]

[Ptot]
= 1− e−k·t = 1− e−A·t·e

−Ea
R·T (2.4)

This equation applies to instances in which the temperature is time independent (not

changing in time).

2.2.1 Static Tip Solution

When a thermal tip is brought into contact with the substrate and heated, the surface

locally heats until it reaches a static temperature profile, T (r, ro) , where r = (x, y, z)

is the spatial coordinate, and ro = (xo, yo, zo) is the coordinate describing the tip

position. The time scale for this heating has been suggested to be about 1 µs [92]. A

quick calculation based on the time dependent heat equation computes a lower bound

for the times scales. A typical organic polymer has a specific heat capacity, C ≈ 1

kJ·kg−1·K−1 and a thermal conductivity, k ≈ 1 W · m−1·K−1; the length scale is ≈ 20

nm. For these values, the associated heat equation time scale goes as 10−13 s. The

discrepancy between the literature values and this computed value probably arises

from the fact that the reference [92] may be including cantilever heating time-scales,

which are also about 1 µs [93], and that air conduction for the above calculations are

ignored. The near instantaneous equilibrium time scale acts as a lower bound, since

given the length scales and the calculated time scale, the hyperbolic heat equation [94]

is more appropriate. For this work, since we focus mostly on effects taking place on

time scales below both limitations, we ignore the time dependence of the temperature

profile. Assuming the static profile is instantaneously reached, the static solution for

1Measurements performed in Professor Seth R. Marders lab at Georgia Institute of Technology.
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a tip in contact with a substrate is:

[P ]

[Ptot]
= 1− e−k·t = 1− e−A·td·e

−Ea
R·T (r−ro)

(2.5)

where td is the tip dwell time. Wanting to gain some insight into how equation 2.5

evolves and changes with various parameters, we leave the discussion of the temper-

ature profile form until a later section of this chapter, and we will work with a 1-D

model temperature profile. To find a reasonable temperature profile, the surface tem-

perature should approach room temperature and should attain a peak at the point

of contact (here the point of contact is xo = 1). Since our attempt is to learn how

the reaction evolves, one reasonable temperature profile that meets these criteria is

given by:

T = To + (Tpeak − To) · e
−|x|
λ (2.6)

where Tpeak is the peak temperature, and lambda is a decay length. Substituting this

form into equation 2.5, there are three parameters to tune: dwell time (td), peak tem-

perature (Tpeak), and decay length (lambda). Each parameter is discussed separately,

and all simulations were done in Matlab to couple equation 2.5 with equation 2.6.

Only one parameter is varied for each simulation.

2.2.1.1 Time Variation

Figure 2.2.2 shows that for a fixed decay length (lambda = 100 nm) and peak tem-

perature (Tpeak = 250 ◦C), longer dwell times increase the concentration of the final

product; as seen from the inset, the Full Width at Half Maximum (FWHM) also in-

creases with dwell time. Physically, as time elapses the chance of a reaction increases;

this manifests in two different ways: the percent transformation increases everywhere

up to a maximum and the FWHM continues to increase even beyond the max percent

transformation.

Developing some intuition with dwell time correlates to understanding how writing
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Figure 2.2.2: Time Dependence of equation 2.5 with equation 2.6.

speed affects TCNL. As will be demonstrated in a subsequent section, the correspon-

dence between the speed and inverse dwell time is not perfect because of the increased

complexity resulting from the tip motion; however, the analogy between inverse time

and speed suffices to develop insight into tip speed. For example, Figure 2.2.2 shows

that to span from 0.01 to 0.99 percent transformation, the dwell time scales span

from 15 µs to 6.9 ms; this is 3 orders of magnitude in time scales. Based on this

observation for dwell time, we expect that in order to span from 0.01 to 0.99 percent

transformation at a fixed temperature, the speed will span 3 orders of magnitude.

As will be discussed in section 2.2.3, this range is modeled, and in chapter three, the

range is experimentally demonstrated.

2.2.1.2 Temperature Variation

Figure 2.2.3 shows several different peak temperature profiles (543 K, 523 K, 503

K, 493 K, 468 K, and 433 K) at a fixed dwell time of 6.9 ms and a fixed decay

length of 100 nm. As the temperature increases, product concentration also increases;

looking back at equation 2.3, the reaction rate, k , has a temperature dependence

akin to a Boltzmann factor, and it is indeed related to the probability that a reaction

will occur [87]. Higher temperatures increase the probability of reaction, and this

mathematically manifests as an increase in the reaction rate. The ability to tune
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Figure 2.2.3: Temperature Dependence of equation 2.5 with equation 2.6.

the reaction rates with temperature is tantamount to controlling the extent of a

localized reaction, and we exploit this dependence in chapter three to create controlled

concentration profiles.

One of the key differences between time and temperature is the scale to achieve the

same results. To span most of the product range (0.01-0.99), for temperature requires

about 433 K-543 K; whereas, for the same product range, time requires 3-4 orders

of magnitude. The scale differences arise from the fact that time alters the reaction

rate linearly, whereas temperature affects the reaction rate through a Boltzmann

exponential factor. As the thermal energy approaches the activation energy, there is

a rapid turnover in the reactions probability; this leads to the short range over which

the temperature activates the reaction.

2.2.1.3 Decay Length

Figure 2.2.4 shows four different decay lengths (1 nm, 10 nm, 100 nm, and 1000 nm),

along with the associated temperature decay profile. The solid lines represent the

percent transformation, while the scatter plot is the temperature profile. The peak

temperature and the dwell time are fixed (523 K and 6.9 ms). As expected, the

maximum probability never changes. Figure 2.2.4 illustrates that as the temperature

profile decays, the products concentration decays at a much faster rate than the
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Figure 2.2.4: Decay length dependence of equation 2.5 with equation 2.6. The lines
represent the extent of the chemical reaction, while the dots represent the decaying
temperature profile.

original profile. The FWHM of the transformation is the intersection of the dashed

(red) line with the solid lines; as can be seen, the FWHM values are significantly

smaller than the associated decay lengths. This difference in FWHM and decay

length arises from the final product concentration profile being the composition of

a decaying function with a decaying profile. Assuming an exponentially decaying

temperature, the percent transformation functional form shows an exponential of

an exponential of an exponential. The first exponential is from the static solution

to the first order chemical kinetics equation (equation 2.4); the second arises from

the Arrhenius equation (equation 2.3); the third arises from the temperature profile

choice. Previously, it was hypothesized that the high resolution from TCNL results

from the rapidly decaying temperature profile [68], but this is only part of the story.

The sharp resolutions in TCNL result from the coupling between the chemical kinetics

and the decaying profile.

The physical realization of variable decay lengths comes from the different ra-

tios between the substrate and the silicon tips thermal conductivities. For example,

a greater substrate conductivity versus tip conductivity results in a greater decay

length, whereas a greater tip conductivity results in a smaller decay length [95].
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While there are no results about varying substrate conductivity in this thesis, this

type of study offers ample potential for studying materials effects, especially when

multi-layer films are considered since they can artificially cause smaller decay lengths.

While resolution is not one of the optimized components for this work, based on

the discussion from these 3 sections, tuning resolution involves effects of dwell time,

temperature, and the substrates material properties. Despite these complexities,

chemical kinetics plays the central role in determining the overall outcome.

2.2.2 Effects of Multiple Points

Having discussed the different tunable parameters, it is instructive to examine how

multiple TCNL treated points interact with one another. It is clear from Figure 2.2.2

to 2.2.4, that if two points of contact are far enough apart, they have a negligible

effect on each other. Bringing the two points closer until there is an overlap between

the product profiles introduces secondary effects. Taking each point to be a separate

event and using equation 2.5, the first contact point introduces a product profile

concentration as:

[P1]

[Ptot]
= 1− e−A·td·e

−Ea

R·(To+(Tpeak−To)·e
−|x−x1|

λ )

(2.7)

where x1 is the point of contact for the first event. The remaining percentage of

un-reacted substrate, [R] , is written as:

[R] = e−A·td·e

−Ea

R·(To+(Tpeak−To)·e
−|x−x1|

λ )

(2.8)

[R] represents the substrates spatial distribution with which the second contact event

can interact. The product concentration from the second event is:

[P2]

[Ptot]
= e−A·td·e

−Ea

R·(To+(Tpeak−To)·e
−|x−x1|

λ )

(1− e−A·td·e
−Ea

R·(To+(Tpeak−To)·e
−|x−x2|

λ )

) (2.9)
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Figure 2.2.5: Interaction between two contact points described in equation 2.10.

where x2 is the contact point of the second event. Combing equation 2.7 and equation

2.9, the final product concentration for the substrate is:

[Pf ]

[Ptot]
=

[P1]

[Ptot]
+

[P2]

[Ptot]
= 1− e−A·td·e

−Ea

R·(To+(Tpeak−To)·e
−|x−x1|

λ )

e−A·td·e

−Ea

R·(To+(Tpeak−To)·e
−|x−x2|

λ )

(2.10)

Equation 2.10 demonstrates how two separate points of contact interact with each

other. Figure 2.2.5 shows the interaction between two points of contact (decay length

of 100 nm, Tpeak of 523 K, td of 6.9 ms); the red and blue curves represent the product

concentration for the individual events, and the black curve is the total interaction

between both events occurring. There is an overlap region between the two events,

corresponding to the interaction between the two events. While for any exponential

decaying profile, there is always some overlap, the effects become negligible once the

points are separated by a large distance. The inset shows the difference between the

interacting events and individual, non-interacting events; the fact that the difference

is measurably non-zero demonstrates that the interaction between the tip and the

substrate is not a convolution of events except at large distances.
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2.2.3 Extension to a Moving Tip

The previous section showed that two nearby points of contact interact with each

other. If a tip is in motion, there should be a compact mathematical relationship

between the temperature profile and the product concentration. Assuming an in-

stantaneous temperature profile, the temperature profile moves along the substrate

simultaneously with the tip. As seen from the perspective of an individual point, the

point is locally subjected to an initial temperature, T0 ; after an infinitesimal time

step later (Delta t0), the same point is now subject to temperature T1 for another

infinitesimal time step (Delta t1). Using the same approach developed in the previous

section, the final percent product concentration after both time steps is:

[Pf ]

[Ptot]
= 1− e−A·(∆t0·e

−Ea
R·T0 +∆t1·e

−Ea
R·T1 ) (2.11)

Continuing this process for time steps (Delta t2, Delta t3, · · · ) and the subsequent

temperatures (T2, T3, · · · ), the final product concentration is given by:

[Pf ]

[Ptot]
= 1− e−A·

∑
j ∆tj ·e

−Ea
R·Tj

= 1− e−A·
∫
e
−Ea
R·T (t) dt (2.12)

where the final integral comes from assuming infinitesimal time steps. Finally, as-

suming a constant speed, equation 2.12 can be re-written as:

[Pf ]

[Ptot]
= 1− e

−A
v
·
∫
e
−Ea

R·T (xo,x) dt (2.13)

where v is the motion of the tip, xo represents the tips position during translation,

and x represents the point of interest.

While only 1-D expressions are examined here, similar results can be derived for

2 or 3-D. More complex formulas for different circumstances are derived from the

analysis suggested in this and the previous section.

Equation 2.13 is the starting point for understanding TCNL. As will be discussed

in a subsequent section, there is great uncertainty in the determining the exact tip-

induced temperature profile. Despite these difficulties, significant insight can be
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Figure 2.2.6: Plot of equation 2.13 with decay length of 100 nm.

gained from assuming a temperature profile to learn how different parameters al-

ter the outcome. Using the same decaying exponential profile (equation 2.6) with

a decay length of 100 nm, equation 2.13 is plotted in Figure 2.2.6 for four different

speeds (1 µm/s, 10 µm/s, 100 µm/s, 1 mm/s). Looking at a fixed speed (10 µm/s),

the functional dependence on the peak temperature is an S-shaped curve; this S-shape

results from the increased reaction rate from an increased temperature. This simula-

tion agrees with the previous sections discussion of how temperature affects the static

tip situation. At low (high) temperatures less (more) of the substrate undergoes the

chemical transformation. While at higher temperatures there is a plateau in product

concentration resulting from the finite reactant concentration, negligible amounts of

the polymer transform at low enough temperatures.

2.2.4 Effects of Speed on TCNL

Mirroring the discussion of varying dwell time, simulations of different speed condi-

tions are shown in Figure 2.2.6. The signature S-curve typical to bounded growth

equations is still present for all speeds, but the curves shift to the right with increasing

speed. Comparing speed to inverse dwell time and mimicking the discussion in the

dwell time section, allows us to conclude that for faster (slower) speeds, less (more)

of the polymer undergoes the chemical transformation.
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Figure 2.2.7: Plot of equation 2.15 and higher order variants; the reference speed is
10 µm/s and the reference transformation percentage is 0.99.

To see how speed evolves as a function of polymer transformation, equation 2.13

can be re-written as:

v =
A · C

ln(1− Pr)
≈ 1

ln(1− Pr)
(2.14)

where C =
∫
e

−Ea
R·T (xo,x) dt and Pr = [P ]

[Ptot]
is the percent transformation. Equation

2.14 still maintains the temperature dependence through the C variable, but using

a reference Prref at reference speed, vref , different speeds can be computed as a

function of percent transformation:

v = vref
ln(1− Prref )

ln(1− Pr)
(2.15)

The interesting thing about equation 2.15 is that it removes the complications of

knowing an exact temperature profile, and replaces it with an experimentally deter-

mined reference percent transformation. We leave it to chapter three to discuss the

limitations and difficulties in determining an exact Prref .

Equation 2.15 is plotted for a reference speed (10 µm/s) with a reference percent

transformation (0.99) in Figure 2.2.7. The variants of equation 2.15 for higher order

reactions (2nd and 3rd order) are also shown in Figure 2.2.7. Interestingly, to span

the percent transformation of 0.01 to 0.99, a first order reaction requires about 3

orders of magnitude for speed, whereas a second order and a third order reaction
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requires about 5 and 7 orders of magnitude respectively. The differences in the speed

range provide a nice physical basis for determining whether a substrate patterned

with TCNL is a first, second, or third order reaction. The 3 orders of magnitude for a

first order reaction was previously predicted based on the analogy between the dwell

time and inverse speed.

There is also a rather obscure relationship between speed and the order of reaction;

taking a Prref = 0.9, the computed speed for a Pr = 0.99 follows the relationship:

v =
vref

10n−1 + 1
(2.16)

where n is the order of reaction. Figure 2.2.7 and equation 2.16 tell us that as

the substrates order of reaction increases, the corresponding reaction becomes more

immune to changes in speed. Therefore, higher order reactions are therefore better

candidates for reliable high-speed TCNL patterning, since they are less affected by

speed.

2.3 Expanding to the Surface and 3-D

Equation 2.13 provides the probability for the chemical transformation for a single

point in space. To expand this equation to a surface or 3-D space, consider a volume

of space which has been discretized into small pockets (see Figure 2.3.1 for a 2-D

schematic). Equation 2.13 describes the probability for each point, and a sum over

the probability in the space of interest computes the number of sites undergoing the

entire reaction:

N =
∑
i

Pri (2.17)

where N is the number of sites that have undergone the reaction, Pri is the probability

of transformation at site i, and the summation is over available sites in the volume

of interest.
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Figure 2.3.1: Schematic for equation 2.17.

Figure 2.3.2: Rastering image to pattern a substrate.

Dividing N by the total number of available reactive sites gives:

N

Ntot

=

∑
i Pri
Ntot

=

∑
i Pri∑
i 1

(2.18)

where Ntot is the total number of available sites. Finally, since each site occupies a

fixed volume, Delta V , the above can be re-written as:

N

Ntot

=

∑
i Pri ·∆V
Ntot ·∆V

=

∑
i Pri ·∆V∑

i ∆V
=

∫ ∫ ∫
Prdx dy dz∫ ∫ ∫

dx dy dz
(2.19)

where the integral comes from assuming a continuous distribution of reactive sites.

Here x and y are in the plane of the surface and z is normal to the surface. To

compute the effect on a local region of a surface, the z integration can be ignored:

N

Ntot

=

∫ ∫
Prdx dy∫ ∫

dx dy
(2.20)

For this work, we ignore the y-integration since our patterning technique (see Figure

2.3.2), places consecutive zig-zag lines close to one another (≈ 125/2 nm> FWHM

for the polymer substrate). This allows us to proceed with using equation 2.15.

For 3-D body effects, the z-dependence cannot be ignored, and it will be further

discussed in chapter four.
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2.4 Discussion of the Assumed Temperature Profile

The exact form for the temperature profile is incredibly difficult to compute. There is

limited evidence to suggest that the heat equation holds down to these length scales

[96]. There are some works which assume the heat equation holds, but often boundary

conditions are ignored, such as convective cooling [97], calling into question whether

the results show the validity of the heat equation. Solutions to the heat equation

are boundary condition dependent and because of sub-continuum effects in the tip,

these conditions are difficult to compute. Given the length scales, the Boltzmann

Transport equation for the phonon distribution provides a more accurate solution

[98]. Moreover, the literature agrees the main form of conduction is through the air

[99], and while this is undoubtedly true, computing this effect on the temperature

profile is also difficult and mostly done with Monte Carlo simulations [100] . There

are also other effects to consider here, such as the glass transition temperature and

visco-elastic behaviors [52].

Since there is uncertainty in the temperature profile, we make an approximation

based on some previously attained results. The assumed profile will be the same one

used throughout this chapter, specifically the form in equation 2.6. The motivation

for this profile comes from the fact that if the static heat equation holds, the Laplacian

form demands an exponential decay. Previous results suggest that it is possible to

attain a 12 nm resolution moving at 2 mm/s on a similar polymer substrate [68],

and we use this result to determine the decay length. Assuming the tips radius of

curvature is 20 nm, the time scales associated with this speed is 20 nm/(2 mm/s)≈10

µs. Substituting this into equation 2.4, the computed temperature is about 650 K

to attain 99% conversion. Using this as the peak temperature in equation 2.6 and

substituting this temperature profile into equation 2.13, comparisons of different decay

lengths (1 nm, 10 nm, 50 nm, 100 nm, 1000 nm) shows that a decay length of 100 nm

was closest to the 12 nm resolution at 1 mm/s. We use this form for our temperature
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profile throughout this work.

2.5 Final Word

The intent of this chapter was to help develop the intuition and some of the basic

math, chemistry, and physics for TCNLs governing mechanisms. Using a chemical

kinetics model and working with a temperature profiles, it was shown how different

parameters (decay lengths, peak temperature, and time scales) affect the mechanisms.

The analytical methods necessary for predicting how more complicated situations will

react were demonstrated. The model and results discussed in this section will be used

for the remaining chapters.
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CHAPTER III

CHEMICAL KINETICS MODEL

3.1 Introduction

ThermoChemical NanoLithography is a nano-scale lithographic technique that com-

bines thermally activated chemical transformations with a spatially localized temper-

ature profile induced by a thermal cantilever. Researchers have patterned with TCNL

to site specifically attach proteins and other biomolecules [64], reduce graphene ox-

ide to graphene [65], convert hydrophobic materials to hydrophilic [69], crystallize

ceramic materials [67], and to pattern semi-conducting organic polymers [70]. While

these works have demonstrated the impressive range of materials suitable for TCNL,

there has been little attempt to quantify and model the technique. Even though there

is much to gain from describing TCNL with a chemical kinetics model, it is equally

important to verify and prove the assumptions and equations experimentally.

The next two chapters are dedicated to experimental verification of the equations

derived in chapter two. The key differences between this chapter and the next is

that here we focus on surface effects, ignoring the heat penetration into the sample.

To study only surface effects, we couple the previously described thermally activated

polymer with a flourophore and fluorescence microscopy; because of the polymer

substrate is crosslinked, the fluorophore should only attach at or very near the surface.

Using this method, the basic principles derived in chapter two will be verified, and

then we apply the model to design patterns with controlled chemical concentration

variations. We start with a brief review of the electric and mechanical properties of

the thermal cantilevers.
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3.2 Review of Thermal Cantilevers and Instrumentation

The thermal cantilevers used throughout this work have an integrated heater built

above the tip; when biased with a voltage, these semi-conducting cantilevers heat

due to resistive heating. While there is ample literature on the thermal and electric

properties of thermal cantilevers [93, 101, 102, 103], the basic concepts, terms, and

properties are reviewed in this section. All tips used in this work were fabricated by

Professor William P. King’s lab at University of Illinois at Urbana Champaign.

3.2.1 Thermal Cantilevers: Fabrication and Design

The cantilevers are fabricated with ion implantation methods to introduce contrasting

doping levels. The cantilevers are etched from a silicon wafer; the wafer comes with a

native doping concentration of about 1014/cm3. The legs are ion implanted with high

doping levels (Phosphorous, n-type 1020/cm3) causing them to be highly conductive,

and the integrated heater region above the tip is doped with low levels (1017-1018/cm3)

(see Figure 3.2.1) [101]. While the doped legs are highly conductive, the heater region

is more resistive, and as a result of this doping contrast most of the electric power

(≈90%) is dissipated in the low doped region [51, 104]. This influx of energy results

in the localized heating of the low doped region; because of this localized heating, the

low doped region is referred to as the heater. Finally, the tips are sharpened with an

oxidation procedure, described in the literature [105].

The fabricated cantilevers have a reported stiffness of 0.1-1N/m. The resonant

frequency is approximately 60-70 kHz; the length and thickness are about 150 µm

and 600 nm respectively [93, 106]. The tip height is about 1.5 µm, and the radius of

curvature is about 20 nm [93]. The mechanical properties are important since they

can tune different thermo-electrical properties, such as thermal constriction [102].
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Figure 3.2.1: (a) Graph of thermal cantilever resistance versus power dissipated
across the cantilever; 90% of the power is dissipated in the heater region. (b) Scanning
Electron Microscope (SEM) image of a thermal cantilever. Image [104] reprinted with
copyright permission c© 2008 Taylor and Francis.

3.2.2 Electronic Properties

The heater region dissipates most of the power because of the doping contrast. As

in most metals, the resistance in the silicon tip has a positive temperature coefficient

[93] because of the increased scattering from phonons [107]. Above a certain temper-

ature, the temperature coefficient switches to negative values because the increased

temperature causes the intrinsic carriers to dominate conduction [108]; the temper-

ature, at which this switch occurs, is commonly referred to as the thermal runaway.

Measurements with Raman Spectroscopy reveal that the thermal runaway occurs at

about 550−600 ◦C in the heater region [93]. Raman spectroscopy also shows that the

integrated heater temperature is linear in both cantilever resistance and dissipated

power and because of the consistency of the thermal runaway temperature, both the

resistance and power can be used to estimate the heater temperature to about 10%

accuracy.

The temperature at the tip-surface interface is reported to be less than the heater

region; this results from thermal transport down the tip and sub-continuum effects.

Depending on the thermal properties of the substrate, the tip-substrate interface
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temperature is ≈0.6-0.1 of the heater regions temperature; more thermally conductive

surfaces typically have a lower efficiency (≈0.1 for graphene [91]), while substrates

with a lower thermal conductivity have higher values (0.3-0.6 for organic substrates

[69, 109]). This loss is referred to as the tip efficiency [109].

3.2.3 Instrumentation

Throughout this thesis, all AFM imaging and patterning are done with an Agilent

5600 LS AFM. The closed loop scanner range for this instrument is approximately

90-100 µm. Unless otherwise stated, all AFM images are in contact mode. The

AFM is shown in Figure 3.2.2a. The adapted nose cone for mounting the thermal

cantilevers on the scanner is shown in Figure 3.2.2b; the nose cone is designed by

Anasys Instruments to hold a printed circuit board (PCB) mounted with a thermal

cantilever (see Figure 3.2.2c). The PCBs also come from Anasys Instruments. Silver

paint electrically connects the legs of the thermal cantilever to the PCB contacts

(Figure 3.2.2c).

The wires from the PCB contacts are connected to the circuit schematic shown

in Figure 3.2.2d. The power supply for the circuit is an Agilent E3648. The power

supply is updated with a computer script. The sense resistor Rs is 2 kΩ, and a voltage

divider consisting of two 1 MΩ resistors measures half the voltage drop across the sense

resistor.1 An NI-USB 6216 Data Acquisition (DAQ) device measures the voltage

divider. An alternative circuit to this one uses two 1 kΩ resistors in series and the

voltage is read across one of the 1 kΩ resistor. Coupling measurements from the DAQ

with the controlled voltage output from the power supply, any electronic information

about the thermal cantilevers could be computed. Equations for different electronic

measurements are shown in Table 3.1. All lithography programs were written in house

1The Data Acquisition (DAQ) Device for this work is limited up to 10 V; since the maximum
output of the voltage supply is 20 V, by halving the sense resistor, the limits of the DAQ are never
reached.
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Figure 3.2.2: (a) Shown is an image of the Agilent 5600 LS series mounted with a
thermal cantilever. (b) Shown is the nose cone adaptor used to mount the printed
circuit board chip (PBC) shown in (c). (c) This is the PCB for mounting the thermal
cantilever (mounted with a thermal cantilever). The silver paint connect the contacts
to the legs of the thermal cantilever to complete the circuit. (d) This is one example
of a circuit used to measure and compute all the electrical properties of the thermal
cantilever according to Table 3.1.
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Table 3.1: Computer Circuit Components

Computed Component Symbol Equation

Current I I =
VDAQ
1000

Cantilever Voltage VC VC = Vtot − 2 · VDAQ

Cantilever Power PC PC = VC · I
Cantilever Resistance RC RC = VC

I

(using both C++ and Matlab), and the voltage and power were monitored through

a computer programmed feedback.

All patterns are made with a loading force between 30-300 nN; the best results

were found with loading forces between 100-200 nN. Lower loading forces are employed

for higher resolutions. Higher loading forces are used for experiments requiring high

speeds to ensure contact while writing.

All fluorescence measurements come from a Nikon Eclipse TE2000 inverted epi-

fluorescence microscope. Images are taken with either an Andor iXon or a Roper

CoolSnap CCD camera. The filter used throughout this chapter has an excitation fil-

ter centered around 620 nm, an emission filter centered around 700 nm, and a dichroic

mirror center around 660 nm. All images were taken in liquid (Phosphate Buffer Solu-

tion, PBS) with either a 40x Oil immersed objective (1.3 Numerical Aperture, NA) or

a 60x water immersed objective (1.2 NA). All results shown were reacted with a 25 nM

solution of the fluorophore DyLight 633 functionalized with an N-hydroxysuccinimide

ester group (NHS DyLight 633, Thermo Fisher Scientific Pierce Biotechnology) for

approximately 1 hour. They were rinsed with alternating cycle of water and PBS for

about 5 minutes.

Polymer substrates were synthesized and prepared as previously discussed in the

literature [58, 64].
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Figure 3.3.1: Chemical structure of polymer.

3.3 ThermoChemical NanoLithography: Temperature De-
pendence

The polymer substrate is the same one detailed in chapter two. The chemical structure

of the polymer, (poly((tetrahydropyran-2-yl N-(2-methacryloxyethyl)carbamate)-co-

(methyl 4-(3-methacryloyloxypropoxy)cinnamate))) is shown again Figure 3.3.1; for

convenience in this chapter, we refer to the spin case polymer substrate as the polymer

or polymer substrate. The polymer was synthesize by Professor Seth R. Marder’s lab

at Georgia Institute of Technology. Synthesis and chemical preparation of the polymer

is described elsewhere [64, 110], but some key features are discussed here.

The polymer has a protected functional amine group; when heated, the protection

group dissociates, leaving behind an exposed functional group to which various com-

plementary chemistries can be attached [64]. The dissociated groups (gaseous CO2

and dihydropyran) are volatile enough that more than likely they diffuse away [58].

To ensure the polymer substrate structure remains intact, the polymers glass tran-

sition temperature is increased with an increased UV induced cross-linking between

the polymers cinnamate side chains [64].
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3.3.1 Methods and Description of Experiments

A typical experiment to test the models validity is shown in Figure 3.3.2a, where

an array of squares tests the validity of the chemical kinetics model; each square is

written at a fixed heater temperature. The numbers indicate typical values for power

dissipated across the cantilever. As explained in section 3.2.2, the power dissipated

across the cantilever is approximately linear to the heater temperature, and so the

heater temperature in each square is maintained through a computer feedback system

which monitors and adjusts the power dissipated across the tip. The minimum change

in power is limited by Johnson Shot noise [102, 111]. Figure 3.3.2b shows the polymer

before it is patterned. Because of the spin-coating and thorough cleaning, the polymer

surface is flat and smooth. After the patterning, noticeable changes in the topography

can be seen in Figure 3.3.2c. At higher temperatures, the surface starts to show an

enhanced topographic change, specifically a drop in the surface height caused by

the material loss from the chemical transformation. At lower temperatures, there is

less material loss since as we will discuss less of the polymer undergoes the chemical

transformation. The correlation between the height and temperature is fairly difficult

to accurately reproduce for this polymer; as a result, we focus on surface effects. We

take the change in topography as qualitative evidence that the polymer has undergone

a transformation. Z-penetration and 3-D conversion are discussed in the next chapter.

While AFM measurements are suggestive that TCNL has induced some form of

change, fluorescence microscopy will semi-quantitatively verify the chemical nature of

the transformation. By attaching an amine reactive fluorophore, the presence of a lo-

calized fluorescence signal both confirms the existence of exposed amines and provides

a mechanism to analyze how temperature affects the TCNL process. Fluorescence

microscopy is an effective method for semi-quantitatively analyzing chemical concen-

trations since the emission intensity is linearly proportional to the concentration.2

2Special care needs to be taken to quantitatively use fluorescence microscopy because fluorescence
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Figure 3.3.2: (a) Typical experiment to test the chemical kinetics model. The
numbers indicate typical dissipated powers for these experiments. (b) AFM image of
the polymer substrate prior to patterning. (c) AFM image of the pattern detailed in
(a).

Other methods, such as X-ray Photonelectron Spectroscopy (XPS) or Friction Force

Microscopy (FFM), allow for a similar analysis to be done, but each has its drawback.

XPS, for example, is tedious and would be difficult to demonstrate designing patterns

[112]; analysis of FFM signals would be difficult since there may not be a linear re-

lationship between the friction measurement and the concentration (there is also the

interaction between topography and the friction measurements which may alter the

results) [113]. Fluorescence microscopy provides an efficient, straightforward method

to quantifying chemical concentrations.

After the patterns are made, a fluorophore (here NHS-Dylight 633, 25 nM in

DMSO), is used to label the patterned areas. The bound dye concentration relates to

the exposed amine concentration. In areas with a greater concentration of exposed

amines, more dye attaches. When imaged with fluorescence microscopy, areas with a

more dye emit with a greater intensity and this produces a brighter signal. Dimmer

signals correspond to less dye and lower concentrations of exposed amines.

The dye concentration is kept low to reduce effects from quenching resulting from

can exhibit non-linearity in concentration, such as quenching.
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closely packed dye molecules and to insure an approximately linear relationship be-

tween the bound molecules and the amine concentration. This former effect is a

known phenomenon, variations of which are used in other microscopy techniques,

such as FRET [114, 115]. The latter comes from the fact that the concentration of ex-

posed amines may be substantial enough that steric hindrance between dye molecules

prevents proportional labeling of the amine concentration. Reducing the dye concen-

tration alleviates this issue because the dye concentration will be proportional to

the amine concentration at low concentrations. This last fact comes from naively

suggesting3 the reaction between the dye and the exposed amines as an equilibrium

equation:

1

Keq

=
[D] · [SA]

[D − SA]
(3.1)

where [D] is the fluorophores solution concentration, [SA] is the concentration of ex-

posed surface amines, and [D−SA] is the surface concentration of bound fluorophore.

By maintaining a low dye concentration and assuming the amount of dye in the solu-

tion is much greater than the bound dye concentration, the number of attached dyes

should approximately be proportional to the amine concentration.

The fluorophore labeled and imaged pattern corresponding to the sample in Figure

3.3.2 is shown in Figure 3.3.3. The orientation is the same as the experimental setup in

Figure 3.3.2. We observe that qualitatively there is agreement between the chemical

kinetics model and the fluorescence signal. For higher temperatures, the intensity

signal is brighter versus the lower temperature patterns; this increased signal results

from a greater fluorescent dye presence which indicates a greater concentration of

exposed amines. Lower temperatures have less dye, and therefore indicate a lower

concentration of amines. The last row also shows the intensity levels start to level off

3This assumption is nave since the reactions used in this work are irreversible. Arguments could
be made that to first order, one still expects the chance of a reaction happening in this particular
case to be proportional to the concentration of the amines and the concentration of the reactive dye.
Thus, equation 3.1 still stands.
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Figure 3.3.3: Fluorescence image from the experiment shown in Figure 3.3.2. Scale
bar is 5 µm.

and form the same plateau, consistent with the trend seen in Figure 2.2.6.

To compare this result with the model, there is a standard procedure [116] to

follow; Figure 3.3.4 shows the steps. Briefly, first a background image is taken to

correct for any uneven illumination resulting from the fluorescence lamp source; this

background divides the raw data image to produce an even illumination field. Next

the intensity levels for each square are measured; in order to avoid edge issues, the

measurements must be inscribed in each square. For example, for a 5 x 5 µm2 square,

a 3 x 3 µm2 concentric square was used; this is portrayed in Figure 3.3.4c with the

inscribed cyan square. To correct for non-specific binding and for standard noise from

images, the intensity levels of unpatterned areas were measured. Finally the relative

intensity levels were calculated using the following formula:

Irel =
Imeasured − Ibackground
Iplateau − Ibackground

(3.2)

where Irel is the relative intensity levels of the square intensity, Imeasured is the mea-

sured flattened intensity of the patterned square, Ibackground is the average background
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Figure 3.3.4: (a) Theoretical fluorescence image measured with an uneven illumina-
tion field. (b) Theoretical background image indicating the uneven illumination field.
(c) Corrected fluorescence image resulting from dividing (a) by (b). The cyan square
indicates an inscribed to measure a squares intensity level.

intensity resulting from non-specific binding and noise in the camera, Iplateau is the

average intensity of the plateau region (for Figure 3.3.3 it is the average intensity of

the squares in the bottom row).

The relative intensity levels are compared against the corresponding relative ver-

sion of equation 2.13:

Prel

Pplateau

=
1− e−Av ·

∫
e

−Ea

R·(To+(Tpeak−To)e
−|x|
λ )

dt

1− e−Av ·
∫
e

−Ea

R·(To+(Tmax−To)e
−|x|
λ ) dt

(3.3)

where Tpeak is the peak temperature (K), Prel is the relative concentration at Tpeak,

To is room temperature (K), lambda is the decay length (100 nm), Tmax is the peak

temperature (K) for the square with the maximum heater temperature in the plateau,

and Pplateau is the concentration at Tmax. The peak temperature is calculated through:

Tpeak = To + η · (Theater − To) (3.4)

where eta is the efficiency parameter discussed previously and Theater is the heater

temperature. A reliable method for computing Theater is described in the literature

[51, 93]. To fit the model with the relative intensity, eta and Ea are taken as fitting

parameters. Eta is load dependent and varies from tip to tip depending on the size
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Figure 3.3.5: Comparison of the insets measured intensity (equation 3.2) (inset
same as Figure 3.3.4) with the chemical kinetics model (equation 3.3). There is good
agreement between the experiment and the model. The error bars represent the
standard deviation from the measured intensity signal.

and radius of curvature; the calculations [117, 118, 119] for Ea from TGA showed a

significant range and TGA comparisons to data are fairly sensitive to small changes in

Ea (see supplementary materials of reference [58]). Figure 3.3.5 shows good agreement

between the model and the experiment. This result confirms that a chemical kinetics

models the technique, and will provide the basis for spatially controlling chemical

reactions with TCNL.

Two key assumptions embedded in equation 3.3 are the form of the temperature

profile and that the polymer motion is minimal in comparison to the chemical re-

action. In chapter two, the temperature profile choice is discussed and assumed to

be exponential decaying. The value for the decay length comes from matching some

previous experimental results. The latter issue is justified because the glass transition

temperature is increased through the enhanced cross-linking between polymer com-

ponents. There is research which suggests that organic thin films show a decreased

glass transition temperature from bulk material [120, 121]; this change may need to

be accounted for in future works.

This model works up to temperatures below the polymer glass transition and
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Figure 3.3.6: Comparison of the model with four different speeds (1 µm/s, 10 µm/s,
100 µm/s, 1 mm/s). The results show the curves shift to the right as predicted in
chapter two.

decomposition temperatures. If higher temperatures are applied, the labeled poly-

mer starts to show a measured decreased in intensity signal, followed by a significant

drop off in signal. The first effect is probably from a combination of the glass tran-

sition temperature effects and polymer decomposition. The second drop off can be

attributed mostly to the polymer decomposition since AFM measurements indicate

a height difference in the patterned areas consistent with the film thickness.

3.3.2 ThermoChemical NanoLithography: Speed Dependence

To test the dependence on speed, two experiments were designed. The first experiment

follows the same procedures as in the previous section but with four versions of the

patterns each at different speeds (1 µm/s, 10 µm/s, 100 µm/s, 1 mm/s). The labeling

and quantification are the same, and the result is shown in Figure 3.3.6. The same

S-shaped curve is seen for all four speeds, but there is a corresponding shift of the

curve to the right for increased speeds. This shift comes from the fact that faster

speeds expose the polymer to the temperature profile for less time, resulting in a

decreased rate of reaction. This shift is also predicted and discussed in chapter two

(Figure 2.2.6).

The second experiment fixes the heater temperature and varies the speed across
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Figure 3.3.7: (a) Experimental setup in which the temperature is fixed, but the speed
is varied across 3 orders of magnitude. (b) Fluorophore labeled image corresponding
to the experiment in (a). (c) Comparison of the measured fluorescence intensity to
the chemical kinetics model with a fixed temperature and varying speed.

approximately four orders of magnitude. The experiment and results are shown in

Figure 3.3.7. As the speed increases, the relative percent of transformation decreases.

The model predicts an exponential decay with respect to inverse velocity, and the

measured data fits this prediction well.

Figure 3.3.7 shows that for a fixed temperature, in order for speed to span the

chemical transformations range, approximately 3.5 orders of magnitude of speed are

needed. This agrees with the predictions made in chapter two, and interestingly, this

speed dependence provides more credence to a first order chemical kinetics model

being applied to this chemical transformation. As discussed in chapter two, the

chemical kinetics model predicts that 2nd and 3rd order reactions require a greater

range in the speed (5 orders of magnitude for 2nd, and more than 7 for 3rd order);

if the polymer were not a first order reaction, it would exhibit a different range in

49



speed than the observed range.

The key assumption for these experiments is that the temperature profile mini-

mally changes at different speeds. We justify this with our own calculations in chapter

two, which showed the temperature profile should reach static equilibrium near in-

stantaneously; additionally, other temperature profile time scale calculations [92] are

below the time scales associated with the tip radius and speeds up to about 10 mm/s.

The results shown in this section are the basis for using speed to control chemical

reactions as will be discussed in a subsequent section.

3.4 Controlling Chemical Reactions

3.4.1 Controlling Chemical Reactions with Temperature

In section 3.3.2, it was shown how to model TCNL with chemical kinetics assuming a

fixed speed and variable temperature. In this section, the model is applied to control

the relative chemical transformation and produce intended chemical concentration

gradient profiles at fixed speeds. The basic procedures are outlined in Figure 3.4.1,

where the starting point is a calibration curve to find the fitting parameters eta

and Ea; these are measured through the methods suggested in section 3.3.2. The

designed pattern (here a linear gradient) is translated into a grayscale, which relates

each intensity value to a percent transformation (i.e. from about 0 to 1). Coupling

equation 3.3 with the measured Ea backs out the peak temperature field for a given

relative concentration, and a new map detailing the peak temperature is drawn. Using

equation 3.4 with the measured eta determines Theater (step not shown), and using

the methods described in the literature, Theater translates into a power map. Spatial

distribution of the power controls the chemical concentration profiles to produce the

initial design. Other parameters, such as load and speed, should be the same as those

used to measure Ea and eta.

An example of one set of designed patterns is shown in Figure 3.4.2. The three
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Figure 3.4.1: Schematic explaining how to create controlled chemical concentration
profiles with TCNL. First, a calibration of the parameter Ea is combined with the
intended pattern. This combination gives the peak temperature, Tpeak, as function
of position. Using methods described in the literature along with the measured eta,
Tpeak is translated into the spatial distribution of dissipated power. More details are
provided in the text.
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Figure 3.4.2: (a) User-defined concentration profile. (b) Map describing the power
distribution as a function of position. This is obtained by following the procedures
displayed in Figure 3.4.1. (c) Fluorescence image corresponding to the pattern defined
in (a) and (b). (d) Plots comparing the user-defined (intended) concentration profiles
against the experimentally measured values seen in (c).

designed forms vary between 0.2 and 0.8 relative values, and they have three different

forms: a sinusoid, a linear carrot-top, and a cubic carrot-top. There are also a set

of squares written off to the side which act as a normalizing intensity value. After

being patterned, the sample is labeled with a fluorescent dye and same procedures for

flattening and computing the relative intensity values described previously are used to

quantitatively compare the fluorescence results with the intended profile. The results,

shown in Figure 3.4.2d, compare well with the intended profiles, and variations along

the profiles are smooth and measureable. This result verifies that coupling TCNL with

a chemical kinetics model can design and create controlled chemical concentration

profiles.

Typical results show about a 5-10% percent deviation from the intended profiles;

the reason for this deviation can be attributed to the fact that there may be some small
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Figure 3.4.3: (a) (Left) Original Mona Lisa image; (Right) ≈30 x 40 µm2 repro-
duction of the Mona Lisa (commonly referred to as the Mini Lisa). (b) (Left) Rose
and Driftwood, 1932, photograph by Ansel Adams, copyright 2012 The Ansel Adams
Publishing Rights Trust. (Right) 44 x 34 µm2 reproduction of Rose and Driftwood.
Scale bars are 10 µm.

difference in film thickness from the calibration step to the designed patterns. The

film thickness affects the peak temperature (eta) because the underlying substrates

thermal properties (here silicon) start to manifest at thin films. The deviations can

also be attributed to the normalization value; if this is off by a small amount it

can affect the range of the relative concentration results. The deviations in the

normalization values likely arise from slight variations in film thickness and shot

noise in the thermal cantilevers.

The results shown in Figure 3.4.2 demonstrate the ability to control concentration

profiles in 1-D. Figure 3.4.3 show the ability to extend this into 2-D concentration

profiles. In these cases, two images are converted from a grey scale image to a 2-D

spatial power map. Instead of having the tip move continuously across the substrate,

the tip remains at a pixel for a fixed period of time with the power being set by the
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spatial power map. Instead of using equation 3.3, a static version backs out the peak

temperature:

Pr = 1− e−A·td·e
−Ea

R·Tpeak
(3.5)

where Pr is the grey scale value and td is the fixed dwell time (here 50 ms). There

should be some difference between the two methods, but since the intent is to show

approximate control in 2-D, this suffices. Figure 3.4.3 shows the results of two images,

da Vincis Mona Lisa scaled down to about 30 x 40 µm2 and a 44 x 34 µm2 replica

of Ansel Adams’ Rose and Driftwood. The pixel spacing is about 125 nm which is

optimal for fluorescence microscopy (otherwise diffraction would blur the image too

much4 ) and this 125 nm spacing is also about the FWHM measured on this polymer

substrate (see section 3.3.4).

The results shown in this section demonstrate the ability to use TCNL for de-

signing and creating controlled variations in the chemical concentration by tuning

temperature. The assumptions made for producing these patterns are the same as in

section 3.3.1. Interestingly, the techniques and methods described in this section can

be applied to other molecules, such as proteins or DNA; however, there are differ-

ences. For example, to account for differences in binding and packing densities, the

first step calibration curve needs to be done with the final attached molecule.

3.4.2 Resolution Measurements

The Full Width at Half Maximum (FWHM) determines the length scales down to

which control holds, and Figure 3.4.4 shows the FWHM measurements of several lines

at different temperatures. The measurements were made with an AFM using Friction

Force Microscopy (FFM); FFM is capable of detecting changes in surface chemistry

because the capillary interactions between the tip and substrate are enhanced or di-

minished depending on the surface hydrophilicity [113, 122]. In particular, amine

4An excellent example of this is given in chapter four.
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Figure 3.4.4: (a) Friction measurement of consecutive TCNL patterned lines spaced
by 125 nm. Cyan square indicates the average profile shown in (c); scale bar (red)
is 1 µm. (b) FWHM measured with FFM for lines written at different powers. (c)
Profile showing a smooth variation of the friction signal over a topographically flat
area. The friction shows a measureable change over distance of 20 nm.

exposed areas are more hydrophilic than the protected polymer [110], and the corre-

sponding FFM measurements show an increased interaction in the patterned areas.

The measured resolution is about 150 nm, which is larger than previously re-

ported on the same substrate [64]. The difference may arise from the film thickness:

previously the films were up to 150 nm thick and the films used for this work were

about 50-70 nm thick. The measurement styles were also different. Previously, bound

proteins were used as the standard, but because of packing densities and efficiency

loss from the multiple layers of chemistry to attach the protein, the resolution could

artificially be increased.5 FFM is a surface technique that will exhibit a higher

sensitivity.

Figure 3.4.4a shows an experiment in which the two different temperatures were

written at a spacing of 125 nm. As can be seen in Figure 3.4.4c, the friction profile

5By resolution, we mean resolving power; increased resolution refers to smaller lengths.

55



shows a measureable change over distances of 20 nm. This represents the lowest

bound down to which TCNL controlled reactions work. The flat region over which

the friction is measured indicates that the measurements are done without having the

friction convolve with the local topography.

3.4.3 Controlling Chemical Reactions with Speed

The previous section demonstrated how to control chemical concentrations by tuning

temperature; this section is dedicated to showing controlled chemical concentrations

realized using a spatially varying speed. The procedures for doing this are similar to

those for temperature, and the main difference is the governing equation, which for

speed is given by:

v = vref
ln(1− Prref )

ln(1− Pr)
(3.6)

where v is the calculated speed, Prref is a measured reference percent transformation

done at fixed temperature and a reference speed, vref , and Pr is the variable percent

transformation.

The first step is to select values for vref and a Prref . The optimal choice is a

Prref ≈ 0.50, as will be explained later. The value for vref can be any reasonable

value; the value used here is 10 µm/s. A calibration plot similar to the one discussed

in section 3.3.1 with the selected vref determines the eta and Ea values. The power

needed for the peak temperature for the selected Prref is computed, and using the

equation 3.6, the spatial distribution of speed is computed as a function of Pr.

The results of one experiment are shown in Figure 3.4.5. The functional forms

shown are a sinusoid, a line, and a step-function; the intensity normalization values

are not shown. A quantitative comparison between the experimentally measured

results and the intended profiles shows good agreement. The changes in the profile

are both measureable and fairly smooth.

There are some differences between the intended and measured profiles. Some of
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Figure 3.4.5: Experimental results showing controlled changes in chemical concen-
trations using variable speed. The plots indicate good agreement between the user-
defined profiles and the experimentally measured values. Scale bar is 5 µm.
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Figure 3.4.6: Plots showing how errors can be amplified in equation 3.6. See text
for details.

these differences arise from the same difficulties discussed in the temperature control

section, such as film thickness. Most of the differences, however, come from having

an inexact Pref value. Recalling that Prref is a selected measured value, Figure 3.4.6

shows how a small deviation in the actual value for Prref can ripple into deviations

from the intended profile. For this reason, the optimal choice is a Prref somewhere

between 0.2-0.8; at too small Prref values or values too close to 1, errors are amplified

because of the nature of equation 3.6. The green scatter plot curve is the intended

profile. The black indicates a theoretical curve where the measured Prref is 0.5 but

the actual Prref is 0.55. The blue curve is the theoretical output for situations in

which the measured Prref is 0.01 but the actual Prref is 0.035. Finally the red

curve is the theoretical output for situations in which the measured Prref is 0.99 but

the actual Prref is 0.965. The results seen in Figure 3.4.6 show that the difference

between the intended curve and the theoretical measured curve is minimized for a

Prref of 0.5.

While Figure 3.4.5 shows variations in only 1-D, equation 3.6 could be used to

create 2-D profiles; however, this would be rather difficult, since secondary effects such

as acceleration and timing would need to be taken into account. Another option would

be to use a static form of the equation as done in the temperature case; however, the
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Figure 3.4.7: Comparison of fixed temperature versus fix speed designed patterns.
(a) Fluorescence image with fixed temperature on the left and fixed speed on the
right. The normalization factor is not shown. (b) Plots of the intensity signals versus
intended (solid line).

intent of this section is to show that speed can be used control the surface reactions,

so Figure 3.4.5 suffices for this purpose.

3.4.4 Comparison of Temperature and Speed

Figure 3.4.2 and 3.4.5 show two different methods for controlling chemical reactions,

and while it is instructive to ask which is better, there is no easy response to this.

Both have their advantages and disadvantages. Figure 3.4.7 shows the result of a

comparison between temperature controlled patterns and speed controlled patterns.

Because the results are so similar, there is little conclusion to draw about which is

better. The key advantage to temperature, however, is that it is easier to implement

2-D complex patterning; the key advantage for speed is that the large working range

for speed (3 order of magnitude) could lead to a reduction in error if the input speed

is off.

3.5 Controls

In this section, we briefly review past controls, as well as other controls done through-

out this work to ensure experimental validity. Previous experiments have shown
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that bulk heating of the polymer substrates and subsequent binding of fluorescent

molecules demonstrated changes in the fluorescence intensity [110]. Past experiments

have also shown that localized heating changes the surface chemistry; friction force

microscopy (FFM) detected these changes. These controls demonstrate that the

change in the fluorescence signal and the measured friction changes are likely due to

the change in the polymers chemistry.

Another set of experiments showed that with no heating and application of forces

between 20-300 nN demonstrated no significant change in the binding signals. This

showed that the deprotection was thermally activated and not mechanical in nature.

Finally, to test whether the change in fluorescence signal was inherent to the poly-

mer or from the binding of the fluorophore, two different experiments were employed.

The first measured the fluorescence signal without binding any dye; these experiments

showed no measureable change in the patterned areas versus unpatterned areas. The

second set of experiments labeled the substrate with a fluorophore with a different

excitation and emission spectrum (N-hydroxysuccinimide ester functionalized Alexa

488, Life Technologies). The details and procedures were the same as with the Dy-

Light 633 fluorophore. These experiments showed the same change in the signal as

detected by the DyLight fluorophore.

3.6 Final Word

This chapter was dedicated to proving and verifying the model derived in chapter two.

In addition, the model was applied to control chemical reactions by varying temper-

ature and speed. The results showed good agreement, and while some effects were

ignored, this shows that the chemical kinetics model describes most of the observed

and intended chemical changes taking place at the polymer substrate. The truly pow-

erful aspect about the methods and techniques developed in this section is that they

are not limited to using fluorescence microscopy to measure a change in a substrate,
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but rather they can be generalized to other physical or chemical properties such as the

change in conductivity of graphene oxide to reduced graphene [65]. Another example

is described in chapter four, where because of the chemical transformation taking

place, there is a measureable physical change taking place as well.
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CHAPTER IV

EXTENSION OF TCNL TO 3D

4.1 Introduction

Previous works have shown that TCNL induces chemical transformations on a sub-

strate. In chapter three, we showed that temperature and speed can tune the amount

of reaction at the surface. The ability to tune surface reactions down to near nano-

scale sizes and with such accuracy holds promise for a number of different research

fields (see chapter six for examples). In reality, the chemical reactions driven by

TCNL are not limited to the surface, but rather occur in 3-D because the tempera-

ture profile penetrates into the surface. The transformations from TCNL extend not

only along the surface but also into the body of the substrate. The penetration of the

TCNL reaction into the sample (hereto referred as the z-dependence) undoubtedly

leaves behind a measurable and detectable effect. For example, TCNL has been used

to reduce graphene derivatives [65, 66]; the results have shown an increase in the

conductivity of the patterned areas. This reduction conversion, however, measures

not just the surface transformation, but also the z-dependence of TCNL (in graphene

for example, there are a few layers of material).

Chapter three focused on describing and modeling how TCNL can be used to con-

trol reactions; because we attached fluorescent molecules to exposed surface amines,

our measurements were confined to the surfaces and we did not develop a systematic

approach to detect body effects. In reality, an understanding the 3-D effects of TCNL

is quintessential for other applications that extend beyond surface patterning to 3-D

lithography [55, 56] or controlling ferroelectric properties with TCNL [67, 123, 124].
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Chapter three was also limited in that we relied on quantitative fluorescence mi-

croscopy to analyze and verify the chemical kinetics model, but most materials that

have been used in conjunction do not always exhibit physical or chemical manifes-

tations of TCNL induced transformations that are easily converted to fluorescence

microscopy. It would be useful to develop a technique to extend the results from

chapter three to other material transformations. The goal of this chapter is two-fold:

1) to go beyond surface only effects and examine the z-dependence of TCNL and 2)

to develop a method to expand our analysis from relying on fluorescence microscopy.

The first goal is motivated by the drive to understand and predict the effects of the

TCNL process on substrates, such as graphene oxide/reduced graphene. The second

goal expands the chemical kinetics model and predictions to other materials which

exhibit different physical or chemical manifestations from TCNL induced reactions.

To accomplish these goals, a different organic polymer is introduced: a poly(p-

phenylene vinylene) (PPV)-precursor, known as poly(p-xylene tetrahydrothiophe-

nium chloride)(PXT). PPV is a semi-conducting polymer which was first introduced

as an organic polymer alternative for light emitting diodes (LEDs) [125]. The conver-

sion of PXT to PPV has been demonstrated down to about 70 nm [70] using TCNL,

and processing the polymer substrate can reduce this even further down to about 30

nm [59]. What makes the transformation process from the precursor film to PPV

attractive as a candidate for studying 3-D effects is that the transformation leaves

behind a measurable and quantitative change in the materials photoluminescence,

and because the films have a certain thickness, the intensity of photoluminescence

depends on how far the reaction penetrates into the sample.

This chapter is organized into four parts. The first part expands the chemi-

cal kinetics model developed in chapter two to compare surface effects with the

z-dependence. The second part discusses the transformation of the precursor film

to PPV. The third part semi-quantitatively shows how PPV changes as a function
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of heater temperature, and we show that one of the physical manifestations of the

chemical transformation is a change in the surface topography. We exploit this re-

lationship in the last section to produce topographic gradients and to make a very

rough approximation about the temperature profiles decay length into the sample.

4.2 Simulations of Chemical Kinetics in 3-D

In chapter two, an equation for TCNL induced transformations was derived for the

body transformation given as:

Prbody =
N

Ntot

=

∫ ∫ ∫
Pr(x, y, z)dx dy dz∫ ∫ ∫

dx dy dz
(4.1)

where Prbody is the probability that the volume of interest undergoes the chemical re-

action, and Pr(x, y, z) is the spatial probability a single point undergoes the reaction.

Pr(x, y, z) is given by:

Pr(x, y, z) = 1− e
−A
v
·
∫
e

−Ea
R·T (xo|x,y,z) dxo (4.2)

As explained in chapter two, we ignore the y-direction dependence since the distance

between consecutive lines is on the order of or smaller than the FWHM. We also

ignore the x dependence because we avoid edge effects.1 With these assumptions,

equation 4.1 reduces to:

Prbody =
N

Ntot

=

∫
Prdz∫

dz
=

∫
Pr(z)dz

L
(4.3)

where L is the film thickness, and Pr(z) is now given:

Pr(z) = 1− e
−A
v
·
∫
e
−Ea

R·T (xo|z) dxo (4.4)

Equation 4.3 is complicated since it relies heavily on knowing the temperature profile.

As discussed in chapter two, the temperature profile is difficult to compute; further-

more, even with an analytic form for the temperature profile, closed analytic forms

1This is not the same as ignoring the x0 integral. xo is an integral over the tips trajectory.
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for equation 4.3 are not easily computed. Instead computational forms are needed,

and for simulations done below, we break the z-integral into uniform, discrete layers,

and replace the above with:

Prbody =

∑
i Pri(z)

N
(4.5)

where the summation is over the different layers (i), and N is the number of layers. To

gain insight to how equation 4.5 depends on speed and z decay lengths, a temperature

profile will be assumed:

T = (Tpeak − To) · e−
|xo|
λ
− z

Λ (4.6)

where lambda is the x decay length and Lambda is the z-decay length. There are three

regimes to consider: Lambda equal to the film thickness (L), Lambda greater than

the film thickness, and Lambda less than the film thickness. For these simulations,

the film thickness is 50 nanometers, and each layer is assumed to be a nanometer

thick.

Figure 4.2.1 shows the simulations of the surface and body transformations for

three different z-decay lengths (50 nm, 100 nm, and 25 nm) and a fixed lambda (100

nm) for four different speeds (1 µm/s, 10 µm/s, 100 µm/s, 1 mm/s). The first thing

to note is that universally across these simulations, faster speeds show the same shift

in the curve to the right that was predicted and experimentally verified in chapters

two and three. To understand how the films body transforms, we want to compare

it against something familiar, and since we have developed intuition in chapter two

and experimental evidence in chapter three for surface reactions, we use the surface

transformation as a frame of reference. Conceptually, there is a difference between

the two because as is explicitly stated in equation 4.5, body effects include not just

a single layer, but multiple layers. But as we will show, we can think of the body

transformation not as a continuous structure, but as a set of layers undergoing an

effective surface transformation at different temperature ranges dependent on the

z-decay length.
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Figure 4.2.1: (a) Simulation of the surface transformation for a decay length
(lambda) of 100 nm for four different speeds. Simulations at four different speed
for the body transformation for three different z-decay lengths: (b) Lambda = 50
nm, (c) Lambda = 100 nm, (d) Lambda = 25 nm. The assumed film thickness is 50
nm.
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Figure 4.2.2: Simulation showing that at larger z-decay lengths (Lambda = 400
nm), the body transformations temperature range starts to overlap with the surfaces
transformation temperature range.

In all three cases, peak temperature required for any non-trivial percent trans-

formation value is greater than the peak temperature for the same surface percent

transformation. For example, at 10 µm/s, the peak temperature for a surface percent

transformation of 0.50 is about 190 ◦C, while the body transformation requires a peak

temperature of about 480 ◦C, 300 ◦C, and 240 ◦C for z-decay lengths of 25 nm, 50 nm,

and 100 nm respectively. Physically this comes from the decay of the temperature

profile through the 50 nm thick film, and in order for the chemical transformation

to occur some distance into the film, the peak temperature must be increased to

compensate for this decay.

The discrepancies between the body and surface transformation temperatures

start to dwindle as the z-decay length (Lambda) increases. This is demonstrated

in Figure 4.2.2, where a simulated z-decay length of 400 nm is shown. The differences

between in the temperature ranges are minimal in comparison to those for short decay

lengths, such as those shown in Figure 4.2.1d.

If Lambda is decreased to the approximate spacing between layers, the conversion

of individual layers can be observed. Figure 4.2.3 shows the simulation for a z-

decay length of 1 nm; this decay length matches the spacing between layers. The
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conversion of each layer is labeled in the figure; each layer follows an S-curve, but

over different temperature ranges. The S-curve becomes exaggerated with increasing

layer, the exaggerated forms account for why at short z-decay lengths (such as 25 nm

in Figure 4.2.1d), the S-curve starts to skew from the sharp curves seen for larger

z-decay lengths. We can approximate the required peak temperature for each layer

by accounting for the decay of the temperature profile. For example, at 10 µm/s a

percent transformation of 0.50 occurs at about 190 ◦C, or about 170 ◦C above room

temperature, for the surface. For the same percent transformation, the second layer

requires a peak temperature of approximately:

Tpeak ≈
170 ◦C

e−1
≈ 460 ◦C (4.7)

above room temperature (or 480 ◦C), and the third layer needs about:

Tpeak ≈
170 ◦C

e−2
≈ 1250 ◦C (4.8)

above room temperature.

The above calculations based on Figure 4.2.3 can be generalized to approximate

any z-decay length to:

Tsurface − To
Tbody − To

= e
−L
2·Λ (4.9)

where Tsurface is the approximate peak temperature at which the surface undergoes

0.50 percent transformation and Tbody is the approximate peak temperature for which

the body undergoes 0.50 percent transformation. Comparisons of equation 4.9 with

the discussion for Figure 4.2.1 show good agreement.

Figure 4.2.1 to 4.2.3 and equation 4.9 tell us that what affects the conversion

of the body is not the decay length, but the ratio between film thickness and the z-

decay length. Equation 4.9 could also be used in reverse to determine an approximate

z-decay length associated with a given material.

Finally, there may arise situations in which the transformation of the entire film

in z cannot occur; this happens because the peak temperature range is outside of the
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Figure 4.2.3: Simulation showing that at small z-decay lengths (Lambda = 1 nm),
activation of individual layers can be observed.

operating range of the thermal cantilever, or the material starts to undergo decom-

position at the necessary peak temperatures. To overcome these limitations, varying

speed continuously can provide a useful expression to estimate the decay length into

the sample. If we continue to assume an exponentially decaying temperature pro-

file, there we can make an approximation based on equation 4.4. We show this by

re-writing equation 4.4 as:

Pr(z) = 1− e
−keff (z)

v (4.10)

where keff (z) is given by:

keff (z) =

∫
e

−Ea
R·T (xo|z) dxo (4.11)

Figure 4.2.4 shows plots of computed for different decay lengths (keff (z) is repre-

sented as circles) and a fixed peak temperature of 220 ◦C. keff (z) seems to follow an

exponential decay, approximated by:

keff ≈ ko · e
−z
κ (4.12)

where kappa is a new effective decay length, and ko is related to the peak temperature

through the Arrhenius equation. Fits using equation 4.12 are shown also in Figure

4.2.4 as solid lines for different z-decay lengths.
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Figure 4.2.4: (a) Simulations (circles) and fits (lines) of keff (z) based on equation
4.6 and equation 4.11 for six different z-decay lengths (Lambda = 25 nm, 50 nm, 100
nm, 150 nm, 200 nm, and 500 nm). (b) Comparisons of the z-decay length (Lambda)
to the effective decay length (kappa) for the same six Lambda decay lengths in (a).
Inset shows how this ratio change for a fix Lambda of 100 nm and variable Tpeak.

The relationship in equation 4.12 is significant for two reasons. The first is that

for a given peak temperature, the ratio between the effective decay length and the

z-decay length for different z-decay lengths is approximately constant (see Figure

4.2.4b). The ratios value is dependent on the peak temperature, but for our working

peak temperature ranges of ≈ 120-420 ◦C, the ratio varies very little (as seen from

the inset in Figure 4.2.4b, about 9-13). This narrow range for the ratio can give us

an approximation for the z-decay length.

The second reason that equation 4.12 is important comes from combining equation

4.3, equation 4.10, and equation 4.12. Appendix A shows the derivation, equation

4.13 gives an analytic form for the probability:

Pr = (Ei(
ko
v
e
−L
κ ) + ln(

ko
v
e
−L
κ )− Ei(

ko
v

)− ln(
ko
v

)) · κ
L

(4.13)

Where Ei is the exponential integral [126, 127], given by:

Ei =

∫ ∞
x

e−x

x
dx (4.14)
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Figure 4.3.1: (a) Chemical transformation of PXT to PPV. (b) Excitation (solid
line) and Emission (dashed line) of PPV.

4.3 Conversion of PXT to PPV

We use the transformation of a PPV precursor film to PPV to demonstrate some of

the predictions made in the previous section. Reviewed in this section are some of

the properties of PPV; substrate preparation is also discussed.

4.3.1 Chemical Transformation and Properties of PPV

The chemical transformation for PXT to PPV has been used in a number of studies.

The chemical transformation is shown in Figure 4.3.1a. PXT conversion to PPV has

been demonstrated with near field UV lithography methods [128], but instead, we rely

on the thermal cleavage of the tetrahydrothiophene (THT) to form the organic semi-

conducting polymer. According to the literature, this material follows a first order

reaction (see supplemental information of reference [59]). The Arrhenius constant, A,

is given by 1.67 · 1017 s−1 and the activation energy is measured to be 128 kJ/mol.2

There are several ways to detect that the transformation has occurred. Since PPV

is a photoluminescent material and PXT is not, we can use fluorescence microscopy

2These are also the values used in the simulations in section 4.2.
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to detect the transformation. The excitation/emission spectrum of PPV is shown

in Figure 4.3.1b.3 For this work we use an excitation source centered around a

wavelength of 480 nm and an emission filter centered around 535 nm.

Raman spectroscopy can also be used to detect the transformation of the precursor

film to PPV. Measurement made in Figure 4.3.2a agree with previous observations:

PPV patterns show an increased response at the 1600 cm−1 peak as well as in in-

crease in the 1180 cm
−1 peak [70]. There exist methods to quantitatively analyze

Raman signals [129]; however, for this particular material, it is unclear whether these

approaches apply. Figure 4.3.2b shows the photoluminescent signal from a patterned

PXT film; this image was taken before Raman measurements. Figure 4.3.2c shows

the same pattern after Raman measurements. There is a noticeable change in the

pattern, and based on these results, we observe that Raman measurements are poten-

tially invasive and need further analysis. Careful treatment should make quantitative

measurements possible, but these are beyond the scope and intention of this thesis.

Instead, we rely on photoluminescent measurements and make the assumption that

the fluorescence signal is linearly proportional to the concentration of PPV. We jus-

tify this assumption by working with thin films (<300 nm) coupled with the fact

that photoluminescence signals have been observed to be approximately linear at low

concentration regimes (at higher concentrations they show non-linear effects) [130].

We also discuss how to deal with situations in which the photoluminescence signal is

nonlinear to the concentration of PPV.

4.3.2 Film Preparation

Silicon substrates were cut into 1 in x 1 in squares. Select samples were sonicated

for 30 minutes each in a 5 % (v/v) solution of Micro-90 detergent in deionized (DI)

3Reprinted from Chemical Physics Letter, Vol 342, Lim, S.H., Bjorklund, T.G., and Bardeen, C.
J., Temperature-dependent exciton dynamics in poly(p-phenylene vinylene) measured by femtosec-
ond transient spectroscopy, 555, Copyright (2001), with permission from Elsevier.
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Figure 4.3.2: (a) Raman measurements indicated an increase in the 1180 cm−1 and
1600 cm−1 peaks; this indicates the transformation from PXT to PPV. (b) Fluores-
cence image of PPV patterns before Raman measurements. (c) Fluorescence image
of the same PPV pattern after Raman measurement. The circled region indicates the
invasive nature of the Raman probing laser.

water, DI water, and ethanol. These samples were then rinsed with ethanol and dried

under a flow of nitrogen. All samples were then immersed in Piranha (3:1 sulfuric

acid:hydrogen peroxide) for 30 minutes with a subsequent 30 minute immersion in

DI water. Samples were then washed with DI water followed by ethanol and dried

under a flow of nitrogen. The freshly cleaned samples were spin-coated at different

speeds with a 0.25 % (PXT) in water solution to achieve the desired thicknesses. In

the case of samples for Raman measurements, PPV precursor was drop-casted and

allowed to dry under ambient conditions. The best results were from film thickness of

about 100-300 nm which were obtained from spinning speeds of 300-625 RPM using

an acceleration value of 330 rpm.

4.4 Measurements of PXT/PPV Transformation

To test how the photoluminescence varied with tip-surface temperature, two sets of

squares were patterned on the PPV-precursor. One set was written at 1 µm/s, while

the other was written at 10 µm/s. The heater temperature was fixed for each square

pair but increased from ≈ 100 ◦C to 550 ◦C across the array in temperature steps of
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20 ◦C. The experiment is depicted in Figure 4.4.1a.

Figure 4.4.1b shows the corresponding photoluminescent signal for the described

experiment. Qualitatively, we observe that the signal increases with heater tempera-

ture for both speeds; this agrees with previous results [70], as well as the predictions

made in section 4.2. The squares written at slower speeds show an enhanced pho-

toluminescent response as compared to their higher speed counterparts. This agrees

with the shift of the S-curve to the right as mentioned in section 4.2.

Semi-quantitative measurements are shown in Figure 4.4.1c. The processing is

similar to that discussed in chapter three. Background images corrected for any

uneven illumination. The key difference between the analysis here and that done in

chapter three is that here the plotted intensities, I, are not normalized, but instead

are given by:

I = Imeasured − Ibackground (4.15)

where Imeasured is the average intensity of a square and Ibackground is an average back-

ground intensity levels. The normalization factor was removed to prevent any mis-

conception that a 1 value represented full conversion. Here, I represents more than

just the surface effects we measured in chapter three, but also the effects of the entire

body since the z-resolution of the microscope is larger than the film thickness (even

methods such as TIRF or confocal microscopy will not work for these film thicknesses

around 100 nm [131, 132]).

The plots shown in Figure 4.4.1c show that as the heat temperature increases,

the photoluminescent signal increases slowly at first, and then it appears to increase

at an approximately linear rate at a heater temperature of about 400 ◦C. At first

glance, these trends do not seem to agree with the discussion in section 4.2; however,

close inspection of Figure 4.4.1d, which is a zoomed in version of Figure 4.2.1d, shows

that for small peak temperatures, the simulations are similar to those seen in Figure

4.4.1c. These results are suggestive that the temperature profile is not penetrating
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Figure 4.4.1: (a) Experimental schematic for the measuring the change in the photo-
luminescence signal with changing heater temperature. Red squares indicate patterns
written at 1 µm/s, while blue squares are at 10 µm/s. (b) Photoluminescent image
of the pattern corresponding to the experiment in (a). (c) Semi-quantitative mea-
surements of the signals in (b). (d) Zoomed in version of Figure 4.2.1 (d) to indicate
that the at low peak temperatures, the data forms agree. (Lambda = 25 nm, film
thickness = 50 nm).
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far enough into the sample to transform the entire film.

The results shown in Figure 4.4.1 are suggestive that a chemical kinetics model

applies, but in order to provide additional evidence, we want to show other predictions

made in section 4.2 are also true. One of the key observations reported in section 4.2

is that the surface undergoes the transformation before the film body does. In chapter

three, we discussed how FFM can detect changes in a substrates chemistry. Specifi-

cally, FFM is capable of detecting changes in hydrophilicity/hydrophobicity because

of the change in capillary forces at the tip-substrate interface [113, 122]. Comparisons

of the pre-cursor chemical structure to PPVs chemical structure suggest the pre-cursor

is more hydrophilic than PPV. FFM should be able to detect this change, and by its

very nature as a surface technique, it would only measure the surfaces transformation.

The results of an experiment in which the heater temperature was varied across an

array of squares is shown in Figure 4.4.2. While the exact relationship between the

measured friction signals and the concentration of PPV to PXT is not known, certain

things should be expected. At low concentrations of PPV the friction signal should

be approximately the same as the precursor film; at higher temperatures, once the

local surface has been fully converted, the friction signals should level off to measure

a fixed PPV only signal. Figure 4.4.2 shows how the friction signal varies with heater

temperature; the trend in the FFM agrees with our discussed prediction in the fric-

tion signal. At lower temperatures, the friction signal is not much different than the

precursor, while at higher temperatures, the patterns show a contrast in the friction

signal from the substrate. Plots of the friction signal versus heater temperature show

that the friction signals plateau above a heater temperature of 400 ◦C.4 While the

data is noisy, we interpret the leveling off as indication that the surface has fully

undergone the reaction.

4This heater temperature should not be confused with the previous heater temperature of 400 ◦C
for Figure 4.4.1; these experiments were done on separate films and with different tips.

76



Figure 4.4.2: (a) Friction measurement for a series of squares written at heater
temperatures of ≈ 150 ◦C up to ≈ 550 ◦C. (b) Plots of the friction signal versus
heater temperature seen in (a). Above 400 ◦C the friction signal is seen to level off;
this is indicative the surface transformation has completely taken place. (c) Plot of
the fluorescence signal for the pattern in (a). The signal continues to increase pass the
400 ◦C heater temperature; this suggests the body has not undergone the complete
transformation, while the surface has.
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Comparing the results against the patterns photoluminescent signals show that

the signal is still increasing past a heater temperature of 400 ◦C (Figure 4.4.2c). This

suggests that the entire film has not undergone the reaction, but the surface has.

AFM measurements also indicate that when the precursor undergoes the trans-

formation to PPV from a localized temperature profile, the patterned areas show a

reproducible change in the surface topography. Figure 4.4.3 shows an example in

which an array of squares at increasing temperatures was thermally patterned. Fig-

ure 4.4.3a shows that for low temperatures, the drop in topography is smaller when

compared to the drop at higher temperatures. The measured depth drop in topog-

raphy ranges for this sample from about 2 nm to about 30 nm. While it is tempting

to relate the change in topography to the loss of the side group from the chemical

reaction, there is no direct evidence to prove that this is the only cause of the change

in topography. This change in topography has been observed previously, and it is

suggested in the literature that this drop may come from polymer confinement [59]

or from the loss of water and the THT side chain [59, 133]. This shrinking results

from the polymer being able to closely pack on itself. It is likely that the drop in

topography results from a combination of loss of side group and polymer shrinking.

Figure 4.4.3b shows the fluorescence images of the patterned areas, and again, we

observe the intensity increasing with heater temperature. There are similar trends

between the change in topography and the change in intensity: as the heater temper-

ature goes up, the resulting change is amplified. Plotting the two values against each

other reveals a close to linear relationship between the measured depth profile and the

intensity signal. To compare the two signals, the surface height is measured with an

inscribed square and the difference is averaged between unpatterned to the left and

the right of the square. The averaging is done to reduce possible artifact introduced

from the large scan range of the image [134, 135]. The intensity signals undergo the

same processing as described above. The relationship between the topography change
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Figure 4.4.3: (a) AFM measurements of squares patterned into PPV. The heater
temperature range is T1 ≈ 160 ◦C (lower right) up to T25 ≈ 550 ◦C (upper left). (b)
Fluorescence signal of the pattern in (a). (c) Comparison of the change in PPV height
(depth) (a) versus the intensity signal in (b). The two are approximately linear.
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and the intensity signal is close to linear as seen in Figure 4.4.3c.

The above analysis suggests the change in height is linear to the photolumines-

cence, and because we have assumed the photoluminescence is linear to the chemical

change, this implies that the change in height to be linear with the chemical trans-

formation. By measuring the change in topography to the something comparable to

the change in PPV concentration, we have essentially measured another physically

parameter with which we can gauge the reaction process. For other systems, the rela-

tionship between the new parameter and the reaction need not necessarily be linear,

but as long as there is a measureable or theoretically computed relationship between

the concentration and a measureable parameter, the analysis developed in this and

the previous chapters hold.

4.5 Using Topography to Demonstrate Extensions of TCNL

One of the goals we set out for this chapter was to use other physical parameters

to measure the chemical kinetics model. FFM measurements and the correlation be-

tween the height and the intensity demonstrate two techniques which show measure-

able changes in the substrate chemistry. In particular, FFM measured qualitatively

demonstrated the full conversion of the surface chemistry, while topographic measured

the effect through the entire film. Figure 4.4.3 related the topography changes to the

photoluminescence, and since our assumption was that photoluminescence is linearly

related to the concentration of PPV, we can now assume the height is also linear

to the PPV concentration. If other measurements indicate that photoluminescence

followed some other functional dependence on PPV concentration, the height could

still be used as a gauge for the reaction by composing the PPV-Photoluminescence

dependence with the linear relationship between height and photoluminescence. This

section takes advantage of the observed linear height-photoluminescence relationship

and the new linear PPV reaction to height relationship to demonstrate two concepts:
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1) the proof of TCNLs control down to the nano-scale and 2) to approximate the

z-decay length.

4.5.1 Nano-Scale Control

The results shown in chapter three for surface reactions show a nice predictable way to

create and design patterns. As mentioned in chapter three, we could not reproducibly

alter topographic variations in the cinnamate polymer, and therefore we relied on

fluorescence microscopy to analyze our data. Fluorescence microscopy, however, is

diffraction limited, and because of this limitation, it is tough to scale the relationships

down to the nano-scale without resorting to super-resolution techniques [131, 136].

For example, even though the pixels for the Mona Lisa depiction are spaced by 125

nm, for our current setup, there is no easy way to show that the model accurately

predicted each pixel or if the point spread function [137] of the microscope effectively

averaged the pixels to produce an approximately correct image.

PPV overcomes this requirement because the reproducible relationship between

the change in height and the photoluminescence allows us to go beyond the diffraction

limit by measuring the substrate with an AFM. An example of the improved imaging

quality is shown in Figure 4.5.1 where another reproduction of the Mona Lisa down to

≈ 30 µm x 40 µm is shown in PPV. The two key differences between this reproduction

and the previous is that this is achieved empirically (hence why we show applied

voltage instead of power), and rather than a pixel by pixel fabrication, the images

seen here are fabricated with the tip moving continuously. Figure 4.5.2b shows the

fluorescence image; the results show a similar diffraction limited reproduction of the

Mona Lisa to that seen in Figure 3.4.3. Figure 4.5.1c shows the corresponding AFM

image, and the extra detail not present in the fluorescence image can be seen with the

higher resolution AFM image. This result demonstrates that control of the chemical

transformation continues down to the nano-scale (here the pixel resolution is ≈78
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nm). Figure 4.5.1d shows the FFM measurement of the same pattern; this result is

only qualitatively, and should not be interpreted quantitatively as we did with the

squares because the rapidly varying topography prevents the friction signals accuracy.

To push the limits of this, a smaller version (≈ 20 µm x 33 µm) is shown in

Figure 4.5.2. The pixel spacing was about 60 nm, and the topography reveals the same

amount of detail as seen in Figure 4.5.1. The fluorescence image seen in Figure 4.5.2b,

however, suffers further from diffraction, and the Mona Lisa blurs more, though it is

still decipherable.

The pixel resolution (≈60 nm) shown in Figure 4.5.2 is slightly lower than previ-

ously measured FWHM of lines (≈70 nm). Since the sample preparation was different

for these two studies, a series of lines were written at different heater temperatures

(see Figure 4.5.3). The measured resolutions are slightly above 60 nm, and agree with

previous results. The measured FWHM suggest that if the Mona Lisa were shrunk

even further, one would expect to start seeing the topography image blur. Figure

4.5.2 is approaching those length scales, and it would be instructive to know if the

length scales for blurring are different from the FWHM. This type of study could

suggest that the FWHM is not an appropriate measure for the resolution, but we

leave this for future work.

4.5.2 Z-Dependence

Figure 4.4.1 and Figure 4.4.3 show that the depth and photoluminescent signals con-

tinue to increase with increasing temperature. The results from section 4.2 are sugges-

tive that under appropriate conditions an S-curve should manifest. Those conditions

are that the peak surface temperature reaches a high enough temperature to penetrate

through the entire thickness to thermally induce a chemical reaction throughout the

film. The thermal cantilevers, however, have certain limitations; for example their op-

timal working range is below the thermal runaway (≈ 600 ◦C) [51]. Clearly the heater
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Figure 4.5.1: (a) Spatial distribution of applied voltage to create a 30 µm x 40 µm re-
production of the Mona Lisa. (b) Fluorescence image of the patterned PPV. (c) AFM
image of the patterned PXT/PPV film. Diffraction in (b) limits our ability to see the
added details. (d) FFM measurements that qualitatively detail the reproduction.
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Figure 4.5.2: (a) AFM image showing ≈20 µm x 33 µm reproduction of the Mona
Lisa in PXT/PPV film (Mina Lisa 2.0 ). (b) Fluorescence image corresponding to
the pattern in (a). Diffraction makes the image look blurry as compared with the
high resolution AFM image.

Figure 4.5.3: Measurements of FWHM of lines made in PXT/PPV film (a) AFM im-
age of lines at different temperatures. (b) Measurements of the FWHM as a function
of power and heater temperature.
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temperature cannot reach temperatures of 2000 ◦C since the melting temperature of

silicon is about 1500 ◦C [138]; as a result, the tip-surface interface temperatures can-

not approach those values (recall that the tip-surface temperature is less than the

heater temperature [69, 109] as described in section 3.2.2). The limitations on the

thermal cantilever may hinder the ability to induce the reaction throughout the entire

film.

It is instructive to wonder to which depths the reaction does penetrate. The

relationships developed in section 4.2 can at least suggest an approximate answer;

specifically, using the relationship developed for the z-decay length and the effective

decay length from equation 4.12 and equation 4.13. Figure 4.5.4a shows the exper-

imental setup for measuring the z-decay length. Each rectangle is run at a fixed

temperature, and as the tip continues up the pattern, the tips speed decays exponen-

tial. Figure 4.5.4b shows the resulting AFM image corresponding to the experiment

in Figure 4.5.4a. The topographic profiles show that at low speeds, the change in

topography is greater than at fast speeds. This relationship agrees with the chemical

kinetics model and the results seen in section 4.2. Figure 4.5.4c shows the corre-

sponding plot of the fluorescence image (shown as an inset) of the patterned PPV.

The signals indicate the same trend discussed for the drop in height.

Comparing the fluorescence image with equation 4.13 is difficult since diffraction

makes edge detection difficult. Instead, the AFM data will act as a substitute since

edge detection will not be such an issue. The normalized values are compared against

a normalized version of equation 4.13. The normalized depth values come from:

Hrel = |Hpattern −Hsurface| (4.16)

where Hrel is the absolute relative depth, Hpattern is the profile of the pattern (red

line in Figure 4.5.4b), and Hsurface is the average profile of the surface (average of the

blue lines in Figure 4.5.4b). Finally, the absolute depth values are normalized by the

maximal depth value.
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Figure 4.5.4: (a) Schematic showing an experiment in which the heater temperature
is kept constant and the speed is varied as a function of position. (b) AFM image
corresponding to the experiment in (a). (c) Plot of the fluorescence signal of the
PXT/PPV pattern. (d) Fit of equation 4.13 with experimental results in (b). The
measured effective decay length is ≈ 3.0; we approximate the temperature decay
length as ≈ 40 nm.
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Figure 4.5.4d shows the comparison between the measured AFM profiles and equa-

tion 4.13. The measured effective decay length is about 3 (2.96). Assuming the decay

length is approximately 13 times larger than the effective decay length, the temper-

ature decay length in the z-direction is approximately 40 nm . Given that the film

thickness is about 100 nm for this substrate, in order for the transformation to fully

penetrate through the entire sample, the peak temperature range needs to scale up to

approximately 2500 ◦C! This is well beyond the optimal working range of the thermal

cantilevers. This result suggests that the reason we never obtained the full S-curve is

that the temperature decays too rapidly into the sample. This result, however, needs

to be taken with some care. The fits from equation 4.13 are not that good, but this

result does at least agree with our previously discussed experimental results. This is

an on-going study, but the fact that the approximate z-decay length is also near the

measured FWHM hints that at least this value is in the same range as the lateral

decay.

4.6 Final Word

In this chapter, we set out to extend TCNL beyond the limitations of measuring

surface reactions and started to make some observations on the penetration of the

chemical reaction into the sample. We strived to define a methodical way to relate

a physical manifestation of a chemical reaction into quantitative information about

the chemical transformation rather than rely directly on fluorescence. Even though

we assumed that the photoluminescence signal of PPV is linearly proportional to

the PPV concentration, we described how to overcome any complications introduced

if this assumption failed after some point. We also showed a unique method for

creating topographic gradients and demonstrated control down to the nano-scale. The

long term impacts of this chapter are describing the translation from one physically

measureable parameter to a chemical concentration and using that new relationship
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to show other features of TCNL and the chemical kinetics model.
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CHAPTER V

PARALLELIZATION OF TCNL

5.1 Introduction

Essential to the development of any lithographic technique for research and industrial

applications is the ability to implement high-throughput patterning. In particular,

SPM techniques have garnered significant focus and have made impressive advance-

ments towards parallelization; parallelization here refers to any process which im-

plements simultaneously use of multiple SPM probes with a single instrument. The

emphasis on parallelization of SPM techniques derives from the fact that many SPM

techniques are capable of achieving nano-scale resolutions but many are slow [139].

Parallelization of SPM techniques, however, introduces two major complications:

the ability to read and to write. Traditionally, AFM techniques use an optical feed-

back for measuring surface properties, but parallelizing optical feedback would be

tedious and grow in complexity with larger numbers of tips in use. A number of

unique and interesting solutions have been developed to remove traditional optical

feedback requirement; such solutions have included complementary metal oxide semi-

conducting (CMOS) technologies employing piezo-resistive/strain effects [140, 141],

interferometric optical measurements [142], or thermal interactions between a ther-

mal cantilever and a substrate [53]. There have also been some attempts to control

individual cantilever zactuation through contrasting thermal expansion coefficients

[143], an effect often referred to in the literature as the bi-morphic effect.1

1The bi-morphic effect also appears in the thermal cantilever used in TCNL, but in a less con-
trolled manner.
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While many techniques have focused on reading and measuring surfaces, the abil-

ity to parallel write is relatively infantile in its development compared with the ad-

vancements made for single tips. There have been limited attempts for SPM based

patterning parallelization. Parallelization of 50 tips produced 100 mm2 patterned ar-

eas with electro-oxidizing lines in a silicon substrate [144]. DipPen Nanolithography

(DPN) has employed the use of both passive and active cantilever arrays, which use

the bimorphic effect to lift individual tips off the substrate [145]. The DPN com-

munity has also introduced 55,000 parallel cantilevers to pattern substrates down

to 80 nm [50]. Thermo-mechanical lithography is of particular fame because of the

IBM millipede, where near 1000 cantilevers were brought into contact with a polymer

substrate and actively used to indent a surface with high resolution [52]. The ”milli-

pede” work was not limited to patterning, but also extended to imaging; moreover,

that work introduced a cheaper alternative to the traditional expensive piezo-scanner

[52].

This chapter is dedicated to the description and implementation of thermal can-

tilever arrays for TCNL parallelization. The focus is more on the implementation, as

opposed to the more exact treatment in previous chapters. As with all SPM tech-

niques, parallelization of TCNL still requires the ability to read and write; the ability

to read is well described for thermal cantilevers throughout the literature, but it is

briefly reviewed and demonstrated here. Most of this chapter, however, is focused on

parallelization of TCNL patterning.

5.2 Description of Thermal Arrays

The thermal arrays are composed of 5 tips as seen in Figure 5.2.1. All arrays were fab-

ricated by the Professor William P. King’s lab at the University of Illinois at Urbana

Champaign. For convenience, the tips are numbered 1-5. Each tip is individually

addressable which means that tip 1 can be heated to one temperature while tips 2-5
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Figure 5.2.1: (a) Optical image of thermal cantilever array with numbering. (b)
Schematic showing a thermal cantilever array inducing a temperature profile in a
substrate.

are each maintained at different, unique temperatures. The electronic and thermal

responses of the tips are the same as those described in chapter three for a single

cantilever. Since the arrays are manufactured simultaneously and under the same

conditions, the thermal runaway point is similar for all five cantilevers [146].

5.3 Leveling

Arrays present an additional challenge not present with a single cantilever: leveling.

With multiple tips, it is important to ensure all the tips are brought into contact with

the surface simultaneously. By measuring the interaction between the thermal tips

and a substrate, the arrays can externally be aligned with a substrate. To demonstrate

these thermal interactions, we start with a single tip.

5.3.1 Interaction between a Thermal Tip and a Substrate

Analogous to other AFM modes, thermal cantilevers interact more with a substrate

as distance between the tip and substrate decreases. For thermal cantilevers, some

of interactions result from the increased air conduction between the cantilever legs

and the substrate. As the gap between the tip and substrate decreases, there is a

greater flux of heat out of the thermal cantilevers legs causing the integrated heaters

temperature to go down (hereto referred to as the ”cooling” effect). This effect

is well reported [92, 147]. The substrate induced cooling leads to a measureable
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Figure 5.3.1: (a) Resistance measurement as a thermal tip is brought into contact
with a surface; also shown in blue is the optical measured force displacement curve.
(b) and (c) Schematics showing that at far distance from a substrate (a) the thermal
cantilever transfers less heat than close to the surface (b).

change in the thermal cantilevers electronic properties since they are closely connected

to temperature (see discussion in chapter three). Although there have been other

suggested routes, we measure this electronic change through the cantilevers electrical

resistance for this work. An example and schematic are displayed in Figure 5.3.1.

Figure 5.3.1a shows a force displacement curve [148] and the cantilevers change in

resistance as a function of z-position. The resistance monotonically decreases as the

tip approaches contact with the substrate; Figure 5.3.1b and c show a schematic of

this process. Far from the substrate, there is less heat transfer between the cantilever

and the substrate, resulting in a higher temperature; these higher temperatures cause

a larger resistance. As the tip is lowered, there is a greater heat flux out of the

cantilevers legs, and this leads to a lower temperature and a lower resistance [147].

Once contact is reached between the tip and the substrate (as indicated through the

blue force-displacement curve), the inset to Figure 5.3.1 indicates that the resistance

continues to decrease monotonically, but at a slower rate. It is likely that this comes

from the fact that even though the tip is in contact with the surface, the cantilever

legs still approach the surface both as a result of cantilevers increased bending and
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the elastic response of the surface [149].

5.3.2 Array Leveling

Coupling the ”cooling” effect with a leveling device alleviates this issue. An optical

leveling mount was integrated with the AFM to tilt the substrate in order to level the

tips. The cooling effect indicates and measures which tips first contact the substrate;

iterative adjustments of the leveling mount align the tips with the substrate. An

example is shown in Figure 5.3.2, where tip 1 first reaches contact with the surface

first (Figure 5.3.2a). After an adjusting the leveling mount, as indicated, all five

tips are approximately in contact at the same time (Figure 5.3.2b). Variations in tip

heights and cantilever bending prevent perfect alignment between the tips and the

surface, and so a working range is about 200-300 nm for all tips to be in contact

simultaneously.

5.4 Thermal Patterning with Arrays

Having resolved issues with leveling, we return to parallelization of TCNL. Figure

5.4.1 and Figure 5.4.2 show two examples of patterns made in the same PPV-precursor

(poly( p-xylene tetrahydrothiophenium chloride)) described in chapter four. For Fig-

ure 5.4.1, all five tips were brought into contact with the substrate simultaneously

and patterned the same 3 by 3 array of pentagons at increasing temperatures. In

agreement with the results shown and described in chapter four, the corresponding

fluorescence measurements suggest the conversion from the pre-cursor film to the

semi-conducting PPV polymer. As the temperature increases, so too does the photo-

luminescence of the PPV. Figure 5.4.1a, shows a Raman spectroscopy measurement

of an array patterned area (fluorescence inset); the increased signal in the 1160-1180

cm−1 and 1580-1600 cm−1 wavenumber range are indicative of the chemical transfor-

mation [70].

Figure 5.4.2 shows a PPV-precursor substrate patterned with a set of lines at
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Figure 5.3.2: Resistance measurements of individual cantilevers in an array versus
distance. (a) Measurement and schematic showing misalignment between the thermal
cantilever array and the substrate. (b) Measurement and schematic showing all five
tips in contact with the substrate near simultaneously after indicated correction made
(a).
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Figure 5.4.1: Thermal patterning in a PPV-precursor film made with thermal can-
tilever array. (a) Raman measurements indicating the transformation from precursor
to PPV. (b) Fluorescence image of pentagon PPV patterns made with thermal array.
(c) Zoom-in version of patterns from (b).
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Figure 5.4.2: Measurements of lines made in PPV-precursor film made with ther-
mal cantilever array (a) Fluorescence image of patterns of lines made with thermal
cantilever array. (b) AFM image of patterns imaged in (a). (c) Topography profile
for Tip 1 (indicated in blue in (a)), inset indicates a resolution of about 68 nm.

increasing temperatures with the thermal cantilever array. The fluorescence images

indicate the presence of the photolumescent PPV polymer, and AFM measurements

indicate a change in the height that was described and measured in chapter four.

Finally, Figure 5.4.2c, shows a profile of the lines; the inset indicates a resolution of

68 nm; this measurement is on par with values measured in chapter four and described

in the literature [70].

5.5 Thermal Imaging

Thermal cantilevers have the unique ability to both write and read the surface through

the integrated heater. Metrology of surface variation is useful to verify thermal lithog-

raphy and make alterations as needed [57]. While we have described and present the

mechanisms for TCNL writing, central to thermal imaging is the energy transfer be-

tween tip and substrate. This transfer induces a measureable effect based on the

substrate composition and topography. More specifically, the tip-substrate interac-

tion manifests as a change in the thermal cantilevers electronic properties, namely
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the cantilevers resistance. Small changes in the resistance register variations in the

surface topography, and while the mapping is not perfect, thermal topography imag-

ing provides a qualitative method to confirm lithographic patterning. To understand

the mechanisms and principles of thermal imaging, we start with a single cantilever

to display the most important features, and then expand the concept to arrays.

5.5.1 Thermal Imaging with a Single Tip

To demonstrate thermal imaging, a single cantilever is brought into contact with

an AFM z-calibration grating. While in principle we could pattern a substrate and

measure the change, the materials presented in this work are not conducive for this

since they are thermally reactive; in place we use an AFM z-calibration grating. A

z-calibration grating is a repetitive square corrugated substrate, which simplifies the

analysis and interpretation of thermal imaging. By biasing the tip with a constant

voltage and measuring the resistance as the tip rastors the surface, the change in

resistance maps out changes in the topography. The results are shown in Figure

5.5.1, where the relative changes in the resistance are shown. Also shown in Figure

5.5.1 is a contact mode image of the same area. The changes in resistance correspond

to the changes in topography. The troughs of the calibration grating have a lower

resistance than the peaks; in the valleys, there is an increased heat transfer between

the cantilever and the substrate. With an increased heat flux out of the cantilever,

the temperature in the heater region lowers, and as explained in chapter three, a

lower temperature corresponds to a lower resistance. The effect is reversed for the

peaks, where there is less heat transfer and correspondingly a higher temperature and

resistance. Interestingly, this thermal imaging mode, also measures the speck of dust

seen in the topographic image. The resistance is highest on the dust since the tip

is furthest away from the substrate. Using this technique, resistance, R, sensitivities

(∆R
R

) in vertical resolutions down to 10−6-10−5/nm have been reported [54]; with a
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Figure 5.5.1: (a) Thermal imaging of a z-calibration grating with a single tip (b)
AFM image of the same area measured in (a).

modified version, vertical resolutions less than 1 nm have been shown [150].

5.5.2 Thermal Imaging with Arrays

The same mechanisms to do thermal imaging with a single tip apply to the cantilever

arrays. After aligning the tips with substrate, all five tips are simultaneously rastored

across a z-calibration, and because each tip is individually addressable, the changes

in resistance map out the local tip’s topography. The results are shown in Figure

5.5.2. The sharp edges seen in the optical feedback AFM image and the thermal

image for a single tip seen in Figure 5.5.1 are present in Figure 5.5.2. It should be

noted that in Figure 5.5.2, although the images look contiguous and connected, this

is purely coincidental. In fact there is about 110 µm between each cantilever as can

be measured from Figure 5.4.1a. Techniques and methods for image stitching do

exist [151], but since the intent is to demonstrate simultaneous imaging, this suffices.

Metrology of surfaces is especially valuable for situations in which corrections to

lithographic patterning may be needed [57].
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Figure 5.5.2: Thermal image obtained from a z-calibration grating with a thermal
cantilever array.
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5.6 Complications with Arrays

Despite the nice results discussed and displayed in this section, there are several

unavoidable complications associated with the current thermal array setup. While

leveling does a lot to maintain the tips being in contact with the surface concurrently,

there are still situations in which one tip may lose contact with the surface. The

mechanism used in this chapter to overcome this limitation was to increase the load

to insure all tips maintained contact; however, this can have adverse effects such as

a worsening of the resolution or faster tip wear. The inability to control the loading

force also makes controlled chemical reactions difficult since increased loads increase

the efficiency parameter [109]; this leads to a less effective control as to how heater

temperature will transformation a substrate. More work needs to be done to alleviate

these issues, and possible solutions include coupling a second heater [152] with the

Lorenz magnetic force [106].

The second issue is that there is some cross-talk between the cantilevers [146].

Experimental measurements have shown that the cross-talk is close to linear and the

cross-talk seems to follow a superposition rule when multiple cantilevers are activated.

In order to alleviate these issues, the thermal cantilevers could be run in a closed loop

operation [150].

5.7 Final Word

This chapter set out to describe and show proof of principle parallelization of TCNL

patterning. Using an array of thermal cantilevers, the ability to read and write to a

surface were demonstrated. While little work was done to demonstrate the concepts

in discussed in chapter two through four, complex patterning with individually ad-

dressable cantilevers indicates that similar principles could be adapted and modified

for thermal arrays. Future works with arrays may include taking into account the

complications discussed.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORKS

6.1 Introduction

The goal of this thesis was to develop TCNL to fabricate controlled chemical and

topographic gradients that span from the nano-scale to the micro-scale. In order to

do this, we started described and applied a chemical kinetics model to TCNL, and

then we exploited the model to control chemical reactions down to the nano-scale.

In this thesis, we developed a systematic approach to study and demonstrate how

temperature and speed affect the localized, TCNL induced chemical reaction both on

the surface and into the body of the substrate. In this chapter, we summarize chapters

two through five, emphasize areas needing improvement, and discuss applications for

chemical and topographic gradients.

6.2 Review

In chapter two, we identified and adapted a chemical kinetics model to explain the

key physical principles of TCNL. Our modified model accounted for tip motion and

we derived a probability equation to predict the evolution of a thermally induced

chemical reaction. The model showed that the essential component to TCNL’s high

resolution was the coupling between the temperature profile and the solution of the

chemical kinetics equation. While the temperature profile is difficult to compute, we

assumed a decaying profile and approximated a decay length with previous empirical

data.

In chapter three, we apply the results derived in chapter two to surface reaction.

We combined a thermally activated polymer substrate with quantitative fluorescence
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microscopy to measure TCNL induced surface concentration. We compared the flu-

orescence results against the model, and we showed excellent agreement to our pre-

dictions in chapter two. The dependencies on temperature and speed were exploited

to create and design spatially extended patterns of varying chemical concentrations,

and the designed patterns demonstrated high levels accuracy on short length scales

(sub micron).

Chapter four moved away from studying surface only effects and expanded the

model to account for 3-D effects. This is a meaningful contribution to TCNL since

patterning of other material properties requires control beyond the surface. The

chemical kinetics equations from chapter two were modified versions to account for

3-D effects, and using a film of a semi-conducting precursor, z-dependence was semi-

quantified using two physically different but measureable effects manifesting from

the TCNL process. The long term impact of this work was the ability to expand the

developed analysis to other material properties and this would be useful for situations

where the techniques impart patterns not easily translated to fluorescence microscopy.

Finally, in chapter five, we showed proof of principle parallelization of TCNL. The

work in that chapter indicated that despite some of the complications associated with

working with arrays (such as leveling or parallel reading), parallelization of TCNL

works without much loss in the high resolutions. Though there is work to be done,

parallelization is a powerful tool to make TCNL an attractive candidate for large

scale applications.

6.3 Future Works and Improvements

The results shown throughout this work showed good agreement and an impressive

amount of control over such short length scales. Future works on chemical kinetics

modeling should look to expand alleviate some of the assumptions and exploit some

of the extra factors that were ignored. There would be much to gain from finding or
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computing a better approximation to the temperature profile. The y/z dependence

or the exact speed dependence, for example, could be derived. Verification of the

computed temperature profile could be done by comparing against empirical investi-

gations of individual points [97] or against line resolutions. These studies should also

include comparing different conditions such as film thickness or the thermal conduc-

tivity of the underlying substrate, and these studies could be applied to be surface

and 3-D effects.

Future works on surface reactions include taking into account polymer motion. In

chapter three, we ignored polymer melting because of the increased glass transition

temperature since the polymer was crosslinked. There has been some work done in

connection with thermomechanical lithography regarding glass transition of polymer

films [52, 97]. Coupling these results and studies with chemical kinetics works could

effectively be used to predict an average polymer motion. This type of study, however,

would be difficult since the exact relationship between the surface and 3-D effects

would be needed.

For chapter three (and four) we ignore the dependence in the y-direction because

our patterning technique wrote consecutive lines smaller than the measured FWHM

from FFM. By accounting for the y-direction, future works could improve upon de-

signing profiles of chemical concentration. In those chapters, we also worked at speeds

lower than 10 mm/s to assume an instantaneous temperature profile for the given the

time scales [92], but future works could try to exploit time dependence to improve

spatial resolutions.

Other factors that were not varied in this work are film thickness [153], surround-

ing medium [103, 154], substrate conductivity [95], and load dependent phenomena

[109]. Film thickness studies should be studied in relation with 3-D effects and the

temperature profile. Using vacuum chambers or changing the medium from air to

another form such as liquids or a more conductive gas may change the resolutions or
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even some of the dynamics since medium effects enhance or dampen reactions such

as in catalytic processes [155]. Throughout this work, load effects were ignored, but

there is some evidence that increasing the load alters the dynamics at the tip-surface

interface. The efficiency parameter, for example, has been shown to increase with in-

creased load [109]. Nano-shaving and nano-grafting techniques have also shown that

shearing forces can selectively cleave bonds [156, 157], and it is conceivable that by

varying load, the effect may manifest in a way analogous to a catalyst, which raises

or lowers a reactions activation energy.

6.3.1 Experiments to Verify Assumptions

Throughout this work, a series of assumptions were made to adapt the chemical kinet-

ics model for TCNL. In this section, we briefly review how some of the key assumptions

could experimentally be validated. Specifically, the focus is on the time dependence,

polymer motion (glass transition temperature), and y-direction dependence.

To test the time dependence, an experiment must be designed to determine the

lower bound time scales for which the static assumption starts to fall apart. The

lower bound suggested in this work and other works is about 100 ns; this time scale

is on the order of the time required for the air molecules between the cantilever and

the substrate to equilibrate. For this experiment, it is important to keep in mind that

the heating time scale of the cantilever is about 1 µs. To remove added complications

from this time scale, one solution is to keep the cantilever heated and temporarily

bring the tip into contact with the substrate. Two possible ways to introduce this

type experiment would be introducing an oscillating tip (in a similar manner to that

in tapping mode) or using a system with a capacitive loading instrument [56].

To test how ignoring polymer motion alters the outcome, two experiments need to

be employed. The first experiment removes the increased glass transition temperature

by reducing or completely removing the cross-linking between the polymer. This type
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of experiment could potentially show that there is a minimum concentration of cross-

linking below which the glass transition cannot be ignored. The second experiment

would remove any concerns of the glass transition by introducing a non polymer based

substrate. Some possible substrates include self assembled monolayers (SAMs) [42].

Finally, to test the validity of ignoring the y-dependence, the spacing between

the zig-zags shown in Figure 2.3.2 should be varied. Once the spacing exceeds the

FWHM, it should become necessary to account for the y-dependence. This type of

experiment needs to take into consideration limitations of the metrology. For example,

fluorescence signals will be diffraction limited, and this may lead to a blurring or

averaging of the signal. This averaging could cause the breakdown to happen at a

length scale different from the predictions.

6.4 Applications of Chemical Gradients

The ability to create controlled chemical concentration profiles down to the meso-

scopic scales offers a number of new applications [15]. Several applications are dis-

cussed in this section, and while some of these studies have been done on the micro-

scale or larger, the ability to controllably shrink these phenomena down may offer

new results.

6.4.1 Surface Energy Gradients

There have been several studies dedicated to examining how gradients in surface

concentrations have induced droplet motion. For example, water has been observed

to run ”uphill” because of gradient profiles in the hydrophobicity/hydrophilicty of the

surface [12]. Inclines up to about 15 have been demonstrated. Some of these works

have been done with geometric arrangements in material properties [11], but there

has been some work done with chemical concentration gradients [15]. By introducing

profiles with linear gradients, motion of water droplets could be controlled [158].

The length scales usually associated with these types of studies are on the order of
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centimeters or larger.

TCNL is a well suited candidate to fulfill this niche, since it can reach small length

scales and has been demonstrated to achieve controllable profiles. Additionally, with

the demonstrated 2-D control, TCNL could introduce chemical gradients that alter

droplet motion, and interesting studies could include how colloidal droplets combine.

6.4.2 Biophysical Applications

Chemical gradients have been shown to induce cellular activity and directional growth.

For example, surface chemical gradients of fibronectin increase cellular migration, and

increasing the magnitude of the gradient increased migration speed [159]. The one

drawback to these studies, however, is the inability to extend towards sharp enough

gradients to see if cellular migration was bound [160]. Due to the achievable length

scales, TCNL could pattern substrates with sharp enough gradients to observe these

effects.

Neuronal axon growth shows preference to gradients in the protein laminin [10, 31].

Gradients of laminin are obvious candidates for creating neural networks to study

inter-neural responses. TCNL is an interesting candidate for this type of study, since

gradients at different length scales and with different magnitudes could be made to

see how the axons are affected. Some preliminary work is currently underway in

collaboration with several labs.

Polymers exhibit different properties dependent on their grafting densities [161].

Chemical gradients have been used to study the transition from the mushroom regime

to polymer brush regime [15, 161]; the transition is estimated to take place around

the radius of gyration of the polymer [162]. Due to the small scale TCNL is capable

of, it is possible to experimentally measure and vary the length scales down to which

this transition occurs; a study of this form could also take into account the effects

from solvents.
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6.5 Applications of Topographic Gradients

Topographic gradients are valuable for a number of different interesting applications

and studies. Most of the applications suggested here involve water or another solvents,

and for these particular applications, the precursor film is not optimal since it is

soluble in water and some organic solvents, such as methanol. To alleviate this issue,

we first discuss and demonstrated a technique similar to one used in microcontact

printing [20].

6.5.1 Transfer PPV Patterns to PDMS

While the work done in chapter four showed the ability to create topographic gradi-

ents, the precursor film is not very conducive for some applications since it is easily

dissolved in water and some organic solvents (particularly methanol). Moreover, the

films were observed to have a short shelf life, presumably because the polymer film

undergoes the chemical transformation slowly at room temperature.

To prolong the lifetime of the topographic gradients, a process used in microcon-

tact and nano-contact printing was developed. The steps are shown in Figure 6.5.1.

First a substrate is patterned with a desired topographic gradient. Next an uncured

elastomeric material (polydiimethylsiloxane, PDMS, as labeled in the figure) filled in

the mold formed in the precursor film. The sample was placed in a vacuum chamber

to remove all air bubbles and then placed in an oven (≈ 60 ◦C) for about an hour

(steps not shown). The temperature was kept low to prevent the transformation of

the PPV-precursor to PPV. Finally the cured elastomeric material was removed from

the sample, leaving an impression of the substrates topographic patterns. It should

be noted that the process, just as in microcontact printing, inverts the patterns in

the mold.

Figure 6.5.2 shows some preliminary evidence of this process. The initial PPV film

is shown in Figure 6.5.2a patterned with an array of squares. After the transfer process
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Figure 6.5.1: Schematic showing transfer of PPV topographic pattern to PDMS.
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Figure 6.5.2: Experimental evidence showing the transfer of (a) PXT/PPV topo-
graphic patterns to (b) PDMS.

is completed, the elastomeric material was imaged with an AFM. The imprinted

patterns are shown in Figure 6.5.2b, and as expected, the square pattern is now

inverted. This is a proof of principle demonstration, but it shows promise since some

interesting features, such as the edges are present. While this technique requires some

optimization, this demonstrates the ability to replicate topographic patterns for other

applications.

6.5.2 Colloidal Patterning

The ability to strategically place colloids holds promise for a number of fields such as

photonic crystals [163, 164]. There are several studies that use topographic variations

to site specifically place colloids [165]. In these studies, researchers take a substrate

patterned with grooves and pits and incubate the substrate with a colloidal solution

[166]. The colloids stick everywhere, but by spinning the surface, colloids not trapped

in the grooves or pits fly off. The trapped colloids remain in the forms of the pits

and grooves. Interestingly, at different speeds and heights, colloids of different sizes

can be trapped. Other interesting applications come from using directed interactions

between colloids [167, 168].
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6.5.3 Nano-Fluidics

Nano-fluidic devices hold a promise for a variety of fields. Studies on the electrokinetic

effects are fascinating since the small scales associated with the nano-channels are

approaching the Debye length for the electric double layer [169]. Because of this,

nano-fluidic devices have different conductivities than microfluidic devices at similar

ionic concentrations [170]. One of the issues, however, with nano-channels is the

ability to affordably [170] produce 1-D and 2-D nano-channels, but with the ability

to replicate topographic patterns, TCNL is formidable candidate for these types of

studies and applications.

6.6 Final Word

We highlight various improvements and applications for TCNL fabricated gradients.

While there remains much to do to optimize the technique, the ability to control

various material properties down to nano-scale lengths holds promise for a number of

interesting areas.

We set out to develop a systematic approach to control TCNL to alter material

transformations down to nano-scale. While the work was demonstrated on two dif-

ferent organic polymer materials, the techniques and systematic approach developed

caters to the plethora of materials which are suitable candidates for TCNL. By know-

ing how material properties vary with a chemical transformation, a chemical kinetics

model can be applied to predict and control the substrate reaction, and because of this

versatility and compatibility with other materials, TCNL is a unique and powerful

lithographic technique.
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APPENDIX A

DERIVATION OF EQUATION 4.13

The starting point is the substitution of equation 4.12 into equation 4.10:

Pr(z) = 1− e
−ko·e

−z
κ

v (A.1)

Substituting equation A.1 into the modified body equation 4.3 reveals:

Prbody =
N

Ntot

=

∫
Prdz∫

dz
=

∫
Pr(z) dz

L
=

∫ L

0
1− e−ko·e

−z
κ

v dz

L
(A.2)

where the integral is over the film thickness. Writing out the Taylor expansion for an

exponential series:

ex =
∞∑
n=0

xn

n!
(A.3)

We use this form for equation A.2:

Prbody = 1−
∫ L

0

∑∞
n=0

(−ko·e
−z
κ

v
)n

n!
dz

L
= 1−

∞∑
n=0

∫ L

0
(−ko·e

−z
κ

v
)n

n!
(A.4)

Equation A.4 can be integrated to:

Prbody =
κ

L
(
∞∑
n=1

(−ko·e
−z
κ

v
)n

n · n!
−
∞∑
n=1

(−ko
v

)n

n · n!
) (A.5)

The definition of the exponential integral is given as [171]:

Ei =

∫ ∞
x

e−x

x
dx = γ − ln |x| −

∞∑
n=1

(−x)n

n · n!
(A.6)

where gamma is the Euler-Mascheroni constant. Using this form, we can reduce

equation A.5 to:

Pr = (Ei(
ko
v
e
−L
κ ) + ln(

ko
v
e
−L
κ )− Ei(

ko
v

)− ln(
ko
v

)) · κ
L

(A.7)

Equation A.7 is the same as equation 4.13.
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