SOLUTION APPROACHES TO THE STOCHASTIC MULTI-ITEM
INVENTORY SYSTEM UNDER A JOINT

ORDER CONSTRAINT

A.THESIS
Presented to
The Faculty of the Division of Graduate
Studies and Research
By

Frangois Coblentz

In Partial Fulfillment
of the Requirements for the Degree

Master of Science in Industrial Engineering

Georgia Institute of Technology

March, 13875



SOLUTION APPROACHES TO THE STOCHASTIC MULTI-ITEM
INVENTORY SYSTEM UNDER & JQINT

ORDER CONSTRAINT

Approved:

/,—\ B B’ VA ‘.

\

 R1chéfé7H. Deane, Chairman

M?, /AT /7{ é{

el e

ussell G. Heikes -
M al A ,n' ] .

e gt

4 Kehnéth'S.”Steﬁhénsvn g

Date approved by Chairman:Evé?&S




Dedicated to the
Memory of My

Father




iii

ACKNOWLEDGMENTS

I wish to express my sincere appreciation for the
valuéble guidance and criticism given by Dr. Richard H.
Deane who served as thesis advisor and éommittee chairman,
and without whose help this research would not have reached
a successful conclusion. |

I would also like to exXpress my thanks to Dr.
Russell G. Heikes and Dr. Kenneth S. Stephens for serving
on my reading committee and for their useful comments and
advice.

To the National Distillers do Brasil, for their sup-
port financially and for granting me the opportunity to
follow the complete course of instruction leading to the
Master's degree, of which this work is partial fulfillment,
I express grateful appreciation.

I thank my wife, Regina, for her assistance in pre-
paring the various drafts. Her patience, understanding,
and constant encouragement were instrumental in enabling
this work to be completed.

Finally, my parents deserve credit for instilling in
me a strong desire to do the best I can in whatever I under-

take.




TABLE OF CONTENTS

ACKNOWLEDGMENTS . . .+ .« « o o o o « « .
LIST OF TABLES. . . .« o « o o o« v v « .
LIST OF ILLUSTRATIONS . . . « « « « o « .
SUMMARY. . .« « « o e e e e e
Chapter

I. INTRODUCTION . . .+ + < o o « .« .

II.

IT1T.

Iv.

VI.

Description of the Problem
Scope of the Research
Survey of the Literature

STOCHASTIC CONSIDERATIONS . . . .« .« .

Probabilistic Approach
Marginal Distribution Concepts

FORMULATION OF THE INVENTORY MODELS. . .

The System Parameters
The Inventory Models

CYCLIC COORDINATE METHOD: DESCRIPTION AND
APPLICATIONS .+ « o o &« + ¢« «

The Search Procedure

Optimization of the Inventory Models
The Service Level Approach
Interactive Goal Programming

SIMULATION EXPERIMENTS . . . . .+ .+ .

Experimental Procedure
Discussion of Results

CONCLUSIONS AND RECOMMENDATIONS . . . .

Conclusions
Recommendations

iv

Page
iii
vi
vii

viii

15

33

56

60



APPENDICES +. +« v v o o o w e a w e .
A. TESTING OF RANDOM NUMBERS GENERATED IN
SIMULATION PROGRAMS . . . . . . .
B. NOMOGRAPHY APPLICATION . . .« .+ «
C. LISTING OF VARIABLES UTILIZED IN FORTRAN
PROGRAMS « v v v« v o o o o o .
D. FORTRAN PROGRAM FOR SYSTEM REORDER POINT
MODEL: GOAL PROGRAMMING APPROACH. . .
E. FORTRAN PROGRAM FOR PERIODIC REVIEW MODEL:
SYSTEM SERVICE LEVEL APPROACH . . . .
F. TFORTRAN PROGRAM FOR SYSTEM REORDER POINT
MODEL: UTILIZATION OF BACKORDER COST
PARAMETERS . v v v o o o o« o 4
G. EXAMPLE OF A 6-ITEM INVENTORY SYSTEM. .

BIBLIOGRAPHY . . + v o v« ' w v .o

Page

63

64

66

70

73

81

88

94

96



LIST OF TABLES

Data Set for Numerical Examplé .

Results for Data Set of Table 1.

Example of a 6-Item Inventory System .

Effect of Service Level on Yearly Costs for

System of Table 3

vi

Page
.. 58
. . 59
. . 95

. . 95



Figure

1.

2.

®» ~ & W\

vii

LIST OF ILLUSTRATIONS

Page
. Probability Distribution of Demand . . . . . 9
Probability Distribution of Lead Time . . . . 9
Graph of the Total Inventory Costs as a Function
of the Decison variables . . . . . . . . 41
Application of the Search Algorithm to a 2-Item
Inventory System . . . . . . . . . . . 42
Application of the Service Level Approach. . . 49
Application of the Goal Programming Approach. . 53
Flow Chart of the Search Procedure . . . . . 55

Nomograph . . . . . .+ +« « « . . . . 69



viii

SUMMARY

This thesis is concerned with the development of
solution procedures to a particular class of stochastic
multi-item inventory problems involving a joint order con-
straint, i.e., all items in the system must be ordered at
the same time. A mathematical model based on the concept of
a system reorder point is derived and compared with the more
common periodic review model.

The determination of the optimal sclutions for these
models is accomplished with the utilization of a cyclic
coordinate search algorithm.

In order to avoid the specification of backorder cost
parameters, a service level approach is derived. The de-
sired service level_may be specified é priori by management
or selected via an interactive decision process which pro-
vides the inventory manager with relevant information con-
cerning conseguences of his service level selection.

These search algorithms are coded in Fortran and
numerical examples are presented. Computer simulation

solutions are also provided for comparative purposes.




CHAPTER 1
INTRODUCTION

In many real world environments, the managing of
inventories is accomplished under the influence of con-
straints imposed on the operating system either by manage-
ment itself or by external factors that cannot be overriden.
One common constraint facing inventory managers is a limit
on capital available to be tied up in inventories., It ig
common to find management concerned with reducing inventor-
ies and increasing turnover rates which have as a result the
decrease of capital invested in physical inventories.

Other relevant constraints include a limit on the
warehouse space available for stocking.of products and a
limit on the number of orders that can be placed for a cer-
tain product in a given time horizon. 1In the management of
a multi-item inventory system some.or all of the above con-

straints may be present.

Description of the Problem

Very often one additional constraint may be very
important in the operating system. This constraint involves
the joint ordering of several or all the items in inventory
at the same time, This cése is commonly referred to as a

joint order policy.



This constraint may be created by external factors
as, for example, in the case of a warehouse which sends a
delivery truck to the retailer only at some fixed time
periods of the year and in consequence will be most likely
to bring all or almost all different products that it sells
to the retailer.

On the other hand, this constraint may be imposed on
the system by the inventory manager himself who feels that
he can save a part of the ordering costs by placing an order
for more than one item at a time. This is often true when
there is a single source of supply for several items and

there is a high fixed cost incurred in each order placed.

Scope of the Research

This research is concentrated on this particular
type of inventory policy, i.e., the joint order policy.
For this purpose, three approaches are given. The first
uses the well known R,T model for a multi-item inventory
system. The second is based on a new "R,SR" model in which
R represents as usual the base stock level of an item and
SR is the system triggering level for the placement of an
order, which will be called the "system reorder point".
The third approach is based on a "joint marginal order
point". Here a weighted probability of being out of stock
is computed for the system. The decision maker specifies
an acceptable probability of being out of stock, and an

order is placed whenever the system reaches that limit.



Each of the first two approaches will be used withinn
three different frameworks which can be described as
follows:

A. The objective is to minimize the sum of the
invenﬁory costs (ordering cost, inventory holding cost, and
backorder cost). It is assumed that all needed cost param-
eters can be either found in the accounting.records or .
specified by management.

B. In the second formulation, the objective is to
minimize the sum of the ordering and holding costs. The
constraint is in the form of a minimum system service level
that is specified by management. Here stockout cost param-
eters are not necessary, which is a réal advantage since
they are most often unquantifiable or at best difficult to
quantify (whereas the other costs are more easily obtained).

C. Here the objective is the same as in.férmulation
B above, that is, the minimization of the sum of ordering
and holding costs. However, it is assumed that the system
service level is not specified a priori at a single con-
straint ﬁalue. Rather, it is obtained via a management

‘decision process of comparing service levels and correspond-
ing costs for the system when operating with each of these -
service levelé. Here, a very useful tool is available in
order to help the inventory manager make his decision. It
is the method of interactive goal programming or interactive

decision making, which, as the name suggests, uses the ideas



of goal programming but puts them in an interactive format
which is generalized to include nonlinear objective'func-

tions.

Survey of the Literature

The literature that deals wiﬁh the multi-item inven-
tory problem.falls into one of thé following two classes:

1. The system is treated as being composed of
several independent items and individual order quantities
and reorder points are derived in order to minimize the
total operating cost of that system. In some cases con-
straints are imposed on the system in the form of maximum
budget available for investment in inventory, floor space
for storage, or maximum number of orders placed per year.
These problems are solved by the Lagrange multiplier tech-
nique, as in [10], for example.

2. It is attempted to minimize total inventory costs
by placing joint orders for several items at the same time.
As mentioned in the introduction, this is often a very
efficient policy to apply in an inventory system..

Balintfy [1l] evaluates and compares classes of multi-
item inventory problems, where joint order of several items
saves a éart of the set-up cost. He develops a new policy
for redrder point-triggered multi-item systems which he
calls the "random joint order policy". He defines a new
inventory level called "can-order" point and the range

determined by the difference between "can order"” and reorder



points replaces the triggering role of the reorder point.
Then, whenever an order for a particular item must be issued,
i.e., the stock of any item has dropped to the reorder level,
the inventory levels of the rest of the items are.checked,
and all items which are in their reorder range are ordered
jointly.

Danish [4] considers the case of reorder point calcu-
lations for a single item under conditions of uncertainty,
given an accepted risk of stockout. He assumes that the
freguency distributions of demand and lead time are given
and then he calculates the marginal distribution of lead
time demand in five different cases where various demand
and lead time distributions are considered. Finally he
studies the effect of truncation of the distributions of
demand and lead time on the values of L, the reorder point,
and ¢, the risk of stockout. He concludes that the risk of
stockout decreases with an increase in the peréentage of
truncation and also that the truncation of distributions
permits the setting_of a lower reorder point associated
with the given risk of stockout.

Freeman [7] considers the determination of an Rr
inventory policy when the demand is distribuﬁed_according
to a Poisson distribution and the lead time is a random
variable with any probability distribution. He derives
formulas for the optimal order quantity and reorder point

and points out the fact that there is no guarantee that




among all pbssible policies the Rr policy is optimal but
because of its ready applicability and simplicity it is
highly desirable for commercial use.

Gavett [9] deals also with the determination of the
reorder point under variable demand and lead time. He
assumes that the probability of stockout is specified by
management and that the reorder point for a particular.item
is based upon this specification. Charts are presented for
the graphicgl determination of the reorder points.

Davis [5] considers a multi-item inventory_system
subject to restrictions on the system cost of obtaining and
holding stock or on the system level of shortages. His
decision variables are the reorder levels and reorder
guantities for each item in the system.

The‘determination of the reorder point, given a de-
sired customer service level, has been treated extensively
in the literature. As an example, Estes [6] considered the

case of inventory systems with a single item.



CHAPTER II

STOCHASTIC CONSIDERATIONS

Probabilistic Approach

This research is generally concerned with static
probabilistic inventory models. The essential feature of
a probabilistic model is that its measure of effectiveness—-
say, cost-~depends not only on a set of decision variables
X{sX,,... subject to the control of the decision maker but
also on a set of uncontreollable variables Py iPyrese which

are only known subject to probability distributions. There-

fore, the following cost function can be written:
C = C(xl,xz,...; pl,pz,...)

Furthermore let f(pl,p2,...) be the joint probability
distribution of the variables Pp+Pyseses SO that
00. (= =]

j a8 f f(pl'pzpcuc)dpl'dpzfo.. -_-l

-0 -0

In order to define the notion of an optimal policy for
probabilistic models, given the assumptions made above, the
criterion for optimization most commonly used is the ex-

pected value of the measure of effectivéeness, i.e.,



o0 [+ 4]

EC) = [ ... C(xl,xz,...; pl'pz"")f(pl'PZ"")dpldPZ"'

- OO - O

The particular policy ﬁl,ﬁz,... which minimizes E(C)
is called optimal. Note that E(C) no longer depends on the
uncertain variables. Although the expected value is almost
exclusively used as the optimization criterion for proba-
bilistic models, it does not represent the only possibility
of defining a meaningful criterion. Restrictions which
have to be fulfilled in a strict sense in deterministic
models may have to be replaced by restrictions which must
hold with a specified probability.

In principle, it is possible to generalize all
deterministic models for the case of.probabilistic varia-
bles. Howéver, the demand rate usually is the variable of
greatest interest. Furthermore, the great mathematical
complexity added by the use of expected values limits the
usefulness of more sophisticated probabilistic models.
Therefore, the following chapters of this thesis will dwell
upon relatively simple models with probabilistic demand and
lead time. The static nature of the model is usually
introduced by the assumption that demand and lead time
come from independent, identical probability distributions.
Demand materializes continuously in time in such a way that
a linear épproximation of the inventory curve is meaningful.

The final remark to be made is that in the determi-

nistic case it is possible to determine reorder points in




such a way that no shortages occur. In the probabilistic
case, shortages can be prevented only with a specified proba-

bility o (confidence level).

Marginal Distribution Concepts

It is important to note that under the assumptions
made in this thesis, the concept of a marginal.distribution
of lead time demand is particularly critical. That is,
under the assumptions of stochastic lead time as well as
stochastic demand per unit of time, the distribution of
lead time demand is a marginal distribution.

Assume that demand per day is described by the
distribution of Figure 1. Assume further that the lead
time in days is described by the distribution of Figure 2.
The lead time demand distribution would.be.described by one
of the marginals of the joint probability distribution of

the distributions in Figures 1 and 2.

Figure 1 Figure 2

Probability Distribution Probability Distribution
of Demand of Lead Time
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~Let f£(x,t) represent the joint probability distri-
bﬁtion of demand, x, and lead time, t.
Let v(t) be the distribution of lead time. Then

_ E(X,t)

hix|t) = T

where h(xlt) is the conditional distribution of x given t.

The marginal distribution of lead t:ime demand, s, 1s

p(s) = [ fix,t)dt = { £(x,t)dt
=t Q
= [ hi{x|t)v(t)dt (II-1)
o

With equation (II-1) it is possible to find the marginal
distribution of lead time demand given the distributions
of demand and lead time.

Now let “x be the expected value of demand, ﬂt be
the expected value of lead time, ze be the variance of
demand, and dtz be the variance of lead time. The expected

value of lead time demand is:
E(s) = E(x.t)

Since the distributions of lead time and demand are inde-~

pendent, this yields:

= M (II~-2)

.E(s) = E(x) = E(t) = My s

M
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The variance of lead time demand 052 is:

o

052 = {w (s ~ us)2 p(s)ds =
= g (s - ux'utlz p(s)ds
= é [(s = u t) + (u.t - ux'ut)lzp(s)ds
From (II-1):
p(s) = [ nis|t)v(t)dt
Q
Then
2 = ®
087 = [ s = uew) e - weu)1? ds [ hslovieyat
= [vit) [ (s - u)? h(s|t)at ds
(] (e

oc o

+ [ 2@ - u?vivrat [ n(s|t)as
O [»]

oo ekl

+2 [ u (et - u)v(t) [ (s - ut)h(s|t)ds-dt
O o

But
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o wr

g (s - uxt)h(s]t)ds i s.h(s|t)ds - £ Mt h(s|t)ds

I

tH, - tu £ h(s[t)ds = 0

And
f {s — u t)2 h(slt)ds =t g 2
X X
o
Then
082 = é vit)t 0x2 dt + pxz o£2
- 2 2 2 _
= OX My + My Gt {IT-3)

The mean and variance of the marginal distribution of lead
time demand can be found with equations (II-2) and (II-3),
given the means and variances o©of the distributions of de-
mand and lead time.

As Danish [4] points out, however, it is not possible
from this result to make any kind of statement about the
shape of the marginal distribution of lead time demand.
Although in practice the normal distribution is in general
assumed, Danish shows that this is not always correct.
From his analysis, the assumption of normality for the
distribution of lead time demand is valid in the following

cases.:
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A. Demand distribution: Poisson; lead time distri-
bution: normal
B. Demand distribution: normal; lead time distri-
bution: normal
However, it is incorrect to assume a normal distribution
for the lead time demand in the following cases:
A. Demand distribution: Poisson; lead time distri-
bution: exponential
B. Demand distribution: exponential; lead time
distribution: normal
C. Demand distribution: normal; lead time distri-
bution: exponential
There is an important result from probability theory
called the "Central Limit Theorem" which is useful in this
analysis. It can be stated as follows:
Let xl,xz,x3,... be a sequence of independent distri-

buted random variables where E(Xi) exists. Let

_ _ 2
E(Xi) = ui and Var(Xi) f Ui

Then Y = X, + X, + X, + ... +=Xn will be approximately

1 2 3
normally distributed with mean u = Hy + Hy + My oo F U
L2 2 2 3 2 o
and variance ¢° = o4 + 0, + 93 + ...+ 0, - As n in

creases, the approximation is better and the distribution
1
of Y becomes closer to a normal curve.
From this theorem it can be concluded that if there

is a large number of items in inventory and each item has
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an independen£ lead time demand distribution (which is al-
most always the case) then the total lead time demand will
be approximately normally distributed with mean equal to the
sum of the individual means and variance egual to the sum of

the individual variances.
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- CHAPTER IIIX
FORMULATION OF THE INVENTORY MODELS

The purpose in constructing a mathematical model of
an inventory system is to utilize it as an aid in developing
a suitable operating doctrine for the system. Usually one
attempts to arrive at an operating doctriné that will make
profits as large as possible or costs as small as possible.
In other words, the criterion for selecting the operating
doctrine is that of profit maximization or cost minimization.
In some cases the mathematical model is so complicated that
it is extremely difficult to work with it.analytically. In
such situations, one can use a computer simulation model to
study various operating doctrines. 1In general, it is not
possible to determine an optimal operating doctrine by use
of simulation. Abbut the best that can be done using simu-
lation is to study a small number of operating doctrines
and to select the one which seems to be the best.

As will be shown in the following chapters, the
models derived for the inventory systems considered in this
thesis are not suitable for analytical treatment. There-
fore, use will be made of simulation as a first appreach to
the solution of the problem and, better yet, an efficient
search algorithm will permit the determination of the best,

or near~optimal solution of the inventory system.
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The System Parameters

In order to proceed with the cost minimization it is
necessary to identify and determine which are the relevant
costs involved in the inventory system.

The first major class of costs is the procurement
costs. It is customary to identify this procurement expense
as ordering cost when outside suppliers are involved, and
set-up cost; when the commodity is self-supplied.

These costs, in both cases, play the same role in the
analytical formulation of the inventory problem. The order-
ing cost includes.all those cost components which result
from the processing of an order. It is often possible to
determine the costs per order directly from cost accounting
data. The self-supplier's procurement costs are called
set-up costs. This name is, strictly spedking, only cor-
rect in the case of a company with a production line which
makes a number of items on a job-order basis. Set-up cost
then refers to the cost of changing over the production
process to produce_the ordered item.

The second class of costé are the inventory carrying
costs. This includeé a number of component costs, not all
of which will necessarily be involved in the specific prob-
lems discussed here. Some of these component costs ére the
cost of the money tied_up in inventory, the storage cqéts,
the deﬁerioration costs, and the insurance costs.

The third and final major class of costs is the
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shortage cost. There are two variants of this cost, depend-
ing on the reaction of the prospective customer to the out-
of-stock situation. The first one, called backorder cost,
occurs when the sale to the customer is not lost, there is
only a delay in shipment of the item requested.' The second
one is called the cost of a lost sale. In this case the
prospective customer cannot or does not want to wait for

the item demanded and instead simply goes to a competitive
supplier which has the item in stock.

Of the three classes of costs mentioned above, the
most difficult to determine is undoubtedly the shortage
cost. Although the ordering cost and the inventory carry-
ing cost may be somewhat difficult to determine, the short-
age cost is seldom quantifiable and, even then, it is mainly
based on the subjective judgment of the inventory manager.
As Hadley and Whitin [10] point out,

. . . in any practical situation, it is very difficult
to determine accurately the nature of the backorder
cost. Backorder costs are inherently extremely diffi-
cult to measure since they can include such factors as
loss of customers' goodwill. ©Other parts of the back-
order cost can be somewhat easier to measure; however,
these are usually a small part of the total backorder
cost.

In this research the shortage costs will be con-
sidered in the backorder case only. The lost sales case
will not be treated due to its less interesting mathemati-

cal formulation and its fewer number of practical appli-

cations.
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Due to the difficulties that arise in the practical
determination of the backorder cost, an alternative formu-
lation of the inventory problem will be given considering

the service level desired for the system.

The Inventory Models

The R,T Model

This section is concerned with the periodic review
model for the multi-item inventory system. This operating
doctrine requires that an order be placed for an item at
each review time if there have been any demands at all for
that item in the past review period (i.e., the time between
two successive reviews). A sufficient quantity is ordered
to bring the inventory position of item i (the amount on
hand plus on order) up to a level Ri. In this.SYStem the
quantity ordered for any item can vary from one review
period to the next.

In this system the following assumptions are made:

1. The cost of making.a review is independent of
the variables'Ri and T.

2. The unit cost of any item ié constant; inde-
pendent of the quantity ordered.

3. Backorders are incurred only in very small
guantities. This implies that when an order arrives, it
is almost always sufficient to meet any outstanding back-

orders.
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4, It is assumed that orders are received in the

' same sequence in which they were placed, and furthermore,
the lead times for different orders can be treated as inde-
pendent random variabies; |

The following notation will be used:

Ri base stock level for item i

T time between reviews, or cycle length

n number of different items

J the cost of making a review

A the cost of placing an order

I the inventory carrying charge, equal for all items
C, the unit cost of item i

Ay mean rate of demand for item i

gy standard deviation of demand rate for item i
T mean lead time

OT standard deviation of lead time distribution
u. mean lead time demand for item i

The first part of the total cost equation to be
computed is the average annual review and order cost. Since
the time between reviews is T and an order is placed at each
review time, this cost will be:

A+ J
T

(I111-1)

=

where L is the combined cost of a review plus an order.

The average annual cost of holding inventory will be
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computed for one item and then the summation made over all
items. In any period, the inventory position of item i
immediately after the review and placement of an ordér is
Ri' The net inventory of item i immediately after the
arrival of a procurement is then R minus the demand during
lead time for that item. Just prior to the arrival of the

next order, the net inventory will be

R.1 - (lead time demand)i - {(rate of demand)i « T

Taking exXxpectations:

Ri - My T Ail

Then during one cycle the net inventory of item i will vary

linearly between Ry = 1y and R, = u; - T The average

i

number of units in inventory in any cycle is
L {(R, = u,) + (R, = u, = A.T)]
2 i i i i i

AT
SRy T W T

which is also the expected number of units of item i in
inventory during one year. Then the average annual cost of
carrying inventory for all items will be:

n liT :
) I C.|R, - u, - —2—] (III-2)
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Now the averagce number of backorders of item i incurred per
year will be coﬁputed. First ﬁhe case where the procurement
lead time is a constant T will be considered. In this model
an order placed at time t will arrive in the system at time
t + 1, and the next procurement will arrive in the system at
time t + T + T. After the order is placed at time t, the
inventory position of item i is R;« A backorder will occur
between t + T and t + T + T if and only if the demand in the
time period 1 + T for item i exceeds Ri' Therefore the ex-
pected number of backorders of item i incurred per period is
o

£ (x; - Ri)fi(xilr + T)dx;

i
where fi(inT + T) is the probability distribution for the
demand X, of item i during the time interval of length
T + T.

Now the procurement lead time 1 is considered as a
random variable with the probability distribution g(T1).
Then if T, and T, are the lead times for the orders placed
at times t and t + T, respectively, the expected number of

backorders for item i incurred per period will be

é g ] (x, - Ri)fi(xisz + T)g(rz)gtrl)dxi dr, dr,

But
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[2a]

é g(ty)dr; =1

and

é fi(xi|T2 + T)g('rz)d'r2

is the marginal distribution of demand for item i during
T, + T, which will be represented by'hi(xi|T).' Then the
expected number of backorders for item i incurred per

period will be

B, (R;,T) = f (x, - Ri)hi(inT)dxi

R,
i

N

and the expected number of backorders incurred per year

will be

1
T Bi(Ri,T)

In order to simplify computations, it will be assumed that
the distributions of demand for any item and the distri-
bution of lead time are normal. Using the results of

Chapter II, the marginal distribution of demand for item i

during T + T will be normally distributed with mean egual to

uh. = Ai(r + T)
1

and variance egqual to
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2

o = (1T + T)ci + AiZVar(T + T)

- 2 . 2 2
(t + T)ci + Ai cT

Il

In the case of constant lead times, the variance of hi

reduces to

Now the expected number of backorders of item i incurred

per year can be computed as follows:

o0

1 _1 _ .
T Bi(R /T =3 é (x; = R.)h, (x;|T)dx,
i
w X, - A (T + T)
= %j (x. - R)q) 1 1 dx
R 1 1 = 2 72 1
i /QT + T)oi +-Ai 9.
_ R, = 3. (T + T)
_ 1 - 2 2 2 i i
= ﬁ /(T + T)Ol + Al UT )

— .2 2 2
/QT + T)oi + Ai 0.

R, = Ai(r + T}

+ (A T+ D ~ RO

— 2 2. 2
/QT + T)ci + Ai o

—r2/2

where ¢(r) = e and ¢(r) = [ ¢(x)dx. The total
r

L
i

number of backorders incurred per year is simply
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n .
I Bi(R;,T) (ITI-3)
Ly

==

The R,SR Model

‘'The model to be derived in this section is based on
the concept of a system reorder point. In order to utilize
this model in an inventory system it is required that a
transactions reporting system be established. That is, all
transactiéns of interest be recorded as they occur} and the
information be immediately made known to the decision maker.
After each demand for any item, the on hand inventory levels
of all items are recorded and added together to give a sys-
tem on hand inventory. When this system level reaches the
system reorder point, an order is placed for all items so
that each item is brought up to its base stock level.

Since the rate of demand of each item is a random
variable, the amount on hand at the time of reorder will
also be a random variable. Therefore the quantities ordered
for each item will vary from cycle to cycle.

In order to derive the cost components of this sys-
tem, i.e., the orderihg cost and holding cost, and the total
number of backorders incurred per year, the following assump-
tions are made:

l. The cost of placing an ocrder is independent of
the amount ordered.

2. The unit cost of any item is constant independent'



25

of the quantity ordered.
3. Backorders are incurred in very small quantities.
4, There is never more than one order outStaﬁding.
In addition to the notation utilized in the deriva-

tion of the R,T model, the following will be used here:

N expected number of cycles per year

SR system reorder point

ry on hand inventory of item i when an order is placed‘
q quantity ordered for item i

To find the yearly ordering cost of the system, it
is necessary to compute the expected number of cycles or
the expected number of orders placed in one year.

By definition:

r, + fé + ...+ kn = SR (I11-4)
Also be definition
q; = Ri -, i=1,2,...,n
And
E(qi) = Ri - E(ri)
q_i = R, - E-'i (III-5)

By definition of the joint order policy,
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ii q_2 aﬁ
And, using (III-5)
A A A
l_ = 2_ = L e . = —-—-——I-l-_.— (III_G)
R -1 Ry -1, Ry -1,
From (III-6)
A AL
l_ = l_ i = 2'3,coo’n
Rl - rl Ri - rl
Thus
1 =Ry + 57 (5 - R))
i
In the same way
— )\n —
Th = Ry 57 (rl - R;)
i
Then equation (III-4) yields
r, = SR - ] =Ty = oen = i-1 = Fy41 ~ eee - r,
A A
- _ -1 _ _ _ - _i-1 -
= SR Rl Al (rl Rl) “ea Ri-l Ai { i Ri)
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After adding and subtracting RiAi to the right-hand side of

the above equation and rearranging its terms, the result is:

n T
" R. _E A, — AL _Z Rj.+ SRA,

T, = —1J 171 (I11-7)

With this eguation it is possible to find the expected
value of the on hand inventory of item i when an order is

placed. The expected number of cycles per year will be

N = —d - (IT1-8)

(I11-9)

The next cost component to be computed is the inventory
holding cost. For any item, the inventory position immedi-
ately after the placement of an order is Ri' Its het inven-
tory immediately after the arrival of a procurement is then
Ri = Uy where My is the mean demand during lead time. Just

prior to the arrival of the next order, the expected net




28

inventory will be_fi - ¥;, where, as previously defined, fi
is the expected value of the on hand inventory of item i
when an order is placed. Therefore the average on hand
inventory level of item i in any cycle is

% LR, - u) + (Ei -yl o= % (R.

i Ty tory)

where fi is given by (III-7). This is also the expected
number of units of item i in inventory during one year.
Then the average annual inventory helding cost for all

items wiil be:

n I C,

2

i=1

——= (R; = 2u; + I;) (II1-10)
It remains to evaluate the average annual number of back-
orders. The average number of backorders per year is simply
the expected number of backorders incurred per cycle times
the average number of cycles per year, N. Now the number
of backorders ni(xi,ri) of item i incurred in a cycle will
simply be the number of backorders on the books when a pro-
éurement arrives. If the lead time demand is X the number
of backorders will be

ni(xi,ri) _ 0 , 1f xi ri <0

X. - r, ', if x, - r, > 0
1 1 1 —

Thus the expected number of backorders of item i per period
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ni(ri) is

n;(ry) = é é n, (x;,x.)0h, (x;)g, (r;)dx.dr,.
= i i (xi - ri)hi(xi)gi(ri)dxidri
i

= g £ x;hy (x.) gy (r;)dx,dr,

f f r. h (x )g (r )dx dr
o r.

’if (x)dx:|g (r)dr
r.
i

é [i. h, (x, )dx]rigl(ri)dri
i

where hi(xi) is the marginal distribution of lead time
demand of item i, given by

h, (%) = é £.(x;[m)g(ndr
and gi{ri) is the probability distribution of the on hand
inventory level r;. At this point it is convenient, in

order to simplify the subsequent utilizations of this
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result, to assume that the distributions of demand for any
item and the distribution of lead time are normal. Again
using the results of Chapter II, it can be inferred that the
marginal distribution of lead time demand for item i will be

nermally distributed with mean equal to

uh' = Air
i

and variance

Then

- = Tt Ty = W4
. T‘.l(rl) = é{ Ui¢ _C-)'—_ + ulq) T__
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In order to proceed with the integrations involved in the
above equation, the probability distribution of ri,gi(ri),
should be determined. However, it turns out that this is
not an easy task. Furthermore, the resulting integrals can
only be computed by numerical methods. For these reasons,
an approximéte solution is necessary, substitutiﬁg Ei for
r,. Thus

o

n (T = [ ony(x TR (x, ) dx,
C

= %' (xi - ri)hi(xi)dxi
l .

% x;h, (x;)dx; - T H, (L))
i

where Hi(xi) is the complementary cumulative distribution
of hi(xi), given by
oo
Hi(ri) = é hi(xi)dxi
i
Therefore the average number of backorders of item i in-

curred per year will be
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i=1

B, (T;)

(ITI-11)
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CHAPTER IV

CYCLIC COORDINATE METHOD: DESCRIPTION

AND APPLICATIONS

The Search Procedure

As will be shown in the following sections of this
chapter, the difficulties encountered in the attempt to
minimize the total cost equations will be overcome by the
utilization of a method described by Bazaraa [2]. It is a
search procédure that he calls the "cyclic coordinate
method”. In his study he considers the following nonlinear

programming problem P:

minimize £(x)

subject to gi(x) < 0 i=1,2,...,m
hi(x) = 0 1 =1,2,....,k

Bazaraa states that one of the popular schemes for
soclving the above problem is a penalty or barrier function
approach, where the constrained problem is transformed into
a single unconstrained problem, or a sequence of uncon-
strained problems. At léast for the case of parametric
penalty and barrier functions, however, the resulting un-
constrained problem is very ill-conditioned such that, even

the most efficient unconstrained minimizing techniques have
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a great deal of difficulty in handling the unconstrained
peﬁalty problem(s). It turns out that some of the most
elementary procedures for unconstrained oétimization, which
are usually regarded in the literature as inefficient, can
be successfully adopted to solve the penalty problem. (In
fact, Bazaraa has developed a code based on the cyclic
coordinate method that has been proved efficient for solving
constrained optimization problems, by the aid of penalty
functions.)

He uses the following notation:

.th . . . _
d 1 coordinate axis, di is a vector of zerocs, except

one at the ith position

A initial stepsize
AL minimum stepsize used
min
B reduction rate of the stepsize
A initial penalty parameter
A maximum penalty parameter usaed
max
Y penalty acceleration factor
£ minimum displacement allowed per iteration
t iteration counter
% switching factor beyond which the penalty parameter

and/or the stepsize is changed

| x| sum of the absolute values of the x components

Then the cyclic coordinate search procedure is described

as follows:
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Step 1.

Choose the starting vector x and approp:iate values
of the above parameters. Let Yl = xl, i =1, and go to
step 2.

Step 2.

Starting from Y minimize p (.,A) along the direc-
tion di with the stepsize A, This leads to Yit1l If i < n,
replace i by i+l and repeat step 2. Otherwise go to step 3.

Step 3.

If > e, let i =1,

Let x t' >

- X

£+1 ~ Yn+1t %1

and repeat step 2. Now suppose that |xt+l - X

Y1 7 Fepr tl

< e, If X > and A < A_._, then stop, with optimal
~Z "™m min

ax

Xep1e Otherwise check whether AA is smaller than & or
greater than or equal to £. 1In the former case, kA is re-
placed by min (YA,Amax), and in the latter case, A is re-
placed by min (ZA,Amax), and A is replaced by_max (BA,Amin).
Let 1 = 1, Vi T Xpgqo and repeat step 2.

Bazaraa reports that nine standard test problems
with varying degrees of difficulty were attempted and that
the above algorithm was able to solve all the test problems.
Furthermore, the computational time was comparable to, and
in many cases was significantly less than, the computational
time used by some of the successful penalty and nonpenalty
based nonlinear programming codes,

In order to utilize the above algorithm to find the

optimal solution of the total cost equations (IV~1l) and
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(IVv-2), the following parameters were selected:

A =1.0 Mpax = 100 000.0
B =0.15 Y = 10.0
A =1.0 £ = 0.0004

Each of the above parameters was chosen via a trial and
error approach. In an actual application it would be

important to make a prudent selection of these parameters.

Optimization of the Inventory Models

In the following sections the objective is to mini-
mize the total yearly costs (the sum of the ordering cost,
holding cost, and backorder cost) of the inventory system.
As stated before, the cost of a backorder is assumed to be
known for every item in the system.

The R,T Model

From equations (III-1), (III-2), and (III-3)}, the

total cost function K(Ri,T) can be written as

L n AiT
K(R,,T) = 5 + z IC,(Ry = u; - —5)
i=1
o 1
+ izl T F Bi(Ri,T} C{IV-1)

Then the optimum values of T and Ri will be solutions to

9K
= o = 0
1

| oz
(S
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.. ]
oK _ 1 - : -
3R, IC, + & (Ryhy (R [T) - Ryh, (R [T {{‘hi(xilT)dxi)
1
'i'Ti o«
= IC; - = 1£ hi(xilT)dxi
i
w, R. = A\. (T + T)
= IC, - -~ 9 1 1
* * /Q-'+ T g z + A\ 20 2
T i i 7T
- _ = y) 27
Let R, - A, (T + T) = A and AT + To,? + 1% % =B
ek o _n _ § Sk
3T o2 jby 2
2
n . R,
1 A1 i 2,— 2
+ z —— — - A, (T + T) + g,
=1 T B 1T3'|:;[—+ T 1 l}

A (T + TY - R, |A; R. '
L ood s B i ¢[§]
2 [? A (T T)3/%} B

However, the analyvtical difficulties encountered make it
impossible to derive exact formulas for the optimum values
of T and Ri; T* and R;, resPéctively. Therefore the search
algorithm described above will be used to determine the

"optimum" solution of equation (IV-1).
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In order to minimize computer time utilizatidh in
the execution of this program, several runs were made to
determine heuristically an appropriate starting x vector, .
i.e., one that is reasonably close to the optimal solution.

The following starting vector was selected:

/ZAiA
X. = R, = 1.5 i=1,2,...,n

ICi

o
-
o

The R,SR Model &

The same heuristic search procedure was adapted for
the R,SR model. As before this model is based upon the
selection of a system reorder peoint and individual base
stock levels for each item,

The total cost function K(Ri,SR) in this model is
obtained from equations (III-9), (IIi—lO) and {III-11) and

is given by

n
' A izl A1. n ICi _
K(R,,SR) = — + izl —— (R; = 2p; +T,)
) R, - SR
i=1
n — .
+ N i£1 TriBi(ri) (IV-2)




The optimum values of R, and 5R will then be solutions to

9K _ DK _ .
3R, = 9SR ~
1
12':1
a AL
3K _ j=1 * .\ ? IC; A
3SR n > = n i
! R, - SR 2 ] AL
i=1 j=1
n
- Y
n o _ _ o1 L
* -El Ty |/ wghy Gegdaxg - riHi(ri{} n
= T | } R, - sr|?
1 i=1 1
n
1£l Al n ﬂl Al
Bl - izl n H;(r;)
. R; - SR L Y
i=1 i=1
)
- A X
o j n IC,
3K _ j=1 + ICc. - Z i X
aRi n ) i is1 n i
) R, - SR 2 ] A
i=1 j=1 ]
n
A
= Lom ) oxghyeddxg - rgH, (ry) o
i=1 = )2
r. ) R, - SR
1 i=1 L
n
Lo
£.73 n Al
J=1 _ - i
+ = _ niHi(ri)_+ izl mH (r) —
y R, - SR DA
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Again in this case it is not possible to solve analytically
the resulting system of equations for the.0ptimuh values of
R and SR. Thus the same approach will be utilized, i.e.,
the appiication of the search procedure described in. the
first section of this chapter.

After several runs, the starting X vector selected

for this model was:

n
//iXIK izl Hi
X{ = RB; = RTC; + Ay E i=1,2,...,n
A
i=1 *t
’ )
X = SR = W,
n+1l Ci=p 1

A sample output of this program is éhown in Figure 4.
Figure 3 illustrates the sensitivity of the total inventory
costs to changes in R2 and SR, for the case of a 2-item
inventory system.

The "optimal” solutions obtained with the utilization
of the search algorithm were verified with an exhaustive

trial and error program, which confirmed the resulting total

costs.

' The Service Level Approach

As discussed in Chapter III, it is evident that the

task of determining backorder cost penalty parametérs may
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ENTER THE NUMBER OF ITEMS (INTEGER) THEN RETURN.
2

ENTER THE FOLLOWING PARAMETERS:

1-MEAN RATE OF DEMAND.,IN UNITS/YEAR

2-MEAN LEAD TIM4E DEMAND., IN UNITS

. 3=STANDARD DEVIATION OF LEAD TIME DEMAND, IN UNITS
4-THE COST OF AN ITEM, IN DOLLARS

5=-THE COST OF A BACKORDER., IN DOLLARS

ALL ARE REAL SEPARATED BY COMMA

ENTER THE DATA FOR ONE ITEM PER LINE.

10003, 41.8, 4.8, 15.20, S5.90
2000.2, 82.8, 8.3, 30.20, 9.22

ENTER THE INVENTORY HOLDING RATE AND THE COST OF AN ORDER
BOTH REAL AND SEPARATED BY COMMA.

J3.25, 20.00

FOR THIS 2 ITEYM INVENTORY SYSTEM, THE EXPECTED YEARLY
COSTS COMPUTED BY THE SEARCH ALGORITHM ARE:

ITEM ~ HOLDING COST ~ BACKORDER COST
1 116.76 5.95
2 464.13 24417
TOTAL 580.89 3g.12
THE ORDERING COST FOR THE SYSTE4 IS  417.85
THE TOTAL COST FOR THE SYSTEM IS 1828.85

THE 'OPTIMAL’ SOLUTION 15 DESCRIBED BELOW:
THE SYSTEM REORDER POINT SHOULD BE 144 UNITS.

THE BASE STOCK LEVEL FOR ITEM ! SHQULD BE 96 UNITS.
THE BASE STOCK LEVEL FOR ITEM 2 SHOULD BE 191 UNITS.

e ¢ e e ke END OF PROGRAM *kkkx

Figure 4. Application of the Search Algorithm
. to a 2-Item Inventory System

42
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be difficult at best. To circumvent this problem, the con-
‘cept of system service level may be substituted aS'aﬁ objec~
tive measure instead of backorder costs.

There are several different ways in which the con-
cept of service level can be defined. 1In ﬁractice, it is
“usually defined as the average fraction of the tiﬁe that
demand is satisfied from stock, which is_eéuivalent.to 1l -
(the expected number of backorders incurred pér year divided
by the average rate of demand). This, of course, can be
'expressed as a probability and is denoted by 1 - P (out)
where P (out) is the probability of being out of stock.

Then

E (demand satisfied from stock)

Service level = 1 - P (out) = E (yearly demand)

.Often P (out) is used in place of serviée level sinée
a 95 percent service level implies the itém is out of stock
5 percent of the time. |

In some instances the manager of the system will

place limits on the service levels for certain ifems. He
may wish to keep the pfobability of being out Of stock, P
(out) , from exceeding some prescribéd level a. Thus his
objective is to keep P (out)i very near the value o, where
a; may be different from item to item. There'aré alsco other
items in the system whose service levels are not critical

to the operation of the enterprise. The manager, in that

case, may wish to use as objectives the service levels of
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his critical items and the overall system service level.

Thus, the problem can be reformulated as

minimize ordering cost + holding cost
subject to system service level > o
service level for item i > Bi'

i=1,2,...,n

where o and Bi ére to be specified by management at levels
that will reflect directly or not the values assigned to
backorders and the importance and criticality of the differ-
ent items in the system.

The R,T Model

In this case, the formulation of the problem is

minimize
L n AiT
4+ LIC (Ry =y - =) (Iv=3)
i=]1
subject to
n
Tl B -
1=1 <1l - (1V-4)
n — _
Doy
i=1l
and
x B, (R, ,T) |
A <1-8 , i=1,2,...,n (IV-5)
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Now it is clear that if the costs in the objective function
(IV-3) are to be minimized, the average fraction of time
out of stock should be as large as possible. Hence.the con-

straint (IV-4) will be active, i.e.,

n
B, (R,,T) = (1 - o) 7oA

L‘
T i=1 1

Al 13

i=1l

Then from the theory of Lagrange multipliers, one should

form the function
F(r,,T,8) ==+ ) IC.(R, - p; - —)
ir=s T i1 i

n

1

+ B
' i=1

I

: . n
By (R,T) - (1 - a) iélli:{

where 6 is a Lagrange multiplier, and the optimal values of
Ri,T and 6 will be solutions to

B8F _ 3F _ 3F _

BRi aT a8
given that these values saﬁisfy éonstraints (Iv-5). If
this is not thé case then some of these constraints will
be active and should be imposed upon the function F(Ri,T,efy
each one with a new Lagrange multiplier. The solution ob-
tained is checked in constraints (IV-5) remaining and if
some are violated, the above process is repeated. If not,.

the optimal solution has been reached. However, it turns
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out that the above procedure is not practical due to the
tedious equations involved and the impossibility of working
analytically with the resulting partial derivatives. How-
ever, the'above problem can conveniently be solved by the
search algorithm described in the first section of this

chapter. 1In this case the objective function becomes

L n liT
E(R;,T) = F+ ) IC; (B; = uy = =)
i=1
and the constraints will be
1 2 ,
T i£1 B; (R, T) |
gl(Ri,T) = 5 -1+
S,
i=1
% Bi(Rl'T) , :
gi(Ri'T) = X —l+8i » i =2,3,...,n+1

The resulting Fortran program is shown in Appendix E, and
a sample output in Figure 5.

The R,SR Model

For this inventory model, the formulation of the
problem becomes

minimize
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subject to

, i*7i
1 i <1l-a
) A
i=1
and
NBi(Fi)
-—T_-—i l -Bi 7 i.=l,2’.--pn
i

The same reasoning utilized for the <R,T> model is
valid here, i.e., ﬁhe Lagrange multipliei technique could
be attempted to éolve the above problem, but the analytical
treatment required becomes extremely difficult and an opti-
mal solution, if any, is not possible to be determined by
this method. Thus, again use will be made of the "cyclic
coordinate method"” to find the optimal solution of this
system;

The objective function is

]
+

and the constraints are
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n _
N }] B.(r.)
_ i=1
gl{Ri,SR) = = 1+ «
1A
i=1
and
: NBi('E.l)
gi(Ri,SR) =_—‘x-—_—"_ l+ Bi ! i=-2,3,...,n+1
i

Interactive Goal Programming

It should be noted that the specification of a de-
sired service level a priori may also prove to be quite
difficult for the inventory decision maker. As a practical
alternative, it may prove helpful to devise a scheme whereby
the decision maker can select a desirable service level after
observing the effects of such a service level constraint on
the other variables of the objective function. In such a
scheme the service level cbnstraint is obtained after a com-
parison between several feasible service levels and the re-
sulting inventory costs for the system when operating with
each of these service levels.

For this purpose, use will be made of the interactive
goal programming algorithm proposed by Garrido and Deane
[8]. The advantage of this procedure is that it overcomes
some of the problems often encountered in application of
Operations Research principles. By using multiple objectives

(cost minimization and desired system service level) and an
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ENTER THE NUMBER OF ITEMS (INTEGER) THEN RETURN.

.

IS EACH ITEM TO HAVE THE SAME MINIMUM SERVICE LEVEL?
(ENTER YES 0R NO»
NO

ENTER THE FOLLOWING PARAMETERS:

1-MEAN RATE OF DEMAND,IN UNITS/YEAR

2-STANDARD DEVIATION OF DEMAND RATE. IN UNITS/YEAR
3-THE COST OF AN ITEM, IN DOLLARS :
4=-THE MINIMUM SERVICE LEVEL DESIRED FOR THE ITEM
ALL ARE REAL SEPARATED BY COMMA

ENTER THE DATA FOR ONE ITEM PER LINE.

1000 .8, 1003.9, 15.0808., D.55
2@@9-31 296-@) 36'9\3: 5065

ENTER THE INVENTORY HOLDING RATE AND THE CO5T OF
A REVIEW + AN ORDER. BOTH REAL AND SEPARATED BY COM4A.

@.25, 20.09

ENTER THE MEAN AND STANDARD DEVIATION OF LEAD TIME, IN DAYS,
BOTH REAL AND SEPARATED BY COMMA.

!SOGJ 206

ENTER THE DESIRED MINIMUM SYSTEM SERVICE LEVEL
A REAL NUMBER BETWEEN & AND 1.

B34

FOR THIS 2 ITEM INVENTORY SYSTEM., THE EXPECTED YEARLY
COSTS COMPUTED BY THE SEARCH ALGORITHM ARE:

ITEM SERVICE LEVEL HOLDING COST
1 | .96 98 .34
2 .93 347.26
TOTAL 94 . 445 .47
THE REVIEW + ORDER COST FOR THE SYSTEM IS 445.12
THE TOTAL COST FOR THE SYSTEM 1S5 890.52

Figure 5. Application of the Service Level Approach
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THE *OPTIMAL' SO0LUTION I5 DESCRIBED BELOW:
THE TIME BETWEEN REVIEWS FOR THIS S5YSTEM SHOULD BE 16 DAYS.

THE BASE S5TOCK LEVEL FOR ITEM 1 SHQULD BE 89 UNITS.
THE BASE STOCK LEVEL FDR ITEA 2 SHQULD BE 173 UNITS.

DOIYOU UANT TO CHANGE THE SYSTE4 SERVICE LEVEL? (YES OR NO)
YES | |

DO YOU WANT TO CHANGE THE INDIVIDUAL SERVICE LEVELS?

NO

ENTER THE DESIRED MINIMUY SYSTEM SERVICE LEVEL

A REAL NUMBER BETWEEN & AND 1.

@.92

FOR THIS 2 ITEM INVENTORY SYSTEM, THE EXPECTED YEARLY
CO5TS COMPUTED BY THE SEARCH ALGORITHM ARE:

1ITEM SERVICE LEVEL HOLDING COST
1 .97 123.59
2 _ 86 : 248 .69
TOTAL «97 349.28
THE REVIEYW + ORDER COST FOR THE SYSTEM I3 486.67
THE TOTAL COST FOR THE 3YSTE4 1S5 - 835.95

THE *OPTIMAL' SOLUTION 15 DESCRISED BELOW:

THE TIME BETWEEN REVIEWS FOR THIS SYSTEA SHQULD BE 15 DAYS.
THE BASE S5TOCX LEVEL FOR ITEA 1 SHOULD BE 88 UNITS.
THE BASE 5TOCK LEVEL FOR ITEM 2 SHOULD BE 156 UNITS.

DO YOU WANT TO GCHANGE THE SYSTEM 3ERVICE LEVEL? (YES OR NO)
NO

DO YOU WANT TO CHANGE THE INDIVIDUAL SERVICE LEVELS?

NG '

Figure 5. Continued
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interactive approach the languages of business and optimi-
zation can be brought closer together. Furthermore, as
Garrido and Deane state,

. «. . extensive mathematical models exist to deal with
numerous problem situations, yet in the business world
they are seldom used. Reasons for this can be attri-
buted to many factors but surely, the fact that busi-
nessmen do not fully trust the so-called optimum solu-
tions arrived by "magical-mystical" means, must be at
the top of the list. The operations research practi-
tioner has heretofore been guilty of asking management
for undeterminable cost parameter estimates and then
showing the "optimal" solution back to the manager.
Even when the solution procedures are reasonably well
explained, and properly packaged and sold to manage-
ment, most managers would rather trust their intuition.

The interactive procedure can be described as follows:

1. Obtain an initial wvalue of o, 0°. This can be
done by an arbitrary assignment or by asking the decision
maker to give an initial estimate for this parameter.

2. Using the initial value of o (ao) find the opti-
mal values of the decision variables (R;'and T* for the R,T
model or R; and.SR* for the R,SR model). This yields

o]

C(Ri,T) or C(Ri,SR)O, the initial walue for the sum of

ordering and holding costs.

3. Perturb (i.e., increase or decrease) the present

k+1 k+1

value of o, say ak, and obtain C(Ri,T) or C(Ri,SR)

and oftl. 1f C(Ri,T)k+l k+l

or C(Ri,SR) is the preferred
resulting solution after all possible perturbations of «,
terminate, otherwise increase k by one and repeat step 3.

The algorithm above was programmed in Fortran on a

Univac 1108 computer in order to illustrate the tradeoffs
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which.must be made by a decision maker when using this type
of pfoblem solving approach. It also serves to illustrate
the interdependencies between the Ci(x)'s and a's. The pro-
gram is.showﬁ in Appendix D. A computer printout of a
numerical example is shown in Figure 6.

It is important to note that the problem considered
in the first part of this chapter was a single objective
problem. The dbjective was to minimize the total yearly
variable cost of running an inventory system. Had any of
the cost facteors A, I, or T not been available or obtain-
able, such a straight forward optimization procedure would
not have been applicable. The approach given in this sec-
tion would then be able to handle the problem and supply

the manager with the answers he would be loocking for.
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ENTER THE NUMBER OF ITEMS (INTEGER) THEN RETURN.
2

I5 EACH ITEM TO HAVE THE SAYME MINIMUM SERVICE LEVEL?
(ENTER YES OR NO)

YES

ENTER THE COMMON MINIMUM SERVICE LEYVEL FOR ANY AND ALL ITEMS
A REAL NUMBER BETWEEN 2 AND 1.

d.60

ENTER THE FOLLOWING PARAMETERS:

1-MEAN RATE OF DEMAND,IN UNITS/YEAR

2=-MEAN LEAD TIME DEMAND, IN UNITS o
3-STANDARD DEVIATION OF LEAD TIME DEMAND, IN UNITS
4-THE COST OF AN ITEM, IN DOLLARS

ALL ARE REAL SEPARATED BY COMMA

ENTER THE DATA FOR ONE ITEM PER LINE.

1223.9, 41.3, 4.6, 15.2
2032.2, 82.2, 8.0, 38.2

ENTER THE INVENTORY HOLDING RATE AND THE COST OF AN ORDER
B0TH REAL AND SEPARATED BY COvMMA.

d.25, 23.09

ENTER THE DESIRED MINIMUM SYSTEM SERVICE LEVEL
A REAL NUMBER BETWEEN @ AND 1.

3.94
A B

COST | 1333.37' B63.00

SYSTEM SERVICE LEVEL .99995 «94323

xxxxxx DO YOU PREFER A OR B? ®%k¥sx
x% IF YOU WANT TO STOP TYPE STOP =%

Figure 6. Application of the Goal Programming Approach



A B
COST 863.00 891 .44
SYSTEM SERVICE LEVEL .94303 .88208

*kkkkkx DO YOU PREFER A OR B? Xkkkukx
*x IF YOU WANT TO STO® TYPE STOP xx*

A B
COST 913.34 863.20

SYSTEM SERVICE LEVEL «97222 + 940233

*kxkxkk DO YQU PREFE3 A OR B7 sokaokkk

*% IF YQU WANT TO STQP TYPE STOP +*x
STO?
ENTER THE SYSTEM SERVICE LEVEL THAT YQU PREFER.
B.956

USING THE SERVICE LEVEL SELECTED ABOVE,
THE SYSTEM COSTS WILL BE:

ITEM SERVICE LEVEL HOLDING COST
1 : 1.22 148.49
2 54 448 .48
TOTAL - 96 588.98
THE CRDERING COST FOR THE S35YSTEM IS 382.28
THE TOTAL COST FOR THE SYSTEM IS5 889.26

THE ' O0PTIMAL®' SOLUTION IS DESCRIBED BELOWs

THE. S5YSTEM REORDER POINT SHOULD BE 128 UNITS.

THE BASE STOCK LEVEL FOR ITEM I 53H0ULD BE 11l UNITS.
THE BASE STOCK LEVEL FOR ITEM 2 SHOULD BE 238 UNITS.

xkxkkxk END OF PROGRAM o e e o

Figure 6. Continued
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START

SELECT
INITIAL - SEﬁiiTG =%
UE OF o iggTORNX i=1
k=1 1 =l ., el
MINIMIZE
pi{X,A) AND
OBTAIN Y,
i+l
) YES i=1i+1
IS i <n
T t =t +1
NO
xt+l = Yn+1
i=1 YES
= X =% >
Y =X s, - [>e
t=¢t+1
NO
k
IS A>) RECORD o
- max YES AND
AND A<A I k
min C(R,T)
NO , )
HAS A
- YES CONCLUSION
= BEEN REACHED
NO
L 1
PERTURR “i
E +1
A=MIN (Y2, ) YES IS M < % TO OBTAIN -
max k = k+l
I
NO

A=MIN(2X, %
max

Figure 7.

A:MAX(BA,Amin}

Flow Chart of the Search Procedure
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CHAPTER V
SIMULATION EXPERIMENTS

This chapter provides a description of the simulation
model used in this research along with an analysis of the
results obtained. A computer simulation program written in
GASP II was utilized, a programming language which inherently

has the necessary housekeeping routines for conducting a

simulation while the user writes subroutines pertinent to
those events being simulated. This program models a multi-
item inventory system which operates under a jdint-order
constraint with backorders permitted. It is capable of
simulating'demands, orders{ receipts, and performing account-
ing functions and pertinent calculations to derive cost and

statistical data for each item in the system.

Experimental Procedure

The procedure utilized to compare the results from
the simulation program with the ones from the search
algorithm can now be described.

A numerical example of a 2-item inventory system was
selected as shown in Table 1. Chosen an arbitrary system
service level, these values were used to run the simulation
program of the "joint marginal order point" approach and the

total yearly costs recorded. The same input values were
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utilized in the search algorithm programs of the <R,SR>

and <R,T> models. The resulting total_yearly costs were
recorded and the optimal values of the decision variables
(Ri and SR.for the R, SR model and R, and T for the R,T
model) used as inputs in the corresponding simulation pro-
grams, whose resulting total costs were also recorded. This
process was repeated for nine different system service
levels, ranging from 0.9997 to 0.8706. The results are

shown in Téble'Z.

Discussion of Results

From Table 2 it appears that the programs for the
"system reorder point" model and the periodic review model
give very consistent results, that is, as the system ser-
vice level is decreased, the resulting policy costs alsoc
decrease.

Although the total yearly costs for the R,SR model
are lower than for the other two models, it cénndt be con-
cluded that this is an optimal policy and should be utilized
in real situations whenever possible. In fact, dﬁe to the
analytical difficulties involved in the derivation of opti-
mal solutions for these models, only a careful and exhaus-
tive experimental design can yield results that would lead
to meaningful conclusions.

It is important to note that thé time between re-
views, T, in the <R,T> model 1s, in general, one half of

the cycle length in the <R,SR> model.
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For this numerical example suppose there are two
items in the system and their characteristics are given in

the table below.

Table 1. Data Set for Numerical Example

Item 1 Item 2
A 1000 2000
o] 100 200
u 41 | 82
C 15 30

Let I = 0.25 be used as the inventory holding rate
(the same for all items) and A = 20.00 be the cost of an

order., The lead time has a mean T = 15 days and standard

deviation o, = 2 days.
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Table 2. Results for Data Set of Table 1

System <R,R> <R,5R Model> <R,T Model>
Service Model System Reorder Pt. Periodic Review
Level Simula- _

tion Search Simula- Search Simula-

Algorithm tion Algorithm tion

0.9997 1095.00 1037.90 1062.30 1265.60 1226.90
0.9920 1008.10 '936.60 952,90 1078.890 1081.90
0.9807 971.60 947.20 972,30 1009.60 1038. 40
0.9717 943.80 910.30 910.30 971.80 925.40
0.9593 909.10 888.20 898.10 936.10 876.80
0.9403 877.60 863.20 906.60 890.60 839.10
0.9240 845.10 828.30 852.70 859.20 792.60
0.9060 812,80 830.70 863.50 1 851.90 814.60
0.8706 789.50 813.30 874.00 793.90 - 774,30
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

Inventory stockage situétions are fundamentally
alike, each inveolving some aspects of cost; service, and
usage; The objective in any given situation is to make
that set of decisions which will minimize total costs and
provide an acceptable--or economical--service level at the
expected demand or usage rate. Tt is necessary that
appropriate cost parameters, desired service levels, and
forecasts of demand and replenishment characteristics be
determined for each item in the system.

Here, for all practical purposes, the similarity
ends. Each inventory problem will differ somewhat in the
specific use.of guantitative méthods available for control
and management. The level of soPhistication required in
employing decision models will depend on the unigque charac-
teristics of each situation. Thus, the models and methods
discussed in this thesis should be considered primarily
as a specific approach to the joint-order constrained in-
ventory.system and not as a solution to be utilized in

every real world situation,

Conclusions

As a result of the research conducted in the
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preparation of this thesis, the foliowing conclusions have
.been made:

1. With the sets of data used in this research, the
<R,SR> model appeared to work effectively, yielding in most
dases solutions with lower total costs than the solutions
from the other models.

2. The search algorithm utilized in the optimization
of the total cost equations has proﬁided consistent solu-
tions and has proved efficient, in the sense that computer
time utilization has been negligible for most of the test
runs made in this research.

 3. With the utilization of the service level con-
cept, the interactive goal programming approach can be
“utilized by management whenever a decision on the most suit-
able system service level has to be reached.

4. The simulation model utilized to compare the
results from the seafch algorithm produced good results and
is an efficient process of studying the effects of differ-
ent inventory policies. However, an attempt to find tbe
optimum solution to a total cost equation representing a
specific inventory model by the utilization‘of the simu-
lation program should seldom be made. Only in very simple

cases should this method be utilized.

Recommendations

Although there seems to be good indications that

suggest that the system reorder point model is operationally
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superior to the periodic review model, there is a need for
a systematic experimental design study to confirm this
hypothesis. Furthermore, the same type of comparison can
be made with other models in the literature.

This research has demonstrated the applicability of
the search algorithm to the optimization of multi-item
inventory models. It remains to be evaluated whether it
is the most efficient algorithm along the others currently
known.

Within the computer programs themselves several im-
provements could be attempted. For example, in studying
the outputs of several different sets of data, a more pre-
cise starting vector could be derived for the sea;ch
algorithm.

Other typés of probability distributions of demand
and lead time should be considered and inventory models de-
rived for each case. The resulting total cost equations
could be solved via the utilization of the search algorithm
describedlin this research.

Tﬂe service level concept utilized in this study
could be modified and other variations of this measure

made and applied to the inventory models.



APPENDICES

63



APPENDIX A

TESTING OF RANDOM NUMBERS GENERATED

IN SIMULATICN PROGRAMS

64



65

APPENDIX A

TESTING OF RANDOM NUMBERS GENERATED

IN SIMULATION PROGRAMS

During the utilization of the simulation programs
described, need was found of a testing of the random num-
bers generated by subroutines in the simulation programs.
The statistical test utilized was the Chi-square test for
goodness of fit to the uniform_distribution. This test is
based on the following equation

2 n (0i - E)2
X — z B N —

where n is the number of class intervals in which the unit
interval is divided. Oi is the observed frequency of each
class interval. E is the expected frequency, the same for
all class intervals. The degrees of freedom for this test
is one léss the number of class intervals,.

Other statistical tests could be used, for example
the test for independence cof successive numbers or seriél
correlation and the test for runs up and down. However, in
this study only the first test was utilized, which gave
good results.

A more detailed and complete study of random number

testing was done by Stephens and White [16] and Herrmann [11].



APPENDIX B

NOMOGRAPHY APPLICATION

66



67

APPENDIX B
' NOMOGRAPHY APPLICATION

The development of nomographs can sometimes simplify
the practical utilization of mathematical equations.
Figure 8 shows an example of a nomograph represent-

ing the following eguation:

It is used for the graphical determination of the number of
inventory cycles per year, given the rates of demand, base
stock levels, and system reorder point.

The scales selected for the construction of this

nomograph were

n
y A; = 0 to 10000 units/year
i=1 -
n
L Ry =0 to 1000 units
i=i
SR = 0 to 750 units

Let
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n
LAy
_ i=1 _ a
N = n b - ¢
) R, - SR
i=1 1
Then
X
- b _ 20 _
™ T % 100 - ©-020
m, = m = 0.020
X .
_ Ta _ 20 _
My = & ° Toooe - 0-9020
Thus

m
a _ _ 0.0020 . _
™ T @ K= %055 ° 1° = 1-

%]

XN = my e N=1.51N

To utilize this nomograph, the procedure is as follows:

1. Draw a straight line from the point selected on

n
the Z R. scale to the point selected on the SR scale.
i=1

n
2, From the point selected cn the E li scale,
i=1

draw a line parallel to the first one. This line will

encounter the N scale on the desired solution point.
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A
ACC
ALPHA
AMDA
AVLT
BETA(I)

c(1)

CBACK(I)-

cumMuu (1) .

DEL
DMIN
F
FMIN
G(J)
G(N)
HOLC
HOLD (I)
K

M

N

NBSL(I)

APPENDIX C _ :

LISTING OF VARIABLES UTILIZED

IN FORTRAN PROGRAMS

Cost of a review + an order, in dollars
Acceleration factor of penalty parameter
System service level

Initial penalty parameter

Mean of lead time distribution, in days
Individual service level for item i

Cost of item i, in dollars

Yearly cost of backorders of item i
Cumulative standard normal distribution
Initial step size

Displacement termination criterion

Total yearly costs of the inventory system
Optimum value of the objective function
Service level constraint for item j

System service.level constraint

Holding cost for the system

Holding cost for item i

Number of equality constraints

Number of inequality constraints

Number of variables (number of items + one)

Base stock level for item i
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NSRP
NTIME
ORDC
ORDIN(I)
PI(I)
PMAX
PRO
RDEL
SERV
SERVI (I)
SIGMA(I)
STDL
STVAL(TI)
TBACK (I)
XBACK (1)
XCYCLE
XI

XLAMB (1)
XMU(I)

XSTAR{I)}
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Number of items in the system

System reorder point, in units

Cycle length or time between reviews

Ordering and reviewing cost for the System
Ordinate value of the standard normal distribution
Cost of a backorder of item i

Maximum size of penalty parameter

Protection period (lead time + one cycle)
Reduction rate of step size

Resulting system service level

Resulting service level for item i

Standard deviation of demand rate, in units/year
Standard deviation of lead time, in days
Standardized value of the base stock level

Total number of backorders of item 1 per year
Number of backorders of item i per cycle

Number of cycles per year

Inventory holding rate

Mean rate of demand for item i, in units/year
Mean lead time demand, in units

Starting value of variable x(i)
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APPENDIX D

FORTRAN PROGRAM FOR SYSTEM REORDER POINT

MODEL: GOAL PROGRAMMING APPROACH
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DATA IYES/-YES=/NO/~NO-/1ANA/~ -/

DATA NA/=-A~/NB/-B-/NSTOP/~-5TOP-/1ANI/~ -~/
COMMON/COM/XE100)sGI50) s XSTARILIOO)Y »HI50)

DIMENSION NBSL({10U)»SERVI(100)

COMMON NI, SLAMBsAsSUMRSB, -ALFHA(100)

COMMON X1, XLAMB{100)»XMU(1G0Q)sC(100),SIGMA(100)
COMMON BETA(100)

COMMON TP, IPPsXCYCLE

COMMON XULT(100)

COMMON CUMUHI100) oFI1{10U)»XBACK(100) + TBACK (100)
COMMON FMIN(10U)»ORDC(100)sHOLCI1G0) »SERV(100)
COMMON RBAR{1I0U)sHOLD (100} »STVAL(10U) sORDIN(100)
IPP=1

WRITE(655)

S FORMAT(//s~ ENTER THE NUMBER OF ITEMS (INTEGER} THEN
4RETURN.~-)
READ{5510} NI
10 FORMAT ()
N=NI+1
WRITE(64+40) |
40 FORMAT(/y- 1S EACH ITEM TO HAVE THE SAME MINIMUM SERVICE
S5LEVELU=»/s~ (ENTER YES OR NO}-)
READ(5+42) TANA
42 FORMAT (Ab)
[F(IANACEQeNOIGO TO 48
WRITE(6s44)
44 FORMAT(/s— ENTER THE COMMON MINIMUM SERVICE LEVEL FOR
S5ANY AND ALL ITEMS—s/s- A REAL NUMBER BETWEEN O AND 1,-)
READ(5,10}) BETO
DO 46 1I1=1,NI
BETA(I1)=BETO
46 CONTINUE
WRITE(6+700)
70U FORMAT( /s~ ENTER THE FOLLOWING PARAMETERS=--3/»
1- 1-MEAN RATE OF DEMANDsIN UNITS/YEAR-»/,
2~ 2-MEAN LEAD TIME DEMANDs IN UNITS-s/s
3- 3-STANDARD DEVIATION OF LEAD TIME DEMANDs IN UNITS-s/»
4- 4-THE COST OF AN ITEM, IN DOLLARS-s/)
5- ALL ARE REAL SEPARATED BY COMMA=s/,
6~ ENTER THE DATA FOR ONE ITEM PER LINEe-s/)
DO 705 1=1,NI
READ(5510 }XLAMB(I)sXMUCT) 3SIGMALT)C ()
705 CONTINUE
GO TO 709
48 WRITE(6+50)
50 FORMAT( /3= ENTER THE FOLLOWING PARAMETERS~=s /s
1- 1-MEAN RATE OF DEMANDsIN UNITS/YEAR-s/+s
2- 2-MEAN LEAD TIME DEMANDs IN UNITS—s/»
3—- 3-STANDARD DEVIATION OF LEAD TIME DEMAND, IN UNITS—s/»
4~ 4-THE COST OF AN ITEMs IN DOLLARS=-s/s
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7- 5-THE MINIMUM SERVICE LEVEL DESIRED FOR THE ITEM»
6BETWEEN O AND le=s/>
5= ALL ARE REAL SEPARATED BY COMMA-+/»
6~ ENTER THE DATA FOR ONE ITEM PER LINEe=~s/)
DO 52 1=14NI
READ(5910 IXLAMBII I »XMUILT)»SIGMA(T )+ C(])sBETAL])
52 CONTINUE '
709 WRITE(6,71U)
710 FORMATI( /- ENTER THE INVENTORY HOLDING RATE AND THE
7COST OF AN ORDER=-~s/s- BOTH REAL AND SEPARATED BY COMMA

Be-)
READ(5510 1XIyA
SLAMB=0,0

DO 718 I1=1sN1
SLAMB=SLAMB+XLAMB( 1)
718 CONTINUE
STEP=0.10
723 WRITE(6+725)
725 FORMATI( /s~ ENTER THE DESIRED MINIMUM SYSTEM SERVICE
BLEVEL—-s/9- A REAL NUMEER BETWEEN O AND la«-)
READ{5+10)GAMA
HIGH=GAMA+STEP :
IFIHIGHSLE«140)G0 TO 6U
HIGH=1.0
STEP=1.U~GAMA
60 XLOW=GAMA
ALPHA(1)=HIGH
ALPHA(Z2)=XLOW
CALL MINI(ALPHAX)
65 - WRITE(6+69)
69 FORMAT(//s~- #EXRERE DO YOU PREFER A QR BU #E*t#¥-,/ -
9#% 1F YOU WANT TO STOP TYPE STOP *%-)
READ (5442 ) IANI
IF(IANT «EQ«NSTOPIGOD TO 92
IF(TANTI+EQaNAIGO TO 80U
70 ALPHA(1)=ALPHA(2)
ALPHA(2)=ALPHA({1)}-STEP
CALL MINI(ALPHA»X)
WRITE(64+69)
READ {5442 ) IANI
IF(IANT<EQ«NSTOP)IGO TO 92
IF{IANI«EQ«NEIGO TO 7V
STEP=STEP/2.U
ALPHA(2)=ALPHA( 1)
ALPHA(1)=ALPHA(2)+STEP
CALL MINI(ALPHA+X)
GO TO 65
80 IF{ALPHA[(1)eGE«0e9999)G0 TO 85
ALPHA(2)=ALPHA{1)
ALPHA(1)=ALPHA{2)+STEP
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85

92
96

33

95

255

227
228

230

IF(ALPHA(]1) L TeleVU)IGO TO 82
STEP=5TEP /2.0

HIGH=1.0

XLOW=HIGH-STEP

ALPHA(1)=HIGH

ALPHAL(Z)=XLOW

CALL MINI(ALPHAX)

WRITE(6+69)

READ(5+42)1ANI

IF{TANI sEQeMSTOPIGO TO 92
IFCIANTI«EGeNA)GDO TO B8O
STEP=STEP/2.0

ALPHAL1)=ALPHA(2)
ALPHA(Z2)=ALPHA(11-STEP

CALL MINI{(ALPHA+X)

GC TO 65

STEP=STEP/2+0

HIGH=1,0

XLOW=HIGH-S5TEP

ALPHA({1)=HIGH

ALPHA(2)=XLOW

CALL MINI{ALPHA X))

WRITE(6+69)

READ (5442 ) TANI

IF(TANI«EQaNSTOP)GD TO 92
IF(IANTI«EQeNAIGO TO 85
IFIIANI«EQeNB)GO TO 7

WRITE(64+96)

FORMAT({/+— ENTER THE SYSTEM SERVICE LEVEL THAT YOU
1PREFER«-) :
READ(5+10)ALPHAILL)

IPP=100

CALL MINI{ALPHAsX)

WRITE(6+93) _
FORMAT (/s- USING THE SERVICE LEVEL SELECTED ABOVE,
2=/~ THE SYSTEM CO5TS5 WILL BE--»/)
WRITE(6+95)

FORMAT(TS5,~ I[TEM-9sT22+-SERVICE LEVEL=sT 38,~HOLDING
4COST=/)

DO 228 1=1sNI1

SUMR=0.0

DO 255 KL=1sNI

SUMR=SUMR+X (KL

CONTINUE
SERVIII)=1«0-({TBACK (]} /XLAMBI(I))
WRITE(6+227)1sSERVI{1)+HOLDI{IT)
FORMAT(TH5,]14sT20sFGe2,T38sF8Ba2)
CONTINUE

WRITE(65239)SERVIIP) +HOLC(IP)

FORMAT (/sT5s=TCTAL~sT20sFFe2+T38+FBs2)
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232
234

231

500

510
530

94

728

22

77

WRITE(6+232)0RDC(IP)

FORMAT{~ THE ORDERING COST FOR THE SYSTEM [5-+F9.2)
WRITE(E9234)FMINIIP)

FORMAT{~ THE TOTAL COST FOR THE SYSTEM [S-,Fl2.2)
WRITE(64+231)

FORMAT (/+43H THE -OPTIMAL- SOLUTION IS DESCRIBED BELOW-)
NSRP=XULT(N)

WRITE(&6+500)INSRP

FORMAT(/s- THE SYSTEM REORDER POINT SHOULD BE-+15,s-

GUNITSa=- )

DO 530 IJ=1sNI

NBSLITJ)I=XULT(ID)

WRITE(65510)[JsNBSLITJ)

FORMAT (- THE BASE STOCK LEVEL FOR ITEM-sl4,~ SHOULD BE

T=s215%»— UNITS.~-)

CONTINUE

WRITE(6594)

FORMAT(/s— **###%% END OF PROGRAM *#*%%%_,/)
sTOP

END

SUBROUTINE MINI{(ALPHI sX

DOUBLE PRECISIONM PFN!FEAS!ZSTAR;DELsX:G(50),XSTAR
DCUBLE PRECISION H{I5Q)

DIMENSION X(100)

DIMENSION XSTAR{100)

DIMENSION Q(100)sR{100)

COMMON NIs SLAMB»AsSUMRSSBs ALPHA{100)

COMMON X1, XLAMB (100 ) o XMUT100)C(100)s51GMACL100)
COMMON BETA({100)

COMMON [P+ IPP+XCYCLE

COMMON XULT(100)

COMMON CUMUH(IUO)QFI(IUU)!XbAlK(lOOl9TBACK(1OO]
COMMON FMINC10O}}sORDCELGO)YshOLC(L1GOY »SERVILNG)
COMMON RBAR(100V) sHOLDI1UGY» STVALC 10U »ORDINCLIOO)
Ip=1 '

N=NI+1

M=N

K=0

RDEL=0415

PMAX=100000.0

DMIN=0.0004

AMCA=1.0

DEL=1.0

ACC=10.0

55MU=0.0

DO 22 1=14NI

SS5MU=SSMU+XMUITT)

CONTINUE



28

30

100
110

120
125

130
140

145

150

160

170

180

XSTARINY= (ALPHA(IP)¥%2.0)*S5MU
DO 28 1=1,N1

AIND=A/NI
Q{I)=SQRT(2+U%XLAMBIT ) #AIND/A{XI*®C(]I)))
RII}Y=XSTARINI/SLAMB*XLAMBI(])
XSTAR(II=QUI)+R{1)
CONTINUE

SW=0e5

DO 30 I=1,N

X{1)=XSTAR(T}

CONTINUE

ZS5TAR=9399G99G933,0

DISP=0.

FEAS=0.

IEVAL=0

XMOVE=1.

DO 170 I=1sN
X(I)=XSTAR(I)1+XMOVE®*DEL
CALL FUNC({XsFsGeH1
TEVAL=TEVAL+]

IF{MeEQWa01060 TO 125

DO 120 J=1»M
[IFIGlJ)aLE«D«)GO TO 12U
P=G(J)

FEAS=FEAS+P*P

CONTINUE .
IFIKeEQeC)IGD TO 140

DO 130 J=1sK

P=ABS{H{J))

FEAS=FEAS+P*P

CONTINUE

PEFN=F+AMDA*FEAS
IF{PFN«GELZS5TARIGO TO 150
DISP=DISP+({ABS(XMOVE) ) *¥DEL
XSTAR({IY=X(1])
XMOVE=XMOVE+XMOVE
ZSTAR=PFN

FEAS=0.

GO TO 110

X(1)y=XSTARI(1)

IFIXMOVE aGT alel s ORaXMOVESLTL0a91G0O TO 160
XMOVE=-1. .

GO TO 145

XMOVE=1.

FEAS5=0.

CONTINUE

FEAS=0.

IF{DISPLTDMINIGO TO 190
DISP=U.

XMOVE=1.
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1%0
200

2U5
21U

212
213

214
215

220

222

66
67

68
69

GO TO 100 | |
[F(DEL*AMDA LT +SW)IGO TO 210
DEL=RDEL*DEL
IF(DEL«GCTo0e3%¥DMINIGO TO 205
DEL=0«3%¥DMIN

AMDA=2 « UXAMDA
IF{AMDA«GT « 5. U¥PMAX IGO0 TO 220
GO TO 180

IFIAMDAOT « PMAX)IGO TO 220
AMDA=ACC*AMDA

CALL FUNC(XsFsGaH)
IFIMysEQ.0)GC TC 2173

DO 212 J=1sM
IF{G(J)eLE«De)GO TO 212
P=G(J)

FEAS=FEAS+P*pP

CONTINUE

IFI{KeEQeU)YGO TO 215

DO 214 J=1sK

P=ABS{H(J))

FEAS=FEAS+P*P

CONTINUE .
ZSTAR=F+AMDA*FEAS

FEAS=0.

GO TO 200

CALL FUNC{XsFsGsH)

DO 222 1=1sN

XULT(Iy=xX(I

CONTINUE

FMIN(IP)Y=F

ORDC{IP)Y=S5LAMB*A/ (SUMR-X{N))
HOLC{IPI=FMINLIP)-0ORDC(IP)
SERVIIP)Y=1eU-(5B/5LAMB)
[F{IPPGTL101G0 TO 69
IP=1P+1 _
IF{IP«EQs2)G0 TO 728
WRITE(6+66)

FORMAT (/+T289s—-A-5T38,-B~)
WRITE(&s6TIFMINIL)sFMINIZ)
FORMAT(/s— COST~sT23sF9e2+9T339F%.2)
WRITE(E6+868)SERVI1)sSERVIZ)
FORMAT (/99— SYSTEM SERVICE LEVEL~sT25sF7453T735sF745)
RETURN

END

SUBROUTINE FUNCI{XsFsGaH}

COMMON NI, SLAMBsA,SUMR,SB, ALPHA(100)

COMMON X1, XLAMB (100) +XMUC100)sCt100},SIGMA{100)
COMMON BETA(10M)
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60

B0

Qu

95

80O

COMMON IP,IPPsXCYCLE
COMMON XULT(100)

COMMON CUMUHIL10U) »F1L100) o XBACK{1U0U}»TSACK (10O
COMMON FMIN(L1OU) s ORDC{LIUUY sHOLC(100) s SERVI10G0)
COMMON RBARCL10U)YsHOLUE10QG) o STVAL{ 10U sORDINC(100)
DOUBLE PRECISION X(10UU}sGIBU)aH(50)

N=NT+1

SUMR=0.,U

DO 50 I=1,4NI
SUMR=SUMR+X ( 1)

CONTINUE

F1zSLAMU*A/ (SUMR=X(N))

DO 60 I=1,NI

RBAR(I)=(X (1) *SLAMB-XLAME (1) ¥SUMH+XLAMB (1) *X (N) ) /SLAMB
CONTINUE

SHOLD=040

DO 80U [=1,NI

HOLD (L) =XT*CEI)*(X{1)=2e0%XMU (1) +RBAR(I})/240
SHOLD=SHOLD+HOLD (I}

CONT INUE

F2=SHOLD

SUMB=UW0

DO SU I=1,NI

STVAL (1)=(RBAR(I)=XMU(1)}/SIGMA(])
ORDIN(1)=043989% (247183 %% (~(STVALIL}¥%2,0) /2401
CUMUH({ T )=RNCRM(STVAL (1))

FI{11=1a0-CUMUH (1)

XBACK( 1) =(XMUL1)=RBAR (1)) *FT(1)+S1GMA(T) ¥ORDIN( I )
XCYCLE=SLAMB/ (SUMR=-X{N1)

THACK (1)=xBACK(1)*XCYCLE

SUMB=SUMB+TBACK (1)

CONTINUE

5B=5UMB

DO 95 J=1,NI
G(J)=TBACK(J)=(10U=BETA(S) ) ¥XLAMB (J)

CONT INUE

GIN)=SB=(1+0-ALPHA(IP))*SLAMB

F=F1+F2

RETURN

END
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DATA IYES/=-YLS5-/NO/-NO-/1ANS/~ -/
DATA IYES/-YES=-/NO/~NO=-/1ANA/- -/
DATA IYES/=-YES—/NO/=NO-/TANO/- =/
DATA 1YES/-YES-/NO/-NO-/1ANT/- -/

COMMON/COM/ZXTIU0) »GEBL) s XSTAR(1I00) sHI(50)

COUBLE PRECISION PFNsFEAS»ZSTARSDEL s X9 G XSTARH
DIMENSION NEBSLI10U)«QU1w0) »SERVI(L00)

COMMON X1 +XLAMBIU1UO) ,CL1UCY»STOMALLIGU)BETA(100)
COMMON MNIsSLAMBsAsSByNsALPHASAVLT

COMMON CUMUH{TIOUYSFT(100) 4 XBACK {1300}, TBACK(100)
COMMON HOLD(100)sSTVALI10UYSORDINCLIOO)

WRITELOH5)

5 FORMAT(//s- ENTER THE NUMBER OF ITEMS (INTEGER} THEN
2RETURN. =)
READI5510) NI

10 FORMAT{)

WRITE(6+40)
40 FORMAT(/»— IS5 EACH ITEM TO HAVE THE SAME MINIMUM
3SERVICE LEVEL)Y=s/»= [ENTER YES OR NO) -}
READ (5542 1ANA
42 FORMAT{AS)
IF{TANALEQ.NQIGO TO 48
WRITE(hstd) _
44 FORMAT(/+- ENTER THE COMMON MINIMUM SERVICE LEVEL FOR
GALL I1TEMSe-3/9s~- A REAL NUMBER BETWEEN O AND le-)
READ(S5,10) BETO
DO 46 [1=1sNI
BETA(11)=BETG
46 CONTINUE
WRITE(64,700) _ ,
TUU FORMATU( /e+= ENTER THE FOLLOWING PARAMETERS=~4s/»
1- 1-MEAN RATE OF DEMAND,IN UNITS/YEAR—s/»
2— 2-STANDARD DEVIATION OF DEMAND RATEs IN UNITS/YEAR~s/»
3~ 3~-THE COST OF AN ITEM, IN DOLLARS—s/,
55— ALL ARE REAL SEPARATED BY COMMA=s/»
6~ ENTER THE DATA FOR ONE ITEM PER LINEe—s/)
DG 705 1=1,NI
READ (5410 XLAMB (I ) +STIGMALT)+C(T)
705 CONTINUE
GO TO 709
48 WRITE(64+50)
50 FORMAT{ /s— ENTER THE FOLLOWING PARAMETERS=—4/,
1- 1-MEAN RATE OF DEMANDsIN UNITS/YEAR-9/»
2- 2-STANDARD DEVIATION OF DEMAND RATEs IN UNITS/YEAR-s/»
4~ 3-THE COST OF AN ITEMs IN DOLLARS—-s/»
7- 4-THE MINIMUM SERVICE LEVEL DESIRED FOR THE [TEM=s/)
5= ALL ARE REAL SEPARATED BY COMMA-,/»
&— ENTER THE DATA FOR ONE ITEM PER LINEe=—19/)
DO 52 I=1,NI
READ(5+10)XLAMB(I)+SIGMA(T Y 9Ct1)sBETALL)
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52 CONTINUE

709 WRITE(K.,71U)

710 FORMAT( /s- ENTER THE INVENTORY HOLDING RATE AND THE
5COST OF~-4/9~ A REVIEW + AN QRDER. BOTH REAL AND
6SEPARATED By COMMA.-)

READ (5410 1XI1sA
WRITE(6s714)

714 FORMAT(/+—- ENTER THE MEAN AND STANDARD DEVIATION OF
TLEAD TIME, IN DAYSs~s/9—- BOTH REAL AND SEPARATED
BbY COMMA.-)

READ(5+10)AVLT #5TOL
SLAMB=0.0

DO 718 1=1sNI
SLAMB=SLAMB+XLAME(])

718 CONTINUE

723 WRITE(6+725)

725 FORMAT (/s~ ENTER THE DESIRED MINIMUM SYSTEM SERVICE
SLEVEL~s/s~ A REAL NUMBER BETWEEN O AND l.-)

READ(5+10 )YALPHA

728 N=NI+1

M=N

K=0

RDEL=0.11
PMAX=150000.U
AMDA=1.3
DEL=1s4
ACC=7a5
SUM(C=0,0

DO 15 I=1,4NI

1% SUMC=SUMC+C(I)
X5TAR(N)I=15.0
DO 2B 1=1,NI
AIND=A/NI
QUEI)=SQRT(2U*XLAMB(IT)*AIND/{XI%C{1}))
XS5TAR(1)=1uU0.0
XSTAR(2)=20U040

28 CONTINUE
S5W=0.5
DO 30 I=1,N
X{Iy=XSTARI(I)

30 CONTINUE
ZS5TAR=999999999%.0
DISP=0.

FEAS=0.
[EVAL=0
XMOVE=1.
100 DO 170 I=1sN
110 X{I)=XSTAR(I)+XMOVE*DEL
CALL FUNCIXsF+GeH)



120
125

1320
140

145

150

160

170

180

190

200

205
210

212
213

IEVAL=TEVAL+1

[IFIMeEQaU)IGO TO 125

DO 12U -J=1.M
IF{GIJ)eLE«Ge GO TO 12V
P=GtJ) '
FEAS=FEAS+P*P

CONTINUE

IFIKeEQ.D)GD TO 140

DO 130 J=1.K

P=ABS(H{J})

FEAS=FEAS+P*P

CONTINUE

PFN=F+AMDA*FEAS
IFIPFNeGE-ZSTAR)IGO TO 150
DISP=DISP+(ABS (XMOVE Y ) *DEL
XSTAR(I}=X(1)
XMOVE=XMOVE+XMOVE
ZSTAR=PFN

FEAS=0.

GO TO 110

XIE)=XSTARI(I)
IF{XMOVEeGTelelsOReXMOVELT09)G0 TO 160
XMOVE=-1,

GO TO 145

XMOVE=].

FEAS=D.

CONTINUE

FEA5=0.

IFIDISP«LT«DMINIGD TO 190
DISP=0.

XMOVE=1.

GO TO 100
IF(DEL¥AMDALLTWSWIGO TO 210
DEL=RDEL*DEL
IF(DEL «GTW U« 3*#DMINIGO TO 205
DEL=0+3%DMIN

AMDA=2 . O*AMDA
IF{AMDAGT « 5« U¥PMAXIGO TO 220
GO 70 180
IFCAMDA«GT «PMAX GO TO 220
AMDA=ACC*AMDA

CALL FUNCI{XsFsGsH)
IFI{MaEQ.0)GO TO 213

DO 212 J=1.M
IFIGIU)eLEQ«)GO TO 212
P=G(J)

FEASSFEAS+P*P

CONTINUE ‘
IF{K«EQ«0)GO TO 215

DO 214 J=1sK
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P=ABS{HIJ))
FEAS=FEAS+PX*P
214 CONTINUE
215 ZSTAR=F+AMDA®FEAS
FEAS=0.
GO TO 200
220 CALL FUNCIXsFsGsH)
FMIN=F
ORDC=365.0%A/X[N)
HOLC=FMIN-0ORD(
SERV=1+0-({5B/SLAMB)
WRITE(6s225)NI
225 FORMAT(//+s= FOR THIS~3s[4,~ ITEM INVENTORY SYSTEMs THE
1EXPECTED YCARLY COSTS COMPUTED-s/9— BY THE SEARCH
ZALGORITHM ARE=~—9//3T69+—1TEM=-3T19s-SERVICE LEVEL-»T42
33-HOLDING COST—-»/}
DO 228 I=1sNI
PRO=(AVLT+X(N))/365.0
HOLDU{I)=XT®C (I )y*{X{])—XLAMB({I)*AVLT/365.0=XLAMB(]I)
GEX(NY/T30aU)
STVAL{I)=(X(I)=-XLAMB({I)#PRO}/(SIGMA(T)1*PRO)
ORDIN(I)=0e3989% (2, 7183 %% (—(STVAL(I)#%2.0)/2.0))
CUMUH({ T y=RNORMISTVAL{I))
FICI)Y=1aC—-CUMUHI(T)
XBACK{II=SIGMA([)*PRO*ORDINI I+ (XLAMB([ ) ¥PRO-X(I ) )*FT (1)
XCYCLE=365%40/ X (N}
TBACK(T)=XBACK{I)y*®XCYCLE
SERVI(I)I=1.U-(TBACK(I)/XLAMB(I))
WRITE(6s227T)Y1+SERVICL)SHOLDIT)
227 FORMATI{TE,144T2UsF9e23T43,F8+2)
228 CONTINUE
WRITE(6+230)SERV+HOLC
230 FORMAT{/eT5s—=TOTAL=sT20sFP423T43,3F842)
WRITE(64232)0RDC
232 FORMAT(- THE REVIEW + ORDER COST FOR THE SYSTEM I5-
54+FBa2) .
NRITE(6+234)FMIN
234 FORMAT (- THE TOTAL COST FOR THE SYSTEM IS-,F172)
WRITEl6,231)
231 FORMAT(/s43H THE —-OPTIMAL- S50LUTION 1S DESCRIBED BELOW-)
NTIME=X{N)
WRITE{6+500 )INTIME
500 FORMATI(/s- THE TIME SETWEEN REVIEWS FOR THIS SYSTEM
65HOULD BE—s144.- DAYS5.-) .
DO 530 1J=1sNI
NBSL(TJy=x(1J)
WRITE{6+510VIJ4NBSL{TD)
510 FORMAT (- THE BASE STOCK LEVEL FOR ITEM=sl4,- SHOULD RE
6—3159— UNITSe=)
530 CONTINUE
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WRITE(64+370)
370 FORMAT(///+- DO YOU WANT TO CHANGE THE SYSTEM SERVICE
TLEVELQ (YES OR NO)-)
READ (53903 IANS
390 FORMAT [ AB)
WRITE(6+375)
375 FORMAT(/s- DC YOU WANT TO CHANGE THE INDIVIDUAL SERVICE
BLEVELSO-)
READ(5+390)1ANO
IF(TANS+EQes IYESAND« IANOSEQWIYESIGO TO 605
IF{TANS+EQ« IYES+AND«JANGSEQe NOIGO TO 665
IF{IANSeEGQe NOANDeIANDSEQSIYES)HO TO 620
IFI{TANS+EQe NOSANDLIANOLEQ. NO)IGO TO 670
605 WRITE(6+610)
610 FORMAT(/s- ENTER THL DESIRED MINIMUM SYSTEM SERVICE
FLEVEL~»/9~ A REAL NUMHER BETWEEN O AND le-)
READ(5+10 JALPHA
620 WRITE(6s630)
630 FORMAT(/+- IS5 EACH ITEM TQO HAVE THE SAME MINIMUM SERVICE
LEVELOU=3/s= {ENTER YES OR NO)=)
READ (54390} TANI
IF{IANTI «EQ.NOIGO TO 650
WRITE(64635)
635 FORMAT (/s- ENTER THE COMMON MINIMUM SERVICE LEVEL FOR
1ALL ITEMSe-s/+~ A REAL NUMBER BETWEEN U AND l.-)
READ(5,10) BETO
DO 640 J=1sNI
BETA(J)=BETO
640 CONTINUE
GO TO 728
650 WRITE(6+655) ‘
655 FORMAT({/s— ENTER THE INDIVIDUAL SERVICE LEVELS DESIRED,
2REAL NUMBERS BETWEEN =»/s= 0 AND 1ls ONE PER LINE«-)
DO 660 J=1sM]
READ(54+10)BETA (D)
660 CONTINUE
GO TO 728
665 GO TO 723
670 WRITE(B6+440)
440 FORMATIL /79~ **%ExE END OF PROGRAM wix¥k —, /)
STOP
END

SUBROUTINE FUNCI(XeFsGsH)

COMMON XTsXLAMB(10G) »C(100)sSIGMA(LI00)sBETA(1CO)
COMMON NI ,SLAMBsA»SBaN+ALPHALAVLT

COMMON CUMUHI100) oFI(T1CULY »XBACKI100) »TBACK(100)
COMMON HOLL(100)sSTVALI100)ORDINIL10Q)

DOUBLE PRECISION X(10C0)+G(50)sH(50)
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F1=365+0%A/X(N)

SHOLD=0.0

DO 80 I=14NI1

HOLD (I )=XI*#C (I ) # (XTI )~XLAMB( 1) *AVILT/365«0-XLAMB(I1)*X(N)
37730.0)

SHOLD=SHOLDL+HOLD( )

CONTINUE

F2=5HOLD

SUMB=0,.,0

DO 90 I=1,4NI

PRO=(AVLT+X(N))/365.0
STVAL{T)=(X({I)~XLAMB(IY*¥PRO)/{SIGMA(T)*PRO)
ORDIN{I[)=0e3989%(2.7183%%(~(STVALI{]1)1%%¥2.0)/2+0))
CUMUH({T)=RNORM(STVALI(I))

FI{I)=1eU-CUMUHI(TI)
XBACK{I)=SIGMA(I)*PRO*ORDINC(I}+{XLAMB(] ) ¥PRO-X(I))*FI (1)
XCYCLE=365.0/X1(N)

TBACK (I )=XBACK({I)*XCYCLE

SUMB=SUMB+TRACK (I}

SB=5UMB

DO 95 J=14NI
GI{J)=TBACK(J)={1+0-BETA(J) )y ¥XLAMB(J)

CONTINUE

GIN}=5B-(10-ALPHA) *S_LAMB

F=F1+F2

RETURN

END



APPENDIX F

FORTRAN PROGRAM FOR SYSTEM REORDER POINT MODEL:

UTILIZATION OF BACKORDER COST PARAMETERS

88



89

COMMON/COM/ZX 100 »GI5L) o XSTARIL100) »HI50)
DOUBLE PRECISION PFNsFEASsZSTARDEL s XsGsXSTARMH
DIMENSION NBSLEL10U«Q{10U)sR(100)
COMMON X1, XLAMB(100) e XMULLC0)sC1100)1+SIGMA(100)
COMMON PI(100),CBACK{120U)
COMMON NI »SLAMBsA» SUMR N
COMMON CUMUH( 100 sFI(1UU) s XBACKTIUO), TBACK (100}
COMMON RBAR({100)sHOLD(1uu) »STVAL(L100)»0RDINCLOO)
WRITE(6+5)

S FORMAT(//,~ ENTER THE NUMBER OF ITEMS (INTEGER) THEN
IRETURN«~-)
READ(5+10) NI

10 FORMAT ()
WRITE(6,700)

700 FORMAT( /,- ENTER THE FOLLOWING PARAMETERS~-4/,
1- 1-MEAN RATE OF DEMANDsIN UNITS/YEAR~s/»
2~ 2-MEAN LEAD TIME DEMANDs IN UNITS~s/

3- 3-STANDARD DEVIATION OF LEAD TIME DEMAND, IN UNITS—s/»
4— 4-THE COST OF AN ITEMs IN DOLLARS=-s/>
7- 5=THE COST OF A BACKORDER» [N DOLLARS=»s/»
5- ALL ARE REAL SEPARATED Y COMMA-»/»
6~ ENTER THE DATA FOR CNE ITEM PER LINEe—»/)
DO 705 I=1sNI
READ(5510 IXLAMBIUI)sXMUITIL)sSIGMA(T 4 C(I)sPI(I])
705 CONTINUE
WRITE(6,710)

T10 FORMATI( /+— ENTER THE INVENTORY HOLDING RATE AND THE
2C0OST OF AN ORDER-s/s~ BOTH REAL AND SEPARATED BY
3COMMA ¢ ~)

READ(5+10 1XIsA
SLAMB=0.0
DO 718 I=1sNI
SLAMB=5LAMB+XLAMB (1)
718 CONTINUE
728 N=NI+1
M=N
K=0
RDEL=0415
PMAX=100000.0
DMIN=0.0004
AMDA=1.0
DEL=140
ACC=1040
S55MU=0.0
DO 22 1=1,NI
SSMU=SSMU+XMUL T)
22 CONTINUE
XSTAR(N)I=55MU
DO 28 I=1,NI
AIND=A/NI



28

30

100
110

120
125

130
140

145

150

160

170

180

190
200

QUEIN=SART(2U*XLAMBIT)I*®AIND/ (XI*C({I1}))
R{T)=XSTAR(N)/SLAMB*XLAMB(])

XSTAR(111=Q{11+R({])
CONTINUE

SW=0.5

DO 30 I=1,.N

X(I[)=XSTARI(]}

CONTINUE
ISTAR=999999999,0

DISP=0,.

FEAS=0.

TIEVAL=0

XMOVE=1.

DO 170 I=1sN
X{IV1=X5TAR( IV +XMOVE*DEL
CALL FUNC({XsFsGoH)
IEVAL=TEVAL+1
IFIMeEQ.D)GO TO 125

DO 120 J=1M
IFIGIJ)eLELQe)GD TO 120
P=G{J)}

FEAS=FEAS+P*P

CONTINUE

IFIKesEQeO)GO TO 140

DO 130 Jd=1.K

P=ABS{H(J))

FEAS=FEAS+P %P

CONTINUE

PFN=F+AMDA%FEAS
IFIPFNsGEZSTARIGO TO 150G
DISP=DISP+ (ABS({XMOVE) ) *DEL
XSTAR(I)y=x(1)}
XMOVE=XMOVE+XMOVE
ZSTAR=PFN

FEAS=0,.

GO TO 110

X{I)=XS5TARI(]I)

IF{XMOVE eGTelelsORaXMOVESLT 09GO TO 160
XMOVE=~1,

GO TO 145

XMOVE=1e

FEAS=0.

CONTINUE

FEAS=0.
[F{DISP«LT«DMINIGO TO 190
DISP=0a

XMOVE=1.

GO T0 100
[F(DEL*AMDALLT.SWIGO TO 210
DEL=RDEL*DEL

90
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IF(DEL+GT4043%¥DMINIGC TO 205
DEL=0e 3*DMIN
AMDA=2 o O¥AMDA
IF{AMDAGT 5+ G*PMAX GO TO 220
205 GO TO 180
210 1F(AMDALGT«PMAX)IGO TO 22U
AMDA=ACC*AMDA
CALL FUNC(XsF»GyH)
IF(M.EQ+0)GO TO 213
DO 212 J=1sM
IF(G(J)eLEsDs)GO TO 212
P=G(J)
FEAS=FEAS+P*P
212 CONTINUE
213 IF(K+EQe0)GO TO 215
DO 214 J=1,K
P=ABS(H(J))
FEASSFEAS+P#P
214 CONTINUE
215 ZSTAR=F+AMDA*FEAS
FEAS=0.,
GO TO 200
220 CALL FUNC{X»sFsGsH)
FMIN=F
ORDC=SLAMB*A/ (SUMR=X (N))
WRITE(65225)NI
225 FORMAT(//+~ FOR THIS=-sl4s- ITEM INVENTCRY SYSTEMs THE
4EXPECTED YEARLY —s/s- COSTS COMPUTED BY THE SEARCH
SALGORITHM ARE=3//3T6s=I1TEM=sT19,~HOLDING COST~4T 38
6-BACKORDER (OST-»/)
BACK=04.0
DO 228 I=1sNI
SUMR=0.0
DO 255 KL=1sNI
SUMR=SUMR+X (KL )
255 CONTINUE
RBAR(I )= (X (1) *#SLAMB=XLAMB( 1) *¥SUMR+XLAMB (L) #X(N))/SLAMB
HOLD (1) =XI%#C{I)*(X(1)=24U¥XMU(1)+RBAR(I}1/240
STVAL{1)=(RBAR{I)=~XMU(I})/STIGMA(IL}
ORDIN(I)=043989#(247183%%(~(STVAL(1]1%¥%240)/2+0))
CUMUH (1 )=RNCRM{STVAL{})
FI(1)=140-CUMUH(I) :
XBACK(1)=(XMULT)-RBAR(I))*FI(I)+SIGMA(I)*ORDIN(T)
XCYCLE=SLAMB/ { SUMR=X { N} }
TBACK ( I)=XBACK(I)*XCYCLE
CBACK (I )=TBACK(T)I*PI (1)
BACK=BACK+CBACK (1)
WRITE(69227)1sHOLD (T} sCBACK(T)
227 FORMAT(T6514sT20sF9.2,T38+F842)
228 CONTINUE
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HOLC=FMIN-ORDC~-BACK
WRITE(6+23U0HOLCWBACK
230 FORMAT (/9T5s—TOTAL~sT2UsFFe2+T38+sFBe2)
WRITE(65,232)0RDC
232 FORMAT (- THE QRDERING COST FOR THE SYSTEM [S~sF942)
WRITE(G6+234)FMIN
234 FORMAT (- THE TOTAL COST FOR THE SYSTEM IS5-43Fl2.2)
WRITE(6,231) '
231 FORMAT{/s43H THE -DPTIMAL- SOLUTION IS DESCRIBED BELOW-)
NSRP=X(N)
WRITE(6s500)NSRP
500 FORMAT(/s- THE SYSTEM RECRDER POINT SHOULD BE-sI5s-
TUNITSe- )
DO 530 IJ=1.NI
NBSL{IJ)y=xX{IJ)
WRITE(6+s510)1IJsN3SLLITJ)}
510 FORMATI(~- THE BASE STOCK LEVEL FOR ITEM=s1l4,~ SHOULD BE-
Besl5e=- UNITSe- )
530 CONTINUE
WRITE(64440)
440 FORMAT LU / /- k%%%kx END OF PROGRAM #¥%*% -, /)
STOP
END

SUBROUTINE FUNCI{XsFoGseH)
COMMON X1, XLAMB (1UU) o XMU{ 100} sC(1G0O)»SIGMALLQ0)
COMMON PI(100}+CBACK{10GUL)
COMMON NI +S5LAMBsA+sSUMR N
COMMON CUMUH{100)osFT1 (100)+XBACK(100Q)sTBACK(100)
COMMON RBAR{(100)sHOLD(10G0G}YsSTYAL{L0O) sORDINI{10Q0)
DOUBLE PRECISION X(1GC)sG(50G)sH(SO)
N=NT+1
SUMR=0.0
DO 50 I=1sNI
SUMR=SUMR+X (1)
50 CONTINUE
F1l=SLAMB#A/ {SUMR=X (N}
SHOLD=0.0
DO 80 I=1,4,NI
RBAR{I }=(X(1)}Y*S5LAMB-XLAMB( 1 )Y*SUMR+XLAMBI(T)*Xx{N))/SLAMB
HOLD (T )=XT*¥C () *(X([)-20%XMU(])+RBAR(I) )1 /2.0
SHOLD=SHOLOD+HOLD(1}
80 CONTINUE
F2=SHOLD
SUMB=0.,0
DO 90 I=1,NI
STVALITY={RBAR(I)Y-XMUCI))/SIGMA(])
ORDIN(I)I=0e3989% (2. T183%# (= (STVAL{T)*¥7240)/2.0))
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CUMUHUT ) =RNORM(STVAL (1))
FI{I)=1U=-CUMUH{T)

XBACK (T ) =(XMUCTI)Y-RBAR(CIY*FI{I)I+SIGMA(T)*ORDIN(T)
XCYCLE=SLAMB/ ISUMR-X{N))
TBACK({T)=XBACK (I ))#xCYCLE
CBACK(1)y=TBACK () #P] {])
SUMB=5SUMB+CBACK (1)
CONTINUE

F3=5UM8

DO 95 J=1,N
GlJdi=1.0=-X1J)

CONTINUE

F=F1+4F2+F3

RETURN

END
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Table 3. Lxample of a 6-Item Inventory System
Input Data Cutput Values
A o C o R T Hold.Cost
1 100 10 10.00 0.87 7 13 5.39
2 350 35 40.00 0.66 22 13 21.65
3 789 10 5.00 0.55 56 13 14.22
4 1230 100 40.00 0.73 86 13 160.59
5 456 34 4,00 0.61 34 13 8.49
6 1990 160 12.00 0.76 161 13 137.84
Table 4. Effect of Service Level on Yearly

Costs for System of Table 3
Systen System Yearly Costs
Service
Level Ordering Holding Total
0.950 1476.10 411.25 1887.35
0.910 1476.10 348.18 1824.28
0.860 1476.10 292.38 1768.48
0.810 1476.10 270.75 1746.86
0.750 1476.10 224.76 1700.86
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