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SUMMARY

The advent of high-frequency silicon-based technologies has enabled the design

of mixed-signal circuits that incorporate analog, RF, and digital circuit components

to build cost-effective system-on-a-chip solutions. Emerging applications provide great

incentive for continued scaling of transistor performance, requiring careful attention

to mismatch, noise, and reliability concerns. If these mixed-signal technologies are

to be employed within space-based electronic systems, they must also demonstrate

reliability in radiation-rich environments. SiGe BiCMOS technology in particular is

positioned as an excellent candidate to satisfy all of these requirements. The objective

of this research is to develop predictive modeling tools that can be used to design

new mixed-signal technologies and assess their reliability on Earth and in extreme

environments. Ultimately, the goal is to illuminate the interaction of device- and

circuit-level reliability mechanisms and establish best practices for modeling these

effects in modern circuits. To support this objective, several specific areas have been

targeted first, including a TCAD-based approach to identify performance-limiting

regions in SiGe HBTs and support device optimization, measurement and modeling of

carrier transport parameters that are essential for predictive TCAD simulations, and

measurement of device-level single-event transients to better understand the physical

origins and implications for device design. These tasks provide the foundation for

the bulk of this research, which addresses circuit-level reliability challenges through

the application of novel mixed-mode TCAD techniques. All of the individual tasks

are tied together by a guiding theme: to develop a holistic understanding of the

challenges faced by emerging broadband technologies by coordinating results from

material, device, and circuit studies.
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CHAPTER I

INTRODUCTION

In the past decade, there has been extraordinary growth in the global telecommuni-

cations market, driven largely by emerging broadband-communications applications,

such as mobile communications (GSM/CDMA), WLAN, GPS, DSL, and satellite

communications. At the core of this growth is the development of monolithic inte-

grated circuit (IC) technologies that have made it possible to build complex integrated

systems at reasonable cost. In part, this growth been enabled by the relentless scaling

of core device-performance metrics; more importantly, however, technologies have

been developed to support increasingly high levels of integration, which allow a wide

variety of functionality to be defined together on the same chip, simplifying packaging

and reducing total die count.

One increasingly important segment of the broadband-communications market is

high-speed communications with satellites in orbit around the earth. Extra-terrestrial

electronics systems are required to operate in extremely harsh environments and are

subjected to both particle radiation and cryogenic temperatures. Cryogenic tempera-

tures induce significant changes in all aspects of device operation. The fundamental

physical properties that drive these changes must be accurately characterized to pro-

vide a solid foundation for the development of robust devices and circuits. Furthermore,

radiation effects introduce serious reliability concerns that must be addressed before a

particular technology can become viable for extreme-environment applications.

Among the building blocks for broadband technologies are low-noise amplifiers,

power amplifiers, and voltage-controlled oscillators. The key performance metrics for

these blocks include low power consumption, high gain, high-frequency operation, high
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dynamic range, good linearity, and low noise. However, these circuit-level metrics are

necessarily coupled to corresponding device-level metrics; thus, an understanding of

device-level performance is critical to achieving circuit and system-level performance

gains. Any useful analysis of device performance depends on a solid understanding of

the fundamental physical processes that operate within the device.

1.1 Broadband IC Technologies

The advent of high-frequency silicon-based technologies has enabled the design of

mixed-signal ICs that incorporate analog and radio-frequency (RF) circuit components,

including the requisite passive elements and interconnects, with highly-integrated digi-

tal circuit components. Leveraging the economy of scale provided by silicon IC manufac-

turing, these technologies allow designers to build cost-effective system-on-a-chip (SoC)

or system-in-a-package (SiP) solutions for a variety of communications applications [26].

At present, there exist two families of high-frequency silicon-based mixed-signal tech-

nologies: highly-scaled RF complementary-metal-oxide-semiconductor (RF-CMOS)

and silicon-germanium bipolar-CMOS (SiGe BiCMOS), with each possessing its own

unique advantages.

Aggressive lithographic scaling, new materials, and process innovations such

as strain engineering have enabled the integration of RF-optimized metal-oxide-

semiconductor field-effect-transistors (MOSFETs) into traditional digital CMOS tech-

nology. Strain-engineered RF-CMOS on silicon-on-insulator (SOI) represents the

leading edge of CMOS technology, possessing advantages over bulk RF-CMOS by

minimizing parasitics, improving isolation, decreasing leakage, improving short-channel

effects, and improving single-event upset (SEU) tolerance [58]. The combination of

enhanced RF performance with state-of-the-art digital CMOS makes RF-CMOS on

SOI an attractive technology for system-on-a-chip applications such as integrating RF

front ends and baseband analog/digital circuitry on a single chip.

2



Similarly, SiGe BiCMOS technology is well suited for a wide variety of analog, RF,

and high-speed digital circuits, because of its high-frequency operation, low broadband

and 1/f noise, high transconductance per unit area, and compatibility with conventional

CMOS fabrication. Modern SiGe technology is almost universally implemented with

the high-frequency SiGe heterojunction bipolar transistor (HBT) as an add-on to

a core digital CMOS technology (SiGe HBT + Si CMOS). Consequently, within a

mixed-signal IC, this allows the SiGe HBT to be used where it is best suited, that is,

within RF, microwave, analog, and high-speed digital circuit components, whereas

Si CMOS can be used to its greatest advantage within lower-performance memory

and digital circuit components [23]. Although InP HBTs have demonstrated greater

current-gain and power-gain cutoff frequencies (fT and fmax) at higher breakdown

voltage (BVCEO) than their SiGe HBT counterparts, scaling trends suggest that THz

levels of performance could be achieved by SiGe HBTs at useful levels of breakdown,

combining the enormous integration and cost advantages of silicon manufacturing

with device performance comparable to III-V technologies [115].

Comparing SiGe BiCMOS to RF-CMOS, one key difference is that the frequency

performance of the SiGe HBT is primarily determined by its vertical profile, whereas

RF-optimized MOSFETs depend on the minimum feature size allowed at a particular

lithography node. Consequently, SiGe HBTs enjoy roughly a two-generation litho-

graphic scaling advantage over CMOS for fixed performance. Since lithography has

increasingly become the largest fixed cost for IC manufacturing, this gives the SiGe

HBT a significant cost advantage over RF-CMOS, outweighing the cost of the addi-

tional masks needed to define the SiGe HBT in the BiCMOS process [24]. Furthermore,

CMOS transistors face increasingly difficult challenges with device-to-device matching

as they are scaled because of larger relative variations in the lateral dimensions, further

compounded by increased short-channel effects and the high-k dielectrics and metal

gate used in the most advanced technology nodes. In contrast, matching in bipolar
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Figure 1: Cross-section of a representative first-generation SiGe HBT.

devices tends to improve with scaling as a result of the increase in doping levels.

Highly-scaled RF-CMOS also presents serious challenges for circuit designers because

of poor output conductance, high leakage currents, degraded low-frequency noise, and

low breakdown voltages. For the SiGe HBT, breakdown voltage is becoming one of the

major scaling bottlenecks, although breakdown voltages remain higher than CMOS

for fixed frequency performance [115].

1.2 The SiGe HBT

Fundamentally, the SiGe HBT is very much the same as its Si bipolar-junction

transistor (BJT) counterpart, except that in the HBT a graded Ge profile is introduced

in the base layer, which allows device designers to exercise bandgap-engineering for

the first time in silicon-based technology. The cross-section of a representative first-

generation SiGe HBT is shown in Figure 1. Its corresponding doping and Ge profiles

are given in Figure 2. In the resulting energy-band diagram (Figure 3), the Ge

profile produces a graded offset that is primarily manifested in the conduction band.

Although the inherent band offset caused by the Ge profile occurs in the valence band,

it is effectively translated to the conduction band. With a constant p-type doping

in the base, both the Fermi level and the energy difference between the Fermi level
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Figure 2: Measured doping profile of a representative first-generation SiGe HBT.

and valence band are fixed; the Ge grading induces a valence band offset, but because

the Fermi level must remain constant in equilibrium, it must decrease in energy along

with the conduction-band edge.

For DC operation, one fundamental impact of the graded conduction-band offset

is to enhance minority-electron transport across the base by inducing a drift field. In

addition, the Ge content at the emitter-base (EB) junction will reduce the potential

barrier for electron injection from the emitter to the base, yielding exponentially

greater electron injection for the same applied VBE (i.e. higher current gain). Finally,

a finite Ge content at the collector-base (CB) junction will positively influence the

output conductance of the transistor (i.e. higher Early voltage), since the smaller base

band gap near the CB junction effectively weights the base profile so that back side

depletion of the neutral base with increasing VCB is suppressed [24].

For AC operation, the Ge grading-induced drift field will intuitively lead to a

reduced base transit time, which typically is the limiting transit time that determines
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Figure 3: Energy-band diagrams for a Si BJT and a graded-base SiGe HBT, biased
in forward active mode at low-injection.

performance metrics such as the maximum operating frequency. In addition, the

Ge-enhanced injection of electrons from the emitter into the base dynamically produces

a back-injection of holes from the base into the emitter. This reduces the emitter

charge-storage delay time, which is reciprocally related to the AC current gain of the

transistor [24].

These DC and AC effects are dependent on the profile of the Ge content, especially

the mole fraction at the EB junction and the degree of grading across the neutral base.

However, trade-offs in profile design exist because of the fact that SiGe film stability

limits the total Ge content that can be present. Consequently, different Ge profiles can

be designed to achieve specific performance goals. For example, a triangular profile

beginning at the EB junction and peaking just inside the CB space-charge region

would maximize the frequency performance and Early voltage while providing little

improvement to the current gain. A box-shaped profile that is flat across the base

would maximize the DC current gain, but would not enhance electron transport across
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the base. Alternately, a trapezoidal profile or a profile as illustrated in Figure 3 would

simultaneously improve all performance metrics, albeit to a lesser extent.

At present, state-of-the-art npn SiGe HBTs have been demonstrated with peak

fT and fmax above 400 GHz at room temperature [20, 117]. Great motivation for

continued performance scaling exists as a result of increasing performance requirements

for existing RF through mm-wave applications, as well as emerging applications such

as mm-wave to sub-mm-wave radars and sensors for security, automotive, and medical

applications. With the SiGe HBT breakdown voltage becoming a key challenge

to performance scaling as a result of the inherent tradeoff between peak fT and

breakdown voltage, the collector doping profile and Ge retrograde in the CB junction

must be carefully designed. Moreover, the development of next-generation SiGe HBTs

will require implementation of new structures to minimize base resistance (RB) and

collector-base capacitance (CBC) [116]. Developing and enhancing effective technology-

computer-aided-design (TCAD) techniques will remain a key tool in addressing these

scaling challenges by identifying the limiting factors during iterative optimization of

new device designs.

1.3 Extreme Environment Electronics

Radiation fields result from the magnetosphere and proton and electron belts sur-

rounding the earth. Solar wind particles trapped in the earth’s magnetic field result

in the “Van Allen” radiation belts, which are particularly concerning for the orbital

paths of satellites [60, 61]. As a result of operating in this extreme environment,

electronic systems often suffer from degraded performance or altogether fail after a

length of time. Radiation-induced damage is of particular concern as technologies

scale, since changes to the device structure and fabrication process can potentially

lead to increased radiation sensitivity. Device and circuit performance degradation can

be attributed to three primary mechanisms: displacement damage, ionization damage,
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and single-event effects (SEE). The first two mechanisms are typically addressed

together as total-ionizing-dose (TID) damage. SEE can be divided by the various

types of errors that can be caused within a circuit. For example, temporary errors

include single-event transients (SET), single-event upset (SEU), and multiple-bit upset

(MBU), whereas permanent errors include single-event latchup (SEL), single-event

burnout (SEB), and single-event gate rupture (SEGR).

1.3.1 Radiation Effects in CMOS

CMOS technologies suffer from increased off-state leakage as a result of TID radiation.

The primary cause of leakage in modern CMOS platform is traps that are created

along the shallow trench isolation (STI) sidewalls at each end of the transistor, creating

leakage paths between the source and drain terminals [29]. TID radiation hardness

appears to improve with device scaling, but studies show considerable variability

between different manufacturers and even different fabrication lots of the same IC [51].

In SOI CMOS, considerable complexity is introduced with the addition of the SOI

buried oxide, in which positive trapped charge can result in TID-induced back-channel

leakage. The most effective mitigation technique to achieve multi-Mrad(SiO2) TID

hardness is to employ an annular MOSFET geometry; however, the penalties of this

approach include increased layout area and parasitics, limitations in width to length

ratio, a lack of existing compact models, and the inherent device asymmetry [29].

Continued scaling of CMOS has led to an increased SEE sensitivity both in SOI

and bulk platforms. Although SOI CMOS is inherently immune to latchup and more

resistant to SEE because of the elimination of charge collection from the substrate

[28], its SEE sensitivity increases nonetheless as circuit switching speeds increase and

the amount of charge that represents stored information is reduced [29]. As a result,

SEE have become a significant reliability challenge not only for space-based CMOS

technologies, but even for advanced Earth-based CMOS technologies. SET may set
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fundamental limits on the operating speed of radiation-hardened ICs, and studies

have shown that many newer ICs suffer complex failure modes such as single-event

functional interrupt (SEFI) that may require a device reconfiguration or power cycle

for recovery [29]. Thus, SEE mitigation will be critical to the design of of any reliable

circuit operating in terrestrial, high-altitude, or space environments. To date, a variety

of mitigation techniques have successfully been implemented, including device-level

hardening through cross-coupled feedback resistors [88], circuit-level hardening through

internally-redundant storage elements [9], and system-level hardening through error

detection and correction circuitry.

1.3.2 Radiation Effects in SiGe HBTs

Due to its inherent tolerance to multi-Mrad(SiO2) TID radiation and improved DC

and AC performance at cryogenic temperatures [23], SiGe BiCMOS technology has

emerged as a strong contender for extreme-environment applications such as space-

based electronics, which must operate in radiation-rich conditions and at cryogenic

temperatures (e.g., 43 K in the shadowed polar craters of the Moon). In bipolar

transistors, unlike MOSFETs, the primary transistor action occurs away from any

Si-SiO2 interfaces; thus, the SiGe HBT is inherently hardened to TID damage without

any process or layout modifications. Some TID-induced base leakage current does

appear as a result of traps created along the EB spacer oxide, but this current is

negligible up to multi-Mrad(SiO2) and TID hardness has been demonstrated across

all existing SiGe technology nodes [25, 54, 104]. SEE, however remain an area of

concern for space-based SiGe circuits, and the inherent susceptibility of SiGe digital

logic circuits to SEU [62, 84] is further compounded by the apparent increase in SEU

(proton) sensitivity at cryogenic temperatures [102].

To mitigate SEE in SiGe ICs, a variety of circuit- [50, 62, 76] and device-level

hardening techniques [82, 103] have been implemented with minimal impact on system
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complexity. These radiation-hardening-by-design (RHBD) techniques can be supported

considerably by modeling and simulation—at the device level through 3-D physical

TCAD simulations of ionizing radiation effects, and at the circuit level either through

traditional compact modeling [71, 78] or true mixed-mode simulations (compact models

+ 3-D TCAD) [106, 108]. Nevertheless, effective optimization of RHBD techniques can

only be performed when there is sufficient fidelity between simulated and measured

SET. The SEE response at the circuit level depends heavily on the circuit topology as a

result of feedback effects, varying device biases, and for certain circuits, dynamic biases

that evolve on the same time scale as that of measured device SET. Moreover, the

importance of addressing this issue when modeling SET grows as circuit response times

scale and become comparable to the duration of the individual transistor transients

[106]. Clear guidelines must be established as to which approaches to modeling SET

are valid for various conditions (circuit topology, technology node, device geometry,

environment, etc.).

1.4 Long-Term Device and Circuit Reliability

In addition to radiation-related reliability concerns, device technologies must be

ensured to be sufficiently immune to all types of degradation mechanisms associated

with any extreme operating conditions. Circuits and systems impose a wide range

of voltage and current conditions that can cause degradation of the device building

blocks, passive elements such as inductors and capacitors, and back-end-of-line (BEOL)

metal interconnects. Reliability of a given technology means that under typical circuit

operating conditions, the circuits—and the systems ultimately constructed from

those circuits—must not wear out or degrade to a level at which they fail over the

entire functional life of the system. Reliability is ensured by extensive testing of

each individual component of a given technology, each of which possesses unique

degradation mechanisms.
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Considering bipolar transistors, reliability has historically been ensured by first

subjecting the devices to extreme operating conditions for extended periods of time,

then quantifying the change in device figures-of-merit (FoM), and finally inferring

the maximum stress conditions that ensure a tolerable change in those FoM over the

lifetime of the device. Traditionally, the two extreme operating conditions imposed

upon bipolar transistors have been: (1) a larger reverse bias stress applied to the

emitter-base junction, causing hot-carrier damage (hot electrons, hot holes, or both),

and (2) a high forward collector current density stress. Accelerated stress conditions

are typically applied to minimize the stress time required to produce sufficient damage,

and testing is performed at either elevated (for high JC stress) or reduced (for reverse

EB stress) temperatures to impose worst-case stress conditions. During a technology’s

qualification process, various process parameters will be tuned until all of the desired

reliability metrics have been met. This methodology has been the standard practice

for bipolar technologies for the past several decades, but more recent studies of the

high-speed SiGe HBT prove that this methodology does not capture all possible

degradation mechanisms [22]

The modern SiGe HBT has evolved significantly from the older Si bipolar tech-

nologies that were originally designed primarily for digital logic applications. The

device speeds are much higher (with much higher peak doping concentrations), and in

addition to the Ge grading of the SiGe base, many advancements have been made

in the physical device structure that make it radically different from its Si BJT

predecessor. Consequently, the full scope of possible degradation mechanisms must

be reconsidered, including reverse EB and forward-JC stress, but also addressing the

impact of Ge film stability on process yield, radiation-induced degradation, breakdown

voltage, bias instabilities, and impact-ionization-induced mixed-mode stress. The

mixed-mode stress degradation mechanism, first reported in [118], poses a unique

challenge for RF and mixed-signal applications because it arises when a high collector
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current density and high collector-base voltage are applied simultaneously to a SiGe

HBT; these of course are common bias conditions for many RF and mixed-signal

circuits. It can be distinguished from conventional reverse EB and forward-JC stress

by the inverse-mode IB degradation as well as its unique geometrical dependence.

Fundamentally, the mixed-mode degradation mechanism results from hot carriers that

originate in the collector-base junction, traverse to the shallow-trench isolation (STI)

oxide and emitter-base (EB) spacer oxide interfaces, and depassivate silicon dangling

bonds to cause a net increase in interface traps.

A variety of experimental [11, 16, 18, 118, 119, 120] and theoretical studies [15,

16, 110] of the mixed-mode degradation mechanism have been published. In the

theoretical work, ideas have often been appropriated from studies of CMOS reliability

and hot-carrier injection, such as the lucky-electron model [38, 41] and the reaction-

diffusion model [42, 77, 83] to explain the dynamic nature of trap passivation and

depassivation at the Si-SiO2 interfaces. What has been made clear through all of

this work is that the degradation mechanisms of the SiGe HBT are by nature highly

dependent on the specific device technology, circuit type, and time-dependent circuit

operating conditions. The reliability response of single device at fixed bias conditions

does not provide sufficient information to assess overall circuit and system reliability,

since the mixed-mode degradation mechanism exhibits a complex spectrum of damage

and annealing regions [18, 19]. Thus, much more research is needed to establish

methods by which the overall degradation response of modern mixed-signal circuits

can be accurately predicted.

1.5 Research Objectives

Throughout the history of the semiconductor industry, the principal driving force

behind IC technology innovation has been device scaling. The reduction of device

dimensions has led to increasing levels of integration, a trend recognized by the
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rise of labels such as small-scale integration (SSI), medium-scale integration (MSI),

large-scale integration (LSI), and very-large-scale integration (VLSI), which refer to

the total number of transistors on a given IC. At present, ICs with greater than

one billion transistors are commonly available. However, simply scaling transistor

dimensions to improve speed and transistor count is not sufficient to maintain the

technological growth necessary to meet the challenges of emerging mixed-signal and

RF applications. Replacements are needed for costly III-V IC components to drive

down costs and facilitate design of complete SoC solutions. This requires continued

scaling of silicon-based transistor performance, improving peak cutoff frequencies,

gain, and other relevant performance metrics while minimizing mismatch, noise, and

reliability concerns. Furthermore, as mixed-signal technologies become more widely

accepted, they must overcome the additional hurdle of validation for reliable operation

in extreme environments if they are to be employed within satellite or other space-

based electronic systems. SiGe BiCMOS technology in particular is positioned as

an excellent candidate to satisfy all of these requirements. The present research

addresses performance-scaling and reliability of the SiGe HBT as well as operation of

state-of-the-art CMOS and HBT devices in extreme environments. The purpose of

this research is to develop enhanced predictive modeling tools that can be used to

design new devices and subsequently predict their reliability on Earth and in extreme

environments. Experimental measurements have been used to benchmark and validate

these tools.

A significant amount of research has been completed to enhance predictive-modeling

capabilities for advanced broadband technologies that have great promise for extreme-

environment applications. This research has leveraged access to the IBM 45-nm

RF-CMOS platform as well as multiple generations of commercially-available SiGe

BiCMOS technology to conduct experimental measurements for support and validation

of new modeling approaches. Contributions of this research include improved modeling
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tools to facilitate continued performance scaling of the SiGe HBT, calibration of

TCAD-compatible physical models for extreme environments, new measurements of

device-level single-event transients, and improved modeling of circuit-level single-event

transients. First, an improved 2-D transit time analysis is introduced in Chapter

2. This tool greatly enhances device optimization by enabling device designers to

very quickly extract the fT from a TCAD device model and identify the spatial

distribution of the contributions to the total device delay. Subsequently, experimental

measurements of recombination lifetime and resistance in a SiGe BiCMOS technology

are reported in Chapter 3 and used to calibrate models of fundamental carrier-transport

parameters that are key to accurate modeling of single-event effects. Chapter 4 presents

and analyzes experimental measurements of SETs captured for the first time from a

commercial 45-nm RF-CMOS technology. Chapter 5 builds upon the foundation of

the material and device research from Chapters 2-4 to achieve a new understanding of

underlying SET mechanisms and establish best practices for modeling circuit-level

SET. In Section 5.2, existing SET data from a SiGe voltage reference is used to

investigate the accuracy of various circuit-level SET modeling approaches, identifying

the limitations of each approach and providing new insight into best practices for

modeling circuit SET in different circuit topologies and device technologies. A similar

approach is then applied in Section 5.3 to a building-block of digital circuits, the D flip

flop, to reveal pitfalls in conventional circuit SET modeling approaches and highlight

coupled mixed-mode TCAD simulations as an essential tool for understanding SEE

in modern IC technologies. Chapter 6 extends this mixed-mode TCAD approach to

address long-term device and circuit reliability due to hot carrier-induced degradation.

In addressing circuit reliability associated with transient radiation effects, physics-

based TCAD models of ion-strike charge collection are embedded in a compact model

circuit environment to assess the impact on circuit operation. In the same way, physics-

based TCAD models can be used to model device operation at or beyond classical “safe
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operating area” (SOA) limits, where complexities arise such as pinch-in instabilities,

thermal effects, current-dependent breakdown phenomena, complex 3-D effects, and

stress-induced leakage. Finally, Chapter 7 will summarize the key contributions of

this research and highlight the critical topics for which further research is needed to

support the development of high-performance, reliable broadband IC technologies.
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CHAPTER II

IMPROVED TRANSIT-TIME ANALYSIS FOR SIGE HBT

PERFORMANCE OPTIMIZATION

Developing and enhancing effective TCAD optimization techniques will enable the

design of more highly scaled device profiles. One such technique is the quasi-static

transit-time analysis [26, 99, 109], which enables a detailed look at the regional

contributions to the total transit time through the physical device. A key advantage

of this technique is that it allows one to rapidly quantify and visualize the dynamic

performance of a given device profile in greater detail than traditional frequency-

domain simulations, and in only a fraction of the computational time. Moreover, since

this technique is based on a DC bias-sweep simulation, the current gain β can be

extracted simultaneously with the cutoff frequency, fT. Variations of this technique

have been successfully applied to npn SiGe HBTs at several different scaling nodes

[2, 6, 21, 53, 96, 97] as well as complementary-SiGe (C-SiGe) HBTs [13].

In addition to estimating the cutoff frequency of a device, transit-time analysis

can also provide insight into the regional contributions to its total delay time. For

a 1-D transit-time analysis, the extraction of regional transit-time components is

relatively straightforward [2, 53, 96, 109]. However, proper optimization of modern

SiGe HBTs requires 2-D or even 3-D simulations to capture the intricacies of effects

such as the high-injection Kirk effect and heterojunction-barrier effect (HBE). The

result is an increase in the complexity of defining region boundaries and integrating

over these to obtain the regional transit times. Previous 2-D transit-time studies have

estimated the regional transit-time components, but these were limited to integrations

over fixed regions chosen based on the doping profiles and the intrinsic and extrinsic
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areas of the device [21, 97]. Although these provide rough approximations of the

transit-time components, the region boundaries are more correctly delineated by

the carrier dynamics throughout the active device. Moreover, these boundaries will

change dynamically according to the device operating conditions, particularly at

high-injection.

With this in mind, the traditional transit time analysis is enhanced here by

introducing a 2-D streamline analysis that enables direct extraction of the regional

transit times using bias-dependent region boundaries. This analysis tool is fully

automated and integrated within commercially-available TCAD software [105] and is

thus well-suited for TCAD-based optimized scaling of SiGe HBTs.

2.1 2-D Transit Time Analysis

The basis for the 2-D transit-time analysis is described in [99, 109]. In the quasi-static

approximation, the transit time for a 2-D npn bipolar transistor from the emitter

contact to the collector contact is given by

τec =
1

2πfT
=

∆Qtot

∆IC

∣∣∣
VCE

=
q

∆IC

∫∫
∆n(x, y)

∣∣∣
VCE

dydx. (1)

The small-signal quantities ∆JC and ∆n are calculated from a pair of static device

simulations modeling a small voltage perturbation, VBE, around a DC bias point. For

the results presented here, hydrodynamic simulations were performed in which the DC

bias across the emitter-base junction was swept from low-injection to high-injection

regimes, with a small-signal perturbation of VBE = 1 mV, and fixed collector-base bias

of VCB = 0.5 V. Negligible change was observed in the estimated fT for VBE values

from 1 mV to 10 mV. The simulation mesh was optimized and refined throughout the

active device regions to ensure a precise representation of the 2-D charge distributions

used in the transit-time calculations.

The transit-time streamline analysis resembles that of previous 1-D transit time

analyses [2, 26, 96, 109] in that the cumulative transit time, τn, is defined along the
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path of electron transport (or hole transport for pnp HBTs), which can then be divided

into regional transit times by various methods. The fundamental difference, however,

is that for a 1-D simulation there is a single carrier transport path, whereas for a 2-D

simulation domain this path must be chosen carefully. Furthermore, in calculating τn,

the local current density varies along the streamline path and must be used in place

of JC. Consequently, the cumulative transit time along the length of a streamline is

given by

τn(s) = q

∫ s

0

∆(x(s), y(s))

|∆~jn(x(s), y(s))|

∣∣∣
VCE

ds. (2)

A desired streamline path can be generated for any point of interest from the small-

signal electron current-density vector field, which is calculated as the difference in

large-signal current-density vector fields of the two static solutions:

∆~jn(x, y) = ~Jn2(x, y)− ~Jn1(x, y). (3)

This is in contrast to the 3-D streamline analysis of [6], in which streamlines were

computed from the large-signal current-density vector field. The small-signal current

must be used since this is a small-signal analysis. This becomes critical when 2-D

high-injection effects are present. It is important to note that this analysis can also

be directly extended to 3-D TCAD models without any fundamental changes, and

also applied to pnp SiGe HBT optimization.

2.2 Regional Transit Times

For highly-scaled bipolar transistors, the depletion approximation becomes invalid in

the base and thus abrupt space-charge-region boundaries cannot be clearly identified

[26]. Furthermore, the region in the base where ∆n ≈ ∆p disappears for sufficiently

scaled devices [2, 96]. Although this indicates that diffusive delay in the base of

such devices is negligible at low injection, there remains utility in subdividing space-

charge and quasi-neutral-base transit times to capture the sharp increase in the
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quasi-neutral-base transit time at high injection. For the analysis presented here,

boundary definitions were chosen based on carrier and dopant densities to maximize

the robustness of the boundary algorithm. The space-charge boundary in the emitter is

defined to be the position at which the majority carrier concentration comes within 10%

of the background doping concentration. At low injection, the same definition is used

for the space-charge boundaries in the base. At high injection, this definition cannot

be used, as the carrier densities increase well beyond the base doping concentration;

instead, the base boundaries are chosen simply to be the position where n = p. The

collector space-charge boundary is defined in the same way as the emitter boundary,

with the exception that the majority carrier density is adjusted by subtracting the

density of mobile carriers that comprise the collector current, JC/qvsat. Although

velocity overshoot occurs within the collector-base space-charge region, the carriers are

assumed to exit the space-charge region at approximately vsat. The definition of these

four boundaries gives rise to five regional transit-time components: the quasi-neutral

transit times, τe, τb, and τc, and the space-charge transit times, τbe and τcb.

A key advantage of this regional analysis over previous 2-D studies [21, 97] is that

the region boundaries are bias dependent. To accurately reflect the regional transit

times at high injection, it is critical that the base boundary follow the base push-out

into the collector with the onset of the Kirk effect. Moreover, this analysis allows the

space charge and quasi-neutral regions to be separately defined. Since the streamline

computes the delay along a single path, multiple streamlines can be computed through

various areas of the device to ascertain the regional transit times throughout the

simulation domain.

2.3 Simulation Results

To verify that the quasistatic transit time analysis can be substituted for conventional

frequency-domain simulations, the cutoff frequency of a calibrated model of a 50 GHz
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Figure 4: Comparison of fT vs. JC curves simulated for a calibrated model of a
50 GHz npn SiGe HBT, using both the 2-D transit time analysis and frequency-
domain simulations.

SiGe HBT (IBM 5AM SiGe BiCMOS) was computed using both types of simulations.

As shown in Figure 4, the two simulations produce remarkably similar results across

the entire range of bias conditions.

2.3.1 Scaled npn SiGe HBTs

The 2-D transit-time analysis was performed on five prototype npn SiGe HBTs: GT0-

GT4, with GT0 being a calibrated 200 GHz (fT) SiGe HBT [114], GT1 a 375 GHz

SiGe HBT, GT2 a 450 GHz SiGe HBT, GT3 a 550 GHz SiGe HBT, and GT4 a

700 GHz SiGe HBT [113]. A comparison of the transit-time fT calculation with the fT

computed from hydrodynamic frequency-domain simulations is given in Figure 5 for

GT0-GT2, demonstrating close agreement across the entire bias range and validating

the suitability of substituting transit-time simulations in place of frequency-domain

simulations even for highly scaled devices. The transit-time streamline analysis is

explored in detail using the hypothetical GT1 transistor. Figure 6 shows a small-signal

streamline at VBE = 0.8 V originating near the center of the emitter (x = 0.01 µm)
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Figure 5: Comparison of fT vs. JC curves for scaled npn SiGe HBTs as computed by
the 2-D transit time analysis and frequency-domain simulations.

Figure 6: Example streamline computed for GT1 at VBE = 0.8 V and VCB = 0.5 V.
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and extending to the collector contact. The cumulative small-signal transit time was

computed at DC bias points ranging from VBE = 0.7 V to VBE = 1.05 V, illustrated

in Figure 7 as a function of distance traversed along the streamline. It is important to

note that the transit time is not a measure of the physical time it takes for a single

carrier to transit from emitter to collector, but rather is a function of the change in

the distributions of the carrier concentration and the current density. As such, the

decrease in transit time near the collector space-charge boundary is not unphysical;

instead, its physical origin is the extension of the collector-base space-charge region

toward the sub-collector, which causes a decrease in the electron concentration at

the edge the space-charge region, thus reducing the total transit time [26, 96]. At

low VBE (0.7 V and 0.8 V), the base-emitter space-charge transit time dominates the

total transit time. As the bias is increased, the higher transconductance leads to a

reduction in the space-charge transit times, τbe and τcb. The relative contribution of

τbe is reduced while that of τcb is increased, since the reduction in τcb is limited by

the mobile electron storage in the collector-base space-charge region. The peak cutoff

frequency occurs just before the suppressed τbe and τcb are overcome by the sharp

increase in τb at the onset of the Kirk effect and HBE (VBE = 0.9 V). Early onset of

the Kirk effect is evident at VBE = 0.95 V, with an increased base width and a higher

contribution of τb to the total transit time. HBE is in full effect at VBE = 1.05 V,

causing τb to dominate the total transit time. These trends are clearly exhibited in

Figures 8-10, which plot the regional transit times as a function of collector current

density for transistors GT0-GT2. One intriguing scaling trend for these devices is the

increasing contribution of τcb to the total transit time at peak fT, highlighting the

importance of collector profile optimization.

The scaling trends are more clearly shown in Figure 11, which gives the relative

magnitude of each regional transit time component when the GT0-GT4 are biased at

peak fT. The largest component of the total transit time is consistently the collector
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Figure 8: Regional transit times vs. bias for GT0 with VCB = 0.5 V.

10
−1

10
0

10
1

10
−14

10
−13

10
−12

10
−11

J
C
 (mA/µm2)

T
ra

ns
it 

tim
e 

(s
)

 

 
τ

ec
τ

e
τ

be
τ

b
τ

bc
τ

ec,2−D

Figure 9: Regional transit times vs. bias for GT1 with VCB = 0.5 V
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Figure 10: Regional transit times vs. bias for GT2 with VCB = 0.5 V

transit time. With increasing vertical scaling, the relative contribution of the neutral

base transit time is reduced, and the collector transit time becomes increasingly

dominant. This trend is unavoidably linked to vertical scaling of the HBT. A smaller

base width and higher base doping will strongly reduce the base and base-emitter

transit times. The collector transit time will also be reduced as the collector doping

is increased, but to a lesser degree, since it can only be improved by increasing the

collector doping, and that increase is limited by breakdown constraints.

2.3.2 Application Towards a C-SiGe Scaling Roadmap

In [12], a complementary SiGe HBT scaling roadmap is presented, including candidate

profiles for matched npn and pnp SiGe HBTs at the 100 GHz and 200 GHz peak-

fT performance nodes. This roadmap was developed using a sophisticated TCAD

framework that enables realistic estimates of the key device performance metrics based

on highly parametrized device models, which in turn enable predictive optimization

toward targeted performance nodes. Integrated within this TCAD framework is the
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Figure 11: Regional transit time components for scaled npn SiGe HBTs biased at
peak-fT, normalized to total transit time.

quasistatic transit time analysis presented here, including the streamline-based regional

transit time analysis. The utility of the transit time analysis was demonstrated through

its use in the simultaneous optimization of the vertical profiles of both npn and pnp

SiGe HBTs to achieve matched dc and ac performance across a wide range of bias

conditions, which is no small challenge because of the valence band offset and lower

minority carrier mobility associated with pnp SiGe HBT design [13]. The regional

transit time analysis was very helpful to fine tune the doping and Ge profiles based

on the limiting regions across bias and the onset of the Kirk effect and HBE.

Figure 12 shows the close correlation of the ac performance (fT, fmax) of the npn

and pnp devices at the highest performance node optimized in [12] (200 GHz). From

the regional transit time analysis, the transit time components are shown in Figure

13, in which similar trends are shown for both npn and pnp devices. The total transit

time, τec, is closely matched by design. Moderate differences exist between several
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Figure 12: Comparison of the ac performance (fT, fmax) for the calibrated 200 GHz
C-SiGe HBT models.

of the individual components; this can be attributed to differences in the vertical

profiles as well as to differences in hole vs. electron mobilities. For example, the

emitter transit time of the pnp device is relatively higher at low-injection compared

to the npn device because of a slightly lower current gain at those bias conditions,

although it becomes comparable to that of the npn at peak-fT, where the current

gains are well matched. At higher injection, the base transit time of the npn device is

larger than that of the pnp device because of the higher collector doping that delays

the onset of the Kirk effect. In both devices, however, the same general trends are

observed as were for the scaled npn SiGe HBT models of the previous section, where

the base-emitter transit time dominates at low injection, the collector transit time

dominates near peak-fT, and the base transit time increases sharply following the

onset of high-injection effects. In Figure 14, the regional transit times at peak-fT

are shown for the 100 GHz and 200 GHz C-SiGe device models as a fraction of the

total transit time, with the results from the calibrated 200 GHz npn SiGe HBT model
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also shown for reference. Comparing with the results of Figure 11, there is a close

correlation between the 200 GHz devices due to their similar doping levels and base

widths. Furthermore, the transit time components of the 100 GHz devices fall as

expected on the scaling continuum, with the contribution of the collector transit time

relatively smaller as compared to the higher performance nodes.

2.4 High-Injection Effects

At the onset of high injection, the small-signal streamline analysis reveals a gradual

two-dimensional onset of the Kirk effect and HBE across the width of the collector-base

junction. Base push-out first occurs at the center of the device where the current

density is greatest, exposing the retrograded Ge profile [90]. The accumulation of holes

at the valence band barrier induces a conduction-band barrier that inhibits electron

transport. Since the barrier first appears at the center of the device, the small-signal

electron transport path is diverted laterally within the base to flow around the barrier,

as illustrated in Figure 15. As the electron current density in the collector-base

junction increases with bias, the onset of the Kirk effect and associated HBE expands

laterally, driving the small-signal electron transport path further out along the width

of the collector, as shown in Figure 16. At sufficient bias, HBE is in effect across the

width of the collector-base junction; thus, the small-signal path relaxes toward the

center of the device as it is forced to flow through the conduction-band barrier. From

this point onward, current spreading is primarily resistive.
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Figure 15: Streamlines computed for GT1 at early onset of HBE, with VBE = 1.01 V
and VCB = 0.5 V.

Figure 16: Streamlines computed for GT1 with VBE = 1.03 V and VCB = 0.5 V.
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CHAPTER III

MEASUREMENT AND MODELING OF CARRIER

TRANSPORT PARAMETERS FOR EXTREME

ENVIRONMENTS

SEU hardening techniques can be further developed and optimized by analyzing the

transient dynamics of charge generated by a heavy-ion strike. This is most easily

accomplished with TCAD simulations of charge collection at the terminals of an HBT

following a heavy-ion strike, which can be used to study the influence of variables

such as ion species, ion energy, strike angle, and strike location [70, 75, 81, 111]. Such

simulations can directly evaluate device-level radiation-hardening techniques or, by

introducing the simulated strike-induced current transient into circuit simulations,

they can also be used to assess circuit implications and evaluate circuit-level hardening

techniques. However, the validity of these simulations is entirely contingent upon the

integrity of the underlying physical parameter models.

Calibrated recombination, mobility, and ionization models must be developed to

accurately predict the behavior of SiGe HBTs and the circuits in which they are

employed. Consequently, experimental measurements of these parameters must be col-

lected from within the actual technology that will be utilized, a fact that is particularly

evident for parameters such as recombination lifetime, whose magnitude and tempera-

ture dependence vary greatly depending on the composition of defects and impurities

present in a given technology. This research addresses the theoretical temperature

dependence of the Shockley-Read-Hall (SRH) recombination lifetime [37, 98]. Experi-

mental measurements of recombination lifetime from the substrate of IBM’s 8HP SiGe

BiCMOS technology are presented, including the lifetime response to 63.3 MeV proton
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irradiation. This data are then used to develop calibrated temperature-dependent

parameter models for TCAD. Similarly, experimental measurements of resistance from

different regions within IBM’s 5HP/5AM SiGe BiCMOS technology are presented,

and then used to calibrate TCAD-compatible parameter models for mobility and

incomplete ionization.

3.1 Minority Carrier Recombination

Few published temperature-dependent bulk lifetime measurements exist for commercial

silicon-based technologies. Furthermore, published data such as in [34] are limited to

a temperature range of 300 K to 400 K. Despite the solid foundations of SRH theory

and many recent contributions by the photovoltaic community, carrier lifetime studies

have been either restricted to theory or confined to laboratory test cases designed to

characterize the behavior of a particular impurity or defect. For example, these studies

characterize the recombination behavior of individual impurities such as copper [56],

iron [7, 87], aluminum [89], and nickel [55], along with intrinsic defects such as the

boron-related defect [57], oxygen-related defect [92], metastable defect in boron-doped

Czochralski-grown silicon [86], and radiation-induced defects [8, 44]. However, despite

all of these prior contributions, accurate modeling of “real-world” high-speed devices

necessitates an empirical knowledge of carrier lifetimes within the actual technology

that will be used.

3.1.1 Experimental Details

The minority electron lifetime in the 8–10 Ω · cm p– substrate of IBM’s 8HP SiGe

BiCMOS technology was measured using custom diode structures constructed from

the substrate-subcollector junction. Similarly, the minority hole lifetime in the n-well

region was measured using diodes constructed from a p+ diffusion layer (extrinsic

base) within the n-well. A representative cross-section of a SiGe HBT that depicts

these regions is given in Figure 1. Multiple samples of both 100× 100 µm2 and
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200× 200 µm2 diodes were measured across temperature and injection level.

The compensated open circuit voltage decay (OCVD) technique for lifetime mea-

surement [35] was chosen because it is purely electrical, can measure lifetimes in the

bulk of the semiconductor, can be used to measure injection dependence by varying

the diode current, and is compatible with packaged measurements within cryogenic

and high-temperature test fixtures. Abrupt current pulses were applied to the test

diodes by passing a 1 kHz square wave through a 1N4148 fast-switching diode while

an oscilloscope captured the transient voltage decay. The introduction of a properly

tuned shunt resistance can effectively cancel the effects of excess parasitic capacitance,

restoring the ideal linear decay region necessary for lifetime extraction. Accordingly,

a tunable shunt resistance was provided by a Keithley switching matrix along with

a custom PCB containing a range of resistors. Fig. 17 shows an example of how

the required linear voltage decay was recovered by varying the shunt resistance with

all other conditions fixed. Low temperature measurements (50–325 K) were carried

out using a closed-cycle liquid-helium cryogenic test system, whereas high tempera-

ture measurements (300–500 K) were carried out using a Delta Design temperature

chamber.

At many operating conditions, the voltage decay does not follow the ideal result

of Fig. 17. This can result from excessive noise, very short lifetimes, non-ideal

temperature effects, or inadequate compensation of parasitic capacitance. Furthermore,

any non-idealities are amplified when the transient voltage decay is differentiated

and inverted in order to obtain the carrier lifetime. To mitigate these issues, the

measured decay curves were passed through a low-pass Butterworth filter, followed

by a Gaussian filter. This was the most effective approach to remove noise without

distorting the magnitude of the extracted lifetime.

Furthermore, due to the dynamic nature of the diode parasitics, the optimal

compensation resistance varies for each set of measurement conditions (i.e., bias,
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Figure 17: Example set of OCVD and corresponding lifetime extraction curves.
Dashed lines represent the interpolated ideal curves used to determine the carrier
lifetime.

temperature, device size and type). Without adequate compensation, the extracted

lifetime can deviate significantly from the true carrier lifetime. To address this issue,

the transient voltage decay was measured across a wide range of shunt resistances

for each set of measurement conditions. The transient decay corresponding to the

optimal compensation was then interpolated from these measured curves as shown in

Fig. 17, increasing the accuracy and precision of the extracted carrier lifetime.

3.1.2 Measurement Results

In Figure 18, the injection dependence of the substrate minority electron lifetime

is shown across a range of temperatures, demonstrating a decrease in lifetime with

decreasing temperature, along with an increase in lifetime with increasing current

density. The corresponding temperature dependence is given in Figure 19, in which

the bias current is fixed to decouple the lifetime injection dependence. The consistency
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of the measured electron lifetime across multiple samples and test structure sizes

supports the validity of my experimental approach. Also shown in Figure 19 is the

n-well hole lifetime, which exhibits a similar temperature dependence to that of the

electron lifetime. Lifetime extraction was limited to a temperature range from 90 K

to 425 K because of excessive parasitics at the temperature extremes that caused the

measured voltage decay curves to depart from the expected behavior. The fact that

both the electron and hole lifetimes increase with increasing temperature indicates

that their respective capture cross-sections have an inverse dependence on temperature.

The lack of a rapid increase in lifetime up to a temperature of 425 K indicates that

the dominant trap energy level is fairly deep or near the middle of the bandgap.

Proton irradiation experiments were conducted to assess the effects of displacement

and ionization damage of the minority carrier lifetimes. The diode test structures

were subjected at room temperature to 63.3 MeV proton irradiation up to a total

accumulated dose of 1 Mrad(Si). The samples were irradiated at the Crocker Nuclear

Laboratory at the University of California at Davis. A five-foil secondary emission

monitor calibrated against a Faraday cup was used for dosimetry measurements. The

radiation source (Ta scattering foils) was located several meters upstream of the target,

and this established a beam spatial uniformity of about 15 % over a 2.0 cm radius

circular area. Prior to irradiation, the diode I-V curve exhibits a nearly ideal slope, as

expected for a properly fabricated diode. As shown in Figure 20, with increasing proton

dose, the slope of I-V curve increasingly departs from the ideal slope of 60 mV/decade

as a result of increased recombination. Temperature dependent lifetime measurements

were carried out, with the results given for both electron and hole lifetimes in Figure

21. As expected intuitively and from the I-V characteristics, both hole and electron

lifetimes decrease substantially because of the increased recombination associated

with displacement and ionization damage. Furthermore, the slope of the temperature

dependence flattens, indicating the presence of additional defect types.
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3.1.3 Calibrated Trap Modeling

Based on the analysis of Rein [85], a convenient expression of the SRH recombination

lifetime for a defect of energy level ET is given by

τSRH = τn0

[
p0 + p1 + ∆n

p0 + n0 + ∆n
+ k

n0 + n1 + ∆n

p0 + n0 + ∆n

]
(4)

where n0 and p0 are the equilibrium densities of electrons and holes, n1 and p1 are

the SRH densities, ∆n is the excess carrier density, and τn0 and τp0 are the respective

capture time constants of electrons and holes, defined as

τn0 ≡ (NTσnvth)
−1 and τp0 ≡ (NTσpvth)

−1 (5)

with inverse dependencies on the thermal velocity, vth, the defect concentration, NT ,

and the capture cross-sections σn and σp [85]. In (4), a symmetry factor k has been

defined that depends only on the defect structure rather than on the absolute quantities

of NT and σn,p,

k ≡ σn
σp

=
τp0
τn0

(6)

Having introduced the symmetry factor k, the absolute defect parameters NT and σn

only appear in the electron capture time constant τn0, which is a common factor of

both terms of (4). Consequently, τn0 acts solely as a scaling factor for τSRH , whereas

the relative defect parameters ET and k form the basis for the interrelated injection

and temperature dependencies of the SRH lifetime.

Considering p-type material, the temperature dependent terms are n1, p1, and

τn0. The majority carrier concentration p0 is also temperature dependent due to

carrier freeze-out. This is clearly critical at cryogenic temperatures, but must also

be considered across all temperatures for doping levels near the Mott transition [91].

Assuming a trap center above mid-bandgap, the low-level injection SRH lifetime

reduces to

τLLI,pSRH = τn0(T )

[
1 + k

n1(T )

p0

]
(7)
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There are two contributions to the overall temperature dependence of the SRH lifetime:

τn0, which merely reflects the temperature dependencies of the capture cross-section σn

and the thermal velocity vth, and the SRH density, n1, which increases exponentially

with increasing temperature. The thermal velocity has a power-law dependence on

temperature, whereas the SRH density derives its temperature dependence from the

conduction band density of states NC . The temperature dependence of σn typically

follows a power law, but depends entirely on the nature of the trap in question

(consider, for example, the E1 and E4 defects, which have opposite dependencies [44]).

At moderate temperatures, the contribution of n1 to the overall temperature depen-

dence can be neglected. Therefore, the temperature dependence of the SRH lifetime is

given directly by τn0(T ), and is proportional to the inverse product (σn(T )vth(T ))−1.

From this dependence, the superimposed dependence of the thermal velocity can

be removed, revealing the capture cross-section temperature dependence. As the

temperature increases, n1/p0 cannot be neglected and eventually begins to dominate

(7), resulting in a steep increase in the SRH lifetime. The critical temperature for the

onset of this steep increase is largely driven by the trap energy level. A shallow trap

will manifest this increase at a much lower temperature than a deep level trap, due to

its higher SRH density. Consequently, the trap energy level can be determined from

either the onset temperature itself or the slope of the lifetime for temperatures above

the onset temperature.

Since the minority electron lifetimes reported here do not exhibit a steep increase

at high temperatures, the dominant trap in the substrate must be a deep-energy-level

trap with an onset temperature above 425 K. The temperature and injection dependent

lifetime data were simultaneously fit by using the SRH model and varying trap energy,

trap density, σn(T ), and σp(T ). The resulting parameters are listed in Table 1, where

the modeled trap is labeled as Tn. With this data, it is important to note that only the

combined magnitude of the NT · σn product can be extracted, since the magnitude of
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Table 1: Trap parameters for calibrated carrier lifetime models.

Trap Energy [eV] σp(T ) [cm2] k NT [cm-3]

Tn EC - 0.5 1×10-15×(T/300)−3.49 3.5 4.5×1012

Tp EV + 0.32 3.1×10-15×(T/300)−3.05 1 4.3×1012

the lifetime is dependent on the product of these parameters. Additional information

is needed to decouple these two parameters. However, since their relative magnitudes

do not affect the shape of the lifetime injection and temperature dependence, the

trap densities for Tn and subsequent defect models can be arbitrarily chosen. Figure

22 demonstrates the accuracy of the fit across the entire temperature range. A trap

energy level of 0.5 eV below EC was used for this calculation. It was found that when

the trap energy level was within 0.4 eV of the conduction or valence band edges, the

high-temperature fit began to diverge substantially from the data because of the onset

of the steep lifetime increase.

The quality of the injection-dependent lifetime fit using the Tn model is shown

in Fig. 23 for both 225 K and 300 K. The injection level is defined as the ratio of

the injected minority carrier density to the majority carrier concentration (neglecting

freeze-out, ∆n/NA). In order to estimate the injected carrier density, the diode voltage

was measured immediately after open-circuiting the diode in order to remove excess

voltage drop due to series resistance. Using this actual applied voltage and known

doping concentration, the injected carrier concentration was determined from the

following boundary condition: ∆np = n2
i /NA(exp(qVA/kT )− 1). For a current density

of 1 µA/µm2, the actual diode voltage is 0.665 V, corresponding to an injected carrier

density of approximately 1.8× 1016 cm=3, which translates to an injection level of

20.13 ·

Similar to the electron lifetime, the dominant trap indicated by the minority hole

lifetime in the n-well is a mid to deep level trap. The extracted trap parameters

are given in Table 1, where the trap is labeled as Tp. In Figure 22, the resulting
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proton irradiation. The effective lifetime is determined by the inverse sum of the
reciprocal lifetimes of all contributing traps.

temperature-dependent model is plotted against the measured lifetimes. A trap energy

level of 0.32 eV above EV was used for this calculation.

The irradiated electron lifetime data can be modeled by introducing additional

trap energy levels. As discussed in [44], the primary energy levels produced by electron

irradiation in p-type silicon are the E1 (vacancy-oxygen complex) and E4 (divacancy)

defects. These defects can be introduced as a starting point for post-irradiation

lifetime calculations. By maintaining the same Tn trap density and increasing the

trap densities of the E1 and E4 levels, it was possible to closely fit the measured

temperature dependence of the 30 krad sample, shown in Figure 24. The resulting trap

densities used in this model are NT,E1 = 1× 1012 cm−3 and NT,E4 = 4.2× 1012 cm−3.
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3.2 Mobility and Incomplete Ionization

The Philips unified mobility model [45, 46] is a physics-based analytical model that

unifies the descriptions of the majority and minority carrier mobilities. Besides lattice,

donor, and acceptor scattering, this model also incorporates the effects of impurity

screening by charge carriers, electron-hole scattering, clustering of impurities [45], and

a full temperature dependence for both majority and minority carrier mobility [46].

Moreover, since the model gives the carrier mobility as an analytical function of the

donor, acceptor, electron, and hole concentrations, it is a natural fit for implementation

within a TCAD device simulator.

The strong temperature dependent nature of the lattice scattering mobility is

explicitly shown in its definition,

µi,L = µmax

(
300

T

)θi
(8)

Similarly, the majority impurity scattering mobilities, µe,D and µh,A, directly depend

on temperature and are expressed as

µi,I(NI , c) = µi,N

(
Nref,1

NI

)α1

+ µi,c

(
c

NI

)
(9)

where (i, I) stands for (e,D) or (h,A). For the majority impurity scattering mobility

at low temperatures, µi,N will dominate, since it has a direct power law dependence on

temperature and µi,c has a inverse power law dependence. The minority impurity and

electron-hole scattering mobilities derive their temperature dependence both from their

direct dependence on the majority impurity expression and from the parameter Pi

within their respective mobility ratio functionsG(Pi) and F (Pi) [45]. Assessing which of

these scattering components drives the overall temperature dependence of the mobility

at extremely low temperatures is an important step in evaluating and calibrating an

accurate mobility model for use down to cryogenic temperatures. From Fig. 25, it is

clear that the lattice scattering mobility dominates the temperature dependence of
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Figure 25: Comparison of the temperature dependence of scattering mechanisms
used in Philips unified mobility model for various doping concentrations. The effective
hole mobility from the calibrated model is shown by the dashed lines.

the carrier mobility at lower doping concentrations and higher temperatures, whereas

the combined majority/minority impurity and carrier scattering mobility increasingly

dominates the temperature dependence for higher doping concentrations and lower

temperatures. This provides a reasonable starting point for evaluating the mobility

model against experimental resistivity measurements across temperature and doping

concentration.

Similarly, an accurate model for the incomplete ionization of dopants is necessary

not only to meaningfully link experimental resistivity data to theoretical mobility

values, but is in its own right a critical component of accurate low-temperature

device models. Recently in two companion papers by Altermatt et al. [3, 4] a

parameterization of the density-of-states near the band edge of doped silicon was

derived and subsequently applied to calculate dopant ionization level. In the model
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Figure 26: Ionization level as a function of boron doping concentration across a wide
temperature range. These curves were calculated using the modified ionization model
presented in [4, 91]. The dashed lines reflect the ionization level from the calibrated
ionization model.

derivation, the dopant band was shown to only touch the conduction band at the Mott

transition and to merge with the conduction band at considerably higher doping levels,

agreeing with the experimental data that at these high doping levels the dopants are

completely ionized. Marked occupation of dopant states occurs when the Fermi level

is located near the dopant level, leading to incomplete ionization of dopant atoms and

a diminished free carrier density. Up to 25 % of dopant atoms may be non-ionized for

certain doping concentrations [91]. Consequently, incomplete ionization at moderate

temperatures is an important concern for doping levels from roughly 1× 1017 cm=3 to

1× 1019 cm=3, clearly shown in Figure 26.

3.2.1 Resistance Measurements

All resistance measurements over temperature were conducted within IBM’s 5HP/5AM

SiGe BiCMOS technology, using an Agilent 4156 Semiconductor Parameter Analyzer to
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perform Kelvin measurements on a variety of test structures. Temperature-dependent

measurements of packaged test structures were carried out with a closed-cycle liquid-

helium cryogenic test system capable of DC to 100 MHz operation from 4 K to 400 K.

The measurements of p-type resistance reported here include the resistivity of the

lightly-doped substrate (constant doping of around 1× 1015 cm=3), the intrinsic-

base sheet resistance of the SiGe HBT (peak doping near 1× 1018 cm=3), and the

sheet resistance of the p+ diffusion layer (extrinsic base—peak doping greater than

1× 1020 cm=3). Measurements of n-type resistance include the sheet resistances of the

lightly-doped epilayer in which the SiGe HBT intrinsic collector is defined (with self-

aligned collector implant in place—constant doping near 5× 1015 cm=3), the collector

of the high-breakdown variant of the SiGe HBT (with a different collector implant—

peak doping near 5× 1016 cm=3), and the heavily-doped SiGe HBT subcollector (peak

doping near 1× 1020 cm=3).

The substrate resistivity was measured using the standard four-point-probe tech-

nique. A custom test structure was designed with four collinear 1.6 µm substrate

contacts that were equally spaced by 150 µm. The base sheet resistance was measured

using a ring-dot structure with the high-fT collector doping profile; this structure

consists of an emitter ring bounded by two inner and two outer base contacts. Since the

data was used calibrate mobility and incomplete ionization models that are generalized

models for the Si material system, it was necessary to avoid any Ge related effects.

Consequently, the particular structure that was measured did not include Ge grading

in the base; with this exception, the test structure was fabricated according to the

standard SiGe BiCMOS process. The remaining sheet resistances were measured using

rectangular Kelvin structures of varying geometry.
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Figure 27: P-type resistivity and sheet resistance measurements in IBM’s 5HP/5AM
SiGe BiCMOS technology: (a) p-type, (b) n-type

3.2.1.1 P-type data

In Figure 27, the p-type temperature-dependent resistance data are shown, includ-

ing the substrate resistivity, intrinsic-base sheet resistance, and p+ diffusion sheet

resistance. For the lightly-doped substrate, a significant increase in resistivity is seen

as the temperature decreases below 100 K. This can be attributed to the significant

degree of incomplete ionization that is expected for a boron density of 9× 1014 cm=3.

The decrease in substrate resistivity from room temperature down to 100 K can be

attributed solely to the expected increase in mobility, since the dopants are completely

ionized in this temperature range. In contrast, the intrinsic-base sheet resistance

exhibits clear signs of incomplete ionization even at temperatures above 200 K, as a

result of its higher doping concentration. Reexamining Figure 26 for doping levels near

1× 1018 cm=3, incomplete ionization is already in effect at room temperature and the
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Figure 28: N-type resistivity and sheet resistance measurements in IBM’s 5HP/5AM
SiGe BiCMOS technology

level of ionization steadily decreases with decreasing temperature, albeit at a slower

rate than for lower doping concentrations. This overrides the mobility-related decrease

in resistance and leads to an increase in rbi with decreasing temperature, accelerating

as the temperature decreases below 200 K. Finally, the p+ diffusion sheet resistance

exhibits very little temperature dependence because of its extremely high doping

concentration. Complete ionization of dopants holds across the entire temperature

range, and thus the slight decrease (less than 3x) in sheet resistance from 300 K to

20 K can be attributed to a corresponding increase in mobility with cooling.

3.2.1.2 N-type data

Figure 28 shows the n-type temperature dependent resistance data, including the

sheet resistances of the n– epilayer, HBT collector, and n+ HBT subcollector. The

n– epilayer, which has a relatively higher doping concentration than that of the
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substrate, displays a similar temperature dependence. The weaker dependence at

higher temperatures reflects the fact that the mobility dependence is also weaker

because of the higher doping concentration. The collector layer is merely the n–

epilayer after ion implantation. Thus, the collector sheet resistance demonstrates a

similar overall temperature dependence compared to the n– epilayer, with several key

differences: the overall magnitude is lowered because of a higher carrier density, the

moderate temperature region is suppressed, reflecting a reduction in mobility because

of increased impurity scattering, and the onset of incomplete ionization occurs at

a higher temperature because of the higher doping concentration. Finally, the n+

subcollector sheet resistance data mirrors that of the the p+ diffusion layer, indicating

complete ionization across all temperatures.

3.2.1.3 Substrate resistivity radiation response

Proton irradiation experiments were conducted in order to assess the effects of displace-

ment and ionization damage on the substrate resistivity. Resistivity test structures

were subjected at room temperature to 63.3 MeV proton irradiation up to a total ac-

cumulated dose of 1 Mrad (Si). Fig. 29 shows the changes induced in the temperature

dependent resistivity at accumulated doses of 100 krad, 300 krad, and 1 Mrad. By

normalizing the irradiated resistivities to the pre-radiation data, the specific nature

of the radiation-induced changes to resistivity is more easily seen. At moderate

temperatures, the increase in resistivity indicates that radiation-induced displacement

damage results in higher lattice scattering. Below 100 K, however, where impurity

scattering dominates at this particular doping concentration, the resistivity decreases.

This decrease could be caused by boron dopant deactivation from radiation damage.

Dopant deactivation would cause a temperature-independent increase in resistivity

due to a lower carrier concentration, along with decreased ionized impurity scattering

that would be manifested as decreased resistance at low temperatures. Moreover,
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Figure 29: Proton radiation response of the substrate resistivity across temperature.

the lower carrier concentration would lead to a relatively lower degree of incomplete

ionization, resulting in lower resistivity in the deep cryogenic temperature regime.

3.2.2 Calibrated Modeling

To develop mobility and ionization models that together produce accurate models of

resistivity for the doping-dependent p-type and n-type resistance data presented here,

the most reliable approach is to retain models that are physics-based and focused on

material systems rather than particular technologies. This approach minimizes the

reliance on assumptions that could potentially break down under conditions for which

the models have not been experimentally tested. Models that are purely empirical

or have been developed specifically for a particular technology often do not extend

well to other technologies or physical conditions. Consequently, the approach in this

paper has been to carefully calibrate the parameters of the Philips mobility model

and the Altermatt ionization model, since both of these models were developed out

of fundamental theory and aimed for silicon-based systems in general. All of the
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Table 2: Calibrated parameters used in mobility model for arsenic-, phosphorus-, and
boron-doped silicon.

Parameter As P B

Nref,1 (cm=3) 1.45× 1017 1.1× 1017 1.5× 1017

Nref,I (cm=3) 1× 1022 1× 1022 1× 1022

α1 0.85 0.65 0.8

θi 1.72 1.72 1.82

Table 3: Calibrated parameters used in incomplete ionization model for arsenic-,
phosphorus-, and boron-doped silicon.

Parameter As P B

Nref (cm=3) 3× 1018 7× 1017 8.5× 1017

c 1.5 0.8 1.4

Nb (cm=3) 9× 1018 6× 1018 4.5× 1018

d 1.8 1.3 2.4

experimental data were fit using a single set of model parameters. The modified

parameters used for the calibrated Philips model and the calibrated Altermatt model

are given in Tables 2 and 3.

Figure 27 shows the calibrated model fits for the p-type resistance data. The

substrate resistivity was used to calibrate the lattice-scattering coefficient θi, since

at moderate temperatures lattice scattering dominates and incomplete ionization is

negligible. Properly accounting for the low-temperature increase in resistivity resulting

from carrier freeze-out, combined with the increasing influence of impurity scattering,

required simultaneous tuning of the impurity-scattering temperature coefficient α1

and the ionization model parameters. The resulting model produces close fits to the

three data sets across the entire temperature range.

Calculation of the intrinsic-base sheet resistance also required the highly-variable

doping concentration across the base to be properly taken into account. Substituting

an effective base doping is insufficient, since mobility and ionization level are strong

functions of doping concentration. For that reason, the variable base profile was
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discretized into very thin layers of constant doping using data from SIMS measurements.

The resistivity and corresponding sheet resistance for each layer were calculated, then

all of the individual sheet resistances were added together as parallel resistances to

determine the total effective base sheet resistance.

Following the same procedure, the n-type resistance data were used to calibrate the

n-type mobility and incomplete ionization parameters. The resulting model fits are

given in Figure 28. For the calculations of n– epilayer and collector sheet resistance, a

constant effective doping level was used. For the n+ subcollector, however, the known

doping profile was discretized in the same manner as the base profile to account for

the varying doping concentration through the subcollector. Since both the modeled

p+ diffusion and n+ subcollector sheet resistances begin to diverge from the data

below 70 K, the error can be attributed to inadequate modeling of ultra-high doping

effects in the mobility model.

3.3 Applications

Due to their accuracy at cryogenic temperatures, the parameter models presented

here are especially well-suited for TCAD simulations of heavy-ion strikes. One future

application is to address the increased SEU sensitivity of SiGe digital bipolar logic

circuits at cryogenic temperatures. Cryogenic TCAD simulations of a heavy-ion

strike on a single HBT can be used to investigate device mechanisms that drive SEU

sensitivity. In addition, “mixed-mode” simulations can be carried out by inserting a

TCAD HBT model into the compact model of a SiGe digital circuit. The mixed-mode

simulation a heavy-ion strike at cryogenic temperatures and its resulting circuit-level

effects would represent the most complete simulation to date of SEE as it actually

occurs within space-based electronics.

52



CHAPTER IV

SINGLE-EVENT TRANSIENTS IN 45-NM RF-CMOS ON

SOI

As SOI CMOS technology is scaled to more advanced nodes below 90 nm, its radiation

response must be carefully characterized, particularly as advances are made in device

materials and structure. The total-ionizing-dose (TID) tolerance of SOI CMOS has

previously been reported for several advanced technology nodes [5, 58, 59]. In [59],

the shallow-trench isolation (STI) oxide was shown to be the driving factor of the

TID sensitivity of partially-depleted 65 nm RF-CMOS transistors. Body-contacting

schemes that eliminate oxide sidewalls were demonstrated to be a potential solution

for this sensitivity, since they remove the STI leakage path between the source and

drain wells. However, the use of body contacts for improved TID tolerance imposes a

significant reduction in RF performance as a result of increased parasitics, and thus

establishes an important trade-off between performance and reliability.

In addition to TID tolerance, the sensitivity of advanced CMOS nodes to single-

event effects (SEE) must be evaluated. In this chapter I investigate the SEE sensitivity

of an advanced 45 nm SOI CMOS technology by capturing heavy-ion microbeam

and pulsed-laser-induced current transients at the device level, and for the first time

address the SEE impact of various body contacting schemes. Although SOI CMOS

is generally less sensitive to SEE than bulk CMOS because of its smaller sensitive

volume, it still suffers from effects such as parasitic bipolar amplification stemming

from floating-body effects [32, 93]. Body ties are commonly used to lessen floating-

body effects and increase SEE hardness [30, 40, 93]. The observed dependencies

of single-event transients on bias conditions and strike location provide insight into
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additional trade-offs that must necessarily be considered in conjunction with RF

performance and TID tolerance in operating SOI CMOS in a space environment,

particularly with respect to the optimal choice of the various body-contacting schemes

that are available.

4.1 Experimental Details

Strain-engineered, partially-depleted 45 nm RF-CMOS on SOI devices are investigated

here for SEE sensitivity. This high-performance technology features a 1.16 nm gate

oxide, thin-film SOI, and employs the following FET-specific performance elements to

overcome the inherent penalties associated with aggressive gate pitch scaling: enhanced

dual stress liner (DSL), advanced embedded SiGe (eSiGe) integration, optimized stress

memorization (SMT) processing, and advanced activation annealing to enhance nFET

gain [74]. In addition to the standard T-body body-contacting scheme, FETs are

available with a layout optimized for high-frequency RF applications, and are referred

to as the “notched-body” contacts. Floating body nMOS and pMOS transistors within

this technology can achieve peak fT’s of 485 GHz and 345 GHz, respectively [52].

The layout differences between the standard T-body and notched-body devices

are illustrated in Figure 30. The key alteration in the notched-body layout is the

reduction in the area of the heavily-doped body contact. This limits the body junction

area and confines it to the region just below the polysilicon gate. For RF devices, this

greatly reduces parasitic capacitance and gate leakage current, thus improving RF

performance. For a longer than minimum channel length device with an optimized

body-contact scheme, a peak fT of 245 GHz was reported with no degradation in

critical RF figures-of-merit [52].

Laser-induced transients were measured at the Naval Research Laboratory in

Washington, DC, using a two-photon absorption (TPA) backside pulsed laser system

capable of supplying a 1.2 µm diameter charge distribution profile [64]. This system
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Figure 30: Layout geometries for T-body and notched-body contacting schemes (not
to scale).

was employed because it enables 3-D position-dependent time-resolved measurements

of single-event transients. In this system, device-level current transients are induced

by injecting carriers using TPA from a sub-bandgap pulsed laser and are then recorded

using high-bandwidth measurement equipment, including a Tektronix TDS71254 50

GHz real-time oscilloscope. The system is configured to produce optical pulses at

800 nm, a repetition rate of 1 kHz, and a pulsewidth of approximately 120 fs. The xyz

translation platform has a position resolution of 0.1 µm; all data were collected in a

rectangular xy grid at a fixed “z” with a step size of 0.25 µm. Upon inserting each

DUT, the “z” position was optimized to place the sensitive volume at the peak focus of

the laser beam. A similar test setup is described in [79]. Ion-strike-induced transients

were measured at Sandia National Laboratories using a focused-ion microbeam with

36 MeV oxygen ions to provide a basis of comparison for the TPA results. A similar

test setup is described in [80].
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Figure 31: Normalized peak drain and body currents for laser-induced transients
as a function of laser position for a 3.0 µm x 0.056 µm SOI T-body nFET with an
incident-laser pulse energy of 10.7 nJ. The device is biased at VDS = 1.0 V and VGS

= 0 V.

4.2 Experimental Testing of Different Body-Tie Geometries

4.2.1 Preliminary Results

T-body and notched-body nFETs with fixed dimensions (3.0 µm x 0.056 µm) were

chosen to allow a quantitative comparison of the SET response between devices. A

range of incident laser pulse energies ranging from 1.0 nJ to 10.7 nJ were used. In

Figures 31-32, the peak currents of the drain and body transients from T-body and

notched-body nFETs with a laser pulse energy of 10.7 nJ are plotted as a function

of incident-laser position, with the device geometry and approximate laser spot size

marked for reference. Due to the fact that the notched-body layout has a reduced

silicon volume compared to that of the T-body layout, the transient peak magnitudes
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Figure 32: Normalized peak drain and body currents for laser-induced transients as
a function of laser position for a 3.0 µm x 0.056 µm SOI notched-body nFET with an
incident-laser pulse energy of 10.7 nJ. The device is biased at VDS = 1.0 V and VGS

= 0 V.

are normalized to the overall peak magnitude for each channel of each device to provide

a better basis for comparison. The difference in silicon volume comes entirely from

the difference in the body tie area; the devices are otherwise identical in geometry

and doping. For a 3 µm width device, the silicon volume of the T-body device is 13 %

larger than that of the notched-body device.

The body transient peak of the T-body device in Figure 31 highlights the location

of the body contact, as the maximum body current occurs when striking near the body

contact. The body transient magnitude reduces as the laser spot moves away from

the body contact; for these positions, the laser spot does not overlap the body-tie and

no charge is deposited directly at the doped body-tie region. In addition, the sensitive

area appears larger than the actual device geometry; this is due to the finite spot
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size of the laser pulse coupled with the very large pulse irradiance used for this set of

experiments. The measured sensitive area can thus be interpreted as the convolution

of the laser spot size with the device geometry. The apparent size of the sensitive

area for these data sets is a consequence of the overlap of the tails of the Gaussian

laser pulse profile with the sensitive region of the device. Figure 32 illustrates the

peak drain and body currents for laser-induced transients from a notched-body nFET.

Two differences emerge when the notched-body results are compared to the T-body

transient peaks: (1) in the notched-body device, no region exists with a prominent

body transient similar to the T-body results, and (2) the T-body device exhibits a

larger sensitive area even when normalized to account for increased charge deposition

in the larger body-tie region. This indicates that for these body-contacting schemes

there is a fundamental difference in the underlying physics of their transient responses.

Since the data are normalized for each terminal of each device, the notched-body

device appears to have a large body transient centered along the gate width; however,

the normalized data simply highlights the largest transients relative to the rest of the

2-D scan area, which in this case are much smaller and closer to the background noise

than the T-body transients.

The differences in the transient data are further illustrated in Figure 33, which

plots the peak transient currents as a function of laser position along the width of the

two devices. The notched-body device exhibits uniformly smaller source and drain

transients compared to the T-body device (20 % less at its peak), with a reduced

peak body transient across the width of the device, particularly at the location of the

body-tie, where it is 3x smaller. It is expected that the body transient of the T-body

device would in part be larger because of the larger active area at the body-tie end of

the device; however, the two devices are identical in geometry and doping levels away

from the body contact, and the fact that the transient magnitudes are reduced across

the entire width of the device precludes the possibility that the laser spot size has any
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Figure 33: Peak laser-induced transient currents as a function of laser position
along the width of 3.0 µm x 0.056 µm T-body and notched-body SOI nFETs with an
incident-laser pulse energy of 10.7 nJ. The devices are biased at |VDS| = 1.0 V and
VGS = 0 V.

significant impact on the key observations and conclusions of this work. Rather, the

differences indicate an increased sensitivity of the T-body device that should also be

exhibited in heavy-ion-induced transients.

In Figure 34, the peak transients are plotted as a function of laser position along

the width of T-body and notched-body pFETs of the same dimensions (3.0 µm x

0.056 µm). Similar trends to the nFET data are observed, with the T-body device

exhibiting much stronger body transients for laser positions near the body contact.

The T-body pFET exhibits only marginally larger drain-transient peaks compared to

the notched-body pFET, but additional measurements need to be collected to confirm

whether this is an inherent difference between body-contacted nFETs and pFETs.

Figures 35-36 shows the time-resolved transients at the same position for each

of the body-contacted nFETs, at the channel center near the body-tie end of the
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Figure 34: Peak laser-induced transient currents as a function of laser position
along the width of 3.0 µm x 0.056 µm T-body and notched-body SOI pFETs with an
incident-laser pulse energy of 10.7 nJ. The devices are biased at |VDS| = 1.0 V and
VGS = 0 V.

device. The notched-body nFET exhibits smaller transients (2x reduction in peak

drain current), demonstrating the increased sensitivity of the T-body nFET to strikes

near the heavily-doped body contact. The larger T-body transients are in part due to

the fact that at this position, the laser spot is generating carriers within the larger

volume of the its body contact, leading to higher-magnitude transients and increased

total charge collection. However, the degree of difference between the two devices

is much greater than the increase in volume. One possible cause of the increased

sensitivity is that the heavily-doped well used for the body contact has a much greater

cross-sectional area, since the T-body layout has a larger area adjoining to the source

and drain wells. Not only does this impact the RF performance of the device through

increased parasitic capacitance, but it also introduces a pn junction between the drain

and doped body tie that is reverse-biased when the device is biased at a worst case of
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Figure 35: Transient currents for incident laser near body contact of a 3.0 µm x
0.056 µm T-body nFET with a laser pulse energy of 10.7 nJ. The device is biased at
VDS = 1.0 V and VGS = 0 V.
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Figure 36: Transient currents for incident laser near body contact of a 3.0 µm x
0.056 µm notched-body nFET with a laser pulse energy of 10.7 nJ. The device is
biased at VDS = 1.0 V and VGS = 0 V.
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Figure 37: Transient currents at zero bias for incident laser pulse near body contact
of a 3.0 µm x 0.056 µm T-body nFET with a laser pulse energy of 10.7 nJ.

VDS = 1.0 V. When charge carriers are introduced into a T-body nFET as a result of

a laser or heavy-ion strike, this reverse-biased junction will sweep excess holes into the

body terminal and excess electrons into the drain terminal. Excess electrons will be

swept into the drain by both the reverse-biased drain-body junction and the electric

field across the channel that is caused by the applied VDS, whereas excess holes will be

collected by both the source and body terminals. In a notched-body device, the doped

body-tie is confined to the area below the polysilicon gate, limiting the degree to which

the heavily-doped body tie is exposed to the drain well. Accordingly, the advantage of

the notched-body nFET is not simply that the total volume of silicon is reduced, but

rather that the area of the drain to doped body-tie junction is significantly reduced.

To further probe the differences between the transient response of the two body-

tie schemes, transients were also captured for the case in which all terminals were

grounded, as shown in Figures 37-38. As described in [31], these transients can be

used to calibrate the deposited charge within the device to a specific laser energy,
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Figure 38: Transient currents at zero bias for incident laser pulse near body contact
of a 3.0 µm x 0.056 µm notched-body nFET with a laser pulse energy of 10.7 nJ.

since at zero bias it is assumed that all electrons will be captured by the source and

drain terminals and all holes will be captured by the body terminal. This can then be

used to calibrate the laser energy for this specific device. The values for total charge

collection are given in Figures 37-38, with the notched-body nFET collecting 30 % less

charge than the T-body nFET. Again, this difference is greater than the difference

in silicon volume, indicating an fundamentally different transient response between

the body-contact schemes. These results can be used with those of Figures 35-36

to calculate the parasitic bipolar gain coefficient for these devices. A value of 5.7 is

obtained for the T-body device and 4.5 for the notched-body device.

4.2.2 Additional Testing at Lower Laser Pulse Energies

Additional experiments were performed for a range of laser pulse energies using an

modified experimental approach. In this case, multiple transients were captured at

each position to account for fluctuations in the laser pulse energy as well as any other

variations in the measurement setup, with an average of four transients per data point
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Figure 39: Peak drain and body currents for laser-induced transients as a function of
laser position for a 3.0 µm x 0.056 µm T-body nFET with an incident laser pulse energy
of 1.0 nJ. Each data point corresponds to an average of four transient measurements.
The device is biased at VDS = 1.0 V and VGS = 0 V.

Figure 40: Peak drain and body currents for laser-induced transients as a function
of laser position for a 3.0 µm x 0.056 µm notched-body nFET with an incident laser
pulse energy of 1.0 nJ. Each data point corresponds to an average of four transient
measurements. The device is biased at VDS = 1.0 V and VGS = 0 V.
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Figure 41: Peak transient currents for laser-induced transients as a function of laser
position along the width of 3.0 µm x 0.056 µm T-body and notched-body SOI nFETs
with an incident-laser pulse energy of 1.0 nJ. The devices are biased at VDS = 1.0 V
and VGS = 0 V.

used to generate the data of Figures 39-41. 2-D plots of peak transient currents for a

T-body nFET and a notched-body nFET are shown in Figures 39-40. Measurements

were performed at laser pulse energies of 0.5 nJ, 1.0 nJ, and 3.7 nJ. Similar results

were obtained at each laser energy; thus, for brevity, the measurements shown here

were captured at a laser pulse energy of 1.0 nJ. According to the empirical expression

developed in [94], a 1.0 nJ energy corresponds to a factor of 115 less deposited charge

than in the case of Figures 31-38. The absolute current values are shown, in contrast

to the normalized plots of Figures 31-32. The extent of the highly-sensitive area

corresponds closely to the geometry of the each device, with the amplitudes fading off

as the laser position moves away from the device in all directions. Furthermore, the

data support the results of the previous experiment: compared to the notched-body

device, the T-body device exhibits much larger drain and body transients for laser
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Figure 42: Transient currents for a laser position at the center of the device width of
3.0 µm x 0.056 µm T-body and notched-body SOI nFETs with a laser pulse energy of
1.0 nJ. The devices are biased at VDS = 1.0 V and VGS = 0 V.

positions near the body contact as well as uniformly larger transient magnitudes across

the width of the device. This is more clearly illustrated in Figure 41, which plots the

peak transient amplitudes for each terminal across the width of the devices, along with

the corresponding error bars calculated from the multiple captured transients. The

body transient is not as prominent as in Figure 33, because of the lower laser energy

used in this set of measurements. A comparison of the T-body and notched-body

transients taken from the center of the device width is shown in Figure 42. At this laser

position, the center of the laser spot lies 1.5 µm away from the edge of the body-tie;

as such, the difference between the transient responses is a result of fundamental

differences between the charge-collection mechanisms of each device. There is no

indication that the laser spot size has any effect on this conclusion. Furthermore,

additional 2-D scans were performed to capture the transient response at a variety of

laser energies, with comparable results to those plotted here. Transistor gate width
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Figure 43: Single event transients in a 3.0 µm x 0.056 µm notched-body nFET biased
at VDS = 1.0 V for a 36 MeV oxygen ion strike.

was not found to have an effect on the difference in SET magnitudes between body

tie layouts. Scans performed on 0.654 µm x 0.056 µm devices showed the T-body

transients to be larger; however, since the gate width is smaller than the laser spot

size, only the peak magnitudes could be compared.

Figure 43 shows the peak (drain current) heavy-ion-induced transient for a 2-D

scan across a notched-body nFET. As expected, since the heavy-ion-induced transient

results from a single oxygen ion with an LET of roughly 5.4 MeV · cm2/mg, there is

significantly less charge deposition and therefore much smaller current transients as

compared to the laser-induced transients, in which higher energies can be achieved and

charge is deposited throughout the larger laser spot size. Nevertheless, the transient

waveform duration (FWHM 80–100 ps) and relative magnitudes between terminals

are consistent, further validating the data collected from the TPA laser experiments.

Microbeam-induced transients were measured from both notched-body and T-body

nFETs, but no comparisons could be made between the two sets of data because
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of the low transient amplitudes, with the body transient well below the noise floor;

moreover, the drain and source transients varied too greatly in amplitude as a result

of the 0.5 µm uncertainty in strike location. Ions with higher LET are necessary to

resolve a large enough signal to meaningfully compare the various body-contacting

schemes.

4.2.3 Trade-offs of Body-Tie Variants

In summary, position-dependent, laser-induced transients from 45 nm CMOS devices

indicate that the SEE hardness of the notched-body MOSFET is enhanced with

respect to the standard T-body MOSFET. The magnitudes of the drain transient are

uniformly larger across the width of the T-body nFET as compared to the notched-

body nFET, a conclusion that is supported across multiple pairs of devices. This

coincides conveniently with the fact that the notched-body scheme carries the same

benefits as the T-body scheme with respect to TID hardness. Moreover, the notched-

body scheme minimizes the additional parasitics inherent to a body-contacted device;

nevertheless, RF performance degradation still occurs in any body-contacted device

compared to floating-body performance. However, for circuit and system applications

intended for a radiation environment, body-contacts are necessary to suppress the

parasitic bipolar amplification that enhances floating-body SEE sensitivity. These

results point toward the notched-body device layout as the best compromise between

RF performance, TID hardness, and SEE hardness.
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CHAPTER V

ESTABLISHING BEST PRACTICES FOR MODELING

CIRCUIT-LEVEL SINGLE-EVENT TRANSIENTS

As performance requirements increase and new applications emerge for space-based

ICs, there is a greater need for simulation tools that can reliably predict their behavior

when irradiated. Since the cost of carrying out a space mission is so great, its

success is too critical to allow any risk. However, the cost of exhaustively testing

and qualifying an IC technology is itself a significant hurdle. Consequently, many

space-based systems rely on older IC technologies that already have a proven history of

reliable operation in space environments. Highlighting this point is the fact that while

45-nm and 32-nm CMOS technologies are readily available in consumer electronics

today, the most advanced radiation-hardened ICs on the market based on custom

processes are at the 150-nm lithographic node [29]. Consequently, the computing

power available for space-based electronics lags significantly behind that available for

terrestrial electronics. Nevertheless, demanding new applications necessitate a move to

more advanced IC technologies, particularly for broadband satellite communications.

With this in mind, predictive modeling tools play a critical role in developing space-

qualified IC technologies, since they can be applied to quickly assess the dominant

radiation sensitivities and test radiation-hardening techniques, minimizing the time

and expense of experimental testing. A key requirement, however, is that the device

and circuit modeling tools are truly predictive; they must be tested and validated

against experimental results of radiation effects in modern IC technologies. This is

particularly challenging in the realm of single-event effects, because of the diverse

nature of single-event effects and their variance based on the underlying transistor
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type, circuit class, circuit topology, and system-level configuration. A wide variety of

physical mechanisms can operate within a semiconductor device during a transient

radiation event, and the resulting current and voltage transients can impact the circuit

in a multitude of ways.

5.1 Motivation for Using Mixed-Mode TCAD to Model Single-
Event Effects

Modeling techniques for single-event effects at the circuit level can be divided into two

general categories: decoupled and coupled. Decoupled modeling techniques integrate

device-level current transients within a circuit without accounting for feedback from

the circuit. The circuit-level SET simulation is typically performed by first choosing

a set of device-level transient waveforms to represent the ion strike, then employing

independent current sources to inject these currents into the circuit nodes of interest

(e.g., the terminals of the device that is struck by a heavy ion) [1, 50, 76]. The SET

currents can be injected in a variety of ways, but the most common attribute is that a

current source is employed, either in the circuit netlist or directly within the compact

model. An example of the basic current-injection configuration surrounding a SiGe

HBT is given in Figure 44. The device-level transient waveforms are often analytical

formulations, such as double-exponential or trapezoidal current pulses, or more recently,

piecewise-linear current waveforms obtained from 3-D TCAD simulations of the device

of interest [65, 78]. The key shortcoming of these decoupled approaches is that the

current sources inject a predefined current waveform into the circuit nodes without

regard for how the circuit response might influence the device-level transient current.

In older technologies where the circuit response times are orders of magnitude longer

than the device-level transient durations, this is not an issue, but in modern high-

speed circuits (e.g., SiGe), the effect of circuit feedback on device transients becomes

increasingly important. Circuit feedback can transform the device-level transient

waveforms and affect the total charge collection, leading to greatly different results
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Figure 44: Basic configuration of device-level current transient modeling for decoupled
current-injection approaches.

at the circuit output. Moreover, if ideal current sources are used, then the circuit

is forced to conform to the injected currents and can exhibit unphysical behavior

[43, 63, 106], which not only can lead to the wrong SEE predictions, but can also

obfuscate the underlying physical SEE mechanisms that drive circuit- and system-level

errors.

In contrast, coupled mixed-mode TCAD possesses the advantage of capturing the

dynamic interaction of the physical charge collection process with the surrounding

circuit. Mixed-mode TCAD capabilities are provided by a number of different TCAD

software tools, including Sentaurus Device from Synopsys, NanoTCAD from CFD

Research Corporation, ATLAS from Silvaco, and MINIMOS-NT. In these tools,

the ion-strike and ensuing charge transport are modeled within a multidimensional

model of the semiconductor device, and the charge transport equations are solved

simultaneously with the operating conditions of the compact modeled circuit at each

time step of the transient event. Thus, as the nodal biases and impedances looking

out from the irradiated TCAD device evolve over the course of the SET, they impose

new boundary conditions and can result in significantly different device-level charge
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transport. The impact of circuit feedback is highly dependent on the physical processes

within the device as well as the circuit topology and loading conditions on the TCAD

device terminals. Although compact models have been developed that address the

bias dependence of device-level transients and the influence of the external circuit

[33, 43], these cannot be applied generally to all circuits, since the nature of circuit

feedback is so greatly dependent on the circuit topology, bias conditions, and device

type, doping, and geometry. Moreover, the models in [33, 43] were themselves derived

using mixed-mode TCAD results, highlighting the unique ability of fully coupled

mixed-mode TCAD to accurately predict circuit-level SET and reveal the dominant

physical mechanisms.

Beyond its ability to capture circuit feedback, mixed-mode TCAD provides another

unique ability to designers, in that it can be used to test and develop device-level

radiation-hardening-by-design (RHBD) techniques. Since device-level RHBD tech-

niques involve changes to the physical device, they cannot be readily tested using

compact models. During research and development of a new device structure, it would

be prohibitively slow for a device designer to build a custom compact model for each

variation. However, it is relatively straightforward to develop a physical TCAD device

model; once done, mixed-mode TCAD simulations of test circuits could be performed

to evaluate the effectiveness of different designs, enabling a simple iterative process to

optimize an RHBD device to achieve the most effective SEE mitigation.
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5.2 Accurate Modeling of Single-Event Transients in a SiGe
BiCMOS Voltage Reference

Single-event effects (SEE) are also a key area of concern for space-based SiGe circuits.

Clear guidelines must be established as to which approaches to modeling SET are valid

for various conditions (circuit topology, technology node, device geometry, environment,

etc.). With this in mind, four different approaches to modeling circuit-level SET are

investigated here, using as a test case a SiGe bandgap reference (BGR) circuit [73]

for which measured data have been published [72]. The goal is to first assess how

well the simulation approaches correlate to the measured data, then illuminate for the

first time the underlying circuit SET mechanisms, and finally use these conclusions to

explain the differences between the simulation results and illuminate possible pitfalls

and best practices for circuit SET modeling. The first three simulation approaches

utilize a strictly compact-model-based circuit in which injected current transients

model the effects of a heavy ion strike. This technique has been used to successfully

match simulated transients to measured data in an analog circuit [1], but in this

older-generation circuit the SEE response was several orders of magnitude longer

than the single-device response. The differences between the compact-model-based

approaches lie in the origin of the injected current transients: (1) analytical double

exponentials; vs. (2) 3-D TCAD computed transients for a negative substrate bias;

vs. (3) 3-D TCAD computed transients at the corresponding circuit nodal biases.

The fourth approach is to use a full mixed-mode simulation, in which a 3-D physical

TCAD model is substituted in place of a compact model and solved simultaneously

with the full compact-modeled circuit [108].

First, the BGR circuit and experimental results will be described, followed by the

circuit-level simulation approaches and the bias dependence of the HBT transient

response as illuminated by 3-D TCAD simulations. The simulated SET response of

the voltage reference circuit using each approach is then presented and compared to
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the measured data. The BGR output transient is deconstructed using the mixed-mode

simulation results to determine its driving components; having established these

mechanisms, the reasons underlying the similarities and differences of the simulation

approaches are revealed, providing insight for future work on circuit SET in different

circuit topologies and device technologies.

5.2.1 Background

Experimental data have been reported on laser- and microbeam-induced transients

in single devices from a first-generation SiGe BiCMOS technology [80]. Recently,

measured microbeam-induced transients have also been published for a SiGe precision

voltage reference circuit fabricated in this same SiGe technology [72]. Results of

these studies show the strong bias dependence of individual HBT transients and the

much longer transients at the output of the voltage reference compared to that of

the single transistor (̃ 300 ns and ˜10 ns, respectively). The SiGe voltage reference

is described in [72, 73]; its schematic is reproduced in Figure 45. An exponential,

curvature-compensated BGR [73] was used to provide the reference voltage to the

positive input of an operational amplifier (opamp) [72]. The opamp is a two-stage

amplifier followed by an emitter-follower buffer from which the experimental SETs

were measured, and it is biased with an on-chip current source. The SiGe BGR

circuit is designed to generate an output voltage of 1.17 V at room temperature, and

an output voltage of 1.65 V is expected from the regulator. During normal circuit

operation, the substrate is grounded, and a power supply of 3.3 V is used to bias the

circuit. The output voltage of the BGR is defined by the sum of two components:

(1) the VBE of transistor Q3 and (2) the voltage drop across resistor R2, which is

determined by the sum of the base current flowing through Q3 and the collector

current flowing through Q5.

CFDRC’s NanoTCAD tool was used to perform simulations of normally incident
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Figure 45: SiGe voltage reference circuit schematic. The circuit exhibits the greatest
sensitivity to transients induced in transistor Q2 [72].

emitter-center ion strikes on transistor Q2 (0.5 µm x 2.5 µm) SiGe HBT), since experi-

mental ion strikes on this transistor produced the largest circuit output transients. To

model the complex ion track, the SRIM software tool [100] was used to compute an

energy-deposition vs. depth profile for the 36 MeV oxygen ion used in the microbeam

tests, taking into account the back-end-of-line (BEOL) layers present above Q2. This

variable linear energy transfer (LET) profile was then imported into NanoTCAD using

its automated ion track meshing capability. In the voltage reference circuit, transistor

Q2 is biased at VB = 0.74 V, VE = 0.05 V, VC = 0.74 V, with the substrate grounded.

The peak of all TCAD ion strikes presented here occurs at 2 ps. The measurement

setup and experimental conditions are detailed in [72, 80].
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5.2.2 Single-Event Transient Simulation Approaches

5.2.2.1 Compact Model Approaches

The first simulation approach is to inject an analytical double-exponential current

transient within the Spectre model of the BGR at the terminals of Q2. Analytical

current sources have been used extensively for both analog [78] and digital circuits

[71] as well as to investigate novel device architectures [82]. This approach is easily

implemented and enables a straightforward analysis of the critical LET or collected

charge associated with SEE. In addition, the use of an analytical transient avoids

convergence issues that can arise with piecewise-linear transient sources based on

TCAD or measured transients [43]. The double-exponential source used in this work

is calibrated to 3-D TCAD simulations and is illustrated in Figure 46. In the second

approach, a piecewise-linear current source is used to inject the 3-D TCAD computed

transients at the terminals of Q2. In this case, the device terminals are grounded with

a substrate bias of =4 V, since bipolar logic is primarily sensitive to strikes on the off

transistor as a result of charge collection at the collector terminal through the collector

to substrate junction. This approach was chosen to provide a point of comparison both

for the bias dependence of the device-level transients as well as a measure of how this

bias dependence is reflected at the circuit output. The third simulation approach uses

piecewise-linear transients based on TCAD transients, biased in this case at the nodal

potentials of Q2. Both sets of TCAD transients are shown in Figure 46. The primary

drawback of these approaches is that they are based on single-transistor transients in

which there is no loading or feedback from the external circuit [43, 71].

5.2.2.2 Bias Dependence of SiGe HBT SET

Figure 46 demonstrates that the SET of a SiGe HBT possesses a strong bias dependence.

The SET simulated at the nodal biases of Q2 demonstrates greatly increased collector

and emitter transients compared to that of the HBT with a negative substrate bias
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Figure 46: Comparison of injected device transients from each simulation approach:
(1) double exponential, (2) 3-D TCAD SiGe HBT transients at VSX = =4 V, and (3)
3-D TCAD transients at Q2 biases. Transients are for a single device not within the
circuit.

and grounded emitter, base and collector. Two mechanisms have been proposed to

explain the large emitter to collector transient: (1) bipolar action, in which modulation

of the base potential induces an increase in forward bipolar current, and (2) the ion

shunt effect, in which the carrier densities are sufficiently high along the ion track such

that the emitter is shorted to the collector by an electron-hole plasma wire, leading to

large transient currents for nonzero VCE [39, 47, 48]. The energy bands in Figure 47,

taken from a line probe through the center of the HBT, show a nearly linear slope

from the emitter to collector for the duration of the large emitter to collector current,

with slight deviations in the base region resulting from the presence of the SiGe layer.

Furthermore, the electron-density profile during this time period is approximately

flat except for minor variations in the region with bandgap grading, consistent with

resistor-like shunt current from emitter to collector. Although these facts suggest that

the ion shunt effect dominates the collector and emitter transients of transistor Q2,
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Figure 47: Time evolution of the conduction band energy within a SiGe HBT during
a simulated ion strike, taken from a line probe through the center of the emitter. The
ion strike peak occurs at 2 ps, with a Gaussian decay of 250 fs.

more research should be done to confirm the details of the SET mechanism. However,

regardless of which specific mechanism is at work, the net result of an ion strike on a

SiGe HBT biased in the forward-active region is an amplification of the SET and a

corresponding increase in the total collected charge, highlighting the importance of

addressing the impact of transistor bias when investigating SEE in analog/RF circuits.

5.2.2.3 Coupled Mixed-Mode TCAD

In contrast to strictly compact-model-based approaches, true mixed-mode simulations,

as described in [106, 108], possess the advantage of the 3-D TCAD device being

exposed to the dynamic biases present in the circuit throughout the SET, at the cost

of increased computational complexity. The compact-model-based approaches require

an initial TCAD transient simulation for each transistor and bias case of interest (one of

which typically completes within four hours), followed by circuit transient simulations
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Figure 48: Comparison of device terminal transients computed from a 3D TCAD
simulation and from within the full 3-D mixed-mode circuit simulation.

of minimal duration. In contrast, a single mixed-mode transient simulation does not

require an initial TCAD transient simulation and typically completes within 10-12

hours. Computing the TCAD solution within a circuit enables mixed-mode simulations

to account for feedback and loading from the external circuit that can in principle alter

the device transient currents as they evolve over time. The mixed-mode simulations

in this paper were performed using CFDRC’s MixCad tool (3-D NanoTCAD interface

to Cadence Spectre) [108], using a calibrated 3-D TCAD model of a first-generation

SiGe HBT. Whereas mixed-mode studies such as [112] are limited to basic SPICE

passives and compact models, the unique interface between NanoTCAD and Spectre

allows this mixed-mode tool to be used directly with the compact models included

in commercial process design kits. Thus, the mixed-mode simulations presented here

contain a 3-D TCAD device operating within the final circuit design as submitted for

fabrication, including extracted layout parasitics.

Figure 48 illustrates the difference in the transient currents at the HBT terminals
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for a 3-D TCAD simulation at steady-state circuit biases (Method #3 in Figure 46)

and for a TCAD device within a mixed-mode circuit simulation. The magnitude of

the mixed-mode emitter and collector transients is significantly reduced, leading to a

much lower collected charge (0.49 pC vs. 0.74 pC at the collector); thus, the current-

injection approach overestimates the SET at the device level within this particular

circuit. Given the strong bias dependence of SET in the SiGe HBT, along with the

widely varying impedances to which devices in analog/RF circuits are exposed, this

issue will be heavily dependent on the circuit topology in question. In this case, the

emitter transient current causes the emitter voltage to rise because of the voltage drop

across R1, whereas the collector transient current causes the collector voltage to drop,

thus reducing VCE and limiting the shunt current between the emitter and collector.

5.2.3 SiGe Voltage Reference Simulations

5.2.3.1 Circuit-Level Transients

To provide a basis for comparing the simulated SET to that reported in [72], the

entire measurement path was modeled. Starting from the circuit output, the mod-

eled elements include the bond-pad capacitance, bond-wire inductance, distributed

coaxial transmission line, bias tee, and oscilloscope resistive and capacitive loads; a

representative diagram of these circuit elements is given in [107].

Figures 49-50 shows the simulated transients at the outputs of the BGR and the

regulator circuits. The duration of the BGR output transient increases by an order of

magnitude relative to that of the single transistor (from 10 ns to 100 ns), agreeing

with the lengthening of transients in circuits versus individual devices that has been

observed experimentally [72]. Likewise, the transient at the output of the voltage

regulator increases in duration by nearly a factor of two, approaching the duration

of the measured voltage-reference transient. This transient lengthening is consistent

across all simulation approaches, indicating that the transient lengthening is driven

by the parasitics of the circuit as the signal propagates to the output.
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Figure 49: Comparison of circuit transients at the BGR output as simulated according
to the different approaches.
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Figure 50: Comparison of circuit transients at the regulator output as simulated
according to the different approaches.
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Figure 51: Comparison of simulated and measured transients at the oscilloscope
input. The time scales of the simulated transients have been shifted to align with the
measured transient.

Figure 51 shows the simulated transients as they would be measured by the

oscilloscope, overlaid upon an actual measured transient from a 36 MeV oxygen ion

strike, taken from Location 1 of [72], a representative emitter-center strike at Q2.

The bias tee present at the oscilloscope terminal removes the DC bias of Figure 50.

The first peak of the mixed-mode result correlates well with the data, and its second

peak qualitatively follows the shape of the measured transient. As expected from the

overestimated transients in the single-transistor simulations of Figure 48, Method #3

(fixed circuit biases) overshoots the mixed-mode transient at the oscilloscope, further

exceeding the measured data. Method #1 produces a similar result, since its double

exponential input transients are calibrated to the 3-D TCAD transients of Method

#3. Despite the large difference in its device-level transients, Method #2 produces

a comparable transient at the oscilloscope. Although the mixed-mode simulation

demonstrates the closest agreement to the magnitude and temporal structure of the
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measured transient, all four approaches give similar qualitative insights into the circuit

transient response.

5.2.3.2 Analysis of BGR Output Transient

The factors that drive the temporal shape of the BGR output transient can be

identified by carefully tracing the current transients from their origin at Q2 to the

circuit output. Since the four approaches give similar qualitative results, I analyze in

detail the mixed-mode simulation. The first important fact is that Q2 is composed of

an array of 32 HBTs wired in parallel; in both experiment and simulation, a given

SET event is recorded when only one of these 32 HBTs is subject to a heavy-ion strike.

Charge sharing between adjacent HBTs is negligible, indicated by the fact that the

sensitive areas of each HBT in Q2 as shown in [72] do not overlap. Moreover, 3-D

TCAD simulations encompassing two HBTs spaced apart as in the physical layout

demonstrate that for an ion strike to the emitter-center of one HBT, the peak transient

collector current on the adjacent HBT is three orders of magnitude less than that of

the irradiated device; this is also confirmed in [75]. The mixed-mode circuit simulation

shows that a large portion of the collector and emitter current originating in the

irradiated HBT is absorbed by the 31 parallel compact model HBTs. Figure 52 shows

the ion-induced transients from the 3-D TCAD HBT along with the total current

transients at the 31 parallel HBTs. The resulting net transients from the Q2 array are

significantly different from the irradiated device transients, with reduced peak collector

and emitter currents, and increased negative base current. Referring to the schematic

in Figure 45, the base of Q2 is shared with transistors Q1 and Q5. Consequently, the

net base current flowing from Q2 is divided between Q1 and Q5.

Figure 53 shows the terminal current transients for Q5. The initial rising base

transient is capacitively coupled to the emitter, but bipolar conduction begins to
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Figure 52: Mixed-mode transient currents at Q2: currents at the single irradiated
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transient currents to the remainder of the circuit from the 32x array (solid).
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Figure 53: Mixed-mode current transients at terminals of Q5.
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Figure 54: Mixed-mode current transients at terminals of Q3.

dominate as a result of modulation of the base potential for times greater than approx-

imately 30 ps. Although the Q5 collector current transient will lead to modulation

of the BGR output voltage through the voltage drop across R2, the influence of Q3

must be considered, since the base of Q3 is tied to the collector of Q5. Figure 54 plots

the terminal current transients for Q3, in which the initial negative base and positive

emitter currents show that capacitive coupling of the base and emitter of Q5 supplies

a portion of the collector current of Q3. The influence of the resistive drop resulting

from current in the output branch can be estimated by summing the Q3 base and

Q5 collector transients, as plotted in Figure 55. Three peaks emerge in the sum of

the two currents: near 100 ps, near 2 ns, and near 10 ns. The first and third peaks

are driven by the collector current of Q5, with the second peak driven by the base

current of Q3. The output voltage then increases according to the total transient

current through R2. Due to the distributed resistance and parasitic capacitance of

R2, the high-frequency components of the current transient are transformed to lower
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Figure 55: Mixed-mode current transients that contribute to the BGR output voltage
through the resistive drop across R2.

frequencies as it propagates through the resistance network, as illustrated in Figure

56. Consequently, the first and second peaks of the summed current in Figure 55 are

conflated together in the output transient.

Whereas the initial rise in the output voltage originates with the increasing Q5

collector current, the subsequent output response is determined by a damped feedback

loop involving Q3, Q4, Q5, R2 and M11. As the output voltage rises because of the

current transient through R2, the voltage at the drain of M11 also increases because

of the emitter follower Q4 until M11 is ultimately driven into the linear regime near

1 ns. This process is illustrated in Figure 57, which plots key transistor biases for

the duration of the SET. The simulation results show that the source voltage of M11

rises slightly to compensate for the rising drain voltage, but is limited by the cascoded

M10. The VSG of M11 also increases slightly as M7 conducts more current to support

the collector transient of Q2 as it propagates through M9. As M11 is pushed out of

saturation, its drain current decreases significantly, reducing the base current that
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Figure 56: Transformation of current transient as it flows through resistor R2,
a polysilicon resistor modeled as a distributed network of resistors and parasitic
capacitors.
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Figure 57: Mixed-mode voltage bias transients for transistors M11, Q3, and Q5.
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Figure 58: Mixed-mode current transients at the terminals of transistor Q4.

flows into Q4, as shown in Figure 58; this forces a reduction of the emitter current

of Q4, followed by a decrease in the output voltage as less current flows through R2.

However, as soon as the output voltage begins to decrease, M11 reenters saturation

and experiences a sharp increase in its drain current around 3 ns. The collector and

base currents of Q3 increase accordingly, and the emitter current of Q4 increases

sharply as more current flows into its base, causing the Q5 collector current to increase.

Together these currents cause the output voltage to rise again until M11 once again

approaches linear operation. The feedback from the drain current of M11 is less severe

at this point, since the current flowing through R2 peaks at a lower magnitude. The

circuit output transient is then controlled by decreasing oscillations of the Q3 base

current and a steady decrease of the Q5 collector current.

Since the BGR output voltage is the sum of the VBE across Q3 in addition to the

voltage drop across R2, the transient response of VBE must also be considered. Figure

59 plots the BGR output transient along with these components, with the DC offset

removed to identify the contributions of each component. This plot reveals that the
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Figure 59: Mixed-mode BGR output transient along with its key components: the
resistive drop across R2 and the VBE across Q3. The DC offset of each curve has been
removed to highlight the contributions of each component to the overall SET.

output voltage transient is defined primarily by the current component, as the VBE

transient is significantly smaller than the voltage drop across R2. The VBE transient

corresponds to the shape of the Q3 base current and serves primarily to retard the

rising edge of the output transient. In Figure 59, the current and voltage components

are summed together to demonstrate a close match to the simulated voltage transient

at the output, indicating that it is valid to assume that the current component of the

output transient can be represented by current simulated at the top of R2 times the

total resistance of R2.

In summary, the initial rising output voltage results from a rising Q5 collector

current combined with a subsequent increase in the Q3 base current. The sharp roll-off

and subsequent increase in the output voltage is caused by a feedback loop: the roll-off

occurs when M11 enters linear operation, reducing the Q4 base current and therefore

its emitter current that flows through R2; the decreasing output voltage enables M11

to reenter saturation, resulting in a large signal increase in its drain current, which
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causes Q3 and Q4 directly and Q5 indirectly to conduct more current. The output

voltage then peaks a second time, followed by decreasing oscillations caused by the

Q3 base current and a steady decrease caused by the Q5 collector current.

5.2.3.3 Comparison of Simulation Approaches

Having decomposed the BGR output transient, the origin of the similarities and

differences between simulation approaches can be identified. The results show that

the analog circuit output is primarily sensitive to the base transient on Q2, unlike

traditional digital circuits; as such, although accounting for the actual circuit biases

yields the most accurate results, a qualitative match is still achieved by Method

#2 since it has a comparable base transient. On the other hand, the reduction in

collector and emitter transients shown in Figure 48 cannot explain the difference in

the output transients between the mixed-mode simulation and Method #3. The chief

deviation between the mixed-mode and current-injection results is that the negative

base transient is much larger in the current-injection simulations. Figures 60-61

shows the injected and net transients at Q2 for Methods #1 and #3. The larger base

current results in a larger Q5 collector current, thus increasing the base current drawn

from Q3 and together causing a much larger initial voltage peak at the BGR output.

Subsequently, the larger output transient forces M11 further out of saturation than in

the mixed-mode simulation. Since a larger initial Q5 collector transient pulls current

from both R2 and the base terminal of Q3, there is only a marginal increase in the

base transient of Q3 and its VBE. Consequently, each simulation approach shows a

similar reduction in the output voltage as a result of the feedback loop. Since the

first output peak is a direct result of current flowing from the Q2, the differences

are striking for different base transient magnitudes. However, the second output

voltage peak is only affected indirectly by the base transient current, since it is a

determined by the feedback loop of Q3, Q4, Q5, and M11. As a result, the current
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Figure 60: Transient currents at Q2: injected current transients (dashed) and net
transient currents seen by the remainder of the circuit (solid), computed according to
Method #1.
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Figure 61: Transient currents at Q2: injected current transients (dashed) and net
transient currents seen by the remainder of the circuit (solid), computed according to
Method #3.
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injection approaches still estimate a larger second peak of the output voltage than

the mixed-mode simulation, but the differences are less prominent. Since the base

transient of Method #1 subsides before that of Method #3, its simulated output

is closer to that of the mixed-mode simulation at the second peak. Nevertheless,

all four approaches overestimate the second peak of the measured output voltage.

This is possibly due to the fact that some of the underlying 3-D TCAD simulations

of an HBT ion strike overestimate the measured SET duration for a single device

[107]. Considering Figure 53, if more transient base current is forced into Q5 for a

longer period of time, a larger forward bipolar current will be induced, leading to a

stronger feedback mechanism and larger BGR output transient. Discrepancies at the

device-level will likely be reflected at the circuit-level if they are due to inaccuracies in

the physical models. Further work needs to be performed to reconcile all simulation

to data discrepancies at the device-level and to assess their impact on circuit-level

SET simulations.

5.2.4 Conclusions

Four different approaches to modeling of SET in circuits have been applied to a precision

SiGe voltage reference circuit. The importance of modeling the bias dependence of the

single device transient was shown by comparing 3-D TCAD transients of a SiGe HBT

at negative substrate bias with those of a SiGe HBT mirroring the biases of transistor

Q2 from the BGR. The ion shunt effect was identified to be the probable cause of

the large collector to emitter transients from Q2. The primary limitation of current

injection approaches is that they do not account for the loading of the device terminals

that shifts the terminal biases throughout the duration of the SET, as evidenced by

the difference between the HBT terminal transients simulated using TCAD alone and

those simulated within a full mixed-mode circuit simulation (Figure 48).

With this knowledge of both the device-level response and circuit loading, the
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effectiveness of each modeling approach was tested at the circuit level against measured

transients in a SiGe voltage reference. Although the mixed-mode simulation is

marginally closer to the measured transient, all three current injection approaches also

capture the basic shape of the circuit SET. The reasons behind this were illuminated

by a detailed analysis of the transient response of the circuit, which enabled the

mechanisms that drive the major components of the circuit SET to be traced back

to the original device transients at Q2, revealing that the base transient of Q2 is

the driving force behind the circuit SET. For this particular BGR circuit, current

injection approaches provide similar qualitative insights, since in this case the circuit

loading and bias conditions strongly affect the collector and emitter transients, but

only marginally affect the base transient that drives the circuit SET. However, this

result is entirely dependent on the circuit topology and must be examined for other

analog and RF circuits in which loading effects may influence the critical device-level

transients (e.g., in dynamic circuits such as voltage controlled oscillators). Loading

effects need to be examined at more aggressive scaling nodes (e.g., 130 nm) in which

circuit response times are comparable to single-device SET durations. Moreover, for

novel device structures such as [82], for which no calibrated compact model presently

exists, SET can be realistically modeled only by full mixed-mode simulation.
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5.3 Understanding Single-Event Transients in Gb/s SiGe
Digital Logic

Significant differences between current-injection and mixed-mode approaches were

demonstrated within a SiGe voltage reference circuit in the previous section. Similar

discrepancies have also been reported in CMOS logic [106]. In the SiGe voltage

reference, differences in the internal voltage and current transients were shown to be

caused by feedback from the circuit that influenced the originating device transient

as it evolved in time. The feedback mechanism and its impact on the circuit output

SET were determined by the particular circuit topology, suggesting that current-

injection and mixed-mode approaches may produce greatly differing answers in other

circuit types and topologies. Consequently, clear guidelines must be established as

to which approaches to modeling circuit-level SET are valid for various conditions,

including circuit type and topology, technology node, device geometry, and operating

environment. In this section, I apply both current-injection and mixed-mode SET

modeling approaches to a standard Gb/s SiGe master/slave D flip-flop (DFF). My

goal is to assess, for the first time, the limitations of decoupled TCAD simulations in

predicting single-event upset (SEU) in high-speed SiGe digital circuits, and to better

understand the fundamental mechanisms and corresponding metrics that are suitable

for accurately predicting SEU in high-speed SiGe latches, shift registers, and digital

logic.

5.3.1 Circuit and Simulation Details

CFDRC’s NanoTCAD tool was used to perform simulations of normally-incident

emitter-center ion strikes to off-state SiGe HBTs within the differential pairs of the

DFF, since these transistors have been identified as the most sensitive nodes of the

DFF [62]. A schematic of the circuit is given in Figure 62. All transistors have the

same geometry (0.5 µm x 2.15 µm SiGe HBT). The results presented here include
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Figure 62: Standard SiGe master/slave D flip-flop schematic.

transient simulations with static input biases as well simulations with dynamic clock

biases. For all static-bias simulations, the differential clock and input signals are set

such that the master storage and slave input stages are active, Q4/Q7 are in the

“on” state, and Q5/Q8 are in the “off” state. The off-state transistor biases in each

differential pair are VB = =0.25 V, VE = =0.91 V, VC = 0 V, and VS = =5.2 V. The

on-state collector current is 1 mA. To model the complex ion track, the SRIM software

tool was used to compute the energy-deposition vs. depth profile for a 36 MeV oxygen

ion, taking into account the back-end-of-line (BEOL) interconnect layers present above

Q5 and Q8. This variable linear energy transfer (LET) profile was then imported into

NanoTCAD using its automated ion track meshing capability. The LET at the emitter

surface is approximately 7 MeV · cm2/mg. The peak of all TCAD ion strikes presented

here occurs at 2 ps. The ion-induced current transients computed for fixed biases are

shown in Figure 63. At these bias conditions, the large forward shunt current up to

about 0.1 ns, followed by diffusive charge collection through the subcollector-substrate

junction until roughly 3 ns.
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Figure 63: 3-D TCAD current transients for a 36 MeV oxygen ion strike to a stan-
dalone SiGe HBT with fixed voltage biases corresponding to an off-state HBT. Dashed
lines represent the mixed-mode current transients for the off-state HBT operating
within the DFF.

Current-injection simulations were performed by placing piecewise-linear inde-

pendent current sources at each node of the SiGe HBT that was irradiated, in the

same manner as in [76]. The injected current waveforms were taken from 3-D TCAD

simulations of the off-state SiGe HBT. Mixed-mode simulations were performed using

CFDRC’s MixCad tool (3-D NanoTCAD interface to Cadence Spectre) [108], using a

calibrated 3-D TCAD model of a first-generation SiGe HBT. Whereas mixed-mode

studies such as [112] are limited to basic SPICE passives and compact models, the

unique interface between NanoTCAD and Spectre allows this mixed-mode tool to

be used directly with the compact models included in commercial process design

kits (PDKs). The current-injection simulations require an initial TCAD transient

simulation for each transistor and bias case of interest (one of which typically completes

within four hours), followed by circuit transient simulations of minimal duration. In

contrast, a single mixed-mode transient simulation requires no initial TCAD transient

simulation and typically completes within 20-30 hours, depending on the simulation

conditions.
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5.3.2 Static Bias Simulation Results

In both the DFFs examined here and shift registers employing the same topology,

SET can be classified into two categories to simplify analysis: 1) input cell and 2)

storage cell ion strikes, since the loading conditions are identical within each group,

not only between master and slave stages of each DFF, but also between each element

of a full shift register. A strike to any active storage cell interacts with the active

input cell of the next stage; likewise, a strike to any active input cell interacts with

the active storage cell of the previous stage. To account for both cases, static bias

simulations were performed of ion strikes to the off-state transistors of the master

storage and slave input cells (Q5 and Q8).

5.3.2.1 Master Storage Cell Ion Strike

The ion-induced voltage transients for a strike to Q5 from both current-injection

and mixed-mode simulations are illustrated in Figure 64. An SEU is predicted for

both simulations. Moreover, the similarity of the output voltage transients (QP/QN)

between simulation approaches suggests that the net effect of circuit feedback on

device-level transients is minimal. However, the intermediate node voltages that are

set by the Q4/Q5 collector currents exhibit much greater disparity, which can be

explained by considering the Q4/Q5 current transients that are shown in Figure 65.

The mixed-mode result shows a straightforward sequence of events. Immediately

following the ion strike, the ion-induced currents at Q5 essentially act as forward

bipolar current. The increasing IC,Q5 pulls down IP and at the same time induces a

negative base current on Q4 around 3 ps. Moreover, Q6 limits the total differential

pair current, which forces Q4 to cease conducting and prolongs the IE,Q5 transient at

a lower magnitude than in the device-only TCAD results of Figure 63. IN rises, and

by the end of the SET, the opposite logic state is firmly set. The current-injection

result, however, shows several notable differences. By forcing a predefined current
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Figure 64: Mixed-mode and current-injection voltage transients for an ion strike to
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Figure 65: Mixed-mode and current-injection current transients for an ion strike to
transistor Q5.

98



1 0 - 1 2 1 0 - 1 1 1 0 - 1 0 1 0 - 9

- 1
0
1
2
3
4

M a s t e r  S t o r a g e  S t r i k e  ( Q 5 )

V E,Q
5 (V

)

T i m e  ( s )

 M i x e d - M o d e
 C u r r e n t  I n j e c t i o n

Figure 66: Mixed-mode and current-injection emitter voltage transients for an ion
strike to transistor Q5.

into the circuit nodes, the current magnitudes are larger, driving IP down much

further in a shorter time period. Moreover, the large emitter transient cannot be

supplied entirely by current source Q6, compelling the lower-impedance Q4 emitter-

base (EB) junction to become reverse-biased and accumulate charge until 50 ps, as

evidenced by the unphysical rise of the emitter voltage to 4 V at 50 ps in Figure 66,

and the subsequent discharging base/emitter currents from Q4 after 100 ps. The same

capacitive charging/discharging of the EB junction occurs in Q5, which combines

with the injected collector transient to induce inverse-mode operation up to 100 ps.

Finally, the logic state remains upset at the end of the SET, since Q7/Q8 have already

switched states along with all of the node voltages.

To further probe the differences between the two simulation approaches, additional

simulations were performed with a range of different LET values for the ion track

(from 0.5 to 10 MeV · cm2/mg), as illustrated in Figure 67. Mixed-mode and current-

injection output voltage transients exhibit a high degree of correlation across LET,

both showing an LET of 1 MeV · cm2/mg as the threshold for SEU for strikes to the

storage cell with static bias conditions. The fact that SEU occurs before 100 ps in all
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Figure 67: Mixed-mode and current-injection output voltage transients for ion strikes
to transistor Q5, with the LET varied from 0.5 to 10 MeV · cm2/mg.

cases indicates that forward shunt current drives this sensitivity. For a static-bias SEU

to occur, the storage cell must be upset, otherwise it will simply reset the following

input stage as the SET currents subside. With that in mind, the ion-induced currents

at the emitter and collector of Q5 are both needed to cause SEU, since the emitter

current takes up an increasing share of the fixed tail current while the collector current

pulls down the high-state output and lowers the VBE of the on-state differential pair

transistor. Figure 68 shows the emitter currents in the differential pair HBTs for LET

values around the SEU threshold, revealing that SEU occurs when the forward shunt

emitter current of Q5 exceeds that of Q4. This also explains why the mixed-mode and

current-injection results closely agree about the SEU threshold, since it occurs when

the forward shunt currents are roughly half of the supply current; for this current

magnitude, circuit feedback is minimal.

5.3.2.2 Slave Input Cell Ion Strike

The ion-induced voltage transients for a strike to Q8 from both current-injection and

mixed-mode simulations are illustrated in Figure 69. As with the strike to Q5, the

current-injection simulation results in an upset. In contrast, the output voltages from
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Figure 68: Mixed-mode emitter current transients for ion strikes to transistor Q5, for
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Figure 69: Mixed-mode and current-injection voltage transients for ion strike to
transistor Q8.
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Figure 70: Mixed-mode current transients for Q7/Q8 following an ion strike to
transistor Q8.

the mixed-mode simulation recover and do not result in an upset. The differential

pair currents again illuminate the mechanisms underlying this discrepancy, with the

mixed-mode Q7/Q8 current transients given in Figure 70 and the current-injection

Q7/Q8 current transients given in Figure 71. Since the logic state of the master

storage cell is critical for causing an upset in the slave input cell at static bias, the

current-injection Q4/Q5 current transients are shown in Figure 72. Below 100 ps, the

mixed-mode QP/QN transients of Figure 69 correspond closely to those of Figure

64. However, the key difference is that IP/IN never upsets, which ensures that the

slave input cell resets by the end of the device-level transients. The slave input cell

can affect IP/IN through two paths: the ion-induced negative IB,Q8, which causes

the moderate increase in IN, and capacitive coupling of a small portion of the Q8

emitter transient through the Q7 EB capacitance, which causes the brief increase in IP.

Interestingly, QP returns to its original state at 200 ps, the end of the forward shunt

dominated region of the device-level transient, suggesting that the shunting effect

plays an important role in SiGe SEU, not just subcollector-substrate charge collection,
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Figure 71: Current-injection current transients for Q7/Q8 following an ion strike to
transistor Q8.

as traditionally believed. Nevertheless, after the forward shunt current ceases, QN

still remains partially pulled down below its original voltage for the duration of the

diffusive collector current. The current-injection QP/QN voltage transients follow

comparable trends to those of Figure 64, indicating that similar mechanisms operate

within this differential pair when it is irradiated. The Q7/Q8 current transients in

Figure 71 closely follow the current-injection transients in Figure 65, demonstrating

the same EB charging up to 50 ps that results in an unphysically high emitter voltage,

accompanied by inverse-mode operation of Q8 due to the injected collector transient,

followed by discharging of the EB capacitance between 130 and 250 ps, and ending

with a static SEU at the output. The strike cases differ, however, in the reason why

the upset persists following the SET. The master storage cell remains upset because

the VBE of Q4 and Q5 are cross-coupled to their collector currents. In contrast, the

slave input cell should return to its original state as in the mixed-mode simulation,

because the VBE of Q7/Q8 are set by the outputs of the preceding state, unless the

current-injection simulation shows that the master storage cell is itself upset by a
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Figure 72: Current-injection current transients for Q4/Q5 following an ion strike to
transistor Q8.

strike to the slave input cell. This is indeed the case, as shown by the Q4/Q5 current

transients in Figure 72. Current is forced into the base of Q5, inducing forward bipolar

conduction and causing the cross-coupled Q4 to cease conducting by 100 ps, matching

the point at which IP and IN switch states. By the time the SET ceases in the slave

input cell, QP/QN are held in the upset state due to the prior upset of IP/IN.

Additional simulations were performed with a range of different LET values for the

ion track (from 0.5 to 10 MeV · cm2/mg), illustrated in Figs. 73-74. Current-injection

results show an LET of 5 MeV · cm2/mg as the threshold for SEU with static bias

conditions. Below the threshold, the base current pushed into Q5 is not sufficient

to induce forward-active operation and cause an upset of IP/IN and subsequently

QP/QN. Mixed-mode results show that no upset occurs across the entire LET range

for a static bias case, yet the deviation of QP/QN for tenths of nanoseconds can

result in SEU should a clock edge occur during the window of the output voltage SET.

Current-injection simulations not only predict a different threshold LET for SEU in

the static bias case, but also predict significantly different output voltage transients
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Figure 73: Mixed-mode and current-injection output voltage (QP) transients for ion
strikes to transistor Q8, with the LET varied from 0.5 to 10 MeV · cm2/mg.
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Figure 74: Mixed-mode and current-injection output voltage (QN) transients for ion
strikes to transistor Q8, with the LET varied from 0.5 to 10 MeV · cm2/mg.
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below that threshold, highlighting the stark difference in SEU prediction between

mixed-mode TCAD and current-injection.

5.3.3 Clocked Simulation Results

Mixed-mode simulations of a clocked DFF were performed to explore the impact

of the timing between the ion strike and clock edge. All clocked SET simulations

were performed with the variable LET profile computed by SRIM. The mixed-mode

voltage transients of Figure 69 show that QP returns to its original state approximately

200 ps after the ion strike. The deviation of QP results from transistor Q7 turning

off during the forward shunt emitter transient of Q8; as the IE,Q8 transient subsides,

Q9 again sources its current through Q7 and QP is pulled down. The deviation of

QN, however, is caused directly by the IC,Q8 transients. Thus, it reflects the two

dominant components of the collector transient: (1) forward shunt current between

the emitter and collector, and (2) diffusive current from charge collection at the

subcollector-substrate junction. During the forward shunt portion of the transient, QN

is pulled down to the full voltage swing of the DFF. When the shunting effect ceases,

IE,Q8 becomes negligible and the 1 mA design current is again sourced by Q9 through

Q7. However, the Q8 subcollector-substrate diffusion current remains superposed on

the original circuit operating currents, pulling QN below 0 V for approximately 3 ns.

This extended QN transient can be seen across LET in Figure 74.

Clocked simulations were first performed with a single clock transition, where the

delay from the ion strike to the clock edge was varied from 0.2 ns, near the end of

the forward shunt current, to 2.0 ns. The nominal output voltages are QN = 0 V

and QP = =0.25 V. Figure 75 overlays the output QN and CLKN signals for each

delay condition, demonstrating that SEU occurs for strikes occurring up to 0.9 ns

prior to the clock edge. This indicates that the DFF is sensitive not only during the

forward shunt region, but continues to be sensitive when the only remaining transient
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Figure 75: Mixed-mode voltage transients for ion strikes to transistor Q8, with
increasing delay to the clock edge. The strike time is held constant at 2 ps.

current is diffusive collector current that partially pulls down QN. Although this result

reinforces the motivation for mitigating subcollector-substrate charge collection in

SiGe HBTs, it also suggests why transistor-level RHBD approaches have only been

partially effective and SiGe SEE sensitivity remains even in SOI technologies where

there is no appreciable collector diffusion current. Even without the collector diffusion

current, clock transitions during the forward shunt region will result in SEU.

The results of Figure 75 indicate that the SEU sensitivity is not a function of

total collector charge collection, but is rather caused by the value of QN at the clock

transition. As the delay from the ion strike exceeds 0.9 ns, the total charge collection

continues to increase, but SEU ceases to occur. This suggests that the exact value of

QN determines whether SEU will occur. With this in mind, it might be surprising

that SEU would occur for a designed voltage swing of 250 mV when QP has already

returned to its original value of =250 mV and QN is only pulled down to =100 mV.

This result can be understood by comparing it to the normal current and voltage

transients surrounding a clock transition at 0.4 ns. Figure 76 shows the results for

a mixed-mode TCAD simulation of a 2 ps ion strike, whereas Figure 77 shows the
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Figure 76: Mixed-mode voltage and current transients for an ion strike to transistor
Q8 at 2 ps, with the clock transition occurring at 0.4 ns.

Spectre-computed results for no ion strike.

Prior to the clock transition, the only difference resulting from the ion strike is

the non-zero IC,Q8 and correspondingly lower QN. At 0.4 ns, CLKP falls and CLKN

rises, turning off Q9 and turning on Q12. As Q12 turns on, its collector node voltage

drops, inducing a positive base current around 0.42 ns on both Q10 and Q11 as their

EB junctions become more forward biased. The base currents flow through QP and

QN; since IC,Q7 is rapidly decreasing, the net result is a slight increase in QP and

moderate decrease in QN for both simulations. Following the initial base transients of

Q10/Q11, the two simulations diverge significantly. In the standard case of Figure

77, the VBE of Q11 is much larger than that of Q10 at 0.42 ns. Consequently, as
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Figure 77: Spectre-computed voltage and current transients for a clock transition
occurring at 0.4 ns, with no ion strike.

their shared emitter voltage lowers, Q11 begins to conduct forward bipolar current

that is exponentially larger than that of Q10, holding QP constant in the low bias

state as Q11 matches the tail current of Q12. As both the emitter voltage and the

EB junction charge of Q10 stabilize, QN returns to zero along with IB,Q10. In the

mixed-mode ion strike case of Figure 76, the key difference is the additional voltage

drop across R4 due to the collector SET current. At the peak of the base transients,

this additional voltage drop causes QN to approach the level of QP. With comparable

VBE, both Q10 and Q11 begin to turn on to match the tail current, evidenced by the

parallel rise in their collector currents. However, the voltage drop across R3 at 0.44 ns

is caused solely by IC,Q11, whereas the voltage drop across R4 is determined by the
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summation of IC,Q10 and ion-induced IC,Q8 transient. Consequently, since there are

only two stable operating states (only one of Q10/Q11 can turn on), the additional

voltage drop across R4 reduces QN sufficiently to drop below QP during this transition

period. Subsequently, Q11 turns back off and IC,Q10 proceeds to increase to the full

supply current of the DFF. The small negative IB,Q11 after 0.44 ns is evidence of Q11

turning completely off as its VBE reduces.

For clock transitions during the diffusion region of the collector SET, the SEU

sensitivity is linked to the magnitude of the collector SET current and the output

voltages at the moment of the clock transition. As such, it is logical to expect that the

SEU sensitivity will change if the operating conditions of the circuit are varied (voltage

swing, bias current, etc.). Previously, increasing the bias current has been shown to

reduce SEU sensitivity [50], assuming that the device-level SET magnitude remains

constant. However, the SEU sensitivity during the forward shunt region will not be

affected by the same changes, since the large forward shunt current directly forces the

input cell to assume the opposite state, whereas the collector SET diffusion current is

simply superposed onto the correct input cell state. Thus, two different circuit SEU

mechanisms accompany the two distinct regions of the device-level SET. This has

strong implications for SEU-hardening approaches; existing approaches that strictly

target subcollector-substrate charge collection cannot mitigate SEU due to forward

shunt current. Further analysis and experimental testing is needed to assess the

statistical significance of each SEU mechanism, so that more effective SEU-hardening

techniques can be developed. Mixed-mode TCAD is an essential tool for this area of

research, since decoupled circuit SET modeling cannot capture the essential physics

of the SEU mechanisms. This is highlighted by the fact that above a moderate LET

of 5 MeV · cm2/mg, decoupled simulations predict SEU to occur at all times in the

circuit examined here, even without an active clock.
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5.3.4 Conclusions

The simulation results demonstrate that strikes to the off-state storage cell SiGe

HBT of a DFF can cause SEU even with static biases. This static-bias sensitivity

is attributed to the forward shunt region of the device SET. Moreover, fundamental

limitations of conventional decoupled circuit SET simulations lead to inaccurate and,

at times, unphysical transient behavior when the circuit response influences the device-

level transient. With static biases, decoupled simulations erroneously predict SEU

for ion strikes to the DFF input cell, in contrast to the mixed-mode TCAD results.

Mixed-mode TCAD simulations reveal that strikes to the off-state input cell SiGe

HBT cause SEU in two ways: (1) large sub-nanosecond current shunts from emitter to

collector and directly causes the input cell to upset, resulting in SEU when coincident

with clock transitions, and (2) diffusive charge collection at the subcollector-substrate

junction causes an additional voltage drop that pulls down the high-state output

voltage, which if large enough can cause SEU during clock transitions. These factors

will help to explain actual SEU data for various RHBD approaches that have been

developed for Gb/s SiGe logic.
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5.4 Best Practices in Circuit-Level SEE Simulation

Despite the intrinsic advantage in accuracy that coupled mixed-mode TCAD holds

over decoupled modeling approaches, there are several important considerations of

which a designer needs to be aware of when modeling SEE. An ideal SEE modeling tool

at the circuit and system level would minimize or avoid any changes to the existing

circuit netlists, minimize simulation runtime, maintain fidelity to measured results,

and provide accurate predictions for SEE behavior in circuits for which no measured

data has been yet obtained. However, since no single tool can accomplish all of these

goals, the best tool in a given situation depends entirely on the designers goals and

intended use.

As with any simulation and modeling application, the basic trade-off in SEE

modeling is between computation time and accuracy. At higher levels of abstraction

(e.g., system level design), some error margin may be acceptable if it keeps the

simulation time reasonably short, since the primary purpose is to validate the overall

sensitivity of the system. However, within individual circuit blocks, an accurate

representation of the underlying physical mechanisms is critically important, because

it informs the designers who develop and employ RHBD techniques within the lowest

levels of the system design.

Since mixed-mode TCAD includes physical simulations of a 2-D or 3-D semicon-

ductor device, it is quite computationally complex. Although the runtime depends

heavily on the specific software, complexity of the TCAD device model, and simulation

settings, the general runtime for a mixed-mode TCAD SET simulation can be ex-

pected to be anywhere from a few hours to a few days for a standard analog or digital

circuit block. Multithreading can reduce this time considerably, but multithreading

support varies from tool to tool. Also, since convergence of the compact models is

relatively quick, the overall mixed-mode TCAD runtime is primarily determined by

convergence of the TCAD device solver and is not significantly affected by the size of
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the surrounding compact model circuit. Compact model approaches perform much

faster than mixed-mode TCAD (e.g., a few seconds to a few minutes for a standard

analog or digital circuit block), but they typically require much more preparation. As

shown in the literature, the most accurate compact model approaches typically use

TCAD simulations as the basis for the device-level transients, and often calibrate the

SEE model parameters using mixed-mode TCAD simulations. Even though the end

results produced using SEE compact models can be computed in a fraction of the time,

there is a significant one-time cost for the initial model development. The advantage,

however, is that compact model approaches are typically more scalable and well-suited

for iterative simulations, albeit applicable primarily to just one technology and type

of design (e.g., SOI CMOS shift registers), since the SEE compact model is calibrated

using TCAD results and/or data from a specific circuit. In contrast, the advantage of

mixed-mode TCAD approaches is that the initial simulation setup is relatively simple,

enabling a quick analysis of SEE in new circuit designs and technologies.

Other considerations linked to the trade-off of time vs. accuracy include the type

of information the tool can provide as well as the ease with which a modeling tool

can be integrated within the standard circuit design tool flow. At the system level,

the SEE model should be integrated in a way that is transparent to the designer,

which is a reasonable goal, since in this case a tool only needs to provide overall

SEE rates. One important concern is to avoid modifying netlists and schematics

that are considered golden [33]. Yet at the same time, device and circuit RHBD

development necessitates accurate predictions of SEE behavior based on the actual

physical mechanisms, and physics-based TCAD modeling tools tend to be much more

disruptive of the standard design tool flow. In fact, this often requires the designer to

convert existing circuit netlists over to a custom format used by the TCAD software,

a process which can be complicated by the fact that some TCAD tools do not support

the compact models used by the PDK. Nevertheless, creative implementations of
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mixed-mode TCAD, such as CFDRC’s MixCad tool [10], demonstrate the ability

to integrate a physics-based TCAD solver with standard circuit simulation software

(Cadence Spectre) and commercial PDKs. In this case, existing circuit netlists can be

left unchanged with all of the PDK compact models, and the designer can swap out

solely the devices of interest with physical TCAD models.

The most natural application of mixed-mode TCAD is for fundamental research

and development of new devices and technologies. When scaling the physical device

structure and doping profiles for a new technology node, the easy path is to continue

to use the same modeling tools. However, the fast and easy solution is pointless

if it gives incorrect or unphysical results. Thus, in the early stages of technology

development, it is vital that modeling tools be tested to ensure that all underlying

assumptions remain valid. Numerous examples of the shortcomings of conventional

decoupled modeling techniques have been reported over the last decade, providing

direct comparisons to data and mixed-mode TCAD simulations [33, 63, 65, 106, 68].

Ultimately, the considerations for SEE modeling are much the same as for modeling

of normal device and circuit operation. Compact models are created because they

provide fast, efficient simulations of circuit and system performance for designers,

whereas TCAD is prohibitively slow, especially at the system level. Compact modeling

of SEE can no longer be done in quite the same way, because of the strong dependencies

on circuit type, topology, and the unique interactions with device-level effects that

change with each technology and node. Although SEE compact models are necessary

for system-level simulations, a deep knowledge of device-level SET mechanisms is

necessary before a valid SEE compact model can be created. In traditional IC

technology development, measured data can be sufficient to inform the compact model

developers, but since SEE experiments are much more costly and expensive than

simple DC and RF characterization, mixed-mode TCAD tools can play a vital role in

reducing the number of experiments while evaluating the underlying physical SEE
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mechanisms in a new technology. The results discussed in this chapter demonstrate the

ability of mixed-mode TCAD to uncover these mechanisms. Moreover, mixed-mode

TCAD can be an efficient tool to evaluate device-level RHBD approaches in which

the device structure, doping, and/or layout are modified, rendering existing compact

models insufficient. In the big picture, what is most important is to ensure that any

simulation tool a designer chooses has a foundation that traces back to a fundamentally

physical understanding of SEE in that particular technology and environment.
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CHAPTER VI

PHYSICS-BASED TCAD FRAMEWORK FOR

PREDICTIVE MODELING OF BIPOLAR CIRCUIT

RELIABILITY

As technologies evolve to meet the demands of modern broadband applications,

operating voltages inevitably shrink, and circuit designers are compelled to operate

devices closer and closer to the classical “safe operating area” (SOA) boundaries

that define the maximum voltage and current levels that provide robust and stable

operation. Defining these SOA boundaries is quite problematic, since the underlying

physics of the various damage mechanisms is extraordinarily complex, and conventional

SOA definitions based on DC measurements do not necessarily reflect the actual SOA

for devices within mixed-signal circuits [15, 17, 22, 36, 95].

In addressing circuit reliability associated with transient radiation effects, I have

improved and validated physics-based TCAD models of ion-strike charge collection,

then embedded these models within a compact model circuit environment to assess

the impact on circuit operation. Similarly, physics-based TCAD models can be used

to model device operation at or beyond classical SOA limits, which gives rise to

complexities such as pinch-in instabilities, thermal effects, current-dependent break-

down phenomena, complex 3-D effects, and stress-induced leakage. Whereas circuit

simulations with compact models alone simply cannot account for these issues, TCAD

simulations themselves cannot adequately predict the impact on circuit operation

based only on single device simulations. Consequently, my objective here is to apply

the knowledge gained from mixed-mode simulations of ion-induced transients to other

reliability issues facing advanced SiGe HBTs.
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Since this is a complex problem with many applications, the scope of this task

will be limited to proving the feasibility of using mixed-mode TCAD by developing

calibrated physics-based degradation models that are compatible with mixed-mode

TCAD simulations of mixed-signal circuits.

6.1 Physics-Based Trap Degradation Model

The mixed-mode degradation mechanism in SiGe HBTs occurs when a high collector

current density and large collector-base reverse-bias are simultaneously applied. The

basic process is illustrated in Figure 78 and proceeds as follows. First, minority

carriers traverse the base and enter the collector-base junction space-charge region.

For sufficiently high electric fields, impact-ionization will occur, resulting in additional

electron-hole pairs. These generated electrons and holes will drift toward the base

and collector regions based on the polarity of the electric field, and can potentially

participate in further impact-ionization. Some of these energetic carriers can then

travel to the various oxide interfaces within the device, arriving with sufficient energy

to create traps. In the SiGe HBT, traps at the emitter-base (EB) spacer oxide interface

can cause a large increase in non-ideal forward-mode base current due to Shockley-

Read-Hall recombination. Traps at the shallow-trench isolation (STI) can likewise

be revealed by an increase in non-ideal base current when biasing the transistor in

inverse-mode operation. For typical circuits, the transistors are biased in the forward

mode and EB spacer traps are of greatest concern, as they reduce the current gain

and can shift the operating point of a circuit outside of its functional range.

There are two distinct components of the mixed-mode degradation mechanism:

(1) the process by which hot carriers are generated and travel to an oxide interface,

and (2) the dynamic process of trap formation and annealing at the interface. The

first component can be modeled following the same approach as the lucky-electron

model that has been widely used for hot-carrier injection in MOSFETs [38, 41]. The
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Figure 78: Cross-section of 2-D device model used for transient degradation simula-
tions, annotated with the basic process behind the mixed-mode degradation mecha-
nism.

lucky-electron model uses a probabilistic approach to compute the total rate of hot

carriers that satisfy the necessary conditions to be injected from the MOSFET channel

region across the gate oxide and into the gate contact. To apply the same approach

here, the individual probabilities are adjusted to instead compute the rate of carriers

that become highly energetic and are directed all of the way to an oxide interface while

retaining sufficient energy to cause damage. The second component of the mixed-mode

degradation mechanism can be modeled using the well-known reaction-diffusion process,

which was first applied in the context of transistor degradation by Jeppson et. al [42]

to explain bias temperature instability (BTI) in MOSFETs as a hydrogen-diffusion

controlled interface state creation mechanism. The same fundamental approach applies

here, with the major differences being the oxide thickness and geometry. What links

the two components of mixed-mode degradation is the fact that trap formation at the

oxide interface is determined by the rate of hot carriers reaching the interface.
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For a device model comprised of a 2-D discretized mesh, the forward trap formation

rate at an oxide interface can be defined as

KF (x0, y0) =
∑

(x,y)∈V

re(x, y, x0, y0) +
∑

(x,y)∈V

rh(x, y, x0, y0), (10)

where (x0, y0) is an interface vertex along the oxide interface and re(x, y, x0, y0) and

rh(x, y, x0, y0) are the impinging hot electron and hot hole rates, respectively, as a

function of origin within the semiconductor. These rates are summed across the entire

semiconductor volume to give the net rates of hot electrons and hot holes that reach

the given position along the oxide interface.

The hot carrier rates are defined as a function of vertex position within the

semiconductor to be

re/h(x, y, x0, y0) =
|| ~Jn/p(x, y)||

q
P1,e/h(x, y)P2(x, y, x0, y0)M(x, y), (11)

where || ~Jn/p(x, y)|| is the local electron or hole current density, P1,e/h is the local

probability that a carrier will gain at least a threshold energy of φhot and will be

directed towards the interface vertex at (x0, y0) with sufficient momentum to create

a trap, P2(x, y) is the local probability that a hot carrier will traverse the entire

distance between (x, y) and (x0, y0) without suffering a momentum-robbing collision,

and M(x, y) is the measure of the local vertex. The measure is defined to be the

equivalent 2-D area of that vertex and is needed to weight the hot carrier rate at each

origin vertex based on the local density of the mesh.

The hot carrier redirection probability can be defined after [38] as

P1,e/h(x, y) =

∫ ∞
φhot

Phot,e/h(ε, x, y)Pred(ε), (12)

where Phot,e/h(ε, x, y) is the probability that a carrier gains energy ε, defined as

Phot,e/h(ε, x, y) =
1

λFeff,e/h(x, y)
eε/λFeff,e/h(x,y)dε, (13)
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and Pred(ε) is the probability per unit length that that same carrier will undergo a

redirecting collision such that it has sufficient momentum in the direction toward the

oxide interface, with

Pred(ε) =
1

2λr

(
1−

√
φhot
ε

)
. (14)

Feff,e/h is the effective electric field experienced by electrons and holes, respectively,

and can be defined in several ways, either as the component of the electric field

in the direction of the current flow, or more realistically based on the local carrier

temperature, although this second option requires use of the hydrodynamic transport

model. λ is the mean free path between collisions for a carrier in Si, λr is the mean

free path between redirecting collisions, and φhot is the threshold energy required to

break a silicon dangling bond at the interface, depassivating an interface trap (2.3 eV

[27]).

The probability that a hot carrier will reach the oxide interface without a collision

is given as

P2(x, y, x0, y0) = e−d/λ, (15)

where d is the distance between (x, y) and (x0, y0).

Once the net hot carrier rates have been accumulated at a given interface vertex,

the interface trap density can be computed following the classical reaction-diffusion

equation:

∂Nit

∂t
= KF (N0 −Nit)−KRNitH2, (16)

where KF is the trap depassivation rate constant, N0 is the initial concentration

of dangling bonds (1013–1014 cm=2 [101]), Nit is the surface density of unpassivated

dangling bonds, KR is the trap passivation rate constant, and H2 is the surface density

of hydrogen. In the context of this problem, several assumptions are made. The

majority of silicon dangling bonds at the oxide interface (PB centers, denoted as

0Si≡Si3) are passivated by atomic hydrogen to result in a diamagnetic neutral defect

[101]. Under this theory, when hot carriers strike the interface, the PB centers are
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depassivated and a hydrogen atom is liberated. The free hydrogen atoms can then

proceed to repassivate a PB center, or they can bond together to form molecular

hydrogen, H2. If they remain at the interface, hydrogen molecules will continue

to participate in the repassivation process, but migration of hydrogen away from

the interface will result in a net increase in unpassivated traps. Hydrogen cannot

migrate into Si, but will slowly diffuse into the oxide away from the interface. The

passivation reaction is assumed to occur instantaneously, such that the reaction is

diffusion-controlled rather than reaction-rate-controlled. If the reaction is far from

saturation (Nit << N0) and the oxide is thick (W 2/4Dt > 1), then the solution for

the interface trap density during hot carrier degradation can be approximated as

Nit(t) ≈ 1.16

√
KFN0

KR

(Dt)α, (17)

where D is the diffusion coefficient of hydrogen in the oxide (0.01 µm2/s [16]) and α

sets the power-law time dependence of trap formation, fixed here at 0.25 [42]. For

these simulations, KR is held constant at 10=7 s=1 [16]. The equation above will not

hold during the annealing process that occurs when the hot carrier rate becomes

negligible and hydrogen molecules diffuse back to the interface to passivate the PB

centers.

6.2 Transient Degradation Simulation Methodology

The model described in the previous section was implemented for use in the Synopsys

Sentaurus TCAD suite, using Sentaurus Device (sdevice) for 2-D electrical device

simulations and Sentaurus Workbench to parameterize the model and manage the

simulations. The model was built in C++ and integrated into transient device

simulations using the sdevice physical model interface (PMI). Prior to the degradation

simulation, the HBT is ramped to a specified stress bias condition (JE,stress + VCB,stress)

in the common-base configuration. Next, the transient degradation simulation is

performed following the basic simulation flow in Figure 79. The dynamic interface
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Figure 79: Simulation flow during transient simulation with PMI degradation model
enabled.

trap densities are computed in a post-process step by the PMI degradation model and

are then coupled back into the device simulation prior to each new time step using

a separate PMI model. At specified stress durations, the device state is saved for

further analysis, similar to how in stress measurements, the Gummel characteristics

are typically measured at specified stress intervals to capture the change in current

gain and base current. In this case, following the transient stress, the post-stress

forward and inverse Gummel characteristics are simulated at the saved stress states

and a change in base current vs. stress time is extracted.

Although stress measurements provide the final word on device reliability, TCAD

simulations can provide a unique perspective on the internal workings of the degra-

dation mechanisms. Here, the degradation process can be dissected into its separate

components, aiding in the analysis of which specific aspects of the device profile drive

the overall degradation of device FoM. To demonstrate the degradation process as it is

captured by this model, an example stress simulation is performed using a calibrated

2-D TCAD model of a 50 GHz peak-fT npn SiGe HBT, the cross-section of which

is given in Figure 78. The stress conditions for this example are JE = =1 mA/µm2

and VCB = 8 V, with the results shown in Figures 80-89 taken after a stress duration

of 1000 s. The first element of the hot carrier rate is the redirection of hot carriers

with sufficient momentum to create interface traps. The probability of this occurring

is dependent on the mean free paths and is a function of the local effective electric
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Figure 80: Hot electron redirection probability at t = 1000s, for a constant stress
condition of JE = =1 mA/µm2 and VCB = 8 V.

field, which differs for electrons and holes. In this simulation, hydrodynamic carrier

transport models were enabled and the effective electric field was computed from the

individual carrier temperatures. Figures 80-81 show the hot electron and hot hole

redirection probabilities, respectively, as a function of position within the semiconduc-

tor. The greatest probability for hot carriers to occur lies as expected within the large

electric field of the collector-base space-charge region. The differences between the

electron and hole probabilities follow those of their respective effective electric fields

and derive directly from the differences between the respective carrier temperatures.

The second component of the hot carrier rate is the probability that a redirected

hot carrier will travel all of the way to the oxide without suffering a energy-robbing

collision. This probability is dependent on the mean free path and is otherwise only

a function of the hot carrier origin and the interface position. Figure 82 shows the

2-D probability distribution as a function of hot carrier origin for the interface vertex

nearest the emitter window.
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Figure 81: Hot hole redirection probability at t = 1000s, for a constant stress
condition of JE = =1 mA/µm2 and VCB = 8 V.

Figure 82: P2 as a function of position through the semiconductor volume, computed
for the EB spacer oxide interface vertex nearest the emitter window.
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Figure 83: Rate of hot electrons reaching the left EB spacer oxide interface vertex
nearest the emitter window at t = 1000s, as a function of the hot electron origin, for
a constant stress condition of JE = =1 mA/µm2 and VCB = 8 V.

Figure 84: Rate of hot holes reaching the left EB spacer oxide interface vertex nearest
the emitter window at t = 1000s, as a function of the hot hole origin, for a constant
stress condition of JE = =1 mA/µm2 and VCB = 8 V.
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Figure 85: Rate of hot carriers reaching the left EB spacer oxide interface at t = 1000s
as a function of the x coordinate along the interface, for a constant stress condition of
JE = =1 mA/µm2 and VCB = 8 V.

The hot carrier rate at a particular position within the semiconductor is determined

by the above probabilities and the local current density. The result is shown in Figure

83 for hot electrons and Figure 84 for hot holes (again for hot carriers reaching the

single EB spacer interface vertex nearest the emitter window). As expected, the

majority of hot carriers striking the EB spacer oxide originate within the collector-base

space-charge region, concentrated on the side nearest the interface.

The net hot carrier rate for a particular interface vertex is the sum of all hot

carrier rates computed throughout the semiconductor (i.e. the integration of the data

in Figures 83-84). That rate is then calculated for each interface vertex. Figure 85

gives the forward trap formation rate (i.e. the total hot carrier rate) along with the

hot electron and hot hole rates, as a function of x position along the left EB spacer

oxide interface. Intriguingly, it is not hot electrons, but hot holes that dominate the

overall hot carrier rate at the EB spacer for this npn SiGe HBT. This agrees directly

126



Figure 86: Electron effective electric field computed from the electron temperature
distribution, for a constant stress condition of JE = =1 mA/µm2 and VCB = 8 V.

with previous published results of full-band Monte Carlo simulations that showed that

secondary holes produced by impact-ionization were the dominant carrier to reach the

EB spacer oxide interface with sufficient energy to activate traps [110]. Considering the

effective electric fields (shown in Figures 86-87) that drive the redirection probabilities

of Figures 80-81, it is not surprising to see hot holes dominate, since hot holes are

generated closer to the EB spacer oxide interface. This difference in hot carrier origin

can be understood based on the direction of electron vs. hole flow combined with

the fact that the effective electric fields used here are dependent on the local carrier

temperatures. Since electrons are flowing toward the collector, they gain energy as

they move away from the EB spacer; thus, hot electrons occur farther from the EB

spacer. In contrast, holes that are generated by impact ionization are driven towards

the EB spacer due to the polarity of the electric field and are therefore more energetic

closer to the EB spacer. These differences drive the effective electric field distributions

of Figures 86-87.
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Figure 87: Hole effective electric field computed from the electron temperature
distribution, for a constant stress condition of JE = =1 mA/µm2 and VCB = 8 V.
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Figure 88: Rate of hot carriers reaching the left STI interface at t = 1000s as a
function of the y coordinate along the interface, for a constant stress condition of JE

= =1 mA/µm2 and VCB = 8 V.
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Figure 88 shows the trap formation, hot electron, and hot hole rates as a function

of y position along the left STI interface. Here, hot holes dominate the hot carrier rate

only for interface positions close to and above the metallurgical junction where the

extrinsic base doping has diffused outward into the active region of the device. This can

be traced back to Figure 81, which reveals a moderate hot hole redirection probability

in that region. This moderate probability arises from the large hole effective electric

field that is directly adjacent to the oxide interface at the metallurgical junction.

Although the electric field is much smaller than in the collector-base space charge

region, the hot hole rate remains significant because of its proximity to the oxide

interface. Above this region, hot holes dominate because the region of large hole

effective electric field is in closer proximity. Below the metallurgical junction, the hot

electron rate dominates the overall hot carrier rate because the hot hole rate drops

exponentially with distance from the metallurgical junction, whereas the rate of hot

electrons produced by the large electron effective electric field of the collector-base

junction remains relatively high. The net hot electron and hot hole rates are much

higher for the STI interface than for the EB spacer interface, and this results in

much higher trap densities, as can be seen in Figure 89. This falls in line with the

well-established fact that the mixed-mode degradation mechanism more severely affects

inverse-mode vs. forward-mode device operation [16, 18, 118, 120]. These results also

indicate that modeling of the outdiffusion of the extrinsic base doping is critical to

capturing the distribution of traps along the STI, since the hot carrier rate is orders

of magnitude higher at the location of the metallurgical junction than anywhere else

along the STI.

After the net hot carrier rates have been summed following each time step, the

interface trap densities can be computed. Figure 90 shows the time evolution of the

interface trap density as a function of position along the left EB spacer, where the

peak trap density occurs as expected at the emitter window. Considering only the
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Figure 89: Interface trap density at t = 1000s, for a constant stress condition of JE

= =1 mA/µm2 and VCB = 8 V.

peak trap densities, the time dependence of trap formation at the EB spacer and

STI interfaces is compared in Figure 91. For this stress condition, the peak STI trap

density increases more rapidly than the peak EB trap density, which must result from

an increase in KF with time, most likely caused by changes in the current density near

the STI interface that result from increased recombination current. This difference in

the rate of trap creation decreases as the stress time increases.

Directly correlating with the trends established in mixed-mode stress data [16, 18,

118, 120], the damage caused to the EB spacer and STI interfaces can be separated by

performing both forward and inverse Gummel measurements following various stress

intervals. Since the majority of the base current flows nearer to the EB spacer in

forward-mode operation, the change in non-ideal IB can be linked to traps at the EB

spacer interface. Likewise, the change in inverse-mode IB can be attributed to traps

at the STI interface, at which point the majority of the base current flows near that

interface. The forward and inverse-mode Gummel characteristics are shown in Figures
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Figure 90: Interface trap density along the EB spacer oxide for increasing stress time.
The npn SiGe HBT is stressed at JE = =1 mA/µm2, VCB = 8 V.
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Figure 91: Peak interface trap density at the EB spacer and STI oxides as a function
of stress time. The npn SiGe HBT is stressed at JE = =1 mA/µm2, VCB = 8 V.
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Figure 92: Post-stress forward gummel characteristics for stress times ranging from
1 s to 105 s, with a stress condition of JE = =1 mA/µm2, VCB = 8 V.

92-93, respectively, for stress times increasing from 1 s to 105 s. The effect of the traps

at each interface can be clearly distinguished by the two measurements, since the

inverse-mode IB exhibits a much larger change due to the much higher interface trap

density at the STI interface.
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Figure 93: Post-stress inverse gummel characteristics for stress times ranging from
1 s to 105 s, with a stress condition of JE = =1 mA/µm2, VCB = 8 V.

6.3 Bias Dependence and Calibration to Data

Now that the PMI degradation model has been demonstrated with a stress condition

of JE = =1 mA/µm2 and VCB = 8 V as a test case, the bias dependence of the mixed-

mode degradation can be simulated. Figure 94 shows the peak trap density at the EB

and STI interfaces as a function of the stress condition, taken after a stress interval of

103 s. As expected, for a greater collector-base reverse bias, more traps are formed at

both interfaces due to the greater electric field. Interestingly, however, the maximum

traps at the EB spacer are formed for a current density near peak-fT, whereas the

peak STI traps continue to increase with increasing current density. This can be

attributed to the fact that when high-injection effects onset at current densities above

peak-fT, the collector-base electric field is pushed further into the physical collector,

as demonstrated by the evolving electron and hole effective electric fields in Figure 95.

Since this is in the direction directly away from the EB spacer, a dramatic decrease in

hot carrier damage is observed. In contrast, the peak electric field remains roughly
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Figure 94: Peak interface trap density at the EB spacer and STI oxides for increasing
magnitude of emitter current stress. The trap density is extracted after 103 s stress at
VCB = 8 V.
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the center of the npn SiGe HBT, for a range of emitter current stress conditions with
VCB = 8 V.
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Figure 96: Normalized increase in base current as a function of increasing stress time,
for a range of emitter current stress conditions with VCB = 8 V.

the same distance from the STI, so hot carriers will continue to damage the STI at an

increasing rate as the current density rises. The change in the slope of the STI curves

of Figure 94 is still expected, however, since the peak magnitude of the electric field is

reduced due to the Kirk effect.

The increase in forward-mode base current, normalized to its pre-stress value, is

given in Figure 96 as a function of stress time for a variety of current density stress

conditions. The normalized IB is extracted from post-stress Gummel characteristics

at a fixed VBE = 0.7 V. Since the maximum interface trap density occurs for emitter

current densities between 0.1 to 1 mA/µm2, the greatest change in non-ideal base

current is also observed for these stress conditions. At stress currents greater than

=1 mA/µm2, the base current change is dramatically reduced, with little to no damage

observed. Figure 97 highlights the effect of stress condition with much greater clarity.

The normalized base current change after 103 s stress is shown as a function of the

current density stress condition for three different collector-base reverse-biases. These
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Figure 97: Normalized increase in base current after 103 s stress as a function of stress
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results show that the amount of damage is proportional to the magnitude of the

collector-base electric field (i.e. VCB reverse bias), whereas the damage increases with

the emitter current density only up to the onset of high-injection effects.

To validate this first-order model for mixed-mode degradation in SiGe HBTs,

measurements were performed on the devices to which the 2-D TCAD model was

calibrated. The stress conditions used for this test held the emitter current density

at =1 mA/µm2, with the collector-base reverse-bias varied from 7–8 V. Excellent

correlation between the simulated and measured base current change is shown in

Figure 98. To achieve this fit, only a single free parameter was tuned, the mean free

path, while all other model parameters were held constant at the values specified in

Section 6.1, each of which is well in line with published values. The electron and hole

capture cross-sections were set to be 10=14 cm2 [14]. A mean free path value of 6.2 nm

proved to give good agreement to the data across the different stress conditions and

is a reasonable value compared to others used in the literature [15, 38]. In reality,
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Figure 98: Comparison between simulation and measurement of normalized base
current vs. stress time for a range of VCB stress conditions with JE = =1 mA/µm2.

the mean free path is an energy-dependent parameter that is neither constant nor

universal across all technologies and devices, but for the purposes of this first-order

degradation model, it is sufficient to use it as a free parameter with a value comparable

to those previously reported in the literature.

6.4 Application to Mixed-Mode TCAD

Since the bias-dependence of the mixed-mode degradation mechanism can be accurately

captured by the model developed in this chapter, this model is well-suited for transient

degradation simulations of not just single devices, but also circuits. This is specifically

enabled by the coupling that is built in to the model, where the impact of increasing

trap concentrations at the oxide interfaces is accounted for at each new time step of

the transient degradation simulation. Sentaurus Device provides a mixed-mode TCAD

capability in which compact models and TCAD models are solved simultaneously.

With this in mind, the degradation model presented here can be enabled within a
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mixed-mode TCAD simulation of a mixed-signal circuit, and in such a simulation,

the TCAD device will be exposed to the time-varying stress conditions imposed by

the external circuit. Since the degradation model physically accounts for the bias-

dependence of trap formation, this will provide a much more predictive assessment of

the degradation and time-to-failure of that specific circuit.

Several areas remain to enhance this model, specifically the inclusion of annealing

that occurs at higher temperatures and large current densities. Presently, the solution

for the interface trap density given in (17) was arrived at by several assumptions,

one of which is that the forward trap reaction rate is much larger than the reverse

trap reaction rate. In reality, when the stress condition is such that the rate of hot

carriers reaching the interface is negligible, hydrogen molecules will diffuse back to

the interface and repassivate the interface traps, resulting in a net decrease in traps.

Moreover, the influence of self-heating cannot be neglected, as this not only affects

carrier transport and impact ionization, but will also change the diffusion constant of

hydrogen; at higher temperatures, hydrogen will diffuse more quickly, enhancing both

the trap formation and annealing rates, depending on the stress condition.
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CHAPTER VII

CONCLUSIONS

This dissertation has focused on improving predictive modeling techniques to address

challenges faced during the development of new silicon-based mixed-signal technologies,

recognizing that device and circuit reliability is a key concern for all operating

environments. A diverse array of individual topics has been addressed in this research,

spanning the material, device, and circuit layers of abstraction, along with both

conventional and radiation-related reliability. Nevertheless, the topics are unified by a

single theme, which is to apply predictive TCAD to address circuit-level reliability

issues, rooted in a fundamentally physical understanding of the underlying reliability

mechanisms. Thus, while one of the initial topics of this research encompasses the

basic physics of charge transport, it then feeds forward to improve predictive modeling

of device operation and reliability, which then in turn feeds forward to enable better

predictive modeling of circuit-level reliability. One of the greatest contributions of

this work has been to apply novel mixed-mode TCAD simulations to explain with

unprecedented detail how reliability effects within a specific circuit can be traced back

to the underlying physical mechanisms within the transistors. It is exactly this type

of approach that is needed to understand and address reliability challenges in the

most effective and efficient way, taking a more holistic approach to reliability, in which

device-level mechanisms are considered within the context of real-life circuits, since the

dynamic circuit conditions necessarily couple into and influence the physics of carrier

transport in the device. With this type of contextual understanding, device-level

reliability problems can be mitigated in the most effective way to influence the overall

circuit and system reliability response.
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In addition to taking a vertical view of reliability issues and tracing individual effects

from their physical origins to their circuit-level manifestation, much can be gained by

applying lessons learned in one reliability area to adjacent areas. In my research I

have done this by applying knowledge gained from radiation-related reliability studies

to address conventional degradation modes of SiGe BiCMOS circuits. This type of

approach can bear much fruit, and this has been demonstrated previously in reliability

publications. One specific example is how an understanding of conventional hot-carrier

degradation of the SiGe HBT was applied to explain the total-ionizing-dose degradation

of the same devices [16]. Here, in the context of predictive modeling of reliability, my

extensive research concerning how best to model circuit-level single-event transients

sets the foundation for the development of a novel mixed-mode TCAD capability for

modeling conventional hot-carrier-induced degradation of SiGe BiCMOS circuits.

A number of specific contributions can be counted from this dissertation, and

their significance to the greater semiconductor device community is evidenced through

many peer-reviewed publications. Briefly, the main contributions of this work are

summarized here:

• A novel 2-D quasi-static regional transit time analysis [69]. This work con-

tributes toward optimization and analysis of the SiGe HBT in several significant

ways. First, this analysis can be used in place of traditional frequency-domain

simulations to estimate the cutoff frequency across bias conditions, greatly re-

ducing the simulation time needed for iterative optimization of doping and Ge

profiles. Moreover, this analysis provides a unique view of the 2-D contributions

to the total device delay, enabling more intelligent optimization of device profiles

based on the limiting regions. Finally, the streamline-based regional transit-time

analysis further allows device designers to identify trends and challenges posed

to continued performance-scaling of the SiGe HBT.

• Measurement and modeling of charge carrier transport parameters (mobility,
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incomplete ionization, and Shockley-Read-Hall recombination) as a function of

radiation dose and temperatures spanning from the deep cryogenic regime up

to 300 ◦C [67]. The primary contributions of this work include a large body of

temperature-dependent recombination lifetime data, something that did not exist

hitherto for such a wide temperature range or for a commercial IC technology.

Furthermore, this data and the equally large body of n-type and p-type resistance

data were applied to develop calibrated mobility, incomplete-ionization, and

recombination models, which together provide a basis for accurate modeling of

charge transport in silicon-based devices and can be applied to predictive TCAD

modeling of single-event transients.

• The first direct measurements of single-event transients in 45 nm RF-CMOS

on SOI [66]. The primary contribution of this work is the illumination of the

influence of different body-tie geometries on the single-event transient sensitivity.

This data is necessary to identify the optimal device layout to simultaneously

balance RF performance, total-ionizing dose sensitivity, and single-event effects

sensitivity.

• Modeling of single-event transients in an analog circuit building block, a SiGe

precision voltage reference [65]. The main contributions of this study include the

first comparison of circuit-level SET modeling approaches with measured data,

which highlights the fundamental difference between coupled and decoupled

modeling approaches. Moreover, the new mixed-mode TCAD approach was

used to identify for the first time the underlying mechanism that drives the SET

of this voltage reference topology.

• Modeling of single-event transients in a high-speed SiGe digital latch [68]. This

study builds heavily upon the knowledge gained from the voltage reference

study and provides much needed insight that explains single-event upsets in
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SiGe shift registers. One key contribution is the identification of two distinct

SEU mechanisms that are linked to their physical origins, one caused by high

forward currents induced by emitter strikes, and the other caused by substrate-

subcollector charge collection. The other significant contribution is direct proof

and analysis of the inaccuracies of conventional decoupled circuit SET simula-

tions.

• A physics-based model for the mixed-mode degradation mechanism in SiGe HBTs,

suitable for mixed-mode TCAD simulations of the degradation of dynamically-

biased SiGe circuits. The greatest contribution of this work is the first imple-

mentation of a fully-coupled TCAD-based model that can accurately capture

mixed-mode degradation of the SiGe HBT. This model was validated directly

against mixed-mode stress measurements

7.1 Future Work

Although this dissertation has answered many questions about best modeling practices

for reliability, it has also opened up several new areas that should prove fruitful for

further research. From the knowledge I have gained throughout this research, I will

attempt to outline here the main topics that need further attention to better address

both conventional and radiation-related circuit reliability challenges.

7.1.1 Single-Event Transient Modeling

In Chapter 5, I have discussed at length how the coupled mixed-mode TCAD approach

is unique in its ability to link circuit-level single-event effects to their physical origins

within the transistor. This was shown for a basic analog building block, the voltage

reference, as well as a basic digital building block, the flip flop. Those results showed

conclusively how decoupled current-injection simulations are fundamentally flawed and

can provide completely inaccurate predictions of the circuit SET response. Future work
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needs to extend this type of study to other basic building blocks, including RF circuits

such as voltage-controlled oscillators and low noise amplifiers. In dynamic circuits such

as those, decoupled simulation results are likely to be even further from the true circuit

response; in those cases, coupled mixed-mode TCAD simulations are uniquely situated

to provide a detailed look at the interaction between the device SET mechanism

and the circuit response. Furthermore, there is room for additional research along

the lines of the flip flop study of Section 5.3, where the SEE response of additional

latch topologies such as the RHBD latch designs of [49] and [50] can be modeled in

mixed-mode TCAD to better explain existing experimental data. Ultimately, there are

two main aspects to this research that should be built upon: (1) establishing guidelines

for circuit designers on how to best model circuit-level SEE based on different circuit

types and technologies, and (2) identifying the physical origin of circuit-level SEE

sensitivities so that better hardening approaches can be developed.

7.1.2 Conventional Reliability Modeling

Chapter 6 branches off from the application of mixed-mode TCAD to radiation effects

in order to take a similar approach for conventional reliability issues in the SiGe

HBT. The mechanisms behind the long-term degradation of semiconductor devices

are enormously complex, so a strategic approach is necessary. Before mixed-mode

TCAD simulations of circuit degradation can be performed, predictive models of the

physical device degradation mechanisms are needed. For mixed-signal SiGe circuits,

the mixed-mode degradation mechanism is of chief concern, since it is triggered at the

typical bias conditions present in those circuits (high JC and large reverse collector-

base bias). This dissertation provides a huge step toward coupled modeling of this

degradation mode by developing a physics-based model that not only is validated

against measured device stress data, but is also designed for coupled mixed-mode

simulations. Several enhancements were already pointed out in Chapter 6 as to how
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the physics model can be enhanced to account for trap annealing and its temperature

dependence. In addition, suitable mixed-signal circuits need to be fabricated and

tested, then compared directly against mixed-mode TCAD degradation simulations

of the same circuit using calibrated TCAD models of the transistors. At that point,

optimization of the transistors themselves can be performed and the impact on circuit

reliability can be directly quantified.
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The advent of high-frequency silicon-based technologies has enabled the

design of mixed-signal circuits that incorporate analog, RF, and digital circuit com-

ponents to build cost-effective system-on-a-chip solutions. Emerging applications

provide great incentive for continued scaling of transistor performance, requiring

careful attention to mismatch, noise, and reliability concerns. If these mixed-signal

technologies are to be employed within space-based electronic systems, they must also

demonstrate reliability in radiation-rich environments. SiGe BiCMOS technology in

particular is positioned as an excellent candidate to satisfy all of these requirements.

The objective of this research is to develop predictive modeling tools that can be used

to design new mixed-signal technologies and assess their reliability on Earth and in

extreme environments. Ultimately, the goal is to illuminate the interaction of device-

and circuit-level reliability mechanisms and establish best practices for modeling these

effects in modern circuits. To support this objective, several specific areas have been

targeted first, including a TCAD-based approach to identify performance-limiting

regions in SiGe HBTs, measurement and modeling of carrier transport parameters

that are essential for predictive TCAD, and measurement of device-level single-event

transients to better understand the physical origins and implications for device design.

These tasks provide the foundation for the bulk of this research, which addresses

circuit-level reliability challenges through the application of novel mixed-mode TCAD

techniques. All of the individual tasks are tied together by a guiding theme: to develop

a holistic understanding of the challenges faced by emerging broadband technologies

by coordinating results from material, device, and circuit studies.
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