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SUMMARY 

The sensory thalamus controls the transmission of information from the periphery to the 

cortex and shapes our sensory percepts. While the thalamus receives prominent afferent 

projections from the sensory periphery via the brainstem, thalamic activity is also shaped 

through diverse modulatory inputs that influence a range of thalamic state properties 

including the time-varying baseline thalamic polarization. Although many neurological 

disorders including schizophrenia, and central pain syndrome are linked to thalamic 

dysfunction, basic information about ongoing thalamic processing is still unknown. 

Specifically, it is unclear how ongoing changes in membrane polarization (i.e. state) alter 

the transmission of information to and from the cortex.  

 

The goal of this thesis was to develop novel techniques to measure entire cortical regions 

and to determine the role of thalamic state on tactile thalamocortical processing. In order 

to measure spatiotemporal cortical responses, we developed the techniques for recording 

the genetically expressed voltage indicators (GEVIs) for widefield imaging of the primary 

sensory cortex. We then utilized optogenetics to adjust the ongoing thalamic activity, and 

measured the sensory evoked cortical response using GEVIs in the vibrissa pathway of the 

anesthetized and awake mouse. We found that pre-stimulus modulations of thalamic 

polarization greatly impacted the thalamic spontaneous activity and evoked response to 

punctate sensory stimuli. In particular, we observed that pre-stimulus hyperpolarization 

controlled the level of thalamic bursting that occurred either spontaneously or was evoked 

by sensory inputs. Regardless of changes in the thalamus, we found that the overall neural 

state (anesthetized or awake) dictated the downstream cortical response to changes in 

thalamic polarization.  

 



xvii 

 

These results highlight the dynamic nature of thalamocortical processing and suggest an 

important role of ongoing thalamic polarization for the encoding of sensory features. Taken 

even further, our work suggests that state-dependent processing may play a predominate 

role in neural circuitry that extends beyond even thalamocortical circuits. By better 

understanding how thalamic state controls function of the highly complex thalamocortical 

circuit, it will be possible to develop better treatment options for neurological disorders. 
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1. CHAPTER I: INTRODUCTION 

1.1 General Motivation 

 

The major sensory systems of audition, somatosensation, and vision all share a common 

architecture and route a vast amount of sensory information through the thalamus to the 

primary sensory cortices1. In addition to sensory signals, thalamic nuclei are critical for the 

implementation of motor commands, and for the maintenance of short term memory2. 

Therefore, the thalamus is central in forming sensory percepts as well as processing and 

modulating behavior. Both the thalamus3 and cortex4–6 have been shown to be vital for 

even the most basic sensory detection tasks. Beyond the primary inputs to the thalamus 

originating from sensory organs, the vast majority of inputs to the thalamus (~90%7) are 

modulatory signals ranging from neuromodulatory inputs to cortical feedback. Despite the 

importance of the thalamus in sensory transmission8,9, motor control10,11, vigilance12–15, 

and neurological disorders7,11,16,17, little is known about how ongoing thalamic activity 

shapes sensory transmission and sensory percepts. 

 

The objective of this thesis is to fill this gap in knowledge, and to develop a better 

framework for how thalamic states modulate sensory encoding across thalamocortical 

structures. Thalamic nuclei receive inhibitory and excitatory inputs that combine to 

modulate the thalamic polarization, which dictates the ongoing thalamic firing rate, 

modulates thalamic synchrony, and activates dynamic thalamic firing modes (see Chapter 

1.3). Here, we utilize advances in neuroscience methods to shift the ongoing thalamic 

polarization and apply reversible changes in ongoing thalamic polarization while 

measuring spatial and temporal responses in the cortex.    
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To accomplish these goals, I have developed three specific aims: 1) Develop novel 

procedures and analytical tools to measure spatiotemporal cortical dynamics in the mouse 

cortex using genetically expressed voltage indicators (Chapter 2). 2) Identify how 

thalamocortical states alter the transformation of sensory information in the anesthetized 

mouse (Chapter 3), and 3) Determine how thalamic polarization alters thalamocortical 

sensory representation in awake circuits (Chapter 4).  The general outline is shown below 

in Figure 1.1. 

 

 

Figure 1.1.General Project Overview. 

In each chapter we explore how the system inputs (thalamic state, and sensory inputs) alter 

the system outputs (downstream cortical response). In Chapter 2, we develop the 

techniques to measure cortical spatiotemporal responses. In Chapter 3, we use thalamic 

state modulation to determine changes in the cortical response of sensory inputs. In Chapter 

4, we use the same methods from Chapter 3 to investigate the awake thalamocortical 

circuit. 

 

While I focused my work on the tactile sensory pathway in rodents, the results of the work 

are general, and expand beyond this specific pathway. The major senses of vision, audition, 

and somatosensation all share similar thalamocortical circuitry. Therefore, these results 

will inform how state-dependent processing controls information across systems and 
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circuits for a generalizable model of neural function. Stated below are several sections 

highlighting key information for the understanding of this thesis.  

 

1.2 The Thalamus: a Critical Component of Processing 

 

This thesis focuses on the thalamus as a critical component of processing sensory 

information. The primary sensory thalamic structures (VPm, LGn, MGn, termed the 

lemniscal pathway) receive direct sensory information from second order nuclei, and 

projects almost exclusively to primary sensory cortical layers IV and V (S1,V1,A1) 18–20. 

Single thalamic neurons themselves contain relatively simple receptive fields, representing 

specific aspects of sensory stimuli (i.e. Cartesian space, intensity, frequency, simple edges) 

and typically encode two dimensions, such as position and intensity. For example, in the 

somatosensory system, thalamic single units correspond to somatotopically mapped 

regions (i.e. face, arms, legs) that correlate to the intensity or velocity of displacements of 

hairs or skin. However, recent work has found increasingly complex thalamic receptive 

fields suggesting that feature extraction and higher order processes begin very early in 

neural circuits21. The cortical input layers (primarily Layer IV/Va) pool the inputs across 

multiple thalamic neurons, which convert simple receptive fields to highly specific 

encoding of complex features of textures and objects. From thalamic inputs into cortical 

layers, sensory information is integrated across cortical space and sent to specialized 

cortical regions for additional higher order processing20. Therefore, the sensory thalamus 

is a gate22–24 that controls what and how information is encoded to downstream cortical 

neurons. 

 

While additional streams of sensory information do exist beyond the traditional lemniscal 

pathway (primary sensory thalamus projections to layer IV cortical regions) , including the 
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paralemniscal, extralemniscal, as well as subcortical circuits, these pathways are believed 

to supplement the lemniscal tract through additional sensory information9,25,26 and to 

correct for self-motion25. These secondary thalamic nuclei project to different layers of the 

primary sensory cortices, and usually to higher order structures (S227–29,V2/VT30,31,A1 

Ventral Caudal Belt32). The Pulvinar (visual paraleminscal thalamus), for example, has 

shown to correlate with self-motion saccades in the visual system33 and modulate attention 

effects across the cortex30,34. Previous work, including lesion experiments29, has shown that 

the lemniscal thalamus is pivotal for behavioral sensory detection tasks, whereas secondary 

pathways only marginally effect behavioral performance. A majority of secondary 

paralemniscal structures are only now being explored; and therefore, paralemniscal 

systems may play a more extensive role in sensory processing than currently stated. For 

this thesis, we will limit our investigation and manipulation to the lemniscal pathway and, 

unless otherwise stated, will refer to the thalamic lemniscal system exclusively as the 

thalamus.  

 

1.3 Thalamocortical Responses Are Influenced by Ongoing Thalamic State  

 

Historically, the thalamus was considered to represent a simple sensory relay station; 

however, this theory of thalamic function has been largely rebuked due to the complex and 

nonlinear transformations that occur in thalamic nuclei22,23,35,36. The thalamus receives 

synaptic inputs (Post Synaptic Potentials or PSPs) that impact the overall membrane 

potential which controls the spiking output of the neuron. In general, as the excitatory PSPs 

(EPSPs) depolarize the neuron, the likelihood of a spiking event increases as the cell moves 

closer to spiking threshold in the spike initiation zone. Conversely, other inputs can 

hyperpolarize the cell (inhibitory PSPs or IPSPs), moving the membrane potential farther 
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from threshold. The combination of EPSPs and IPSPs forms the overall thalamic 

polarization that dictates the state of the thalamus and will determine the output to cortex. 

 

 The awake thalamus is in constant flux and receives tens of synaptic events a 

second37. While some of these inputs are driven from sensory events, other inputs are not 

correlated with sensory inputs and are likely internally driven37. Therefore, in a typical 

neuron, a more depolarized cell will have an increased response to sensory inputs, 

compared to a more hyperpolarized cell which will have a decreased response to sensory 

inputs. However, thalamic neurons have nonlinear dynamics which dramatically alter this 

typical input-output relationship. In particular, the membrane polarization will impact the 

thalamic firing mode, the state of the thalamocortical synapse, and the synchronization of 

thalamic inputs which will all determine how information is transmitted downstream.   

 

In Section 1.4 we will investigate some of the origins of these modulatory inputs; however, 

first, in this section, we will explore how changes in thalamic activity alter thalamocortical 

state and the implications for the processing of sensory features.  This will give context for 

the different modulatory inputs discussed in the next section.  

1.3.1 Thalamic Polarization Controls Thalamic Burst and Tonic Firing Modes  

 

Thalamic neurons have distinct firing modes38 (i.e. tonic and burst). In tonic firing a 

thalamic neuron is at, or above, resting potential where a small depolarizing input causes a 

linear spiking output. However, after long periods of hyperpolarization (100s of ms), 

thalamic neurons enter a burst mode, where small depolarizing inputs cause a barrage of 

action potentials within a short (10 ms) time frame39. In the thalamus, hyperpolarization 

de-inactivates low threshold T-type Ca 2+ channels40, which enable bursting through slow 

waves of calcium influx in response to a depolarizing input. These bursts of action 
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potentials are usually of high frequency (3-400Hz, see review 41); however, in vivo 

recording have shown thalamic bursts with inter-spike-interval’s as low as 1.8ms42.  

Thalamic T-type channels (Cav3.1) undergo a conformation change during periods of 

hyperpolarization that is dependent on the period and strength of hyperpolarization43. 

Typically, thalamocortical neurons must be hyperpolarized for a period of at least 100ms 

to form bursting behavior; however, the de-inactivation of T-type channels is a continuous 

process and can produce sizeable T-currents 70ms under extreme levels of 

hyperpolarization.  Additionally, the strength of the T-type calcium current has temporal 

dynamics and reaches a peak current 500ms after the channels have been de-inactivated43.  

While thalamic bursts (2 or more action potentials) are a hallmark feature of T-type 

currents, thalamic neurons do not always burst. Instead the effective threshold during 

hyperpolarization is reduced, and T-type channels create low-voltage spikes to 

depolarizing inputs44. T-type currents have been shown to play dynamic roles in the 

ongoing and spontaneous firing in the awake mouse, even beyond the formation of 

thalamic bursts45. While the biophysical dynamics of the thalamic bursting are becoming 

more understood, the exact role of thalamic bursting in sensory processing remains a 

mystery.  

1.3.2 Thalamic Bursting– Regulating Sleep or Enhancing Stimulus Detection? 

 

Currently, there are two main competing theories on the importance of thalamic bursting. 

Endogenously driven thalamic bursts have been historically associated with sleep states 

characterized by the emergence of slow wave signals in the cortex (1-4 Hz, Delta). These 

prolonged periods of bursting are highly reproducible and suggest that thalamic bursting 

represents a decrease in the vigilance of the animal, and a decrease in the transmission of 

sensory information associated with sleep-like conditions. Previous studies have found that 

cortical neural responses are reduced in the visual system46 during behavioral states of 
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known bursting. Often, when the thalamus is in a prolonged period of bursting, the animal 

appears drowsy47, or non-alert48. However, to the best of our knowledge, there has not yet 

been a causal link between an increase in burst firing with a change in cortical sensory 

evoked responses.  

 

Alternatively, sensory driven thalamic bursts have been theorized to act as a powerful 

“wake up call”49 to the cortex, providing strong sensory input to downstream cortical 

targets. Awake spontaneous bursting is substantially lower than during sleep15,37; however, 

a majority of these studies either do not provide sensory stimuli, or do not have single 

neuron recordings to determine firing patterns during behavior. Stimulus evoked 

bursting37,49–54 appears to be more common than spontaneous bursting. Furthermore, recent 

work suggests that sensory driven bursts in the visual thalamus (lateral geniculate nucleus, 

LGN) correlate with an increase in the detectability of visual stimuli in monkeys54, 

suggesting that thalamic bursting may play a role in enhancing information flow.  

 

Spontaneous thalamic bursting increases the probability of evoking a downstream cortical 

response in paired recordings47,55,56; however, it is unclear how thalamic bursts influence 

behavioral detectability and cortical response of sensory driven activity. Thalamic neurons 

form strong synapses with cortical inhibitory populations57 that control spatial integration 

(such as lateral inhibition), levels of overall excitability, and windows of opportunity. In 

particular, due to the strong facilitation of post-synaptic potentials (PSPs) onto 

somatostatin positive (SOM) interneurons, synchronized thalamic bursts could cause 

activations of the SOM network58. Activation of the SOM interneuron network could have 

dramatic effects on the excitatory and inhibitory balance and the cortical activity as a 

whole. SOM interneurons have extremely diverse roles including providing widespread 

cortical hyperpolarization59–61, inhibiting other subtypes of interneurons, or synchronizing 
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network inhibition62. Furthermore, work in the our lab suggests that an important variable 

is not just the magnitude of thalamic bursting, but the corresponding level of synchrony 

(i.e. coordinated firing across the neural population) of the thalamic bursting63.  

 

While many of these studies have shown dynamic effects of thalamic bursting, they are 

largely limited to either in vitro or in anesthetized preparations which are not representative 

of the awake behaving circuit64. Thalamic state and thalamic bursting appear to play a 

critical role in both ongoing vigilance and sensory feature encoding but may represent 

context and brain-state dependent functions. Through this thesis, I specifically explore how 

different bursting states alter the transformation of sensory information in the anesthetized 

(Chapter 3) and awake (Chapter 4) animal in order to determine how these two theories of 

thalamic bursting may relate to each other.  

1.3.3 Thalamic Activity and Synchrony Shape the Thalamocortical Synapse  

 

While the most obvious effects of changes to thalamic polarization are on the neuron itself, 

changes in activity can have dramatic implications on downstream transmission.  Inputs 

into the thalamus modulate the membrane polarization and dictate the overall spiking 

output and neurotransmitter release at the thalamocortical (TC) synapse.  As stated above, 

a more depolarized neuron will generally increase the response and likelihood of evoking 

a spike to inputs. Alternatively, a more hyperpolarized neuron would (typically) decrease 

the likelihood of evoking a response to synaptic inputs. Therefore, the overall thalamic 

polarization will determine the ongoing thalamic firing rate, and the overall signal sent 

downstream to the cortex through the TC synapse. 

 

The TC synapse plays an integral role in shaping sensory evoked cortical responses though 

numerous diffuse connections and significant synaptic depression. A single thalamic 
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synapse onto a cortical neuron (Layer IV) produces very weak (<1mV) excitatory post 

synaptic potentials (EPSP)56,65. Therefore, evoking a downstream cortical spike requires 

numerous and synchronous events for propagation of sensory signals47,56. The synaptic 

input onto a single cortical neuron is quite broad, where it is estimated that 85 thalamic 

neurons project onto a single cortical cell56. These numerous but weak thalamocortical 

connections increase the impact of thalamic state (such as thalamic synchrony, bursting, 

and overall evoked rate) on the encoding of sensory stimuli. Due to the small evoked 

responses of a EPSP onto cortical neurons, it is theorized that highly synchronous events 

and thalamic bursts are required to drive downstream cortical activity56. Thalamic also 

synchrony has been found to be critical for neural phenomena, such as adaptation66–69.  

 

In addition to being relatively weak, thalamocortical synapses are continuously modulated 

by the level of preceding activity through synaptic depression of the TC synapse. In 

particular, the thalamocortical synapse decreases evoked responses with even moderate 

pre-stimulus firing rates (>2Hz)70–72. Due to the high firing rates of awake animals, in vivo 

thalamocortical synapses are theorized to be at some level of synaptic depression73, with 

significant modulations of thalamic evoked responses lasting for seconds70. The amount of 

synaptic depression can be quite profound (up to 75% of peak response) and is highly 

dependent on the magnitude and frequency of preceding spiking responses71. However, 

one important caveat is that these studies have often been conducted in the anesthetized 

animal, where neuromodulatory effects and overall firing rates are much different than the 

awake brain. Therefore, the temporal pattern of preceding activity is extremely important 

in shaping the magnitude of the evoked response, and presumably the level of detectability 

of sensory signals. 
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1.4 Ongoing Thalamic Polarization and State is Controlled Through Modulatory 

Inputs  

 

 

Although the thalamus is predominantly responsible for transmitting sensory information 

to the cortex, the vast majority of the synaptic inputs on thalamic neurons are modulatory 

in nature7. For example, only 5-10% of the synaptic inputs into the visual thalamus (LGN) 

are from the retina (the primary visual sensory organ)74.  Modulator and driver synapses 

are part of a model of thalamic inputs proposed to distinguish the overall functional role of 

synapses and the organization of primary and high-order thalamic structures7,75. Driver 

inputs form large synapses onto post-synaptic ionotropic receptors and originate from 

second order nuclei that contain direct sensory information and determine the overall 

thalamic receptive field (Figure 1.2). Modulatory synapses differ from “driver” inputs by 

the smaller physical size of the actual synapse, smaller post-synaptic-potential (PSPs), 

synaptic location on the more distal dendrite, and decreased likelihood of producing 

spiking output. Modulatory synapses can produce either direct effects on the ongoing 

thalamic membrane potential through Excitatory SPS (EPSPs) and inhibitory PSPs (IPSPs) 

through ionotropic receptors or more complex nonlinear interactions through metabotropic 

receptors (typically g-coupled proteins).  Ultimately, it is the accumulation of inputs, 

including EPSPS and IPSPS that determines the ongoing thalamic polarization (i.e, state).  
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Figure 1.2.Thalamic Polarization is Controlled by Modulatory and Sensory Inputs. 

 A. Cartoon outline of the most common inputs into thalamic neurons that form the EPSPs 

and IPSPs that ultimately combine to impact the overall thalamic baseline polarization. B. 

Left. Cartoon description of thalamic inputs that control the overall activity. B. Right. 

Thalamocortical circuit diagram showing the projections from the thalamus into the 

inhibitory and excitatory cortex networks for the somatosensory whisker pathway. In 

addition to modulatory and sensory inputs, the thalamus is part of a more complex and 

interconnected thalamocortical circuit.  
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Although awake thalamic firing is highly correlated with sensory inputs, there are distinct 

states of activity that are independent from sensory inputs37. The thalamus receives a 

diverse range of modulatory inputs from top-down sensory feedback from the cortex36 and 

thalamic reticular nucleus76,77 to widespread neuromodulatory control from the reticular 

formation, many of these processes are still being fully discovered78. In primary sensory 

thalamic nuclei, the vast majority of modulatory inputs come from cortical Layer VI and 

acetylcholine (ACh) centers, with only minor contributions from other neuromodulators. 

These modulatory inputs can alter thalamic polarization  across many temporal scales79 

(minutes to hours) that form a highly dynamic and time-varying system. In addition to 

direct manipulations of thalamic state, the thalamus can be modulated through bottom-up 

mechanisms such as sensory adaptation80.  

 

Taken together, ongoing thalamic activity is in constant flux as it receives modulatory 

inputs that interact with the sensory inputs to shape the downstream processing of sensory 

information. While many studies have identified thalamic inputs that alter ongoing activity, 

it is fairly uncertain how different levels of thalamic polarization shape sensory 

transmission across thalamic and cortical structures. Here, we explore a single axis of 

thalamic state with the examination of how hyperpolarized states alter the transmission of 

sensory information. In this next subsection, we explore the major inputs to the thalamus, 

and the impact of ongoing thalamic states on both thalamocortical sensory representations 

and thalamic firing modes to develop a framework for thalamic function.  
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1.4.1 Manipulation of Thalamic Activity Through Thalamic Reticular Nucleus and 

Cortical Layer VI Inputs 

 

The thalamus is a single part in an interconnected excitatory and inhibitory network that 

includes thalamic reticular nucleus (TRN) and cortical layer VI input. These two regions 

provide the primary neurotransmitter (GABA and Glutamate) control of thalamic 

polarization. With this work, we examine the relationship between ongoing thalamic firing 

and induced hyperpolarizing states on sensory encoding, which could represent naturally 

occurring modulations of thalamic activity from the TRN and through cortical feedback.  

 

The primary GABAergic (IPSP) input into the sensory thalamus is from the TRN, a thin 

shell region that surrounds the thalamus (for review see 77,81). GABA binds to with chloride 

channels to provide hyperpolarizing inputs to thalamic neurons, which have a profoundly 

low reversal chloride potential (-81mV)82. The TRN receives bottom-up input from the 

primary sensory thalamus, and top down control from layer VI of topographic primary 

sensory cortices, as well as other long range cortical projections to form multisensory 

receptive fields83. The TRN is spontaneously highly active, and therefore, is constantly 

shaping the ongoing thalamic polarization84,85. While TRN excitation is theorized to inhibit 

thalamic activity, very few studies have directly modulated TRN activity while measuring 

thalamic responses. The TRN itself contains a network of electrically coupled cells and 

inhibitory circuits that add further complication to the network.  The majority of studies 

have optogenetically excited the TRN to attempt to silence thalamic responses86–88. In order 

to shut down thalamic responses, these studies have used very high levels of optogenetic 

input (100’s of mW/mm2) resulting in varying levels of success.86–88 In fact, published 

work87 and personal communication have found the thalamus to be particularly resistant to 

silencing due to T-type calcium channels, which enable low-voltage spiking activity and 
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bursting states. Often, after short time periods of TRN excitation, thalamic cells will begin 

to fire with increased levels of thalamic bursting87.  

 

These complex inputs from thalamic and cortical sources into the TRN create multisensory 

receptive fields that have led researchers to investigate the TRN as a central component of 

basic sensory attention and filtering, termed the “searchlight” hypothesis89. Indeed, the 

TRN is differentially controlled through visual and auditory spatial attention tasks in mice90 

and monkeys22 which suggest that the TRN can be controlled in a task dependent manner 

to control ongoing thalamic activity. In addition to controlling levels of cognition and 

sensory salience, TRN activity has also been implicated in controlling sleep-wave cycles 

through increased thalamic bursting and cortical spindles21,91. However, due to the 

limitations of traditional electrical and chemical manipulation techniques, TRN research 

has been limited.  

 

In addition to TRN input, cortical layer VI inputs are sent to the thalamus via bifurcating 

axonal projections from the cortex that also excite TRN and sensory thalamic regions36,92, 

usually across topographically aligned cortical areas. The bifurcating axonal projections 

have been found to have complex temporal dynamics that can either cause a net 

depolarization or hyperpolarization in thalamus based on the frequency of stimulation36,93. 

Gross modulation and removal of cortical activity has been shown to have a net increase 

in thalamic responses to visual sensory stimuli21,94; however, opposing effects have been 

seen across different sensory modalities95. Layer VI cortical inputs have been shown to be 

linked to metabotropic glutamate receptors, which operate on long timescales (100’s of 

ms), and have an important role in changing thalamic burst and tonic modes96 (see Chapter 

1.3.2).  Layer VI activity is sparse in the awake brain97, and are only now being thoroughly 

investigated as a major component of thalamocortical processing due to recently developed 
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targeted genetic tools. In summary, the thalamus receives direct inputs from either the TRN 

or through cortical feedback which can control ongoing thalamic polarization. 

  

1.4.2 Neuromodulatory Control of Ongoing Thalamic Activity 

While this work does not directly utilize neuromodulators, overall levels of thalamic 

activity and state are influenced by neuromodulatory networks. Neuromodulatory inputs 

shape spontaneous thalamic activity through direct changes to the baseline thalamic 

polarization (ionotropic receptors) and additional effects of metabotropic receptors98. 

Metabotropic neuromodulatory effects can even modulate the synapses themselves to alter 

the transmission of synaptic signals99. Thalamic neurons receive a wide range of 

neuromodulatory inputs including acetylcholine, norepinephrine, dopamine, histamine, 

and others (for review see7). 

 

Primary sensory thalamic neurons have been shown to be very sensitive to acetylcholine 

(ACh). Roughly 50% of the modulatory inputs originate from ACh centers, in particular 

the pedunculopontine tegmental nucleus (PPT) and the basal forebrain complex. 

Acetylcholine has been found to predominantly depolarize the thalamus, and with a 

pronounced effect on the baseline firing rate.  Electrical stimulation of the reticular 

formation (including the PPT) has shown to increase thalamic baseline activity, and prevent 

effects of sensory adaptation to repetitive frequency stimulation100–103. Thus, ACh may play 

a role in thalamic gating. Acetylcholine has recently been found to be continually regulated 

in the awake brain during states of attention104 and pupil dilation105,and therefore may 

represent a global neural state.  

 

In addition to direct modulation of thalamic polarization, neuromodulators have been found 

to impact the thalamocortical network with differential effects. For instance, while 



16 

 

acetylcholine depolarizes the thalamus, ACh hyperpolarizes the reticular thalamus nucleus 

(TRN), which diminishes the overall GABAergic input into sensory regions. Other 

neuromodulators (including norepinephrine) will selectively enhance TRN activity99, 

suggesting dynamic control of the thalamus through release of neuromodulators across the 

thalamocortical circuit. Taken together, neuromodulatory inputs are constantly shaping the 

thalamic state through direct and indirect mechanisms.  

1.4.3  Sensory Inputs and Self-Motion Alter Ongoing Thalamic State 

On top of any internally modulated thalamic states, it is important to also consider the 

thalamocortical circuit in relation to the sensory organ itself. In the awake animal, the 

sensory organ of the eyes and/or skin is actively involved in sensing either through 

saccades or rhythmic touch to scan the environment. In rodents, active sensation in the 

vibrissal pathway is driven by rhythmic movements of the whiskers, termed whisking, and 

occurs during periods of exploration, navigation, and general movement. Active sensing 

has been found to not only change the animal’s external representation of the stimulus, but 

also the underlying internal state as the animal becomes engaged in the task. In the 

thalamus, these active states have been found to have a profound effect on thalamic activity, 

either preceding or during active sensation37, or during behavioral tasks. Previous work in 

the Stanley laboratory has found that ongoing sensory inputs themselves can dramatically 

alter the encoding of sensory information through changes in evoked thalamic responses 

and thalamic synchrony67,68,106. While external sensory induced changes to thalamic 

activity goes beyond the focus of the work presented here, these effects of self-driven 

activity become especially important when investigating the awake animal (Chapter 4).  
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1.4.4 Thalamic State Coupled to Cortical State 

Due to the anatomical and functional connectivity of the thalamus and cortex, the thalamic 

and cortical states are innately coupled. Thalamic neurons drive cortical responses, where 

recurrent connections directly (Layer VI feedback) or indirectly (TRN) modulate thalamic 

state 36,107. However, the extent of how the thalamus can regulate, and be regulated by the 

cortex is still relatively unknown. Therefore, while experimentation throughout this thesis 

focuses on manipulation of thalamic state, we are not simply modulating the firing 

properties of the thalamic population (i.e., tonic or burst, synchrony, and overall firing rate) 

but also the ongoing cortical state108. Additionally, thalamic neurons synapse onto both 

excitatory and inhibitory cortical neurons47, with very strong connections to inhibitory 

circuits88. Modulation of thalamic states has been shown to drive the cortex into various 

different cortical regimes37,109. Additionally, ongoing cortical states (including UP and 

DOWN as well as desynchronized and synchronized) have been shown to influence the 

sensory representation in anesthetized110 and awake animals109,111, although the influence 

on behavioral percepts is still unclear112. Relatively few studies have directly manipulated 

and/or controlled thalamic state and observed the influence on downstream cortical 

responses. By dynamically controlling the thalamic state, we will be able to examine how 

thalamic state modulates ongoing cortical activity and ongoing cortical networks.  

 

1.5 Dysfunction of Thalamic Activity: Insights from disease 

 

Thalamic dysfunction has been associated with a number of clinical neurological diseases 

in humans including central pain113,114, epilepsy115,116, schizophrenia17,117, and tremor118, 

which highlight the importance of proper thalamic function. For instance, thalamic 

dysfunction has been highlighted as an important center for regulating muscle control for 

tremor in Parkinson’s Disease. The first Deep Brain Stimulation (DBS) treatment option 
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for tremor was approved by the FDA for stimulation in the ventral intermedial (VIM) 

thalamus119. Often, in neurological disorders, thalamic dysfunction is one of many neural 

centers affected by each disease. Parkinson’s is also accompanied with widespread changes 

in neurologic function including loss of sensory perception120, as well as dramatic loss of 

dopaminergic regions in the brain. Therefore, it can be difficult to correlate thalamic 

dysfunction with particular symptoms.  

 

While rare, specific somatic sensory thalamic neural lesions do occur in people, which 

cause a significant loss of sensory perception (contralateral hemianesthesia) and complete 

loss of temperature and pain sensation. Whereas cortical lesions can result in specific loss 

of high level function, or particular sensations, thalamic lesions are distinct in the loss of 

all aspects of perception. Partial thalamic lesions, or damage from stroke, can cause strong 

feelings of pain, which often accompany changes in ongoing thalamic activity with a noted 

change in thalamic bursting113,114. Central or thalamic pain is very difficult to treat using 

common pharmacologic agents due to the changes in the encoding of sensory information 

itself.  Additionally, in more complicated neurologic diseases involving changes to sensory 

perception (such as schizophrenia, and bipolar disorder), evidence is now emerging of 

dysfunctions in thalamocortical control circuits, particularly in TRN121. Taken together, the 

sensory thalamus plays a particularly important role in perception of sensory information; 

therefore, by determining how thalamic systems communicate under non-pathologic 

conditions we gain deeper insights into neural disease that will aid in the development of 

novel treatments. 

 

1.6 GEVIs for Measuring Thalamocortical Modulation across Behaviorally 

Relevant Cortical Regions 
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In the thalamocortical sensory circuit, sensory inputs diverge across multiple cortical 

regions122 representing a complex spatial network. These inputs are often subthreshold and 

historically have only been measured using meticulous intracellular recordings123. Sensory 

information travels through the thalamus and activates the primary and secondary 

somatosensory cortices124, and motor cortices125,126 through long range projections at high 

temporal speeds (10’s of milliseconds). Taken together, small changes in thalamic state 

and thalamic sensory encoding can dramatically alter neurological function across large 

regions of the cortex at high temporal speeds. Beyond sensory processing, higher order 

functions including decision-making and working memory have been shown to incorporate 

across the cortex127,128. However, due to the limitations of technology, experiments with 

high spatial (millimeters) and temporal resolution (10’s of milliseconds) across large 

cortical regions have been historically difficult. 

 

Neurons have a weak natural functional fluorescence (Flavoproteins129), and, therefore, 

additional contrast agents are needed for imaging of neural activity. Traditionally, voltage 

sensitive indicators were organic dyes (ie di-4-ANEPPS130, RH155131, RH1691132) that 

required staining of the neural membranes. However, voltage sensitive dyes have many 

limitations which have hindered their use in the awake behaving animal including, 

phototoxicity, pharmacological effects130, and invasive staining procedures130. Within the 

past decade, novel voltage indicators have enabled large scale imaging of neural circuits 

with increased temporal dynamics and fluorescent responses. Genetically expressed 

voltage indicators (GEVIs) are voltage sensitive fluorescent proteins that allow for direct 

measurement of membrane potential changes through changes in fluorescence. These 

GEVIs (including ArcLight133, Butterfly 1.2134, Quasar1135, and mNeon-Ace136) have 

shown incredible promise to record neural responses (for review:137,138). However, GEVIs 

have yet to be fully characterized, which has limited their overall use and adoption in the 
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field. Through this thesis work, we hope to bridge this gap by thoroughly evaluating the 

use of these optical recording techniques, and by applying these techniques to understand 

complex scientific questions of thalamocortical processing during behavior. 

 

1.6.1 Widefield Imaging of GEVIs for Measuring Voltage over Large Cortical 

Regions 

 

Single photon wide-field imaging of GEVIs allows for large scale cortical recording with 

moderate temporal (10s of ms) and spatial resolution (10s of um) of the superficial cortical 

layers. Currently, due to limitations of GEVIs and imaging techniques, fast (>10 Hz) single 

cell resolution imaging over large spatial scales (millimeters) remains difficult (see 

Appendix A.1). As with every recording modality there is a dynamic tradeoff between 

spatial and temporal resolution as well as overall scale of recordings. Whole cell 

intracellular recordings are the current gold standard with high spatial and temporal 

resolution; however, these recordings are severely limited in scale. Other techniques 

including multichannel extracellular recordings, allow for increased scale (100s of um); 

however, physically implanted traditional probes severely degrade over time (days to 

months). Therefore, widefield imaging of GEVI signals enables the measurement of large 

cortical structures with high spatial and temporal resolution that can be recorded 

chronically.  

 

1.7 General Experimental Design for Controlling Thalamic State and Measuring 

Effects on Thalamocortical Processing 

 

The primary goal of this thesis is to determine how different thalamic states modulate 

sensory spatiotemporal encoding in the thalamus and cortex. In particular, this work aims 
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not to simply investigate correlative relationships between thalamic states but to causally 

link different thalamic states to changes in sensory processing. In order to achieve these 

goals, we utilized a simple experimental design, and recent advances in optogenetics, to 

control ongoing thalamic state by applying a constant offset to the membrane polarization 

while providing simple sensory inputs. 

1.7.1 Optogenetics as a tool for manipulating thalamocortical states 

 

Optogenetics is a novel recombinant DNA technique where we use advances in genetics to 

insert a plasmid into the cellular genome for the expression of proteins for the modulation 

of neural activity. Optogenetic constructs are light sensitive membrane bound proteins that 

control the influx of ions into the cell, where each construct is activated at particular 

wavelengths of light for dynamic control of the neural membrane potential (see review139). 

Due to the fast temporal dynamics of the optogenetic constructs, we achieve millisecond 

resolution whose level of polarization can be modulated across the neuron through overall 

light intensity (mW/mm2). Instead of driving or silencing neural responses, we used 

optogenetics to provide a modulatory effect, by using various levels of light intensity to 

adjust the overall magnitude of polarizing states.  Throughout this manuscript, we utilized 

a viral vector or genetic breeding to express optogenetic constructs into thalamic structures 

for optogenetic manipulation of thalamic activity.  

 

Here, we alter one aspect of thalamic state through modulation by providing brief periods 

of hyperpolarizing input into the thalamic population using the optogenetic chloride pump 

halorhodopsin (eNrph3.0). Based on known thalamic research (see Chapter 1.2-1.3), the 

thalamus experiences various alterations in state, from complex burst-tonic relationships 

to dramatic changes in ongoing firing rate. While thalamic state encompasses all variations 

of different thalamic activity, at the crux, most general changes to thalamic state arise from 
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shifts in baseline polarization, through either direct circuit input (IPSCs and EPSCs) or 

neuromodulatory inputs. By using halorhodopsin, we are able to explore how changes in 

relatively hyperpolarized (halorhodopsin on) states differ from relatively depolarized 

(halorhodopsin off, control) states in the anesthetized and awake circuit. Additionally, with 

halorhodopsin, we can specifically activate bursting properties of the thalamus to 

determine how burst and tonic modes directly impact thalamic and cortical processing.  

 

1.7.2 Rodent vibrissal pathway as an ideal model of thalamocortical circuits 

Throughout this thesis work, we used the rodent vibrissal pathway as an ideal model system 

for studying the effects of different thalamic states on thalamocortical processing1,9. 

Rodents are the most widely used model system for studying thalamocortical sensory 

processing and therefore there is a rich research history to compare to our observed results. 

Rodents are primarily nocturnal creatures that rely heavily on their whiskers to explore 

their surroundings. Therefore, the vibrissal system has large dedicated areas of neural 

processing in the thalamic nucleus and in the Primary Somatosensory (S1) Cortex (see 

review1,20,140). These distinct areas of processing combined with the discrete nature of the 

whisker system are ideal for testing sensory processing. Additionally, rodents can be 

trained to respond to simple detection tasks with whisker stimulation106,141,142, and 

therefore, allow the neural data to be coupled with the behavioral output. Finally, the 

genetic variants of rodents allow for tightly controlled genetic expression to specific neural 

regions143 (such as the specific thalamic nuclei, i.e. the VPm), which makes these animals 

highly suited for this project.   
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1.7.3 ArcLight GEVI for Recording Cortical Layer II/III Activity  

Here, we developed the techniques and tools for using GEVIs to measure fast timescale 

changes in membrane voltage across cortical systems.  Although several investigators have 

demonstrated the capabilities of GEVIs, most of these studies have reported responses 

through in vitro models129,133,144,145, Drosophila146–149, or the mouse olfactory system129,133.  

 

In this thesis, we utilized the novel voltage indicator ArcLight as a spatial measurement of 

supraficial cortical membrane potential. ArcLight, a modified GFP protein, has fast 

temporal resolution (~10 ms) with relatively large changes in fluorescence in response to 

membrane fluctuations. There are many reasons we selected ArcLight as the voltage 

indicator for this particular work, including the high photostability, fast temporal dynamics, 

and relatively large corresponding changes in fluorescence. Additionally, in order to 

optically stimulate and record neural activity, we need spectral separation between our 

sensor (ArcLight) and our actuator (Halorhopdopsin, eNph3.0). Other Fluorescence 

Resonance Energy Transfer (FRET) based sensors, such as Butterfly 1.2, offer better 

signal-to-noise ratio in vivo, but require more spectral operating space, which makes paired 

optogenetic recording difficult. Currently, there is no perfect GEVI for measuring in vivo 

responses.   

 

1.8 Organization of Thesis  

 

This thesis has been organized in a particular manner to best present the results in a logical 

and clear fashion.  In Chapter 1 (Introduction), we have outlined the central concepts that 

will be discussed throughout and we have identified major gaps in knowledge that will be 

investigated further throughout each chapter. This chapter is meant to give a broad 

overview of the thalamocortical circuit and highlight gaps in knowledge that will be filled 
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through this research. Chapter 1 is not a definitive review of every aspect of thalamocortical 

function, but its purpose is to give the lay-reader enough knowledge to understand and 

judge this body of work. 

 

In Chapters 2 ,3, and 4, we have focused on a particular area of research that was pivotal 

for answering the central questions and progression of the thesis. Chapters 2, 3, and 4 are 

written to stand alone as individual contributions to the scientific community; however, 

they each form different components of the overall narrative of understanding the impact 

of thalamic states on cortical processing. In Chapter 2, we develop a central novel imaging 

technique that was developed to measure specific aspects of neural function that are pivotal 

for the remaining chapters. In Chapter 3, we utilized this novel imaging technique in 

combination with additional techniques to manipulate thalamocortical function in a 

controlled manner. Here, we further develop tools, techniques, and a framework of 

thalamocortical function while investigating a controlled thalamic and cortical 

environment. In Chapter 4, we combine all of these techniques to alter the thalamocortical 

processing in the awake circuit, and compare these results to the more controlled setting of 

Chapter 3. Chapter 4 represents the pinnacle of the experimental methodology to probe the 

awake and highly dynamic neural circuit. Finally, in Chapter 5, we present the ultimate 

findings of my graduate work with predictions for the overall implications of changes in 

thalamic activity along with a road map for future studies.  
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2. CHAPTER II:  ARCLIGHT FOR IMAGING LARGE SCALE CORTICAL 

ACTIVITY IN THE ANESTHETIZED AND AWAKE MOUSE  

 

The following chapter has been presented several conferences150–152, and is currently in 

print as: Borden, P. Y. et al. Genetically expressed voltage sensor ArcLight for imaging 

large scale cortical activity in the anesthetized and awake mouse. Neurophotonics 4, 

031212 (2017).   

2.1 Introduction  

 

With the recent breakthrough in genetically expressed voltage indicators (GEVIs), there 

has been a tremendous demand to quantify the capabilities of these sensors in vivo. Novel 

voltage sensitive fluorescent proteins allow for direct measurement of membrane potential 

changes through changes in fluorescence. These GEVIs, including ArcLight 146,VSFP 

2.3134, Butterfly 1.2 153, Quasar1 135, and mNeon-Ace 136, have shown incredible promise 

to record neural responses 137,138.  However, these approaches have not yet been widely 

applied in scientific studies in the mammalian nervous system (for review138,154). Although 

recent calcium probes have greatly increased the understanding of complex neural systems, 

they still offer only moderate temporal resolution (50-100ms) 155 and report only on 

byproducts of suprathreshold neural spiking activity through calcium responses. 

Additionally, many studies try to deconvolve the calcium signal to glean information about 

ongoing membrane potential with mixed success (for review156). In contrast, voltage 

sensors allow for fast temporal information (i.e., milliseconds) and have the potential to 

report even subthreshold information.  

 

We present an investigation into the functional capabilities of ArcLight, one of the sensors 

available as an in-vivo probe of wide-field cortical signals. ArcLight 133, a modified GFP 

protein, has fast temporal resolution (~10 ms) with relatively large changes in fluorescence 
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in response to membrane fluctuations. Although several investigators have demonstrated 

the capabilities of ArcLight, most of these studies have reported responses through in vitro 

models 144,145, Drosophila, 146,148,149,157,158 or in the mouse olfactory system 129,146. Other 

sensors, including VSFP 2.3134, and Butterfly 1.2159, have been previously shown to be 

successful for in vivo cortical sensory recordings (for review138).  In this work however, we 

are the first, to our knowledge, to demonstrate the use of ArcLight in cortical structures in 

the awake and anesthetized mammalian brain.   

 

Here, we demonstrate that ArcLight produces a robust and reliable sensory evoked 

fluorescent response in the S1 barrel cortex to sensory stimulation. We found that in the S1 

barrel cortex the spectral overlap with the hemodynamic activity was substantial in its raw 

form and required long imaging experiments and trial averaging to reduce noise. In order 

to address this large hemodynamic signal, we subtracted a scaled Off-ROI signal to remove 

ongoing noise. Although this method dramatically removes the hemodynamic response, 

there are several assumptions and concerns which limits the widespread use of this 

technique. Using this post hoc subtraction method, we found that the evoked response 

matched the fast temporal dynamics of other voltage indicators including voltage sensitive 

dye RH1691 111,126,160,161, VSFP 2.3161 and Butterfly 1.2153. Arclight showed clear stimulus-

evoked fluorescence for stimuli with frequency content up to 20 Hz with high fidelity. By 

using paired local field potential recordings, we determined a high correlation between the 

average LFP and ArcLight signals in response to sensory stimuli; however, on a single trial 

the two signals showed weak correlation. Finally, we were able to resolve sensory evoked 

fluorescence in awake mice. Based on these results, we conclude that Arclight has a 

capacity to measure chronic in vivo cortical responses. ArcLight would be suited for in vivo 

experiments where a single fluorophore sensor is desired, in particular experiments that 

require long bouts of continuous imaging 



27 

 

 

2.2 Methods 

All procedures were approved by the Georgia Institute of Technology Institutional Animal 

Care and Use Committee and followed guidelines established by the National Institutes of 

Health. 

 

2.2.1 AAV Delivery 

At least four weeks prior to experimentation, six week old female mice (C57BL/6, Jackson 

Laboratories) were anesthetized using Isoflurane, 3-5% in a small induction chamber, and 

maintained at 1-3% Isoflurane. Following anesthetization, 1-2 small craniotomies were 

created over the barrel field of the primary somatosensory cortex (S1) according to 

stereotaxic measurements taken from the bregma (3.5mm x 1.5 mm, and 2.5mm x 3 mm). 

The virus was loaded into a Hamilton syringe (701-N). A custom ~35µm pulled 

borosilicate glass pipette filled with a silicone gel and secured onto the tip of the Hamilton 

syringe to increase taper and to reduce damage to the cortex caused during the injection. 

The injection pipette was initially lowered to the target depth below the pia surface 

(500µm) using a 10µm resolution stereotaxic arm (Kopf, Ltd). Following a 1 minute delay 

to allow for tissue relaxation, each animal was injected with 1µL of AAV1-hsyn1-

ArcLight-D-WPRE-SV40 (UPenn Viral Vector Core, AV-1-36857P) at a flow rate of 

0.1µL/minute (0.5µL each for two injections). After injection, the pipette remained in 

place for an additional 5 minutes before slowly being removed from the brain. The 

craniotomies were then filled with bone wax, or left to close naturally. In all cases, the skull 

was sealed by clamping the skin using wound clips. During the injection, mice were kept 

warm using a water heating system to maintain body temperature. Throughout the 

experiment, sterile techniques were used to keep the injection area clean and free from 
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infection. Additionally, no antibiotics were given to prevent infection. All mice survived 

this minor procedure. 

 

2.2.2 Headplate and Prep 

After at least four weeks post injection, we secured a metal headplate to the skull for 

fixation in order to reduce vibration and allow headfixation during imaging experiments.  

The custom metal headplate (titanium) formed a ring (inner radius 5mm) around the entire 

cortex and contained flared v-shape projections (~10mm) for attachment to a custom vice 

to reduce vibration. Mice were initially anesthetized using isoflurane (3-5%) and then 

placed on a heated platform (FHC, Inc) with a stereotaxic nose cone to maintain anesthesia. 

A large incision was made over the skull. The connective tissue and 

muscles surrounding the skull were removed using a fine scalpel blade (Henry Schein 

#10). A headplate was attached using a three stage dental acrylic, Metabond (Parkell, Inc.). 

The Metabond was chilled using ice, slowly applied to the surface of the skull, and allowed 

to cure for 5-10 minutes. After securing the headplate, the skull was left either exposed or 

was lightly thinned using a dental drill and covered with a thin layer of clear adhesive 

(LockTight 401, ULine, Inc.). We found that the Metabond dental acrylic alone was able 

to firmly adhere to the animal’s skull and could not be removed without destroying the 

adhered bone. During preparation for histological validation, the headplate could not be 

separated from the attached skull and the brain was extracted by removing the lower jaw. 

The final headplate and dental acrylic structure additionally created a well for saline which 

helped maintain skull transparency for imaging during the intact skull preparation. The 

headplate was then transferred to a flexible arm to align the camera for imaging of the 

cortex. The nose cone was realigned to allow for continuous delivery of isoflurane while 

having access to the whiskers. After surgery, the isoflurane levels were dropped to ~1% 

for all imaging and electrophysiological experiments. The animal’s heart rate, repertory 
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rate, blood oxygenation, and toe-pinch responses were constantly measured for anesthesia 

depth. Isoflurane levels were adjusted to maintain a constant level of light anesthetization, 

monitored by heart rate, respiration rate, and functional cortical response.  

 

2.2.3 Whisker Stimulator  

All single whiskers were stimulated by a galvanometer system (Cambridge 

Technologies) to yield high fidelity sensory stimuli. The galvanometer stimulator has a 

15mm extension to target single whiskers. The galvanometer system was controlled using 

a custom developed hardware/software system (Matlab Realtime Simulink, Mathworks). 

The real-time system controls the stimulus using two computers, a target and a host. The 

target computer ran a proprietary Linux kernel that was controlled by the host computer. 

The entire system was updated at a 1 kHz sampling rate, with a custom developed algorithm 

to output voltage commands using an analog output card (National Instruments). The 

galvanometer system was positioned ~10mm from the mouse whisker pad and delivered 

deflections on the single whisker in the rostral-caudal plane. Unless otherwise noted we 

used a simple exponential sawtooth (rise and fall time = 8ms) for punctate whisker 

deflections 80. The reported waveform stimulus velocity was determined as the peak 

velocity during the waveform (1200 Deg/s). All stimulus waveforms were delivered in a 

pseudorandom order with at least 4 seconds between trials to reduce potential confounds. 

Due to the fast rising edge of the sawtooth, all latencies were defined relative to stimulus 

onset.   

 

2.2.4 Cortical ArcLight and Intrinsic Imaging  

ArcLight transfected mice were imaged through either intact or thinned skull using a wide-

field fluorescence imaging system to measure cortical spatial activity (MiCam02HR 
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Scimedia, Ltd). During all imaging experiments, isoflurane anesthesia levels were lowered 

to approximately 1%. The headplate was used as a saline well to keep the bone surface wet 

during imaging, which dramatically increases transparency of the mouse's skull. Some 

animals were chronically imaged through either intact or thinned skull covered with a glass 

coverslip and/or Cyanoacrylate glue. The cortex was imaged using a 184x123 pixel CCD 

Camera (Scimedia MiCam2 HR Camera) at 200 Hz. In all experiments, we had a field of 

view of 4x3mm with a total of a 1.6 Magnification (48 pixels/mm). The particular optical 

system used in this work has an optical resolution of 2.25 µm (Numerical Aperture =0.141, 

optical resolution = 0.61λ/NA). The camera in combination with the optics had a spatial 

resolution of ~20um per pixel; however, this resolution does not consider the scattering of 

the light in the tissue. During experimental imaging, the illumination excitation light was 

left continuously on. The entire cortical area was illuminated at 465nm with a 400mW/cm2 

LED system (Scimedia, Ltd) to excite the ArcLight fluorophore.  The excitation light was 

further filtered (Cutoff: 472/30nm bandpass filter, Semrock, Inc) and projected onto the 

cortical surface using a dichroic mirror (Cutoff: 495nm, Semrock, Inc). Collected light was 

filtered with a bandpass emission filter between wavelengths of 520/35 nm (Semrock, Inc). 

The imaging system was focused at approximately 300µm below the cortical surface to 

target cortical layer 2/3. The procedures for mapping and recording sensory responses in 

the barrel cortex with the ArcLight voltage sensor is outlined below.  For intrinsic imaging 

of the hemodynamic response, the cortical surface was illuminated by a 625nm red LED 

(ThorLabs), and imaged with the same camera system as above, at a temporal resolution 

of 10Hz. During intrinsic imaging, no emission filters were used. In order to evoke a 

cortical intrinsic response, the whisker was repetitively stimulated at 10Hz for 6 seconds.  
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2.2.5  

The mouse's whisker system was first mapped by imaging the rapid response to a high 

velocity (1200 Deg/s) sensory stimulus to at least three whiskers. We used three criteria to 

localize and isolate the barrel cortex: stereotaxic localization, relative evoked temporal 

response, and topographic mapping of cortical activation. All imaging experiments were 

centered on standard stereotaxic location of S1 (~3mm lateral, 0.5-1.5mm caudal from 

bregma). The resulting whisker responses were averaged over 20 trials. The response was 

determined to likely be from the barrel cortex if the average evoked fluorescence at the 

onset of the evoked response (20 to 25 ms after stimulation) was spatially limited to 

approximately a 250 µm x 250 µm area. Additionally, another criterion for functionally 

identifying S1 barrel cortex was through topographic mapping - if the center of mass 

of activation across whiskers moved consistently with the post-hoc histologically 

identified barrels, activity was attributed to the barrel cortex. In some cases, S2 activation 

was detected in response to whisker deflection and was rejected based on an extreme lateral 

response (~3.5- 4mm from midline) and lack of a clear topographic representation of the 

whisker barrels. Once the barrel field was appropriately mapped, we selected a single 

whisker to be deflected for the entire experiment.  

 

2.2.6 Simultaneous Blood Oxygenation Measurements with Custom Monitor 

During experiments where the combination of blood oxygenation and blood flow was 

simultaneously captured, a small LED sensor was attached to the rodent’s hindpaw. The 

specific sensor (Easy Pulse Sensor v1.1, Embedded Lab) was modified to have frequency 

filtering within the typical rodent heart beat (Analog Lowpass Filter Cutoff: 15 Hz). The 

recorded value measures the changes in the absorption of infrared light (~940nm) to 

measure changes in blood oxygenation (and blood flow) over time. The reported values of 

the heartbeat generated from the custom oxygenation sensor were cross validated with 
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blood flow recordings of the commercially available physiological suite (Kent Scientific).  

Paired blood flow recordings and imaging was achieved using the simultaneous analog 

inputs in to the camera system at 4 kHz (MiCam02HR, Scimedia, Ltd.).  

 

2.2.7 Simultaneous Local Field Potential Recordings and Analysis   

In a subset of experiments, we simultaneously recorded the local field potential (LFP) 

along with the ArcLight imaging, using a similar prep as described above (see section, 

Cortical ArcLight Imaging). After mapping the mouse cortical barrels, we removed a small 

portion of the bone over the selected barrel (~ 1.5mm x 1.5mm area) to have access to the 

underlying cortical surface. We lowered a low impedance tungsten electrode (<500kOhms, 

FHC Inc.) using a micromanipulator (Luigs & Neumann) to 300 µm below the cortical 

surface to approximately layer 2/3. We identified the principle whisker through repetitive 

manual stimulation of different single whiskers. Once we localized the principle whisker, 

we attached the whisker stimulator and applied the sensory stimulus (above). We recorded 

electrophysiological data using a 128- Channel Cerebus system (Blackrock Microsystem 

LLC.) continuously sampled at 2k Hz. All LFP signals were notch filtered at 60 Hz to 

remove any electrical noise. Furthermore, we normalized LFP signals on a trial-by-trial 

basis by subtracting the average 200ms pre-stimulus activity. In all cases, a zero-phase 

filter approach was utilized using custom Matlab (Mathworks) scripts.  

 

2.2.8 Chronic Multiday Imaging Under Anesthesia 

Three mice were first injected with the AAV construct and were outfitted with a custom 

developed headplate device to maintain stable recordings (see above). In order to increase 

the fluorescence recorded, the mouse’s skull was thinned to approximately 25% of the 

original thickness (or until transparent) using a surgical drill over the injected region 
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(roughly 3mm x 3mm). After thinning, the mouse’s skull was sealed using clear adhesive 

(Loctite 401 Adhesive, Uline). During skull thinning, the ArcLight fluorescent responses 

were briefly mapped to identify and localize the barrel cortex. After implantation, mice 

were left to recover for at least 1 week before imaging again. Day 1 corresponds to the first 

imaging experiment after 1 week of recovery post headplate implantation. The same mouse 

whisker (A1) was imaged over the course of 28 days, specifically on days 1, 3, 5, 7, 14, 21, 

28. Isoflurane anesthesia was held to similar levels across imaging experiment by 

maintaining heart rate between 500-600 bpm from the animal’s paw (Kent Scientific, ~1% 

Isoflurane). During imaging the mouse cortical responses were mapped with at least two 

whiskers to identify the correct region, and presented with a velocity stimulus (described 

above). The entire imaging experiment lasted approximately 1-2 hours each day. After 

imaging, the cortical surface was covered with a silicone plug (Kwik - Cast, World 

Precision Instruments LLC) to prevent photobleaching of the fluorophore between 

experiments. Mice were only imaged during the specific time points listed above.  

 

2.2.9 Awake Imaging  

At least four weeks after ArcLight viral injection, mice were anesthetized under isoflurane 

and were headplated using the above stated protocol. Over the course of 3 days preceding 

the first imaging experiment mice were routinely handled to gain familiarity with the 

imaging system and immobilization device. During this acclimatization period mice, were 

increasingly head fixed for longer periods of time, for 15, 30, and 45 minutes respectively. 

During stimulation of the whisker, mice were prevented from interacting with the whisker 

stimulator by obstructing the path from the paws to the whisker. Mice were rewarded with 

sweetened milk (Nestle, Ltd.) throughout imaging, which greatly helped to reduce animal 

frustration. After 3 days of handling and acclimating, mice appeared to be calm while the 

head was immobilized in the headplate restraint system. During passive stimulation of the 
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whiskers the mice often actively moved their whiskers. Therefore, the galvanometer was 

placed 5mm from the face to prevent the whisker from slipping out of the manipulator; 

however, the amplitude of the deflection was adjusted to maintain a consistent velocity 

stimulation (1200 Deg/s) as presented in the anesthetized case (see above).  

 

2.2.10 Histology 

Histological samples were prepared by perfusing the animal transcardially with PBS 

(Phosphate Buffered Saline) followed by 4% paraformaldehyde. Brains were post-fixed 

overnight in 4% paraformaldehyde then transferred to PBS before sectioning. Thick 

sections were cut using a vibratome (100m, Leica) and either directly mounted or saved 

for staining. In some cases, we cryosectioned the post-fixated brains to achieve thinner 

sections (20m) for better imaging.  Before sectioning, samples were submerged in 30% 

sucrose in PBS post-fixation until saturated with sucrose (causing the tissue to sink). The 

tissue was then snap frozen and embedded in OCT (Optimal Cutting Temperature 

Compound, Tedpella, Inc).  Thin sections were cut on a cryotome (20m). ArcLight was 

stained against using a Rabbit anti-GFP polyclonal antibody (Abcam) and Alexa 488 

secondary (Life Technologies, Inc.). After staining, the sections were then counterstained 

with Nissl (Neurotrace 640 Life Technologies, Inc.) to isolate neurons. ArcLight was 

imaged using the 405nm laser on an NLO 710 confocal microscope (Zeiss) and processed 

using Zen software (Zeiss). 

 

2.2.11 Voltage Imaging Data Analysis  

In this section, we have limited our description of the analytical methods used to the 

processing of the raw fluorescence signal. For specific description of the methods for each 

figure shown, see the corresponding results Section 2.3.2-3.3. All data analysis for 
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ArcLight imaging was accomplished using custom written image-analysis software 

(Matlab 2015a, Mathworks, Inc). A general outline of the image analysis is shown in Figure 

2.3. 

 

Raw images were loaded and converted from the proprietary file format of the imaging 

system using custom scripts. Due to the natural decay of the fluorescent signal caused by 

photobleaching, each trial was first normalized to a baseline and reported as a percent 

change in fluorescent activity (%ΔF/F0). The ΔF/F0 measurement was calculated by 

subtracting and dividing each trials fluorescence F(x,y,t) by the frame preceding the 

stimulus delivery: 

∆𝐹

𝐹0
=
𝐹 − 𝐹0
𝐹0

 

where F0(x,y) is the frame of stimulus delivery (Fo= F at t=0). A single region of interest 

(ROI) was identified using the largest 9x9 pixel (~150 x ~150 µm) area response at 25ms 

post 1200 Deg/s stimulus onset.   

 

After normalization to a ΔF/F0 measurement, the signal still contained a large component 

of hemodynamic noise (for example see Figure 2.3B). The observed noise was determined 

to be centered around 7-10 Hz which corresponded with the animals ongoing heartbeat (see 

Figure 2.3B, Appendix 1.1). This hemodynamic noise was removed using a highly 

correlated region of interest (Off-ROI). This Off-ROI was defined as the 9x9 average pixel 

region (~150 x ~150µm area) at least 48 pixels (~1mm) away from the ROI with the highest 

average correlation of fluorescence during the first non-stimulus trial (See Appendix 1.2). 

The Off-ROI region was fixed during all subsequent trials. The separation of 1mm typically 

results in a background measurement that is highly correlated with the ROI while avoiding 

the evoked response. We found that this distance did not cause changes in the evoked mean 
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response (see Figure 2. 3F and corresponding results section), while allowing for 

subtraction of ongoing hemodynamic fluctuations. 

 

On each trial, the activity in the Off-ROI 200ms preceding stimulus delivery was projected 

onto the ROI using a linear regression model (Figure 2. 3C), which was then removed from 

the activity within the ROI to produce the final time series data that was used for all 

calculations (see Figure 2. 3 legend for more detail). Due to the fluorophore162, positive 

changes in membrane potential correspond to a decrease in ArcLight fluorescent activity. 

Therefore, all traces here have been inverted to show a decrease in fluorescence as an 

increase in intensity for aesthetic purposes.   

 

2.2.12 Statistics:  

In all cases, we first determined if the specific data sets were normally distributed using 

the Lilliefors test for normality 163. If the data were normal we used the appropriate (paired 

or unpaired) t-test for statistical difference. If the population was determined to have non-

normal distributions, we conducted non-parametric Wilcoxon signed-rank tests to 

determine statistical significance. All tests were conducted using the Matlab Statistics 

Toolbox (Mathworks, Inc).  

 

2.3  Results 

 

2.3.1 Experimental Setup and Histological Validation of Genetic Expression in 

Barrel Cortex 

We validated the location of expression of the ArcLight injections in the S1 barrel cortex 

through post-experiment fixation and histological analysis of transfected animals. We 



37 

 

localized the GEVI ArcLight in the mouse barrel cortex by injecting 1 µl of AAV1-hsyn1-

ArcLight-D-WPRE-SV40 (UPenn Viral Vector Core, AV-1-36857P) using stereotaxic 

coordinates and a micro-injector system (see Section 2.2.3). Similar to other published 

work, we found that under the human synapsin promotor (hsyn1), ArcLight expressed 

predominantly in layers 2/3 and 5 of the mouse cortex 164 (Figure 2. 1B-C). Based on the 

limitations of blue light penetration to the superficial cortical layers, our recorded 

fluorescence signals are a combination of layer 2/3 somatic, axonal, and dendritic 

information along with layer 5 apical dendrites. Under further magnification, ArcLight 

appeared to express across the cellular membrane (Figure 2. 1D), suggesting that the wide-

field response is a combination of all membrane related neural responses from the 

expressed areas (i.e. soma, dendrite, axon). ArcLight has been shown in previous work to 

highly express in the cellular membrane 133,165. We confirmed the expression of ArcLight 

to the neural membrane, through anti-GFP (Figure 2. 1D) and Nissl (Figure 2. 1E) staining, 

the combination of which is shown in Figure 2. 1F. ArcLight is derived from the GFP 

molecule 146 and therefore was counterstained with polyclonal anti-GFP molecules to 

improve signal to noise over background fluorescence. These observations of ArcLight 

neuronal membrane expression  are  highly consistent with recent work in the olfactory 

bulb under similar conditions with the hsyn1 promoter 129.  The histology highlights the 

ability of ArcLight, under hsyn1 promoter, to genetically target all neural membranes, 

which offers higher selectivity than traditional voltage sensitive dyes (VSDs) that bind to 

all cellular membranes (neuronal and glial).  
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Figure 2.1.Experimental Setup and Histological Validation of ArcLight Expression. 

 A. The experimental setup for ArcLight imaging. B.  Confocal image of the characteristic 

spread of ArcLight in the S1 barrel cortex (see Section 2.2.2 Methods). Fluorescence 

(green) from ArcLight excited with 465nm LED. Layers based on characteristic depths are 

outlined in white, cross validated with Nissl stain. C. Confocal image of ArcLight 

expression. The ArcLight expression can be clearly seen across layer 2/3 and layer 5. D.  

Confocal image of ArcLight expression in cortical region cryosectioned and stained using 

an anti-GFP polyclonal antibody. Fluorescence is clearly expressing in the neural 

membranes. An example cell is highlighted with the white arrow. E. Same section as D, 

stained with Nissl (red) for identification of neural cell bodies. F. Merged image from D 

and E shows fluorescent expression in membranes surrounding Nissl (red) stained neural 

somas. Expression appears to be targeted to both somatic, dendritic, and axonal neural 

membranes. 

 

2.3.2 ArcLight Response to Single Whisker Deflections  

We measured the spatio-temporal ArcLight fluorescence in cortex using a fluorescence 

microscope and a CCD camera system (imaged at 200 Hz, for setup see Figure 2.1A).  We 

first applied our sensory stimuli to a single mouse whisker using a customized actuator (see 

Section 2.2.2) and recorded the evoked fluorescence response in the primary 

somatosensory cortex (S1) (Figure 2.2). Specifically, we presented a strong (1200 Deg/s) 

stimulus to a single whisker and recorded the evoked fluorescent cortical response (Figure 
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2.2A). Stimulus features such as these have been widely used across a range of laboratories 

including our own80,166, inspired by high velocity transients of whisker motion observed in 

active sensing 167–169. 

  
Figure 2.2.ArcLight S1 Cortical Response to Punctate Deflection 

A. Single session ArcLight fluorescent response to single whisker deflection. Top numbers 

in each frame represents the time post stimulus, captured at 200 Hz. Each frame is 

normalized to the frame at stimulus delivery and averaged over 102 trials of stimulus 

presentation. All data shown in Figure 2.2, has also been post-processed using the Off-ROI 

subtraction method shown in Figure 2.3, and Figure A1.2-3 (see Methods Section 

2.2.11).The signal starts at time 20ms post stimulus and grows to activate a larger region 

of the barrel field and slowly dissipates back to baseline fluorescence. B. Mean single 
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session temporal response from a single 150 x150 mm region (red square 35ms post in A) 

within the spatial activity in Figure 2.2A (102 Trials) +/- S.E.M. Top trace represents 

galvanometer input to the whisker system. C. Grand average temporal response within the 

peak 150 x150 mm region (n=31 experiments, across 8 animals). D. Spatial comparison 

between ArcLight response (Left, 102 Trials) and Intrinsic (Right, 10 Trials) response in 

the same animal reveals similar localization of activation to S1 barrel cortex. Intrinsic 

response captured at 10Hz with 625nm excitation. ArcLight spatial image represents the 

mean 40ms to 100ms response to an 11 degree ramp and hold deflection. Intrinsic spatial 

image represents the mean 0.8s to 2s response to during a 6s 10 Hz 1500 degree/s pulsatile 

stimulus. 1E. Evoked activity map generated by stimulating four whiskers independently 

(D1,C1,B1,A1).  Overlay represents a 50% contour of the fluorescent sensory signal. 

 

fluorescence consistent with the reported topography of S1 barrel cortex. Each imaging 

experiment consisted of 50-100 trials, which were subsequently averaged, and post 

processed using the stated methods (Section 2.2.11). Unless otherwise noted, we utilized 

an Off-ROI subtraction method to remove the hemodynamic signal on a pixel by pixel 

basis across the entire image. For every experiment, an Off-ROI was selected, scaled, and 

subtracted from the ROI to reduce ongoing hemodynamic noise (see Figure 2.3 and Section 

2.2.11 for more details of this procedure). Note that the Off-ROI subtraction method 

produced similar results to the raw averaged signal (data not shown).  Similar to published 

wide-field voltage sensitive dye imaging 166,170–173, the recorded voltage response initially 

started in a small region approximately the size of a single mouse barrel and rapidly 

increased to a much larger area encompassing much of the barrel cortex (Figure 2.2A, at 

~35ms post stimulus). The fluorescence then decayed over the course of ~600ms, until 

returning to baseline activity. We calculated the total area of activation by normalizing 

each dataset as a percent change over each trial’s baseline activity (%ΔF/Fo, see Section 

2.2.11), and spatially smoothing the images with a small 100x100 µm Gaussian filter 

(similar to Gollnick et al., 2015). The total area of activation was calculated as the cortical 

area corresponding to the 50% contour of the mean peak response between 25-35 ms post 

stimulus (See Section 2.2.11).  We measured the initial spatial response to be on average 

1.92 +/- 0.879 (SD) 105 µm2 (N=31 experiments, 7 animals). This initial activation 
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corresponds to a region of approximately 425 x 425 µm, or 1-2 cortical barrels 174,175. These 

results correlate well with intracellular recordings from layer 2/3 cortical neurons that show 

that surrounding barrels receive subthreshold sensory input from a single whisker122 

 

In order to determine if the area of expression caused by the viral injection changed the 

observed evoked spatial response, we compared the evoked spatial response across 

different mice with different patterns of ArcLight expression. Using a non-injected mouse, 

we determined the overall level of baseline autofluorescence with our imaging system. We 

developed a threshold (two times the baseline average autofluorescence from the non-

injected mouse) to approximate the area expressing the ArcLight protein. We found that 

our cortical injections produced expression across approximately 50 % (+/- 19.4% SD) of 

the recorded 4mm x 3mm Field of View. We found no correlation between the expressed 

area and the evoked spatial response (R2= 0.075).  

 

To characterize the temporal dynamics of the evoked signal, we reduced the spatial 

information down to a single region of interest corresponding to a mouse cortical barrel. A 

single region of interest (ROI) 150 x 150 µm square was selected as the area of maximal 

response to the whisker deflection (see box outlined at 35ms, Figure 2.2A). The following 

analysis was conducted on the average response in each experiment (containing 50-100 

trials). For every experiment, an Off-ROI was selected, scaled, and subtracted from the 

ROI to reduce ongoing hemodynamic noise (see Figure 2.3 and Section 2.2.11 for more 

details of this procedure). A representative temporal response from the ROI during a single 

imaging experiment is shown in Figure 2.2B (Grand Average Figure 2.2C).  In order to 

provide the best estimate of the temporal parameters based on our sampling frequency (200 

Hz), we approximated the measurements using linear interpolation and approximated the 

signal corresponding to the observed frame. The average signal onset, defined as the post 
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stimulus time corresponding to the first frame reaching 10% of the maximal value, was 

determined to be 15ms +/-5ms (SD, standard deviation). We calculated the average time 

from stimulus presentations to 50% and 90% of the peak response as 20ms +/- 5ms and 

30ms+/-10ms (SD), respectively (across experiments, n=31, 7 animals). The mean 

ArcLight cortical response signal reached peak intensity at 35ms +/- 15ms (SD) post 

stimulus with a mean peak response of -0.51 +/- 0.24 (SD) %ΔF/Fo. Given the intrinsic 

ArcLight fluorophore reported rise-time, time between onset and peak, of 10-20ms 

129,133,146, our observations here correspond well with published in-vivo anesthetized 

cortical extracellular single unit activity in layer 2/3176 and simultaneously recorded LFP 

signals (See Figure 2.4). Upon reaching peak, the signal decayed back to baseline over a 

highly variable range from 5 - 300ms. Across all animals (Figure 2.2C, n=31 experiments, 

7 animals), the mean decay rate to 50% and 25% of maximal response was 95ms +/- 105ms 

and 245 +/- 200ms (SD) [median: 50ms and 155ms], respectively. A smaller secondary 

activation typically occurred approximately 100-200ms post stimulus (Figure 2.2B and 

Figure 2.2C). A large secondary onset was only found in approximately 25% of 

experiments, and was defined as a period of rising activity for a duration of ~100ms post-

stimulus, and has been shown in widefield recording using voltage sensitive dyes 177. 

 

The determined amplitude of the average evoked ΔF/Fo ArcLight response is similar to 

other reported voltage sensors average peak responses in the S1 barrel cortex [Mean 

Evoked Amplitudes, VSFP 2.3: 0.79 +/- 0.21% ΔR/R 161, RH1691: 0.70+/-0.4% ΔF/Fo161, 

and RH1691: 0.26% +/- 0.11% ΔF/Fo126] regardless of imaging setup, sampling rates, and 

anesthesia. Note even the same sensor (Example, RH1691126,160) has produced a wide range 

of reported amplitudes, and varies heavily on experimental preparations. The average peak 

amplitude of the evoked response is similar, but reduced compared to in vivo ArcLight 

responses from the olfactory bulb (reported 1.2% ± 0.05 ΔF/Fo129, sampled at 125Hz). The 
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spatial and temporal results are  also similar to published wide-field  imaging responses 

using organic voltage sensitive dyes (RH 1691126,160,170, and  RH 795177) as well as other 

GEVIs (VSFP 2.3161). Taken together, this evidence demonstrates that on average ArcLight 

is able to resolve sensory evoked cortical responses that are comparable to other voltage 

sensors. 

 

One key benefit of wide-field imaging using voltage sensors is the ability to resolve 

functionally-relevant cortical structures. As an initial validation, in one experiment we 

compared the spatial component of the ArcLight activation to that obtained through 

conventional intrinsic imaging (see Section 2.2.11, Figure 2.2D, left panel ArcLight, right 

panel intrinsic imaging). This resulted in good topographical correspondence between the 

two approaches. We further recorded spatial activity using ArcLight when stimulating 

multiple individual whiskers to generate an activity map of the barrel cortex. We stimulated 

surrounding whiskers one-by-one using the precise galvanometer while recording the 

evoked sensory response using ArcLight. We found that multiple whisker representations 

could be isolated across the barrel cortex (Figure 2.2E). When we superimposed these 

cortical activation regions, the resulting ArcLight responses correlated well with the 

stereotaxic alignment of a typical the histological barrel map (data not shown).   

 

2.3.3  ArcLight Shows Slow Rate of Photobleaching in vivo 

To achieve the fidelity of imaging presented in Figure 2.2, we developed several analytical 

tools that are described in-depth here. ArcLight has been shown to be very photostable over 

long periods of excitation in-vitro 129,144,145 and therefore is ideal for long imaging 

experiments. We also found this to be the case here, where ArcLight showed only a small, 

slow linear decay of fluorescence over time. We determined this by continuously exposing 

the cortical surface to constant blue (465nm) excitation during each imaging experiment 
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(~35 min), and applied either a whisker stimulus or no stimulus. During the no stimulus 

portion, we calculated the mean fluorescence in the selected ROI, and fit a linear model to 

predict the decay over time. The average slope of the linear decay of the ArcLight was 

found to be a 0.3 +/- 0.24% S.E.M change in fluorescence per minute (n= 31 experiments 

across 7 mice; mean R2 value=0.69, Figure 2.3A, with 400mW/cm2 LED system, 

Methods). Based on our optics, this LED excitation corresponds to an approximate 

40mW/cm2 overall intensity. The overall result of the slow rate of photobleaching appears 

to be consistent with in-vitro findings146.  We subsequently accounted for the ArcLight 

photobleaching decay, as well as differing amounts of overall baseline fluorescence, by 

normalizing each frame as a percent over the baseline response [ %ΔF/Fo]. This approach 

has been widely used in fluorescence imaging as a method to normalize and compare across 

animals 178. In this work, we define our baseline fluorescence (Fo) as the single frame when 

the stimulus was delivered.  
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Figure 2.3.Post-Hoc Analytical Methods For ArcLight Widefield Imaging. 

 A. Continuous 465nm excitation of ArcLight causes slow decay of fluorescence over time. 

Each session was normalized to the first frame to compare responses across animals. Each 

imaging session was sampled every 6-8 seconds over approximately 35 minutes and fit to 

a simple linear model to calculate the slope of decay (mean experiment R2=0.70, n=31). 

B. Normalized %ΔF/Fo single frame and representative temporal traces show 

hemodynamic signal. Blood vessels are clearly seen outlined in yellow. Regions of interest 

(ROIs) separated by ~1 mm show highly correlated signal during non-stimulated trials. 

Simultaneously recorded blood oxygenation (green) taken from the hindpaw shows a 

similar phase shifted signal matching the ROI (red) and Off-ROI (blue) response. Asterisks 

(*) highlight times of large artifacts and potential respiration. Black guidelines help 

visually determine alignment of the signals. C. Pre-stimulus (200ms) normalized (%ΔF/Fo) 

period shows highly correlated signals with a linear relationship (R2=0.89, 1Trial). Pre-

stimulus fitting was used to generate model for ongoing activity for subtraction. D. 

Example trials comparing raw Off-ROI %𝛥F/Fo (blue), ROI %𝛥F/Fo (red) and the Off-

ROI subtraction (black) method. Stimulus given at time (t=0) black arrow. E. Comparison 

of raw and Off-ROI subtracted single frames taken from Trial 100 (Figure 2.3D top). Off-

ROI subtraction shows clear reduction in the hemodynamic response. F. Mean response 

between the raw ROI (red), raw Off-ROI (blue), and Off-ROI Subtracted (black) method 

shows similar temporal averages (n=1,102 Trials). Clear oscillations are still prevalent in 

raw averaged condition; however, these oscillations are absent in the Off ROI Subtracted 

condition. 
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2.3.4 Reducing Hemodynamic Signal With Post Hoc Off-ROI Subtraction 

Analysis  

In addition to the decay caused by the photobleaching, we observed large fluctuations in 

the fluorescence signal at frequencies consistent with hemodynamics (Figure 2.3B, 7-

10Hz). Hemodynamic signal is a common feature of blue-green light excitation 

fluorophores due to the overlapping absorption spectra of hemoglobin 159,179.  We directly 

measured the hemodynamic signal in the fluorescence imaging using simultaneous 

recording of the blood oxygenation with a custom developed blood oxygenation sensor on 

the mouse’s hindpaw (see Section 2.2.8). We determined that the hemodynamic signal was 

moderately correlated at fixed 30ms delay (mean Pearson correlation: 0.54 (+/- 0.16 SD), 

across 102 trials) with changes in blood flow and oxygenation in the hind-paw. The general 

single trial pattern of activity between the two signals showed good correspondence (Figure 

2.3B), suggesting that the observed oscillatory signal was likely due to the overlapped 

excitation frequency (465nm) between the ArcLight fluorophore and hemoglobin (See 

Appendix 1.3). Although the blood oxygenation signal is similar to the hemodynamic 

signal in the voltage fluorescence imaging, we observed differences in the two signals, 

specifically in the introduction of larger artifacts likely due to respiration (Figure 2.3B, 

black asterisks[*]) that were absent in the fluorescence response. Therefore, we sought 

additional methods as a model to remove the ongoing hemodynamic response in the 

fluorescent signal. A simple notch filtering at the heartbeat frequency (7 -10Hz) 

dramatically distorted and reduced the evoked ArcLight response, and was thus not a viable 

approach (See Appendix 1.1).   

 

To counter the hemodynamic interference, we instead developed a simple post-hoc linear 

model to take advantage of the highly correlated nature of the hemodynamic signal in the 

fluorescence signal across pixels. Using this method, we extracted single trial information 
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by subtracting a linear projection of an Off-ROI signal from the ROI time series.  The Off-

ROI was selected as a highly correlated region at least 1mm away from the ROI, as defined 

from the evoked response (Figure 2.3C, Methods, mean distance between ROI and Off-

ROI: 1.35mm, range of distance: [1.15 -1.85mm]). The Off-ROI region was always placed 

further than the 50% contour of the maximal sensory evoked response (mean max evoked 

radius: 0.60 +/- 0.261 mm). To avoid subtracting stimulus information, we only used 

200ms of pre-stimulus activity to determine the corresponding coefficients of the 

projection. Similar to other widely used subtraction methods 180, there is a potential of the 

introduction of neural responses, and the negation of common brain states. Despite these 

limitations, we found this Off-ROI subtraction technique was suitable for our purposes of 

measuring the relative evoked activity caused by the sensory stimulus.  

 

Using both fluorescence normalization and Off-ROI subtraction, we dramatically reduced 

the ongoing noise and improved the single trial signal-to-noise ratios (Figure 2.3D, single 

trial example; Figure 2.3E, trial averaged). Qualitatively, we observed that the Off-ROI 

subtraction significantly reduced the hemodynamic component of the ArcLight signal, 

without compromising the evoked response, seen in both time series and spatial 

representations (Figure 2.3D, E, for details see Appendix A.1.2). To better quantify the 

reduction in noise, we assessed the ability to detect evoked responses from the ArcLight 

signal with and without Off-ROI subtraction. Here, we measured single trial signal-to-noise 

ratio (SNR) by comparing the mean evoked response between 25-30ms post stimulus to 

the variability of on-going noise across all sessions (n=31 Experiments, 3008 Single 

Trials). The noise (N) was defined as the mean standard deviation of the ArcLight signal 

over the 200ms window before stimulus onset. We found that with trial averaging the 

ArcLight response could be detected [mean response SNR: 11.63 (+/- 9.5 SD); however, 

single trials were too embedded in the noise to be clearly separated [Single-Trial SNR: 0.99 
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(+/- 1.64 SD)]. In contrast, the Off-ROI subtraction method dramatically increased both 

mean [30.0 (+/- 27.37 SD)] and single trial [4.02 (+/- 1.93 SD)] SNRs (Figure 2.3D, F). 

The ArcLight SNR of the average response (with and without Off-ROI subtraction) is 

comparable to other voltage indicators, (VSFP Butterfly 1.2159). However, without Off-

ROI subtraction, the raw single trial SNR is noticeably worse than the reported single trial 

SNR values in other GEVIs (VSFP Butterfly 1.2159
), and VSFP 2.3134. However, it is 

important to note that these FRET based GEVIs utilize post-hoc ratiometric subtraction 

methods to improve SNR. By gaining access to single trial information with Off-ROI 

subtraction, we dramatically increase the usability for wide-field imaging of ArcLight in 

behaviorally relevant contexts. 

 

2.3.5  Comparison of ArcLight Response to Simultaneously Recorded Local Field 

Potential  

In order to validate ArcLight as a correlate of neural activity, we simultaneously measured 

the local field potential (LFP) while imaging the cortical response to punctate whisker 

deflections (Figure 2.4). Based on the histological analysis, and the limitations of blue light 

excitation 181, we expect that the ArcLight response is predominantly from layer 2/3 

neurons (Figure 2.1). Thus, we inserted a low impedance electrode approximately 250-300 

µm below the cortical surface near the centroid of the evoked response, and simultaneously 

recorded the corresponding LFP during an anesthetized imaging experiment (see Section 

2.2.7). The following data represents comparisons between the simultaneously recorded 

ArcLight and LFP responses (for details see Section 2.2.7).The LFP signal has been 

notched filtered at 60Hz.   

 

We compared the resulting stimulus evoked responses in the LFP and the evoked 

fluorescence, and found similar characteristics between the two signals, shown in Figure 
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2.4B. Specifically, we found that the average LFP and ArcLight responses during whisker 

stimulation were correlated [mean peak Pearson correlation: 0.65 (+/- 0.0.118 SD)] shown 

in Figure 2.4A (n=5 experiments, across 2 mice). Furthermore, we determined the peak 

correlation between the LFP and the ArcLight response was 35ms (+-20ms SD, Median: 

25ms), delayed relative to the LFP signal (Figure 2.4B). Note, the determined ArcLight 

peak response was highly variable (range 25-100ms). During the simultaneous ArcLight-

LFP experiments, the average peak response was 70+/-20ms (SD) post stimulus (Median: 

60ms, n=5 paired recordings, across 2 mice). 

 

We directly compared the difference in temporal dynamics between the evoked LFP and 

the cortical ArcLight responses (Figure 2.4C) by measuring the onset, 10% to 90% rise 

time, and the 50% decay time for the simultaneously collected LFP and ArcLight signals. 

Note, the relationship between the LFP and the membrane potential is quite complex (for 

review see 182), where the exact coupling between the LFP and the membrane potential is 

still being discovered183. Other work has suggested that the LFP is an approximation of the 

temporal derivative of the membrane potential .184 However, more recent work has noted 

the potential influence of filtering properties on relating the LFP to the membrane potential, 

and thus caution needs to be used in interpreting this relationship185. Our comparison 

between the temporal dynamics of the LFP and the ArcLight response may not account for 

this complex relationship between the LFP and the membrane potential.  

 

We found that in general, the response onset (mean onset (+/- SD) LFP: 8.6 (0.75) ms, 

ArcLight: 20 (5) ms) and rise time (mean rise time (+/- SD) LFP: 4.7 (1.7) ms, ArcLight: 

30 (15) ms) of the evoked cortical ArcLight signal was 10-25ms later than the LFP response 

(Figure 2.4C). However, the mean ArcLight signal decay time was prolonged relative to 

the LFP decay time (mean decay (+/-SD) LFP:  35.5 (18.5) ms, ArcLight: 170 (108) ms).  
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This long excitatory tail has been a characteristic of other voltage sensitive imaging 

techniques, including voltage sensitive dyes 177 which have substantially faster temporal 

dynamics, as well as other GEVIs including VSFP 2.3 161. Therefore, this slow decay from 

the initial response may not entirely represent limitations of the molecule, but potentially 

additional physiologically relevant information. An alternative possibility is that the long 

tail is a hemodynamic artifact that has not been removed with the Off-ROI Subtraction 

technique or is part of an intrinsic hemodynamic response. However, due to the prevalence 

of this long tail in other published sensors, 160,161 it is likely that the prolonged fluorescence 

response represents prolonged excitation caused by a strong sensory stimulus. These data 

suggest that at the least the average ArcLight signal represents the average fast transients 

present in the LFP.  
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Figure 2.4. Simultaneous Paired Extracellular Local Field Potential and ArcLight 

Fluorescent Recordings. 

A. Spatial average fluorescent response (100 Trials) to strong whisker deflection 25ms post 

stimulus showing the ROI for peak ArcLight signal (captured at 200Hz) and the LFP 

location (captured at 2kHz).All GEVI data shown in Figure 2.4 has also been post-

processed using the Off-ROI subtraction method shown in Figure 2.3, and Figure 2.11 (see 

Methods Section 2.2.11).B. An example simultaneously captured mean LFP (black) and 

ArcLight (blue) response (+/- S.E.M.) to single punctate whisker deflection (n=1, 100 

Trials). Note that LFP and ArcLight signals have been inverted. Both signals have been 

low-pass filtered at 100Hz using a 2nd order Butterworth filter (n=1). C. Comparison 

between the temporal characteristics of the two signals. Note the similarly delayed 20-

30ms onset and rise times compared to the LFP signal, and dramatically longer decay 

observed in ArcLight responses (n=5, +/- S.E.M).D Spontaneous correlation between the 

simultaneously recorded LFP and the measured ArcLight response shows weak but 

significant correlation ( n=5, 100 trials each). P-value for the max correlation (p=0.046, at 

35ms lag).  E. Mean correlation across single trial responses between simultaneous LFP 

and ArcLight (n=5, 100 trials each). Stimulus (red) and Shuffled Stimulus (turquois) 

condition show similar correlation between signals suggesting common inputs. F Pearson 

correlation coefficient between peak amplitudes (across a 20ms window) of LFP and 

ArcLight response shows significant differences between the Stimulus and Shuffled 

Stimulus condition (n=5 experiments). 
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In addition to comparing the mean LFP and ArcLight response, we determined how well 

the ArcLight signal captured the single trial LFP response (Figure 2.4 D-E, n=5 whiskers, 

across 2 mice, 100 trials each). On a single trial, we measured the correlation between the 

ongoing LFP signal and the resulting ArcLight fluorescent response. We found that the 

spontaneous LFP and ArcLight responses were only weakly correlated periods of 

quiescence, Figure 2.4D, [maximum average Pearson coefficient Spontaneous: 0.076 

(0.067+/- SD) at 35ms post stimulus], that was significantly different compared to a trial 

shuffled case [mean Pearson correlation Shuffled Spontaneous, 0.002 (+/- 0.02 SD), 

p=0.046, unpaired t-test]. Although the single trial correlation between LFP and ArcLight 

is low, these results are consistent with the weakly correlated single trial LFP and similar 

wide-field voltage sensitive imaging techniques 171. During stimulation periods, Figure 

2.4E, we also found that the LFP and the ArcLight were slightly more correlated [mean 

Pearson correlation Stimulus: 0.22 (+/- 0.063 SD), temporal lag of 35ms], shown in Figure 

2.4D (red trace). However, when we shuffled the trials to determine the correlative effects 

from the input, the correlation between shuffled and unshuffled signals was very similar 

[mean Pearson correlation Shuffled Stimulus: 0.13 (+/- 0.10 SD), p=0.1275, unpaired t-

test], suggesting that the correlation observed during stimulation was predominantly 

associated with the strong evoked response.  

 

Instead of simply correlating the entire signal, we focused our analysis on determining if 

the LFP signal and the ArcLight evoked stimulus response amplitudes co-varied. Here, we 

define the single trial response amplitude as the difference in activity between the signal 

preceding the stimulus and maximum response within a 20ms window during each imaging 

session’s peak response (Figure 2.4F). By limiting the analysis to the evoked peaks, we 

determined that the evoked response amplitudes between the two signals were correlated 

[mean Pearson correlation Amplitude: 0.29 (+/-0.17 SD)]. Moreover, when we shuffled 
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the trials this correlation between the response amplitudes disappeared [mean Pearson 

correlation Shuffled Amplitude: -0.0018 (+/-0.09 SD), p=0.009, unpaired t-test]. These 

data suggest that the ArcLight and LFP amplitudes weakly co-vary in response to a sensory 

input. Taken together, these results suggest that ArcLight has the capacity to capture 

evoked features similar to evoked LFP, and potentially provides additional information on 

ongoing cortical processes.  

 

2.3.6 ArcLight Cortical Response to Complex Stimuli  

Given the relatively long decay of the signal as measured by ArcLight in response to a 

single, punctate sensory stimulus, this naturally begs the question as to the nature of the 

response to more complex inputs. To determine the temporal capabilities of ArcLight to 

represent complex stimuli, we presented a range of inputs to the whisker and recorded the 

downstream evoked cortical fluorescent response.  We selected complex inputs that have 

been commonly used in the rodent vibrissa system 176,186–189, and therefore, these stimuli 

represent an additional comparison to published traditional electrophysiological 

recordings. Again, mice were anesthetized under low isoflurane (Methods), and stimulated 

using a high fidelity galvanometer device on a single whisker 10mm from the face. We 

presented a range of sensory inputs from a simple ramp-and-hold 190,191 to pulsatile 

frequency deflections (2.5-40hz), and recorded the evoked ArcLight response (Figure 

2.5A, n=3 whiskers, across 2 animals). Each trace represents the average response (100 

trials per animal, 3 animals) within a single region of interest taken as the maximal response 

25ms after stimulus presentation. In response to the ramp-and-hold stimulus, the cortical 

ArcLight response shows two clear peaks of activity corresponding to the rising (ON) and 

falling (OFF) stimulus events (Figure 2.5A, panel 1). The two ON and OFF sensory peaks 

are representative of a well-documented velocity sensitivity of the rodent whisker 

somatosensory pathway 168,176,190.  Additionally, we found that ArcLight S1 cortical 
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responses clearly resolved repetitive frequency dependent inputs between the ranges of 

2.5-20 Hz (Figure 2.5A, panel 2-5), with evoked peaks of activity corresponding to the 

presented sensory stimulus. However, high frequency (Figure 2.5A, panel 6, 40Hz) 

deflections produced an overall increase in fluorescence that failed to clearly follow the 

sensory input. These results are summarized in Figure 2.5B, showing the amplitude of the 

peak ArcLight response as a function of stimulus frequency. The high frequency 40Hz 

stimulation is at the upper limit of the innate capabilities of ArcLight based on in-vitro 

studies 146.  These in-vitro ArcLight experiments demonstrate fast temporal dynamics with 

a 10-20ms rise time 129,144, and approximately 20ms decay, which limits the fluorophore’s 

ability to represent high frequency information greater than 40Hz. Note that few studies 

have specifically examined the frequency encoding in mice under isoflurane anesthesia, so 

the limitations from a coding perspective are presently unclear. Taken together, these data 

demonstrate the use of ArcLight as a measurement of complex stimuli and frequency 

content in the S1 barrel cortex, and highlights the potential limitations to resolve high 

frequency information.  
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Figure 2.5.ArcLight Response to Complex Stimuli. 

A. All GEVI data shown in Figure 2.5 has been post-processed using the Off-ROI 

subtraction method shown in Figure 2.3, and Figure A1.3 (see Methods Section 2.2.11) 

.Each panel shows the temporal response taken from a single ROI during specific complex 

whisker stimulation (n=3). Each panel shows the corresponding galvanometer input (black 

trace), and the corresponding ArcLight (blue trace) output response. ArcLight shows clear 

response from 2.5 to 20 Hz; however, ArcLight is unable to clearly resolve whisker inputs 

of 40 Hz. B. Mean peak amplitude for each stimulus taken as the difference between the 

evoked peak fluorescence and the fluorescence preceding each pulse. 
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2.3.7 Stability and Variability of ArcLight as a Measure of Cortical Response 

One critical component of any imaging fluorophore is the stability of the observed response 

over time. Our goal was to determine if the ArcLight cortical response dramatically 

changed during a long imaging experiment with continuous excitation. On a single trial, 

we would expect differences in activation of the barrel cortex due to various sources of 

neural variability 192,193; however, the average response over many trials will ideally remain 

relatively consistent during each experiment. Here, we analyzed the single trial evoked 

sensory response during an imaging session after removing the shared hemodynamic signal 

using the post-hoc Off-ROI subtraction method. Figure 2.6A shows the peak response 

frame averaged across trials for a single whisker deflection. For this analysis, we limited 

our investigation of stability to the temporal component of the main region of interest of a 

single mouse barrel (Figure 2.6A, red square, 150 x150 µm). For the outlined region of 

interest, Figure 2.6B Top shows the time series of fluorescence on a trial-by-trial basis over 

102 trials.  Notice, on single trial there is trial-to-trial variability (Figure 2.6B: 102 trials, 

Figure 2.6C Top: 25 sequential trials). However, when we average over blocks of 25 trials, 

the evoked signals appear to be quite similar, shown in Figure 2.6C Bottom. 

  

We evaluated the stability within an imaging experiment by measuring the resulting 

distribution of responses within blocks of 25 sequential trials (~600 seconds). In this 

analysis, we only included one (the first) imaging experiment from each animal (n=7) to 

avoid skewing the results with data from a single mouse. Each experiment was normalized 

to the mean peak response for comparisons across animals. Specifically, we measured the 

peak response amplitude within a 20ms window (Figure 2.6D Left). We compared the 

resulting distributions of single trial response amplitudes between the first trial block 

(~600s), and last trial block (2493s) of the experiment across each animal (Figure 2.6E 
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Right). We found that within all experiments (7 mice) the difference between single trial 

response amplitudes between the first and last 25 trial blocks were statistically insignificant 

(Figure 2.6E Right, p>0.05, paired Student T Test). These results suggest that across the 

entire imaging experiment the peak response amplitude remained highly consistent.  
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Figure 2.6.Within Experiment Variability of ArcLight Responses to Single Whisker 

Deflection 

Note, all GEVI data shown in Figure 2.6 has been post-processed using the Off-ROI 

subtraction method shown in Figure 2.3, and Figure A1.3 (see Methods Section 2.2.11). A.  

Example of the average cortical response (102 Trials) of a 1200 Deg/s single whisker 

deflection. The spatial activity is reduced to a single response of a 9x9 pixel (~150 x150 

mm) area for subsequent analyses. B. Single trial variability of the ArcLight response. 

Stimulus onset at 200ms. Each row represents a single trial in an entire session, where each 

column represents the region of interest at a single frame (200 Hz frame rate). C. Top. 

Single trial timeseries of the first 25 sequential trials. On a single trial, the evoked response 

is quite variable. C. Bottom. The average response is quite stable over time as determined 

by the similarity of the 25 trial averages. D. Left. Mean peak amplitude (+/-S.E.M) of the 

response in a 25 trial moving average over an entire imaging session D. Right. Mean 

responses across all mice (n=7) in 25 trial blocks during imaging session. Across all 

animals the first and last trial blocks were not significantly different (n=7, p>0.05 Paired t-

Test). 
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In addition to the stability of the ArcLight response, we also determined the within 

experiment variability of the evoked response, regardless of any temporal drift. Similar to 

published voltage sensitive dye recordings 194, ArcLight exhibited high variability in 

fluorescent responses to a simple stimulus, shown as a 25 trial example in Figure 2.6C (102 

trials, 1 animal)]. We used the methods described above and averaged the fluorescent 

response across a moving 25 trial window to track parameters over time.  We found that 

the within-experiment ArcLight response amplitude varied by 12.2 % [+/- 4.6 SD across 7 

mice], measured as the standard deviation across an entire imaging experiment. These data 

suggest that the ArcLight cortical response is relatively stable across a long imaging 

experiment and exhibit variability that is consistent with other measurement modalities.  

 

 

2.3.8 Repeatability of ArcLight Recording over Multiple Days 

One of the great benefits of genetically expressed voltage probes is the ability to record 

from an animal over many days, weeks, and months. Repeatedly imaging over many days 

dramatically increases the data gained from a single animal, which may be of particular 

importance for behavioral experiments where mice need to be trained over weeks or 

months.  To test the repeatability of the ArcLight response, we recorded the evoked 

fluorescence to the deflection of the same single whisker over a series of days 

(1,3,5,7,14,21,28). Each imaging experiment lasted approximately 1-2 hours. We 

controlled isoflurane levels through constant measurement of physiological parameters 

(mainly heart rate, see Section 2.2.8) to minimize effects of different depths of anesthesia 

across days. Furthermore, we always attempted to stimulate the same whisker across 

imaging experiments. During one imaging experiment (Mouse 2, Day 14), the animal’s 

target whisker was not present, and therefore, we imaged the response to a different 

whisker in this isolated case.  
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We found that we were able to record the evoked responses over the course of 28 days 

(Figure 2.7A, n=3 mice). After 28 days, the fluorescence response was still clearly visible, 

suggesting additional time-points could continue. Over the course of a month the resulting 

spatial (Figure 2.7A,C) and temporal dynamics (Figure 2.7B), were consistent within an 

animal across days to weeks. Across all experiments, we found that the peak response 

amplitude (measured as normalized to Day 01 ΔF/Fo), was relatively consistent during 

repeated imaging sessions [mean response amplitude: 96 +/- 18.3 SD % Norm ΔF/F0, n=3 

mice over 7 imaging sessions]. Furthermore, we found that the response amplitude 

variability across sessions in the same mouse was slightly less than the observed variability 

across different mice, but greater than the variability within an imaging session (Amplitude 

SD Same Mouse: 18.3%, n=3, Amplitude SD Across Mice: 23%, n=7, Amplitude SD 

Within Session, 12.2%, n=7). Although we attempted to image under the same 

experimental conditions, the variability across days is expected to be higher than the within 

session variability due to slight changes in window quality, anesthesia level, and camera 

alignment. In order to assess the consistency of the spatial information, we compared the 

area of the evoked response across each day (Figure 2.7C). We measured the area of 

activation as the 50% contour of the peak response of the mean 25-35ms post stimulus 

frames (Methods). We found that the evoked cortical area to be relatively consistent across 

all repeated imaging experiment on the same whisker [mean area: 1.66 (+/- 0.348 SD) e5 

µm2, Figure 2.7D]. The evoked area variability (SD) observed across repeated imaging 

experiments in the same mouse was less than the variability across mice and different 

whiskers (Area SD Across Experiments Same Mouse: 21.0%, n=3, Area SD Across Mice, 

41.4% n=7). These results suggest that repeatable imaging of ArcLight is consistent over 

the many weeks and months.  
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Above, we considered variability independent of possible trends across days; however, in 

order to determine potential drift, we compared the resulting distribution of single trial 

responses between the first day, and final day of imaging (mean shown in Figure 2.7B). 

We determined that a majority of the animals (2/3) experienced insignificant differences 

between the 1st day and 28th day (p<0.05, paired Wilcoxon Signed-Rank Test) of imaging. 

Additionally, we found no clear trend in the evoked area of the evoked response (Figure 

2.7C, shown as the square root of the area). Here, the evoked area 25-35ms post stimulus 

in Mouse 2 slightly increased, in Mouse 3 slightly decreased, and in Mouse 1 remained 

constant.  Even under extreme care, it is difficult to definitively determine the origin of the 

change in evoked fluorescence considering the many different parameters including 

window quality, experiment prep, and anesthesia level across imaging experiments and 

across mice. Therefore, it is unclear whether this change in evoked response is due to 

changes of the fluorophore (and expression) over time. Taken together, the above results 

demonstrate the capabilities of ArcLight to capture spatial and temporal information over 

many weeks and months. However, based on the day-to-day variability, careful analysis 

must be conducted when comparing and combining responses across days. 

 

In addition to the evoked response amplitude, we determined if temporal dynamics 

remained consistent across many days of imaging. As shown in a subset of days (Figure 

2.7B), the temporal dynamics appear to be highly consistent across imaging experiments. 

We measured the Pearson correlation coefficient (PCC) across each imaging experiment 

to determine the changes in temporal waveform of activation. Here, we found that the PCC 

to be highly correlated across imaging days mean 0.753 +/- 0.128.  In some imaging 

experiments slight changes in evoked response did occur, particularly ~150ms post 

stimulus in the presence or absence of the secondary activation. However, the overall high 

correlation between evoked waveforms across weeks of imaging suggest that under highly 
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controlled conditions, the same whisker stimulation produces very similar temporal 

activation. 
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Figure 2.7. Multiday Imaging of ArcLight Cortical Response. 

Note, all GEVI data shown in Figure 2.7 has been post-processed using the Off-ROI 

subtraction method shown in Figure 2.3, (see Methods Section 2.2.11). A. Each image 

represents the averaged Off-ROI subtracted %ΔF/Fo cortical response between 25-35ms 

post whisker deflection over the course of 28 days (each day 102 Trials).  B. Timeseries of 

the ROI on selected days (1 [red], 7 [green], 28 [blue]). The timeseries shows consistent 

waveforms across imaging sessions C. Evoked peak response amplitude across repeated 

days. Across all mice there is no apparent trend during the 28 day period. D. The 50% 

contour of the evoked response seen in A.  In this panel, the square root of the area is 

displayed to show an intuitive measurement of overall size of the evoked response 

(assuming a n x n square). Again, there is no clear trend across the three mice during the 

28 day period. 
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2.3.9 Awake Recordings of Evoked ArcLight Mean and Single Trial Responses 

Finally, our goal was to determine if ArcLight had the capacity to represent cortical sensory 

responses in the awake rodent. Although previous studies have shown awake response of 

ArcLight, these examples were in either different species (Drosophila) or systems (mouse 

olfactory bulb), which would not guarantee clear fluorescent responses in cortical 

structures. Again, mice were left to express for four weeks before imaging (see Section 

2.2.9). Mice were habituated over a period of three days to withstand long sessions of 

headfixation (Methods), but were not trained on any task. In order to prevent whiskers from 

slipping out of the whisker stimulator galvanometer, the device was placed 5mm from the 

face. We applied a similar stimulus as shown in Figure 2.2; however, the stimulus was 

adjusted for the adjusted distance to the face.  We report that ArcLight reveals a robust 

sensory evoked response even under awake conditions in the S1 barrel cortex (Figure 2.8). 

In Figure 2.8, we have shown a representative sensory evoked S1 cortical response; 

however, we observed similar responses across imaging experiments (5 whiskers across 3 

mice). In the awake animal, we observed a decrease in the evoked ΔF/Fo response with a 

corresponding decrease in the signal-to-noise ratio (SNR, 2.43 +/-0.92 SD, n=5).  During 

periods of no stimulus presented to the whisker, the average spatial and temporal responses 

were negligible, as expected (Figure2.8A top, B). When the whisker was deflected with a 

1200 Deg/s pulse, the evoked response showed clear spatial and temporal activity similar 

to the anesthetized case (Figure 2.2, as compared Figure 2.8A and B). Due to the high 

variability of the ArcLight response, we would need substantially more data to make 

additional comparisons to the anesthetized case, and goes beyond the scope of this work. 

Taken together, this work highlights the ability of ArcLight as a robust spatial and temporal 

measurement tool of ongoing neural activity.  
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Figure 2.8. Cortical ArcLight Fluorescent Responses in the Awake Mouse 

Note, all GEVI data shown in Figure 2.8 has been post-processed using the Off-ROI 

subtraction method shown in Figure 2.3 (see Methods Section 2.2.11). A. Mean fluorescent 

responses taken from the awake mouse (102 Trials). A Top. Average spatial response 

during no stimulus presentation. A Bottom. Average spatial response during stimulus 

presentation (1200 Deg/s punctate deflection).  B. Mean temporal fluorescent responses 

from the ROI (black square, 30ms in A) with +/- S.E.M. C. Example of 25 sequential single 

trial responses taken from the same data set in the awake mouse. Clear stimulus evoked 

activity approximately 20 ms post stimulus. Stimulus presentation represented by black 

arrow.   
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2.4 Discussion  

In this work, we examined the functional characteristics of the genetically expressed 

voltage indicator (GEVI) ArcLight through testing in the widely used rodent sensory 

whisker pathway. With recent advances in GEVIs, there is a large demand to determine the 

in vivo functional limitations and capabilities for each new voltage probe. Since the initial 

discovery and publication 133, to our knowledge ArcLight has been predominantly adopted 

as a tool for neuroscience research in Drosophila (Haynes et al., 2015; Kallman et al., 2015; 

Klein et al., 2015; Sitaraman et al., 2015; Raccuglia et al., 2016), and has not been widely 

utilized in mammals. Other FRET based GEVIs such as Butterfly 1.2, and VSFP 2.3 have 

been shown to measure widefield cortical responses in vivo; however, the monochromatic 

fluorophore ArcLight has yet been tested in in vivo cortical systems. We found that 

ArcLight produced a robust fluorescent response in the S1 barrel cortex in the anesthetized 

and awake mouse at high temporal and spatial resolution. We intend for this work not to 

exclusively highlight the promise of ArcLight as a technique, but also to provide a roadmap 

and a set of criteria for future GEVIs to be tested before widespread use. 

 

2.4.1 ArcLight Imaging as a Method for Measuring Cortical Activation on a 

Mesoscopic Scale   

Here, we used wide-field imaging to capture changes in population dynamics across the S1 

barrel cortex on a mesoscopic scale (10’s of µm). Wide-field imaging is an alternative 

imaging modality that enables high temporal resolution recording across large structures 

on the order of cortical columns 196,197.  We found that ArcLight was able to provide clear 

and repeatable fluorescence responses spatially resolved at the level of a single cortical 

barrel on fast timescales (10’s of ms, Figure 2.2,4,6), which makes it well suited for 

investigations into sensory precepts. 
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One of the biggest concerns with wide-field imaging is the uncertainty of the origin of the 

neurological signal responsible for the recorded evoked fluorescence. Using GEVIs, such 

as ArcLight, we gain additional selectivity over traditional voltage sensitive dyes (e.g. 

RH1691) by specifically targeting only neuron membranes and avoiding the 

pharmacological effects of staining with dyes 198. In this work, we utilized the human 

synapsin 1 (hsyn1) promoter to express ArcLight in predominately layer 2/3 and layer 5 

neurons (Figure 2.1).  Additional genetic lines could reduce the uncertainty of expression 

to a single layer, or neuronal subtype, thereby increasing the utilization of GEVIs to 

measure specific in vivo circuit dynamics.  

 

Similar to local field potential (LFP), ECoG, and BOLD fMRI, the underlying neural 

correlate of the wide-field GEVI response represents a combination of electrophysiological 

sources. We directly compared simultaneous recordings of LFP and ArcLight fluorescence 

during sensory stimulation (Figure 2.4) to determine the relationship between these two 

modalities. On average the stimulus-evoked LFP and fluorescence were correlated with 

some differences in temporal dynamics. However, on a single trial, the ArcLight and LFP 

signals were weakly correlated even during large evoked sensory features. Although the 

single trial relationships between these signals are weak, the results are similar to weak 

correlations found between LFP and voltage sensitive dye imaging 171. Furthermore, 

propagating waves of cortical activity traverse the cortical layers in complex patterns 199, 

and may compound as dynamic signals in the in vivo fluorescent response that is not 

represented in the evoked LFP. Additionally, wide-field recorded ArcLight fluorescence is 

believed to represent a spatial measurement of neural membrane potential 129,133, which is 

fundamentally different from extracellularly recorded LFP. Furthermore, the relationship 

between the LFP and the membrane potential is quite complex (for review182), with some 
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work proposing that the LFP represents the first derivative of the ongoing membrane 

potential184. However, this finding should be regarded with caution as the filtering 

properties have been shown to strongly influence the nature of the LFP and membrane 

potential relationship.200 In paired intracellular and LFP recording experiments, LFP only 

explains a limited amount of the signal variance in the membrane potential183. Finally, due 

to the large hemodynamic noise in the raw single trial, and the limitations of the Off-ROI 

subtraction technique, careful consideration must be taken when examining ArcLight 

single trials. Taken together, our results suggest that while there are aspects of the wide-

field ArcLight imaging that reflect features of the LFP, the ArcLight fluorescence contains 

different and potentially additional information about cortical activation. 

 

2.4.2 ArcLight Excitation Causes Substantial Hemodynamic Noise in Recordings  

Hemodynamic noise is a known issue for in vivo imaging of fluorophores with blue-green 

excitation and emission 159,179 due to the overlap with the absorption spectrum of 

hemoglobin. Most of the current GEVIs including ArcLight, Butterfly 1.2, and mNeon-

Ace 138 all share blue-green excitation and emission wavelengths which cause tremendous 

noise for in vivo imaging. GEVIs based on FRET (Fluorescence Resonance Energy 

Transfer) voltage probes, including Butterfly VSFP 2.1, have advantages in vivo systems 

due to the ratiometric approach of the two fluorescence signals, which allows direct 

subtraction of a scaled hemodynamic signal. However, even these ratiometric approaches 

still require additional post-hoc analysis to remove the properly scaled hemodynamic 

components from the recorded signals, which has been shown to be a non-trivial 

issue.159,201 For the non-FRET-based imaging methodology of ArcLight, we found that the 

ongoing hemodynamic noise required additional post hoc processing through Off-ROI 

subtraction to gain access to single trial responses in the S1 cortex of the anesthetized 

mouse.  
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2.4.3 Limitations of the Off-ROI Subtraction Method as a Tool for Removing 

Hemodynamic Noise  

Throughout this work, we implemented a scaled Off-ROI subtraction method to improve 

our ArcLight response and reduce ongoing hemodynamic noise, similar to techniques 

employed traditionally in processing in vivo wide-field imaging responses in voltage 

sensitive recording 130,171,180,202,203. However, this technique has several assumptions and 

limitations. By scaling and subtracting an Off-ROI region, we are making general 

assumptions about the shared dynamics of the noise spatially across the image. While this 

Off-ROI subtraction method does have success in removing temporal hemodynamic noise, 

careful considerations must be taken for spatial information, especially in locations far 

from the region of interest. Additionally, the general assumption is that the observed signal 

of interest is spatially confined, and care should be taken for signals not confined to a 

particular brain region. We compared the mean of the raw data, and the post processed ROI 

subtracted obtained similar spatial signals (Figure A1.3). Additionally, similar to other 

reference methods 180,204, we are subtracting shared information, which may include 

spatiotemporal brain states, or evoked responses. To avoid these issues, we defined a 1mm 

radius, which separates our region of interest and the model template. This assumption is 

region specific to the S1 mouse barrel cortex, and therefore, must be adapted based on 

anatomy, and functional responses. Overall, the methods described here detail the basis of 

a general model for subtracting common noise; however, there is a demand for better 

techniques for removing hemodynamic noise from spectrally overlapped excitation 

wavelengths.  Furthermore, future development of brighter and more redshifted GEVIs will 

greatly reduce the hemodynamic influence in the recorded fluorescence signal.   
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2.4.4 Comparison of ArcLight Cortical Responses to Previously Reported Voltage 

Sensors 

In this work, we focused on the performance of ArcLight to reflect the spatial and temporal 

evoked response in the S1 barrel cortex. Although we did not directly compare ArcLight 

to other GEVIs, the whisker evoked fluorescence responses are within the range of the 

published temporal dynamics of voltage sensitive indicators in similar preparations 

126,160,161.Very few studies have conducted cortical recordings using the same preparations 

described in this work; therefore, a direct comparison between GEVIs remains difficult. 

However, certain features of the mesoscopic whisker evoked S1 cortical response are 

consistent across imaging sensors and probes. We observed a strong sensory driven cortical 

response, that produced fluorescence changes similar to other GEVIs (VSFP Butterfly 1.2, 

and VSFP 2.3) and Voltage Sensitive Dyes (RH1691). These features include a sharp rising 

transient event lasting approximately 30-50ms 126,160,161, and a longer tail which follows 

the response and decays over a period a few 100’s of milliseconds 134,161. Additionally, the 

average evoked response SNR for ArcLight was similar to other GEVIs; however, on a 

single trial the SNR was substantially worse which required the post-hoc Off-ROI 

subtraction method to recover these signals. We observed that ArcLight was only able to 

represent content up to approximately 20 Hz whisker stimulation; however, how much of 

this limitation is due to the imaging modality versus the dynamics of the pathway is unclear. 

Other FRET based sensors have also reported frequencies of up to 20 Hz to sensory stimuli 

in other systems using similar techniques 159,205. Recently developed GEVI’ s including 

ASAP1 206, Ace-mNeon 136, Mac-mCitrine 207, and Quasar1 report higher temporal 

resolution; however, most of these voltage probes have not yet been fully tested in vivo.  

We found ArcLight imaging had a slow rate of photobleaching with consistent responses 

recorded over a duration of approximately 35 minutes of uninterrupted imaging (Figure 

2.3). Currently, there is no perfect GEVI that combines dynamic fluorescence range, 
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photostability, large signals, and fast temporal dynamics. The results of this work, suggest 

that ArcLight is capable of reporting sensory evoked responses in the cortex, and can be 

used chronically to measure over many days to weeks.  

 

2.4.5 Future Applications of ArcLight and GEVI Imaging   

In summary, this work has demonstrated the potential use of the GEVI ArcLight as an in 

vivo method for investigating cortical circuits on a mesoscopic scale in the awake and 

anesthetized animal. GEVI’s in general show tremendous promise in providing voltage 

measurements from small networks of cells simultaneously that can be selected based on 

genetic markers, and has the potential to ultimately offer single cell resolution. Like the 

many variants of opsins used, each study should select the proper GEVI for that particular 

work. ArcLight is a single example that provides a clear and reliable response to sensory 

stimuli in the sensory cortex, and we speculate would be ideal for behavioral experiments 

that require long imaging sessions. However, due to the potentially largely hemodynamic 

noise caused by the spectral overlap with hemoglobin, the user must take special 

precautions to remove this noise. Here, we utilized a scaled Off-ROI method which may 

not be applicable for all studies. Based on our results, ArcLight would be well-suited for 

in vivo experiments where a single fluorophore is desired for example during paired 

optogenetics or multispectral imaging of multiple cell types. Moreover, the true advantage 

using a GEVI such as ArcLight is the ability to record the evoked response over the course 

of months and in the awake animal. Here, we found that both awake and repeated imaging 

experiments are feasible using the ArcLight voltage sensor. Future work is clearly needed 

to optimize the imaging and analytical techniques of these sensitive fluorescent probes.  
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3. CHAPTER III: THALAMIC STATE SHAPES SPATIOTEMPORAL 

REPRESENTATIONS IN SENSORY CORTEX 

The following chapter has been presented at several conference 152,208,209. 

3.1 Introduction 
 
The sensory thalamus is a critical gate that shapes how sensory information about the 

external world is transmitted from sensors in the periphery to cognitive centers in the 

cerebral cortex. In addition to direct afferent inputs that serve as the primary drive of 

thalamocortical activity, thalamic nuclei receive more subtle modulatory inputs from a 

range of sources, including cortical-thalamic feedback 92,210, thalamic reticular nucleus 81, 

as well as diffuse inputs from the reticular formation 101 and other neuromodulatory centers 

(See Review7) 

 

Modulation in thalamic membrane potential has important implications both for 

levels of spontaneous thalamic firing activity and for sensory-evoked responses. Even 

small changes in baseline membrane potential have been shown to have appreciable effects 

on spontaneous firing of thalamic neurons 211. The use of pharmacology to directly 

modulate thalamus 96,108,212 or opto/microstimulation and pharmacology to indirectly affect 

the thalamus through cortical 36,213,214 and subcortical 100 inputs has further revealed the 

sensitivity of overall thalamic drive to cortex.   

 

The ongoing pattern of spontaneous thalamic firing activity has long been 

postulated to play an important role in modulating the sensory-evoked responses in both 

thalamus and cortex  215. Ongoing thalamic activity affects the thalamocortical synaptic 

strength 99,216, thalamic firing mode 68,217, and ongoing cortical activity 108,218. The 

thalamocortical synapse is weak 56, and therefore downstream cortical neurons need 
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multiple temporally clustered inputs (within 10’s of ms) to evoke cortical responses. 

Additionally, the thalamocortical synapse strongly depresses 219,220, and therefore is 

affected by the temporal distribution of preceding spiking activity, setting the stage for 

non-trivial gating of signals from the periphery to cortex. Moreover, thalamic neurons 

exhibit distinct tonic versus burst firing modes 221, the switching of which is highly 

sensitive to baseline membrane potential, and the de-inactivation of T-type calcium 

channels 40,44. Thalamocortical high frequency bursting events have a significant impact on 

downstream cortical activation 47 and on sensory encoding 42,222. The gating of thalamic 

signaling through the aggregate effects of all these properties (i.e. state) is hypothesized to 

serve a critical role in processing sensory information; however, this has not been 

investigated extensively in the intact brain due to the lack of methodological approaches to 

precisely manipulate thalamic properties. Recent advances in optogenetic approaches 

enable repeatable and reversible modulation of thalamic baseline membrane potential, 

while permitting the simultaneous measurement of local thalamic activity and the 

downstream cortical impact. 

 

Here, we directly determined how thalamic gating properties control sensory-

evoked thalamic and cortical responses in the vibrissa pathway of the anesthetized mouse. 

Instead of driving or silencing neural activity, optogenetic manipulation was used to 

modulate ongoing thalamic polarization while recording extracellular thalamic activity and 

acquiring widefield cortical voltage imaging, using the voltage indicator  ArcLight 133,223. 

We found that increasing levels of baseline thalamic hyperpolarization acted to increase 

the thalamic and cortical sensory evoked response. Specifically, by placing the thalamus 

in a hyperpolarized regime, we found an increase in spontaneous and stimulus-evoked 

thalamic bursting. Using an ideal observer of the downstream cortical response, we found 

that hyperpolarization increased the detectability without an apparent degradation in 
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discriminability between velocities of vibrissa deflection, or between deflections of 

neighboring vibrissae. Our results highlight how ongoing thalamic state and the resultant 

thalamic activity dynamically shape sensory encoding in the thalamus and cortex.  

3.2 Methods  

All procedures were approved by the Institutional Animal Care and Use Committee at the 

Georgia Institute of Technology and were in agreement with guidelines established by the 

NIH.  

 

AAV Delivery: At least 5 weeks prior to experimentation, young (~6 weeks) female 

C57BL/6J (Jackson Laboratories) mice were injected with different viral constructs either 

in the Ventral posteromedial (VPm) thalamic region with AAV-5-CamKinaseII-eNph3.0 

(UNC Viral Vector core), in the primary somatosensory (S1) cortex with AAV-1-hsyn1-

ArcLight (UPenn Viral Vector Core), or both. Mice were anesthetized using Isoflurane (3-

5%). After the mouse was fully anesthetized, small bore holes were placed over the regions 

of interest and were aligned using stereotaxic measurements (For VPm, 1.8mm Lateral 

from Midline by 1.8mm Caudal from Bregma). For cortical expression, either single or 

multiple injection sites were used surrounding the barrel cortex (center on 1.5mm caudal 

from Bregma and 3mm lateral from midline). The virus was loaded into a 

modified Hamilton syringe (701-N) with a ~35 micron borosilicate glass pipette type. The 

syringe was initially lowered to the corresponding depth below the surface (for VPm: 3mm 

and For CTx: 0.5mm) and let rest for 1 minute before injection. Both 

sites received injections of 0.5-1µl of viral construct at a flow rate of 0.1µl/minute. After 

injection, the pipette remained in place for an additional 5 minutes before slowly being 

removed from the brain.  The bore holes were filled with either bone wax or left to close 

naturally. Throughout injection, mice were kept warm using a water heating system to 

maintain body temperature at 37 C.  
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3.2.1 Anesthetized Electrophysiology:  

Mice were initially anesthetized using isoflurane (3-5%) and then placed on a 

heated platform (FHC, Inc.) in a stereotaxic nose cone to maintain anesthesia. A large 

incision was placed over the animal’s skull, and the connective tissue and 

muscle surrounding the skull was removed using a fine scalpel blade. A modified 

headplate was attached using dental acrylic (Metabond) and secured to the skull. For 

cortical imaging, the skull was thinned with a dental drill, until transparent or removed 

entirely and covered with saline or ringers solution. After surgery, the isoflurane levels 

were dropped to ~<1% for all imaging and electrophysiology experiments. The animals 

vitals (heart rate and respiratory rate) were constantly measured for anesthesia depth.   

 

3.2.2 Thalamic Electrophysiology:  

A small craniotomy was made over the primary whisker sensitive thalamic ventral-

posterior medial (VPm) region of the mouse, around the injection site (see above). First, 

the VPm was mapped with a 2MOhm tungsten electrode (FHC) which was slowly lowered 

until 2.5mm below the cortical surface. The mouse VPm was identified using both 

stereotaxic measurements and depth as well as electrophysiological features (such as 

latency, peak response, whisker selectivity). A neural unit was determined to be located in 

the VPm if the Post-Stimulus Time Histogram (PSTH) contained a peak response 3ms -

10ms after a 1200 degree/s (Deg/s) single whisker stimulation and did not have a latency 

shift by more than 20ms after 1s of 10hz adapting stimulus 224. The principle whisker was 

first determined using a manual probe to isolate the whisker with the largest evoked 

response. If further isolation was needed, the principle whisker was determined by the 

largest 30ms PSTH response of the surrounding three whiskers.  After the conclusion of 
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the study either a small 7uA 10s lesion, or a fluorescent dye was placed near the recording 

location and confirmed using histological validation.  Neuronal signals were band-pass 

filtered (500 Hz –5 kHz), digitized at 30 kHz/ channel and collected using a 96-channel 

data-acquisition system (Blackrock Microsytems, Salt Lake City, UT, USA). Offline spike 

sorting was accomplished using Plexon Offline Spike Sorter v4 (Plexon, Inc). Additional 

data analysis utilized custom scripts using Matlab (Mathworks, Inc).  

 

The rodent whiskers were deflected by a high fidelity (1k Hz) galvanometer system 

(Cambridge Technologies). A typical velocity sweep stimulus was applied by positioning 

the custom designed galvanometer 5-10mm from the face and delivering an exponential 

sawtooth (rise and fall time = 5ms). The waveform stimulus velocity was taken by 

averaging the time to peak velocity of the stimulus. The velocity was adjusted based on 

distance from the face. 

 

3.2.3 Cortical Fluorescent ArcLight Imaging: 

ArcLight transfected mice were imaged through the thinned or removed skull using a 

Scimedia Imaging system to measure cortical spatial activity. The cortex was imaged using 

a 184 x123 pixel CCD Camera, MiCam2 HR Camera (Scimedia, Ltd) at 200 Hz, and a 

tandem lens microscope (Figure 3.1A). The entire cortical area was illuminated at 465 nm 

with a 400 mW/cm2 LED system (Scimedia, Ltd.) to excite the ArcLight fluorophore. The 

excitation light was further filtered (cutoff: 472∕30-nm bandpass filter, Semrock, Inc.) and 

projected onto the cortical surface using a dichroic mirror (cutoff: 495 nm, Semrock, Inc.). 

Collected light was filtered with a bandpass emission filter between wavelengths of 520∕35 

nm (Semrock, Inc.). The imaging system was focused approximately 300µm below the 

surface of the brain or cortical layer 2/3. 

 



78 

 

3.2.4 Functional Fluorescent Mapping of Barrel Cortex: 

The mouse's whisker system was first mapped by imaging the rapid ArcLight response 

(800ms) to a high velocity (1200 Deg/s) sensory stimuli to three mouse whiskers.  The 

resulting whisker response averaged over 20 trials was determined to be associated with a 

principle whisker, and barrel, if the evoked response was spatially limited to roughly a 0.2 

mm x 0.2 mm area 25-30ms after stimulation. Additionally, the response 

was determined to be originating from the barrel field if the center of mass of activation 

moved consistently with previously published  barrel field histology and was within the 

standard stereotaxic location of S1 (~3mm lateral, 0.5-1.5mm from bregma). After 

mapping, a single whisker was deflected with an ethologically relevant velocity sweep (0-

1200 Deg/s) designed to simulate high velocity slip-stick events, either with or without 

thalamic optogenetic hyperpolarization to determine the cortical responses to various 

velocities. 

 

3.2.5 Simultaneous Imaging and Thalamic Optogenetic Stimulation: 

After mapping both the thalamic and cortical regions, an optrode (2M Ohm tungsten 

electrode mounted to an 200um optic fiber) was positioned to the stereotaxic locations of 

the pre-mapped thalamic region and lowered to the corresponding depth. Once a single 

thalamic unit was identified, the unit was determined to be sensitive to optical stimulation 

by briefly (1-2s) hyperpolarizing the cells using ~16mW/mm2 590nm from an LED light 

source (Thorlabs, M590-F1).  Due to the low baseline firing rate (<1Hz), each cell was 

determined to be a thalamic optically sensitive unit if the cessation of the 590nm light 

caused a rebound burst 38.  After identifying an optically sensitive thalamic unit, the same 

velocity stimulus was delivered in a pseudorandom order to the whiskers under various 

light conditions. Light stimulation for all cases was presented 500ms preceding and 

following whisker deflection (1s total light illumination). The light was delivered in a 



79 

 

pseudorandom order with a long variable gap (3-19s) between stimulus deliveries to allow 

for recovery of halorhodopsin (eNphR3.0). Each session imaged 200ms-1s of preceding 

frames to measure spontaneous activity.  Light power was measured from the tip of the 

ground optical fiber before each experiment to maintain approximate light intensities 

delivered to each cell (0-16mW/mm2). During stimulation, the downstream cortical 

response was recorded using the same imaging system and voltage indicator as listed 

above. All recording was done under low isoflurane conditions ~0.5-1%. The optogenetic 

and viral expression of each experiment was verified through confocal and brightfield 

imaging of fixed slices.  

 

3.2.6 Histology: 

Histology samples were prepared by perfusing the animal transcardially with phosphate 

buffered saline (PBS) followed by 4% paraformaldehyde. Brains were post-fixed overnight 

in 4% paraformaldehyde then transferred to PBS before sectioning. Thick sections were 

cut using a vibratome (100 μm, Leica, VTS 1000) and either directly mounted or saved for 

staining. 

3.2.7 Thalamic Electrophysiology Data Analysis- Mean Response, Burst Ratio, 

and First Spike Latency: 

 We report several different basic measurements of spiking activity from our thalamic units 

including evoked response, evoked bursting response, latency and jitter. We determined 

thalamic evoked response as the initial response (0-30ms) to sensory stimuli. Each single 

unit recording was averaged over many trials (15-50) to produce a single response curve 

for that unit. The evoked response was determined as the average spikes per trial in the 0-

30ms period post stimulus.  The corresponding evoked bursting response was determined 

as number of bursting spikes per trial in that same post stimulus period. Bursting spikes 
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were defined as 2 or more spikes that fire at most 4ms apart preceded by 100ms of silence. 

The 100ms pre-stimulus activity is based on reported values for T-type calcium bursts 47,68. 

The First Spike Latency (FSL) was determined as the average first spike after stimulus 

delivery (t=0). Trials in which no spikes occurred within the response window were 

determined to be nonresponsive trials and were excluded from the analysis. To compare to 

other thalamic studies, it is important to note that the sawtooth stimulus used for whisker 

deflection reached peak velocity 2ms after stimulus onset. The spiking jitter was 

determined as the standard deviation of the first spike latencies for each recording. We 

measured the effect of ongoing spiking activity by comparing the distribution of firing rates 

of each recorded neuron during 1s during control (no LED) and optogenetic stimulation 

using the Mann Whitney rank sum test, significant modulations were determined if p<0.05. 

All data analysis of the recorded extracellular thalamic units was accomplished using 

custom Matlab scripts.   

 

3.2.8 Thalamic Electrophysiology Data Analysis: Detectability and 

Discriminability:  

To measure the theoretical detectability of the evoked signals under different light 

intensities, we used a signal detection theory framework. Specifically, we tested two 

distributions, a signal and a noise, and asked an ideal observer to perform a Receiver 

Operator Characteristic (ROC) analysis. Briefly, a ROC analysis uses a sliding threshold 

to determine the false positive rate and the true positive rate for discriminating the 

distributions of two signals, creating an ROC curve (see Figure 3.4). The area under this 

curve (AUROC) is then used as a measure of overall detectability of one signal versus the 

other (i.e. the noise), where an AUROC of 1 is perfectly detectability, and 0.5 is 

indistinguishable from noise. For each neuron recorded, we compared the distribution of 

number of spikes for each trial during the response window (above) for each velocity to 
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the noise distribution (no stimulus – 0-Deg/s), and performed a ROC analysis. The resulting 

area under the AUROC for each session is shown as the final measure of detectability for 

each velocity under either control or eNphR3.0 activation conditions.  

 To determine velocity discriminability, we performed a pairwise ROC analysis 

between each velocity distribution of evoked spikes within the post stimulus window. The 

resulting analysis produces an AUROC matrix, where the column corresponds to the 

“noise” velocity, and the row to the “signal” velocity. To measure the discrimination 

performance, we took the average AUROC between neighboring stimuli (i.e. 50 Deg/s and 

125 Deg/s, 125 Deg/s and 300 Deg/s, etc.) for each neuron.   

 

3.2.9 Voltage Sensitive Imaging Data Analysis: 

Raw images were loaded and converted from the “. gsd” format using custom scripts and 

down-sampled by a factor of two. Each dataset was first normalized to a %ΔF/Fo 

measurement by subtracting and dividing each trial by the temporal average frame between 

0 and 200ms preceding the stimulus or light delivery (Fo= mean response frame from 

200ms to 0ms preceding stimulus or light delivery). Hemodynamic noise was removed 

using a PCA Background subtraction method discussed below.  

 

As described in detail 223, in vivo ArcLight imaging overlaps with the hemoglobin 

absorption spectrum, and therefore contains hemodynamic noise that must be removed for 

analysis. Similar to the methods described in Borden et al, 2017223, this hemodynamic noise 

was removed using a background subtraction method. Imaging the wildtype mouse cortical 

surface using the same blue excitation and the ArcLight filter set revealed similar patterns 

of oscillatory activity, likely through autofluorescence and effect of hemodynamic 

absorption and blood flow 225. The Background PCA subtraction utilizes autofluorescence 
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signal from non-ArcLight transfected regions to predict the hemodynamic signal across the 

recorded space.  

 

Specifically, the Background PCA subtraction method uses principle component analysis 

of non-expressing low background autofluorescence regions (determined from the 

maximum fluorescence from a non-inject animal) to find the ongoing hemodynamic 

components on a single trial basis. Additionally, the background fluorescence regions were 

selected at least 1mm away from the recorded whisker evoked response (Borden at el, 

2017).  Ideally, these criteria would create a spatial defined region with little or no ArcLight 

fluorescence to isolate the hemodynamic signal from the neurometric signal.  Each frame 

is first spatially averaged by a 200 µm x 200 µm averaging filter. On a single trial, the 

corresponding top five principle components of the low background regions (which 

contains approximately 85% of the variance explained) are projected on a pixel by pixel 

basis across the entire recording using lasso regression method with regularization. The 

lasso regression utilizes a cross validated approach to determine the minimum number of 

components to develop the model of hemodynamic noise. In order to prevent the removal 

of any stimulus evoked activity, each pixel was fit on pre-stimulus activity (either before 

light onset for experiments involving optogenetics, or immediately preceding stimulus 

delivery). The final predicted hemodynamic signal for each pixel was subtracted across the 

entire recording on a pixel by pixel basis. Due to the complex waveform of the 

hemodynamic response, a simple notch filter is not effective at separating the signal from 

the noise 223. 

 

We found that the updated Background PCA subtraction method greatly reduced 

hemodynamic signal across the entire frame, compared to the off-ROI method (Borden et 

al, 2017). In some instances, brief onset and offset light artifacts of the 590nm light was 
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visible in the recorded ArcLight Cortical signal. We removed this DC signal from the final 

fluorescence to remove optogenetic transient light artifacts. Both raw and processed images 

showed qualitatively similar results. Unless otherwise noted, each dataset was processed 

with the Background PCA subtraction method as stated above.  

  

3.2.10 Imaging Data Analysis – Peak amplitude, Normalized Peak, and Temporal 

Properties: 

We measured the effect of the optogenetic stimulation on the peak amplitude of the evoked 

mean ArcLight fluorescence in the determined cortical barrel. The cortical barrel region of 

interest (ROI) for each stimulated barrel and each data set, was selected as the 200 µm x 

200 µm region with the largest response 30ms after stimulus delivery. This determined 

ROI was used for all subsequent analysis of the temporal response. To better isolate the 

evoked amplitude, the frame of stimulus delivery (t=0) was subtracted from the resulting 

recorded signal. For each recording, the peak amplitude was defined as the ΔF/Fo at the 

time of the maximum average response between 0 and 110ms for the strongest stimuli 

(1200 Deg/s) presented under control and various optogenetic conditions. In order to 

measure the temporal properties of the evoked response, we concentrated on the timeseries 

data from the determined cortical barrel ROI. For normalized fluorescence (Norm ΔF/Fo), 

each session’s peak response was divided by the average peak response to the strongest 

stimulus (1200 Deg/s) under the control condition. The normalization allows for a better 

comparison across animals which may have different levels of ArcLight expression. We 

measured the time to peak as the time from sensory onset (10% of the peak signal) to the 

peak evoked response between 0 and 110 ms post stimulus. As a further measure of the 

temporal properties, we measured the overall duration of the response as the time between 

sensory onset (10% of the peak signal) and sensory offset (defined as the return to 10% of 

the peak signal, Borden et al, 2017).   
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3.2.11 Imaging Data Analysis – Area Measurements: 

In addition to measuring the peak response, we also measured the effect of different 

thalamic polarizations on the evoked area of sensory cortical activity. We measured the 

activated area by the number of pixels over a threshold using the average response 25-35 

ms post stimulus frame. Similar to other studies 226,227, we measured the spatial activation 

using the 70% threshold of the maximum delivered stimulus (1200 Deg/s) under the non-

optogenetic (Control) condition to compare datasets with different levels of ArcLight 

expression. The threshold was calculated based on each recording session’s peak response 

25-35ms post stimulus for the largest velocity. In order to isolate the evoked activity from 

ongoing activity, we subtracted the frame at stimulus delivery (t=0). Different thresholds 

had no effect on the observed trends.   

 

3.2.12 Imaging Data Analysis– Detectability: 

Similar to the thalamic data, we used an ROC analysis between two distributions, signal 

and noise, to determine the detectability of the evoked response.  For each imaging session, 

we compared the signal trial stimulus response distribution at the determined maximum 

amplitude response time to a 0 degree/s “noise” distribution at the same time. The peak 

response time for each recording session was determined as the time of maximum response 

for the strongest delivered stimuli (1200 Deg/s). To determine velocity discriminability for 

the cortical response, we performed a pairwise ROC analysis between each velocity 

distribution of evoked fluorescence within the peak post stimulus frame. We took the 

average AUROC value between each neighboring pair of stimuli for each cortical 

recording.   
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3.2.13 Imaging Data Analysis– Spatial Discriminability: 

To determine the spatial discriminability of the evoked responses, we compared the single 

trial fluorescence in a barrel to the single trial fluorescence in a neighboring barrel (similar 

to the technique described in Zheng et al., 2015).  The primary somatosensory barrel cortex 

has discrete cortical columns that correspond to somatotopically mapped whiskers. During 

each recording session, the cortical space was mapped using a strong sensory stimulus 

applied to at least three mouse whiskers to determine the orientation of the S1 cortical 

barrels (see above). The averaged response (at least 20 trials), was then used to determine 

the centroid for a particular barrel. Using the position of both barrels (determined by 

experimental mapping or projecting based on anatomy), we compared the single trial 

fluorescence for the positions in both barrels. We then applied a winner-take-all 

comparison where the barrel with the strongest fluorescence was determined to be the 

whisker detected. Therefore, the level of discriminability was determined as the probability 

of detecting whisker 1 given whisker 1 was stimulated (Wk1 | Wk1). We determined the 

location of the neighboring barrel mapping the location of various whiskers during each 

recording session.   

 

3.2.14 Model of Light Intensity and Optogenetic Activated Area: 

To capture the effects of the light intensity on the optogenetic stimulation, we used a 

previously published model 228 of light that simulates the transmission of light in neural 

tissue. For our experiments, we used a 200 µm diameter optic fiber that was ground down 

to a point to prevent dimpling of neural tissue and ease of insertion. Additionally, the 

pointed optic fiber increases the numerical aperture (unground N.A. 0.22, to ground N.A. 

0.375, Stark et al., 2012)  and spread of light along the pointed tip.  In order to estimate the 

area activated by the light from the optic fiber tip, we based a threshold of 25% peak 

photocurrent of the eNphR3.0 pump (at 590 nm stimulation) from published metrics 139, or 
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approximately 2.5 mW/mm2
.  We considered the activated optogenetic region to be the 

simulated area exceeding this 25% threshold for each light intensity (used 5-16mW/mm2)  

 

3.2.15 Experimental Design and Statistical Analysis:  

For all measurements, we determined if the specific data sets were normally distributed 

using the Lilliefors test for normality. If the data were normal, we used the appropriate 

(paired or unpaired) t-test for statistical difference, and an one way ANOVA for across 

different groups. If the population was determined to have non-normal distributions, we 

conducted nonparametric Wilcoxon signed-rank tests to determine statistical significance 

and the Friedman test to for across groups comparisons. Multiple comparison tests were 

corrected using the Holm-Bonferroni method. All tests were conducted using the 

MATLAB Statistics Toolbox (Mathworks, Inc.) or SPSS (IBM). All sample sizes are 

reported in the figure captions and text. Data is available upon request. 

3.3 Results 

Here, we simultaneously modulated and recorded thalamic activity while also using 

widefield imaging to characterize cortical sensory processing. Specifically, we imaged the 

GEVI ArcLight (example, Figure 3.1A, setup Figure 3.1B), for which we have previously 

presented a detailed methodological approach 223 as a robust spatiotemporal measurement 

of ongoing cortical voltage activity across primary somatosensory cortex at a high temporal 

(200 Hz) and spatial resolution (10’s of µm).  

 

To modulate ongoing thalamic activity, we injected mice with viral vectors to 

express a light activated chloride pump halorhodopsin (eNphR3.0) in the thalamus, and the 

GEVI ArcLight in the cortex. After at least 5 weeks post injection, mice were lightly 

anesthetized with isoflurane, and an optrode (optic fiber with a tungsten electrode) was 

positioned into the mouse lemniscal thalamic region (VPm) to deliver light, and to record 
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the resulting single unit thalamic responses at different levels of thalamic 

hyperpolarization. Note that the optogenetic stimulation is presented as 1s of continuous 

delivery, to act as a modulator of baseline membrane potential as opposed to a driver of 

thalamic spiking.  
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Figure 3.1.Thalamic Optogenetic Hyperpolarization Increases Thalamic and 

Cortical Stimulus Response. 

A. Example average (102 trial) widefield ArcLight cortical response to sensory stimulus 

(Methods, 200hz), and background fluorescence. B. Experimental setup. Mice are injected 

with two viral vectors, ArcLight in cortex (AAV1-hysn1- ArcLightD- SV40), and 

eNphR3.0 (AAV5-CamIIKianse-eNphR3.0-mCherry). Thalamic units stimulated with 

light from a 200µm optic fiber and recorded simultaneously with a single tungsten 

electrode. For all light intensities, the LED illumination starts at 0.5s preceding stimulus 

(t= -0.5s) and ends 0.5s after stimulus (t=0.5). C. Left Simultaneous thalamic single unit 

extracellular raster to various levels of LED power during a sensory stimulus (t=0) in mice 

expressing eNphR3.0. Black dashes – tonic spikes, Red dashes- burst spikes, Methods.  C. 

Middle. Average evoked cortical ArcLight spatial response (25-35 ms post stimulus, 51 

trials). C. Right. Average cortical timeseries (51 trials) of a 200 x 200µm stimulus 

activated region of the interest (ROI) for each condition. The black trace is the control 

(LED OFF) stimulus evoked response. Mean ± S.E.M (51 Trials). D. Thalamic evoked 

response (spikes per trial, 0-30ms) post stimulus during various LED conditions (right to 

left with increasing LED power during ongoing (no stim) and stimulus delivered (stim) 

trials. Friedman Test p=0.0038, Control vs 5mW/mm2, 11mW/mm2, 16mW/mm2 

Wilcoxon Signed rank, p=7.3e-4, p=0.017, p=0.031, respectively, n=13 single units. E. 

Thalamic evoked bursting (burst spikes per trial) during the same period as D. Friedman 

Test p=0.0023, Control vs 5mW/mm2, 11mW/mm2, 16mW/mm2 Wilcoxon Signed rank 

test, p=0.026, p=0.022, p=0.021, respectively F. First spike latency during the same period 

as D, E. Friedman Test p=2.8e-6, Control vs 5mW/mm2, 11mW/mm2, 16mW/mm2, 

Wilcoxon Signed rank test p=0.0017, p=5.0e-4, p=7.3e-4, respectively. G. Peak amplitude 

of the cortical evoked response during increasing LED power conditions (n=5 GEVI 

recordings). Repeated measures ANOVA, p= 0.001, post hoc paired t-test, Control vs 

5mW/mm2, 11mW/mm2, 16mW/mm2, p=0.0057, p=0.019, p=0.009, respectively. H. 

Average cortical activated area during 25-35 ms post stimulus (Methods, n=5 recordings).  

Repeated measures ANOVA, p=0.002, post hoc paired t-test, Control vs 5mW/mm2, 

11mW/mm2, 16mW/mm2, p= 0.11, p=0.031, p=0.034. All post-hoc analysis adjusted with 

the Holm-Bonferroni correction for multiple comparisons. All errorbars represent mean ± 

S.E.M.  
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3.3.1 Thalamic Hyperpolarization Increases both Thalamic and Cortical Sensory 

Evoked Responses 

 

We found that thalamic hyperpolarization, through light activation of halorhodopsin, 

increased stimulus evoked thalamic and cortical response in the anesthetized mouse. A 

single example of the paired recordings is shown in Figure 3.1C of the simultaneous 

thalamic and cortical recordings during various levels of thalamic hyperpolarization 

(Example: Figure 3.1C Left, VPm Raster, 3.1C Middle mean cortical spatial response, and 

3.1C Right, mean cortical ArcLight response). For the entire range of light powers used, 

thalamic single unit stimulus evoked responses were enhanced during periods of 

hyperpolarization (Control: 1.31 ± 0.16, 5mW/mm2: 2.09 ± 0.23, 11mW/mm2: 1.92 ± 0.26, 

16mW/mm2: 1.88 ± 0.29, Spikes per stimulus, Mean ±S.E.M, n=13 units, Figure 3.1D).  

 

Pre-stimulus thalamic hyperpolarization had a range of effects on the temporal 

properties of the evoked responses. Across the population, thalamic hyperpolarization 

increased the number of evoked bursting spikes in response to a stimulus. (Control: 0.56 ± 

0.17, 5mW/mm2: 1.22 ± 0.23, 11mW/mm2: 1.23 ± 0.24, 16mW/mm2: 1.27 ± 0.28 Evoked 

Bursting Spikes per trial, Mean ±S.E.M, n=13 units, Figure 3.1E).  We defined a putative 

burst as two or more spikes within a 4ms inter-spike interval, with a 100ms of preceding 

silence (see Methods). The identification of putative T-type calcium channel burst spiking 

from extracellular data is based on characteristics of the spiking patterns, which obviously 

depends on the set of criteria used. To determine how robust the findings presented were 

with respect to this definition, we adjusted our bursting criteria to be less stringent and 

found no effects on the observed results (data not shown).  
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 In the example shown in Figure 3.1C Left, we illustrate an increase in the evoked 

thalamic bursting rate with increasing levels of hyperpolarization; however, on average 

across all recording, increasing the light intensity beyond the lowest intensity (5mW/mm2) 

did not further enhance the evoked single unit thalamic response. We did find however, 

that given a bursting event, regardless of any stimuli presented, increasing levels of light 

significantly increased the number of spikes elicited per burst (Control: 2.14 ± 0.08, 

5mW/mm2: 2.82 ± 0.16, 11mW/mm2: 3.08 ± 0.24, 16mW/mm2: 3.09 ± 0.18 Spikes per 

Bursting Event, Mean ±S.E.M, n=8 units). For the spikes per burst analysis, we only 

considered recordings that contained one or more bursts in each light condition (n= 8/13). 

More pronounced levels of hyperpolarization are correlated with the number of evoked 

bursting spikes, presumably thorough the recruitment of additional T-type channels 230.  

 

In addition to modulating the evoked bursting of the thalamic response, thalamic 

hyperpolarization increased the thalamic first spike latency (FSL)  (Figure 3.1F, Control: 

7.3 ± 0.68 ms, 5mW/mm2: 9.0± 0.95 ms, 11mW/mm2: 10 ± 1.0 ms, 16mW/mm2: 11.0 ± 

1.2 ms Mean ± S.E.M, n=13 units, Figure 3.1F). Along with an increase in spike latency, 

we also observed an increase the first spike jitter or the standard deviation of the latency 

across trials (Example shown in Figure 3.1C). The increase in response latency is likely 

due to the slow dynamics of calcium influx during T-type channel activation, and by 

increasing the voltage distance between resting membrane potential and spike threshold. 

The increase in burst firing and the increase in the FSL are consistent with findings from 

thalamic In vitro whole cell recordings 231.  

 

Using simultaneously recorded cortical responses with the GEVI ArcLight, we 

found that thalamic hyperpolarization also had a profound effect on the downstream 

spatiotemporal cortical responses (Example shown: Figure 3.1C, Middle/Right).  Our 
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results show that increasing thalamic hyperpolarization increased the cortical peak evoked 

response (Control: 0.16 ± 0.06, 5mW/mm2: 0.20± 0.05, 11mW/mm2: 0.28 ± 0.08, 

16mW/mm2: 0.29 ± 0.07 ΔF/Fo Mean ± S.E.M, n=5 recordings, Figure 3.1G). At the 

highest level of hyperpolarization used (16mW/mm2), this corresponded to a 50% increase 

in cortical evoked response. However, even more clearly, we observed that increasing 

levels of thalamic hyperpolarization had a dramatic effect on the evoked cortical activated 

area (Control: 0.16 ± 0.035, 5mW/mm2: 0.31 ±0.08, 11mW/mm2: 0.65 ±0.13, 16mW/mm2: 

0.88 ±0.19 mm2, Mean ± S.E.M, n=5 recordings, Figure 3.1H).  We defined activated area 

as the fluorescence over a threshold of the control stimulus (70%, Methods, Lustig et al., 

2013; Millard et al., 2015). 

 

We hypothesize that the increase in light intensity would have greater impact on 

the cortical excitation which pools responses across many thalamic inputs. To determine 

the spatial extent of the optogenetic modulation, we used established models of light in 

neural tissue (Methods, Stujenske et al., 2015) along with known biophysical information 

about the eNphR3.0 pump 139. Based on a light threshold for an approximate 25% 

activation of eNphR3.0, we found that that our range in light intensity (5-16mW/mm2) 

activated a peak cross-sectional area between 0.05-0.1 mm2 of neural tissue surrounding 

the optic fiber tip (data not shown). Due to the oblong nature of the barreloid, we predict 

that the optogenetic light source partially activated multiple thalamic barreloids. However, 

in terms of a single barreloid 232,233, we estimate that increasing LED power from 5 to 

16mW/mm2 increased the total single barreloid activation from approximately 30 to 50%.   

 

It is important to note that our viral expression extended beyond the location of the 

primary whisker nuclei, VPm (Figure A.2.1), and extended into neighboring thalamic 

regions (i.e. POm, VPL, etc.). Due to the location of the optic fiber (a few 100 microns 
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from the electrode tip), the intensity of light used (0-16mW/mm2) and our simulations of 

light intensity, we expect the VPm region to be the locus of optogenetic manipulation; 

however, we cannot rule out the impact of other thalamic nuclei on the cortical results. 

Throughout the rest of this manuscript, we examined the impact on sensory coding 

in higher detail under the highest optogenetic intensity. Taken together these results show 

that modulation of thalamic polarization can influence the evoked cortical responses, both 

in evoked amplitude of the response, and the spatial area activated. 
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3.3.2 Thalamic Hyperpolarization Modulates Ongoing Thalamic and Cortical 

Activity 

 

Along with the effects on the evoked sensory responses, we observed that brief periods of 

hyperpolarization modulated the ongoing activity in the thalamic and cortical networks. 

Here, we limited our analysis to continuous light at the highest light intensity 

(16mW/mm2). In extracellular thalamic recordings, significant changes were determined 

by comparing each neuron’s distribution of firing rate during baseline firing and thalamic 

hyperpolarization (see Methods, non-parametric rank sum unpaired test, p<0.05). Across 

individual cells, we found that ongoing thalamic hyperpolarization did not significantly 

impact the spontaneous firing activity in the majority of neurons (64%, n=18/28), and only 

a subset of units either increased (Figure 3.2A Top, 29% n=8/28) or decreased (Figure 3.2A 

Bottom, 7% n=2/28) their spontaneous activity (summary Figure 3.2C Top).  Therefore, 

over the entire 1s of hyperpolarizing light, the recorded thalamic population did not 

significantly alter the ongoing population spontaneous average firing rate. However, in all 

cells halorhodopsin activation caused a period of reduced firing during the initial 200-

250ms of light onset (Figure 3.2B), after which there was an increase burst rate of the 

recorded neurons (Example Figure 3.2B, Bursts -red spikes). Periods of silence of at least 

a hundred milliseconds de-inactivate thalamic T-type calcium channels, which are 

responsible for generating thalamic bursts 40. Specifically, thalamic hyperpolarization 

increased the thalamic burst event rate in approximately a third of the recorded units 

(Figure 3.2C Bottom), and across the population caused significant increase in the 

spontaneous average burst rate (Control: 0.008±0.0006, TH-Halo (16mW/mm2): 0.136 ± 
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0.0091, mean burst events per second, p=7.3e-4, Wilcoxon Signed rank test).   Upon 

limiting our analysis until after the initial silence, we found that hyperpolarization caused 

an approximate threefold increase in spontaneous spiking activity (Control: 0.18 ±0.01 Hz, 

TH-Halo(16mW/mm2): 0.57 ±0.04 Hz, mean firing rate ± S.E.M p=0.044, Wilcoxon 

Signed rank test). It is important to note, that the spontaneous firing rate in the isoflurane 

anesthetized mouse thalamus is quite low, with a majority of neurons (64%, n=18/28) firing 

less than 0.1 Hz. Therefore, it is difficult to accurately measure significant decreases in 

neural firing. 
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Figure 3.2. Thalamic Optogenetic Hyperpolarization Modulates Ongoing Thalamic 

and Cortical Activity. 

A. Example extracellular single trial rasters depicting two different effects of thalamic 

hyperpolarization, top, increasing firing rate, bottom, decreasing firing rate (p<0.05, 

Mann–Whitney U test, Methods). Black dashes indicated tonic spikes, Red dashes indicate 

burst spikes. Light onset at 0.5 and offset at 1.5s. B. Grand PSTH (n=28 units) shows a dip 

in activity 0.5-0.7s and a steady increase in firing and bursting between 0.7-1.5s. After light 

offset the post-inhibitory event is clipped to show the low baseline firing rates. C.  

Breakdown of significantly modulated firing rates (top) and burst rates (bottom) across all 

recordings (p<0.05, non-parametric Mann–Whitney U test, n=28 units) by eNphR3.0 

activation during LED onset (0.5-1.5s). D. Post inhibitory burst event rate (0-75ms after 

light offset) across all recordings with eNphR3.0 injections for Control (LED OFF) and 

TH-Halo (LED ON) conditions. E. Average topographically aligned thalamic extracellular 

recordings (below) and cortical ArcLight (top) recordings (Mean +/- S.E.M. ,51 trials). 

ArcLight timeseries is determined from the primarily sensory cortex barrel (region of 

interest [ROI], Methods). F. Average cortical ArcLight ROI fluorescence response in 

eNphR3.0 injected mice (Top, n=10 recordings) and non-injected mice (Bottom, n=4 

recordings). Mean ±S.E.M. We did not capture a complete 1s of pre-stimulus fluorescence 

for two datasets in the eNphR3.0 mice, and thus they were excluded from spontaneous 

analysis. G. Comparison of spontaneous fluorescence during control (LED OFF) and 

thalamus hyperpolarized (TH-Halo) periods between 0.75-1.5s in eNphR3.0 injected mice 

(p=0.01, paired t test, n=10 recordings). H. Same as G, except during post inhibitory 

rebound 0-0.075s post LED offset (p= 0.0018, paired t test, n=12 recordings). All errorbars 

(black) represent mean ± S.E.M. across each population, and grey lines denote single 

recordings.  
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While the exact relationship between the activation of halorhodopsin and the 

properties of the neurons in the recorded population is unknown without simultaneous 

intracellular recordings, the reported characteristics of halorhodopsin 139 and the 

observations here suggest a net hyperpolarization of thalamus.  During periods of light 

activation, neurons increased their burst firing, which is associated with a more 

hyperpolarized condition (Sherman, 2001). Furthermore under increasing levels of 

hyperpolarization we observed a graded increase in the number of spikes evoked in a burst 

230. Finally, upon offset of light, there was a large increase in activity in all recorded units, 

with an increase in firing rate (Figure 3.2B)  and burst rate (Figure 3.2D)  0-75ms post light 

offset and is likely due to the post-inhibitory rebound associated with thalamic units40. One 

alternative hypothesis, is that halorhodopsin can modulate the chloride reversal which 

could have dynamic effects on the ongoing thalamic activity. However, due to the timescale 

(~150ms) and intensity of the reported changes in reversal potential caused by 

halorhodopsin, this theory is unlikely to be a primary driver of the observed effect. We 

have specifically addressed this issue with a detailed examination of our data, in vitro 

recordings, and a computation model, which suggest that the deinactivation of the T-type 

channels is the main driver of increased thalamic activity. Taken together, all of this 

suggests that the most likely effect of the activation of halorhodopsin is a net 

hyperpolarization of the thalamic units, which increases overall thalamic firing and 

bursting. 

In a subset of mice, we performed paired thalamic and cortical recordings to 

determine the effect of thalamic modulation on downstream cortical networks. We 

observed similar increases in cortical responses in the GEVI ArcLight signal during periods 

of hyperpolarization (simultaneously recorded example Figure 3.2E, Population Figure 
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3.2F Top). The increase in cortical activity occurred with an approximate 250 ms delay 

which corresponded to the delay observed in thalamic firing (Figure 3.2B). The post-

inhibitory rebound response was also reflected in the downstream cortical signal following 

light offset (Example Figure 3.2E, and Population Response, Figure 3.2F, Figure 2H). 

These results suggest that thalamic hyperpolarization, which causes approximately 30% of 

the thalamic neurons to increase spontaneous firing and bursting, initiates changes in 

ongoing cortical activity. We tested if the observed effects could be caused by LED 

activation alone by performing the same experiment in wild type mice only injected with 

the ArcLight AAV vector (i.e. not injected with eNphR3.0). We found no effect on the 

ongoing activity caused by the LED activation alone (Figure 3.2F, bottom). In summary, 

we found that thalamic hyperpolarization modulated the ongoing thalamic burst rate, which 

corresponded with an overall increase in evoked cortical activity.   

 

 

3.3.3 Thalamic Hyperpolarization Modulates the Thalamic Output and 

Downstream Cortical Response to Sensory Stimuli   

 

To measure the effect of thalamic hyperpolarization on thalamocortical stimulus encoding, 

we provided 500ms of pre-stimulus hyperpolarization, at a single light intensity 

(16mW/mm2), while presenting a range of sensory stimuli to the whisker system. Similar 

to previous work 176,224, the thalamus responded in a graded fashion to different punctate 

whisker deflection velocities.  We found that hyperpolarizing the thalamus increased the 

single unit thalamic response to a majority of the velocities (Figure 3.3A, B). Similar to 

Figure 3.1, thalamic hyperpolarization not only altered the stimulus evoked response size, 

but also the temporal structure of the response with an increase in evoked bursting (Figure 

3.3C), and response latency for all stimuli (seen as a temporal shift in histogram Figure 
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3.3A). Interestingly, thalamic hyperpolarization did not impact the probability of eliciting 

any response (spike or a burst) to the sensory stimuli (Figure 3.3D). However, given any 

response, thalamic hyperpolarization produced an approximate 40% increase in spiking 

output across each velocity (Figure 3.3E).  
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Figure 3.3. Thalamic Hyperpolarization Increases Thalamic and Cortical Velocity 

Response Curve. 

A.   Grand PSTH response to sensory stimulus(t=0) of 300 Deg/s (top) and 1200 Deg/s 

(bottom) (n=28 single units) during control (LED OFF) and ongoing hyperpolarization 

(500ms preceding and post stimulus). Black – control, Orange– ongoing eNphR3.0 

activation (TH Hyper). B. Evoked thalamic response (spike count per trial), 0-30ms post-

stimulus under various velocities for control and thalamus hyperpolarized conditions. 

Wilcoxon Signed Rank Test, Control vs TH-Halo for 0 Deg/s, 50 Deg/s, 125 Deg/s, 300 

Deg/s, 600 Deg/s, 1200 Deg/s, p = 0.38, 0.0022, 0.056, 0.043, 0.026, 0.016, n=28 

respectively.  C. The evoked bursting spikes per trial during the same period as in B.  

Wilcoxon Signed Rank Test, Control vs TH-Halo for 0 Deg/s, 50 Deg/s, 125 Deg/s, 300 

Deg/s, 600 Deg/s, 1200 Deg/s, p = 0.25, 3.8e-4, 1.1e-4, 0.001, 0.002, 0.001, n=28 units 

respectively.  D.  The probability of evoking any response under control and hyperpolarized 

conditions. E.  The average evoked output given any response across various velocities 

(n=28 units). Wilcoxon Signed Rank Test, Control vs TH-Halo for 0 Deg/s, 50 Deg/s, 125 

Deg/s, 300 Deg/s, 600 Deg/s, 1200 Deg/s, p = 1.00, 7.1e-4, 0.0022, 9.1e-4, 0.0028, 0.0043, 

n=28 units respectively.  F. Average cortical sensory evoked response to various velocity 

stimuli (0 -1200 Degree/s, n=12 recordings) under control (top- Control), and thalamus 

hyperpolarized (bottom-TH-Halo) conditions. G. Peak evoked amplitude for various 

velocities across the recorded population in injected eNphR3.0 mice. Wilcoxon Signed 

Rank Test, Control vs TH-Halo for 0 Deg/s, 50 Deg/s, 125 Deg/s, 300 Deg/s, 600 Deg/s, 

1200 Deg/s, p = 0.203, 0.001, 0.110, 0.002, 0.003, 0.027, n=12 recordings respectively.  H. 

Normalized ArcLight peak evoked amplitude during control and hyperpolarized conditions 

in injected eNphR3.0 (n=12 recordings) and non-injected wildtype (-Wt) mice (n=4 

recordings). Responses are normalized to the 1200 Deg/s response under the control 

condition (LED OFF) for each recording. All errorbars represent Mean ± S.E.M. * p<0.05. 
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In a subset of experiments, we simultaneously recorded the cortical temporal and 

spatial response using the GEVI ArcLight as a measure of spatiotemporal evoked activity 

while modulating ongoing thalamic polarization. Under control (no hyperpolarization) 

conditions the central barrel response responded with an overall monotonic increase in 

peak evoked amplitude (see Methods) with increasing deflection velocity (average across 

all sessions, Figure 3.3F, n=12 recordings). The timing of the peak ArcLight response was 

variable across recordings (range: 35-110ms). Therefore, to compare across recordings, we 

defined the peak evoked amplitude as the evoked fluorescence during the peak evoked 

frame (0-110ms post stimulus) of the strongest stimulus delivered for each recording under 

each condition. During periods of pre-stimulus hyperpolarization, we found that across 

most velocities, the evoked mean peak cortical amplitude increased (Figure 3.3 G, H). 

Importantly, this increase in response magnitude was not due to effects of LED activation, 

as shown in the ArcLight only (Wt-) control animals (i.e. no eNphR3.0, Figure 3.3H). To 

determine whether the results here were sensitive to the specific choice of integration time-

bin, we tested a range of time-bins for integration of the evoked fluorescence and found 

that the qualitative conclusions were unchanged (data not shown).  

 

In the cortex, upon examining a larger dataset than presented in Figure 3.1, we also 

observed that thalamic hyperpolarization altered the temporal properties of the evoked 

response (Figure 3.3F) by decreasing the overall evoked response duration (1200 Deg/s 

Duration: 305 ± 5 ms, TH-Halo: 124 ± 19 ms, p=0.0069, paired t test, n=12 recordings, 

Methods) and the time to peak (1200 Deg/s: 60 ± 9 ms, TH-Halo: 40 ± 3 ms, Mean ± 

(S.E.M), p=0.020, paired t test, n=12 recordings, Methods). This observed larger and faster 

rising cortical response with a corresponding shorter duration, suggests that under 

hyperpolarized conditions, there was an increase in drive to both the excitatory and 

inhibitory cortical networks leading to strong inhibitory feedback 88. Our combined results 
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imply that pre-stimulus thalamic polarization can alter the evoked magnitude and temporal 

structure of the thalamic and cortical sensory evoked responses, which may have important 

implications for neural coding and perception. 

 

3.3.4 Ideal Observer Detection from Single Trial Thalamic and Cortical Signals  

 

We applied a signal detection framework to determine the single trial performance of an 

ideal observer to detect evoked thalamic and cortical signals. The ideal observer analysis 

demonstrates that the information necessary for detection or discrimination between two 

signals is present. Here, we first establish the framework in the context of velocity 

sensitivity (Figure 3.4) before turning to the optogenetic manipulation of thalamus.  We 

asked how detectable the velocity evoked responses were from a noise distribution using a 

Receiver Operating Characteristic (ROC) analysis (Figure 3.4), and the area under the ROC 

curve (AUROC), as a metric of overall detectability of the sensory information (see 

Methods). 
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Figure 3.4. Thalamic and Cortical Activity Examined With an Ideal Observer. 

A. Single trial raster of a thalamic recording with a spontaneous (0 Deg/s-top) and stimulus 

(600 Deg/s- bottom).  Response period of 30ms shown in blue. B. Left. Combined thalamic 

evoked spike count during the 30ms window post stimulus for each stimulus across all 

single trials recorded. The thalamic noise distribution (red) is developed from the 0 Deg/s 

stimulus. B. Right. Receiver Operator Characteristic (ROC) analysis of the evoked 

thalamic spikes to determine the true positive and false negative rate from the evoked spike 

count (B left). The AUROC is highlighted as the area under the ROC curve.  C.  Top. 

Cortical spatial averages of 25-35ms post-stimulus of increasing velocities.  C. Bottom, 

Single trial cortical ArcLight timeseries responses to a sensory stimulus (600 Deg/s,5 

Trials). The blue bar indicates that recordings peak response window. D. Left. Combined 

normalized evoked cortical response (Methods) during the peak window for each stimulus 

across all single trials recorded. The cortical noise distribution (red) is developed from the 

0 Deg/s stimulus at the same time as the peak response. D. Right. ROC analysis for each 

velocity depicts the true positive and false negative rate from the evoked cortical responses 

(normalized ΔF/Fo) based on the sliding threshold. The AUROC is highlighted as the area 

under the ROC curve (AUROC).  
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In the thalamus, we found that the thalamic single unit recordings had an initial 

velocity dependent response that lasted approximately 30 milliseconds post stimulation 

(Figure 3.4A, blue bar), and an increase in the number of evoked spikes per trial with 

increasing velocity (rightward shift in spike count histograms across all recordings, n=1530 

trials from 15 single unit recordings across 9 mice, Figure 3.4B Left). As we increased the 

velocity delivered to the whisker system, the separation between the thalamic stimulus and 

noise distributions increased which resulted in an increase in the AUROC (Figure 3.4B 

Right, AUROC 50 Deg/s 0.72, to 1200 Deg/s 0.90), and thus detectability of evoked 

features. 

 

 The cortex fluorescence recordings had a velocity dependent response that was 

longer than the thalamic response (Figure 3.4C) and lasted for 100’s of milliseconds. Here, 

we used the peak amplitude as a measure of cortical response. The timing of the peak 

cortical response was variable across recording sessions 223; therefore, for each session we 

limited our analysis to the normalized evoked fluorescence peak response based on the 

strongest stimuli presented (Methods, blue bar). Similar to the thalamic data, we found that 

increasing the stimulus velocity increased the separation between the evoked peak cortical 

fluorescence from the noise (n=3034 trials, across 8 mice, Figure 3.4D Left histogram 

across all recordings). Therefore, velocity was positively correlated with the increased 

performance of the ideal observer in detecting the presence of the sensory feature (Figure 

3.4D Right, AUROC 50 Deg/s 0.60, to 1200 Deg/s 0.85). These results correspond well 

with previously published analysis conducted on similar thalamic 68,222 and cortical data 

166,234, along with behavioral performance of a rodent during a single whisker detection 

task 141. 
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3.3.5 Thalamic Hyperpolarization Modulates Cortical Detectability of Sensory 

Stimuli  

 

Using this signal detection framework, we examined the impact of thalamic 

hyperpolarization on the thalamic and cortical single trial detectability of sensory features.  

We specifically sought to determine the effects of the relative changes to ongoing and 

evoked activity in thalamus and cortex under manipulation of thalamic polarization. Again, 

we considered the distribution of thalamic evoked responses (0-30 ms post stimulus) under 

control (Figure 3.5A, B - black) and hyperpolarized (Figure 3.5A, B - orange) conditions 

and compared them to the ongoing noise (Figure 3.5A-B, blue).  
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Figure 3.5. Thalamic Hyperpolarization Increases Cortical Theoretical Detectability 

of Sensory Responses. 

A. Comparison of thalamic spiking in the noise (blue), and evoked thalamic spikes (0-

30ms post stimulus) in the control (LED OFF- black), and thalamus hyperpolarized (TH-

Halo- Orange) conditions across all recording sessions (28 units, 1347 trials) at a single 

velocity (300 Deg/s). Noise distribution (blue) determined using the same post-stimulus 

time during 0 Deg/s trials. B. Cumulative probability distributions of the same data 

shown in A for 0 Deg/s (top) and 300 Deg/s (bottom) stimuli. C. AUROC analysis of the 

thalamic spiking response each velocity stimuli under control (LED OFF- black) and 

thalamic hyperpolarization (TH-Halo - Orange) conditions (Mean, ± S.E.M, across n=28 

units). D. Left.  AUROC matrix comparing the pairwise ROC analysis for each stimulus. 

Stimuli labeled in ascending order of intensity (i.e. 1=0 Deg/s, 6=1200 Deg/s). D. Right. 

Average thalamic AUROC across each recording for neighboring stimulus strengths. 

Thalamic velocity discrimination between neighboring strengths remains unchanged 

during thalamic hyperpolarization (n=28 units). E. Same as A, except for the evoked 

cortical response (across 12 recordings, 601 trials). Comparison of cortical fluorescence 

in the noise (blue), and a 300 Deg/s stimulus condition during control (LED OFF- black), 

and thalamus hyperpolarized (TH-Halo - Orange). Each bin represents the normalized 

fluorescence (Methods) across all recording sessions at a single velocity (300 Deg/s). 

Noise response was determined at the same window during 0 Deg/s trials. F. Cumulative 

probability distributions of the cortical fluorescence response for noise (blue), control 

(black) and thalamus hyperpolarized (orange) conditions for 0 Deg/s (top) and 300 Deg/s 

(bottom) stimuli. G. AUROC analysis of the evoked cortical fluorescence for each 

velocity stimuli under control (LED OFF- black) and thalamus hyperpolarized (TH-Halo 
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-Orange) conditions for each recording (n=12). Significant changes in detectability 

between control vs thalamic hyperpolarization found in the weaker velocities, paired t-

test, p=0.004, 0.043, 0.028, 0.060, 0.082 for each velocity (50-1200 Deg/s, n=12 

recordings). H. Left. Same as D, except with cortical response distributions. H Right. 

Average cortical AUROC across each recording for neighboring stimulus strengths. 

Cortical Velocity discrimination remains unchanged between control and thalamic 

hyperpolarized conditions. All errorbars represent Mean± S.E.M. *p<0.05 

 

We found that thalamic hyperpolarization had little to no effect on the thalamic 

detectability for each single unit across sensory stimuli (Figure 3.5C, n= 28 units). Due to 

the low background thalamic firing rate in the anesthetized mouse, the evoked responses 

were very salient compared to spontaneous at all velocities, and thus were close to a 

“ceiling”. Although thalamic hyperpolarization increased the evoked responses (Figure 

3.5A), the relationship between the single unit evoked and spontaneous activity remained 

unchanged (Figure 3.5B), and therefore did not impact the detectability of sensory 

responses.  However, this relationship is likely to be different in conditions with elevated 

background thalamic firing rates, as has been demonstrated in the awake animal (see 

Discussion). We considered downstream targets could have different integration windows 

for thalamic information; therefore, we tested a range of temporal post stimulus bins, and 

found no changes to the observed trends when accounting for changes in thalamic response 

latency (data not shown). 

 

In addition to the thalamic detectability, we also measured the effect of thalamic 

hyperpolarization on the detectability of cortical responses utilizing the evoked 

fluorescence from the GEVI ArcLight signal (Figure 3.5, Bottom Row). Again, we used 

the peak evoked amplitude to construct distributions of the evoked response and 

background spontaneous activity (Figure 3.5E-F, shown across all trials 601 trials,12 

recordings). Across each experimental session, we found that thalamic hyperpolarization 
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increased in the detectability of the evoked response. This increase in cortical detectability 

produced significant effects in the low velocity stimuli (Figure 3.5F).    

 

We determined the observer’s corresponding ability to discriminate between 

sensory stimuli, and the corresponding effects of thalamic hyperpolarization. This 

framework is very similar to that of the detection problem described above, but instead of 

discriminating signal from noise, we are discriminating one stimulus velocity from another. 

Again, this involves evaluation of the separability of two distributions, resulting in an 

AUROC measure to capture the overall discriminability performance. Specifically, to 

measure the discrimination, we compared the average AUROC across neighboring 

velocities (shown in Figure 3.5D, H) for each recording. We determined the discrimination 

performance by comparing the evoked distributions of each velocity to each other (i.e. 50 

vs 125, 125 vs 300), and averaging the AUROC for the neighboring velocities. We found 

in both the thalamus and in the cortex, thalamic hyperpolarization surprisingly had no 

effect on sensory discrimination (Figure 3.5D, H), despite the effects on the overall activity 

in both parts of the circuit. In addition to the AUROC analysis, we also used a maximum 

likelihood approach with the same distributions (Wang et al, 2012, Whitmire et al 2016) 

with similar results. In summary, our results suggest that thalamic hyperpolarization 

enhances detectability of sensory inputs from cortical responses despite little or no effect 

on thalamic detectability, and the enhanced cortical detectability does not come at the 

expense of diminished discriminability of sensory features.  

 

3.3.6 Thalamic Hyperpolarization Increases the Sensory Evoked Active Spatial 

Area  
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Given that thalamic hyperpolarization increased the evoked area of sensory inputs from 

cortical activity, it is natural to question the impact of the thalamic hyperpolarization on 

spatial information and spatial discrimination. We examined the spatial activity using two 

metrics: the overall activated area of the evoked response (Figure 3.6A-B), and the relative 

fluorescence across multiple barrels (Figure 3.6D-F). In both of these analyses we only 

examined the average cortical response in a 25-35ms post-stimulus window (see Methods). 

Across imaging sessions, we had high expression of ArcLight across the cortical surface 

(Mean 5.24 ± 0.55 (S.E.M.) mm2, n = 12 imaging sessions), enabling a characterization of 

the spatial activation of cortex in addition to the temporal components presented 

previously. To determine the activated cortical area, we used a threshold, 70% of the 

maximum response at the maximum velocity, under the control condition. The area 

exceeding this threshold was considered activated (see Methods).  Similar to previous 

findings 166, we found that the S1 Barrel cortical activated area increased spatially with 

increasing velocity stimuli applied to the whisker (Figure 3.6A-B). During periods of 

hyperpolarization, the activated spatial area was greatly enhanced across a majority of 

stimuli, with the evoked area of the largest stimuli increasing approximately fivefold 

(Figure 3.6B, 1200 degree/s Control: 0.10±0.016 mm2 TH-Halo: 0.47±-0.08mm2, p=0.002, 

paired t-test, n= 12 recordings).  Using activated area as a correlate of increased spiking, 

these results suggest that thalamic hyperpolarization increases the total evoked active 

cortical space.  
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Figure 3.6. Thalamic Hyperpolarization Increases Activated Cortical Area with no 

Loss in Spatial Discrimination. 

A. Single example of cortical spatial responses (mean 25-35ms post-stimulus response, 

n=50 trials) of increasing sensory stimuli under control (left), and thalamic hyperpolarized 

(TH-Halo right) conditions. B. Mean activated area during 25-35ms post-stimulus frame is 

increased during thalamic hyperpolarization across all stimuli. Activated area determined 

by the 70% threshold of the peak control response to the strongest (1200 Deg/s) stimulus 

for each session (Methods). C. Top. Example Cortical Mapping of two neighboring 

whiskers, Wk1, and Wk2. Right shows the expressing region of ArcLight probe, and the 

corresponding 70% threshold of the spatial activation. C. Right. Shows the timeseries of 

the spatial regions identified Wk1, and Wk2. C. Bottom.  Ideal observer determines which 

whisker was deflected on a single trial by the largest fluorescence during 25-35ms post-

stimulus. D. Comparison of the same data with different color scales, either raw %ΔF/Fo 

(Top) or Normalized to the peak (Bottom). Relative relationship between neighboring 

barrels is conserved under thalamic hyperpolarization, although magnitude of fluorescence 

increases. E.  Single trial evoked fluorescence in each identified barrel region (Wk1 vs 

Wk2) under Control(top) and Thalamus hyperpolarized (Bottom) conditions. Blue circles 

are single trial example of fluorescence responses between whisker region 1 and whisker 

region 2 (see C). F. Discrimination score between whisker 1 and whisker 2 in control and 

hyperpolarized conditions across each recording (n=12 recordings). Thalamic 

hyperpolarization had no effect across the population on the single trial discriminability 

across spatial barrels. All scale bars are 1mm, and all errorbars represent Mean± S.E.M. 
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Given the increase of activated area, we examined the resulting discriminability of 

the evoked responses. Specifically, we measured the evoked fluorescence of a neighboring 

cortical column (see Methods) during the initial evoked response (25-35 ms post stimulus, 

Figure 3.6C) or estimated by known anatomical distances between columns (~0.2 mm 

,Woolsey and Wann, 1976). During each imaging session, neighboring columns (Barrels) 

were identified by stimulating the surrounding whiskers. Interestingly, when we 

normalized the fluorescence response to the maximum response, the normalized evoked 

area remained largely unchanged during thalamic hyperpolarization (Figure 3.6D). These 

results suggest that thalamic hyperpolarization is increasing the spatial signal (i.e. gain) 

without altering the shape of the activation. 

 

To formally examine this relationship, we compared the single trial responses in 

each identified barrel region during a single whisker deflection in either the control 

condition (Figure 3.6E Top) or thalamic hyperpolarized conditions (Figure 3.6E Bottom) 

and used a single trial classifier to predict the stimulated whisker. The classifier selected 

which whisker was stimulated based on the relative difference in evoked fluorescence in 

each identified region and assigned the largest response to that whisker. Across all 

recordings, we found that under both control and hyperpolarized conditions, the classifier 

performed equally well at determining the correct whisker stimulated (Classifier 

Performance Control:  65.2 ± 5.0%, TH-Halo 65.7 ± 5.3%, Mean Percent Correct ± SEM, 

n=12 recordings). Therefore, the spatial discrimination of the evoked response was 

unchanged during periods of thalamic hyperpolarization (Figure 3.6F). Taken together, our 

findings suggest that thalamic hyperpolarization increases the spatial activation in response 

to a sensory stimulus, while maintaining the relative relationship of each cortical barrel, 

which would potentially maintain the spatial fidelity of the representation of complex 

stimuli, and thus the spatial discriminability. 
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3.4 Discussion:  

Here, we used thalamic extracellular recordings and widefield imaging of ArcLight 133,223 

to capture the effects of reversible optogenetic thalamic modulation across the primary 

sensory cortex. To our knowledge, this work is the first to directly control thalamic activity 

through hyperpolarization and link large-scale spatial and temporal downstream 

consequences for sensory encoding. 

 

Our primary result is that brief periods of thalamic hyperpolarization modulated the 

magnitude, temporal structure, and spatial extent of thalamocortical sensory response to 

punctate stimuli. Specifically, we observed that thalamic hyperpolarization increased both 

the stimulus evoked (Figure 3.1) and spontaneous (Figure 3.2) bursting in the thalamus 

which corresponded with a larger and but temporally shorter cortical population responses 

(Figure 3.1,3.3). Additionally, we found that thalamic hyperpolarization increased thalamic 

latency, and jitter in response to sensory inputs. Therefore, brief periods of thalamic 

hyperpolarization may have dynamic implications on sensory encoding beyond the 

observed enhancement of sensory features 235.   

 

One consideration is that these data was collected under isoflurane anesthesia where 

presumably the thalamus is relatively hyperpolarized. While quiet and inattentive states 

may resemble anesthetized recordings, it is certain that thalamic hyperpolarization will 

have more complex and nuanced results in the awake animal. We predict that the principles 

of thalamic hyperpolarization shown here represent circuit properties that should still apply 

in the awake thalamocortical network. Additionally, it is important to note that our 

widefield cortical fluorescence measurement is a combination of voltage signals 

predominantly from dendritic inputs in the upper cortical layers 132,203. Although the 

cortical output is correlated to the voltage potential, this relationship is nonlinear and future 

work is needed to determine the impact of hyperpolarization on awake cortical processing. 
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3.4.1 Thalamic Hyperpolarization Alters Both Thalamic and Cortical Sensory 

Encoding Through Modulation of Thalamic Bursts 

We found that through brief (500ms) periods of pre-stimulus hyperpolarization, we 

observed an increase in the thalamic gain (Figure 3.3) across sensory inputs, which 

corresponded to an approximate 50% increase in cortical response. Notably, thalamic pre-

stimulus hyperpolarization increased evoked thalamic bursting by approximately 150%. 

The thalamocortical (TC) synapse is weak 56 and rapidly adapts to ongoing input 220; 

therefore, the TC synapse is dependent on temporal distribution of incoming signals 101,216. 

Furthermore, due to excitatory and inhibitory cortical circuitry, there is a short (~10-20ms) 

window of opportunity 224 for evoking cortical responses. Our results show that thalamic 

polarization controls the level of sensory evoked bursting which dictates how signals are 

transmitted to the cortex.  

 

Thalamic bursts, and bursting modes, have a controversial history in sensory 

processing from preventing transmission 236 to increasing sensory detection 49,54 to 

containing additional sensory information 42. Ongoing thalamic spontaneous bursting 

events were traditionally only associated with slow wave sleep or anesthesia; however, this 

has been largely disproven, with low rates of bursts occurring both spontaneously and 

during naturalistic stimuli in awake somatosensory 47,68,216, visual 237, and auditory systems 

238. Additionally, the disruption of transmission of sensory information in bursting modes 

is under additional scrutiny in the auditory pathways, where thalamic burst modes during 

slow-wave-sleep consistently transmits sensory evoked features to the primary auditory 

cortex 239,240. Therefore, altering the thalamic firing mode, through slight changes in net 

polarization, may be critical for controlling thalamic gating of sensory information in the 

awake thalamocortical circuit.  
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3.4.2 Thalamic Modulation Changes Ongoing Cortical Activity  

During optogenetic thalamic hyperpolarization we observed an increase in both the 

thalamic and cortical background (Figure 3.2), with increased thalamic bursting. Therefore, 

the reported changes in the cortical response could be elicited by changes in ongoing 

cortical activity alone. While the cortex is capable of generating ongoing cortical activity 

241, thalamic and cortical states have been found to be dynamically interconnected. 

Additionally, ongoing cortical activity has a long history of impacting the evoked sensory 

response 242,243. Previous studies that have hyperpolarized thalamic nuclei using Thalamic 

Reticular Nucleus activation (Lewis et al 2015) or muscimol injections (Poulet et al 2012) 

have observed a large increase in cortical low frequency activity. Additionally, thalamic 

neurons project onto both excitatory (E) and inhibitory (I) cortical populations, with 

markedly strong feedforward projections to inhibitory neurons 59,88.  In vitro work has also 

revealed that thalamic bursts themselves can interact with selective excitatory and 

inhibitory SOM populations 244. Therefore, ongoing thalamic firing and bursting could 

cause dynamic network changes in cortical E/I balance. Whether the ultimate cause of the 

increase in cortical evoked activity is solely due to thalamic activity or the entire 

thalamocortical network, thalamic hyperpolarization has a profound effect on stimulus 

representation across the network. 

 

3.4.3 Direct Thalamic Hyperpolarization Increases Ideal Observer Detection with 

No Change in Discrimination of Sensory Events 

 

We found that thalamic hyperpolarization did not simply increase cortical activity, 

but preferentially increased the evoked signal compared to the ongoing noise, thereby 
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increasing the detectability of cortical sensory information from the perspective of an ideal 

observer (Figures 3.4,3.5). Interestingly, thalamic hyperpolarization did not impact the 

detectability of thalamic sensory information (Figure 3.5C). A current conceptual model 

of thalamocortical gating is to control coding properties to trade-off between detection and 

discrimination 36,49. These regimes are thought to be continuous; in the more 

hyperpolarized burst mode the thalamus would favor detection of sensory stimuli, whereas, 

conversely, in a depolarized tonic mode, the thalamus would transmit more information of 

the stimulus content (Whitmire et al, 2016). Our results aligned with aspects of this 

framework, where thalamic hyperpolarization increased cortical detectability; however, we 

observed no change in the discriminability of sensory information either across stimulus 

strengths (Figure 3.5) or across space (Figure 3.6). Historically there is a dynamic tradeoff 

between detection and discrimination 66,106; however, these tradeoffs are largely associated 

with sensory adaptation, which activates the thalamocortical network in a different manner 

as compared to direct thalamic modulation. Furthermore, a loss in sensory discrimination 

may only impact a wider range of hyperpolarized conditions and sensory stimuli beyond 

what was examined in this work.   

 

While thalamic hyperpolarization may not impact sensory discrimination, there are 

other potential perceptional tradeoffs. Sensory perception dysfunctions such as auditory 

tinnitus 245, and chronic pain (Saab and Barrett, 2017 For Review: Perez-Reyes, 2003), that 

represent sensitivity to sensory information are associated with an increase in thalamic 

bursting. These neurological disorders represent a failure in thalamic gating of sensory 

information and show that modulation of thalamic polarization, and specifically thalamic 

bursting, is essential for healthy sensory processing. 
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3.4.4 Thalamic Hyperpolarization Modulates the Spatial Activation of Cortex in 

Response to Sensory Stimuli 

Using widefield GEVI imaging, we determined that thalamic hyperpolarization not 

only increased the evoked amplitude, but additionally caused a fivefold increase in the 

evoked spatial response (Figures 3.1,3.6). The rodent whisker system 9 has a discrete 

somatotopic map of functional cortical columns related to each whisker, or barrels. Each 

cortical barrel predominantly responds to a single whisker deflection; however, in vivo 

intracellular  recordings reveal subthreshold receptive fields for many whiskers for simple 

stimuli 122. Our widefield voltage recordings showed two results: 1. an increase in sensory 

evoked spatial activation across the cortex, 2. no cost in spatial discrimination. These data 

suggest that thalamic hyperpolarization may increase the spatial thalamocortical gain, 

which ultimately may broaden the spatial activation. In the visual pathway in awake 

quiescent animals, a decrease in spontaneous activity with an increase in thalamic bursting 

is correlated with an increase in the non-preferred response in the thalamus 48 and cortex 

46. Therefore, thalamic hyperpolarization may tilt the network toward a hyper-detectible 

state where the occurrence of any sensory stimuli would activate many sensory cortical 

columns to send a powerful signal downstream.  

3.4.5 Conclusion  

Our results suggest a pronounced effect of thalamic state on the downstream 

cortical response across temporal and spatial scales. Therefore, we predict that short 

periods of thalamic hyperpolarization could increase the salience of incoming sensory 

information. In the awake animal, the spontaneous thalamic firing rate is in constant 

transition between internal 37 and external 246 sensory driven states. The thalamus receives 

a diverse set of excitatory and inhibitory inputs from the corticothalamic pathway, the 

thalamic reticular nucleus, and neuromodulatory centers. In particular, brief periods of 

hyperpolarization could be controlled through inhibitory inputs from the thalamic reticular 
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nucleus 81, which has been shown to modulate thalamic activity in a task dependent manner 

90. Taken together, our results highlight the important role of ongoing thalamic polarization 

on evoked cortical activity and predicts how thalamic firing modes can impact how we 

perceive and detect sensory information.  
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4. CHAPTER IV: THE MODULATION OF THALAMOCORTICAL STATE 

IN THE AWAKE AND ANESTHETIZED BRAIN. 

4.1 Introduction: 

 

The major senses of audition, somatosensation, and vision send information through 

thalamic relay nuclei before further processing in the cortex. In the awake animal ongoing 

spontaneous thalamic spiking activity is constantly in flux as the animal shifts through 

various behaviors247–249, engages in active sensation37,246, or receives sensory inputs (for 

review see1,140). Synapses onto thalamic nuclei have been suggested to be overwhelmingly 

modulatory in nature7,250,251, changing the current thalamic state across a variety of 

timescales (milliseconds to minutes)252. While the exact origin of these particular states are 

still being uncovered, it is clear that ongoing thalamic activity is modulated through various 

mechanisms including direct cortical innervation36,253, neuromodulatory input, and 

reticular thalamic inhibitory circuits86,254–256. In particular, the thalamus receives direct 

GABAergic hyperpolarizing inputs through the thalamic reticular nucleus (TRN), which 

can be indirectly controlled through cortical feedback92. TRN modulation has been shown 

to be incredibly dynamic in the awake brain78,81, and has even been shown to be modulated 

during attention and behavior tasks90. In addition to ongoing inputs, thalamic nuclei are 

embedded in interconnected circuits that alter downstream cortical targets108 and impact 

thalamic firing through feedback systems257.   

 

Beyond changes in absolute firing rate, thalamic neurons can enter different temporal 

regimes of spiking, from tonic to burst firing modes221. Thalamic neurons contain specific 

T-type calcium channels that become de-inactivated during brief periods of 

hyperpolarization lasting at least 100 ms40. Once these channels are active, depolarizing 
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inputs cause a slow-wave of calcium influx into the cell which results in multiple action 

potentials with short interspike intervals (2-4 ms). Thalamic bursts have been found to 

perform two seemingly contradictory roles: of regulating sleep processes258, while also 

transmitting sensory information for detecting sensory events in the awake brain. Thalamic 

bursts are most commonly found spontaneously during Slow-Wave-Sleep (SWS); 

however, bursts are not limited to sleep states259. Although more selectively generated, 

bursts have been identified during awake processes103 and during behavioral detection 

tasks68,258. In particular, bursts and stimulus evoked bursting has been theorized to play an 

important role for the encoding of sensory information42,49. Bursting has been shown to 

increase evoked downstream responses, and are theorized to send powerful signals to the 

cortex47. While many studies have investigated the impacts of different thalamic states and 

firing modes across in vitro93,244,260 and anesthetized in vivo preparations224,261–264, few 

studies have explored thalamic states in the awake brain47,70,265. Furthermore, even fewer266 

have causally determined how different thalamic states alter sensory signals across the 

thalamocortical pathway. 

 

Here, we investigated how modulations in ongoing thalamic activity shape the encoding of 

a simple sensory stimulus in the thalamus and cortex in the mouse somatosensory pathway. 

Specifically, we explored how different levels of hyperpolarization alter the encoding in 

the thalamus and investigated the role of thalamic bursting in the awake and anesthetized 

brain. Under anesthesia, neural activity is suppressed and allows for a detailed examination 

of the thalamocortical circuit without the influence of external factors. Whereas in the 

awake animal, we were able to examine how thalamocortical interactions are altered by 

ongoing activity and behavioral states. In order to manipulate the thalamocortical circuit, 

we used optogenetic stimulation of virally expressed halorhodopsin in the mouse thalamus 

while simultaneously measuring the thalamic extracellular activity and downstream 
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cortical responses using a genetically expressed voltage indicator (GEVI). With the GEVI 

ArcLight, we were able to measure how different optogenetically imposed states alter the 

transformation of temporal and spatial information across the primary somatosensory 

cortex. We found that through increasing levels of activation of halorhodopsin in the 

thalamus (with increasing LED intensity) we were able to transition thalamic firing modes 

from tonic to increasingly burst firing, in both the anesthetized and awake circuit. Under 

both conditions (anesthetized and awake), we found that a more hyperpolarized condition 

increased the sensory evoked thalamic response to sensory inputs. In the cortex we found 

a dichotomy of effects with thalamic hyperpolarization across anesthetized and awake 

states. In anesthetized animals, we found that thalamic hyperpolarization monotonically 

increased the evoked cortical spatial and temporal response to sensory inputs. However, in 

awake animals, we found that that increasing levels of thalamic hyperpolarization and 

corresponding burst mode caused a monotonic decrease in the evoked cortical response. 

To further explore this paradox, we examined the ongoing, spontaneous firing and burst 

rates. We found that prolonged halorhodopsin activation further increased an already 

elevated thalamic firing rate in the awake animal, likely changing the context for the 

subsequent sensory evoked response. These results suggest that the complex nature of 

thalamic state is highly dependent on ongoing cortical and neural states for transmitting 

sensory information downstream. 
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4.2 Methods  

All procedures were approved by the Institutional Animal Care and Use Committee at the 

Georgia Institute of Technology and were in agreement with guidelines established by the 

NIH.  

 

4.2.1 AAV Delivery:  

At least 5 weeks prior to experimentation, young (~6 weeks) female C57BL/6J (Jackson 

Laboratories) mice were injected with different viral constructs either in the Ventral 

posteromedial (VPm) thalamic region with AAV-5-CamKinaseII-eNph3.0 (UNC Viral 

Vector core), in the primary somatosensory (S1) cortex with AAV-1-hsyn1-ArcLight 

(UPenn Viral Vector Core), or both. Mice were anesthetized using Isoflurane (3-5%). After 

the mouse was fully anesthetized, small bore holes were placed over the regions of interest 

and were aligned using stereotaxic measurements (For VPm, 1.8mm Lateral from Midline 

by 1.8mm Caudal from Bregma). For cortical expression, either single or multiple injection 

sites were used surrounding the barrel cortex (center on 1.5mm caudal from Bregma and 

3mm lateral from midline). The virus was loaded into a modified Hamilton syringe (701-

N) with a ~35 micron borosilicate glass pipette type. The syringe was initially lowered to 

the corresponding depth below the surface (for VPm: 3mm and For CTx: 0.5mm) and let 

rest for 1 minute before injection. Both sites received injections of 0.5-1µl266 of 

viral construct at a flow rate of 0.1µl/minute. After injection, the pipette remained in place 

for an additional 5 minutes before slowly being removed from the brain.  The bore holes 

were filled with either bone wax or left to close naturally. Throughout injection, mice were 

kept warm using a water heating system to maintain body heat.  
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4.2.2 Anesthetized Electrophysiology:  

Mice were initially anesthetized using isoflurane (3-5%) and then placed on a 

heated platform (FHC, Inc.) in a stereotaxic nose cone to maintain anesthesia. A large 

incision was placed over the animal’s skull, and the connective tissue and 

muscle surrounding the skull was removed using a scalpel blade. A modified headplate 

was attached using dental acrylic (Metabond) and secured to the skull. For cortical 

imaging, the skull was thinned with a dental drill, until transparent or removed entirely and 

covered with saline or ringers solution. After surgery, the isoflurane levels were dropped 

to ~<1% for all imaging and electrophysiology experiments. The animals vitals (heart rate 

and respiratory rate) were constantly measured for anesthesia depth.   

 

4.2.3 Awake Behavioral Training: 

At least four weeks after ArcLight and eNphR3.0 viral injection, mice were anesthetized 

under isoflurane and were headplated using the above stated protocol. Over the course of 

5-14 days preceding the first imaging experiment mice were routinely handled to gain 

familiarity with the imaging system and immobilization device. During this acclimatization 

period, mice were increasingly head fixed for longer periods of time, from 15 minutes to 

1.5 hours. During stimulation of the whisker, mice were prevented from interacting with 

the whisker stimulator by obstructing the path from the paws to the whisker. Mice were 

rewarded with sweetened milk (Nestle, Ltd.) throughout imaging, which greatly helped to 

reduce animal frustration. After 5 days of handling and acclimating, mice appeared to be 

calm while the head was immobilized in the headplate restraint system. During passive 

stimulation of the whiskers the mice often actively moved their whiskers. Therefore, the 

galvanometer was placed 5mm from the face to prevent the whisker from slipping out of 

the manipulator; however, the amplitude of the deflection was adjusted to maintain a 
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consistent velocity stimulation (1200 Deg/s) as presented in the anesthetized case (see 

above). 

 

4.2.4 Thalamic Electrophysiology:  

A small craniotomy was placed over the primary whisker sensitive thalamic ventral-

posterior medial (VPm) region of the mouse, around the injection site (see above). First, 

the VPm was mapped with a 2MOhm tungsten electrode (FHC) which was slowly lowered 

until 2.5mm below the cortical surface. The mouse VPm was identified using both 

stereotaxic measurements and depth as well as electrophysiological features (such as 

latency, peak response, whisker selectivity). A neural unit was determined to be located in 

the VPm if the Post-Stimulus Time Histogram (PSTH) contained a peak response 3ms -

10ms after a 1200 degree/s (Deg/s) single whisker stimulation and did not have a latency 

shift by more than 20ms after 1s of 10hz adapting stimulus 224. The principle whisker was 

first determined using a manual probe to isolate the whisker with the largest evoked 

response. If further isolation was needed, the principle whisker was determined by the 

largest 30ms PSTH response of the surrounding three whiskers.  After the conclusion of 

the study either a small 7 µA 10s lesion, or a fluorescent dye was placed near the recording 

location and confirmed using histological validation.  Awake recordings lasted up to 4 

hours in duration. If the animal became agitated during recording, the session was ended 

early.  

 

Neuronal signals were band-pass filtered (500 Hz –5 kHz), digitized at 30 kHz/ channel 

and collected using a 96-channel data-acquisition system (Blackrock Microsytems, Salt 

Lake City, UT, USA). Offline spike sorting was accomplished using Plexon Offline Spike 

Sorter v4 (Plexon, Inc). Additional data analysis utilized custom scripts using Matlab 

(Mathworks, Inc).  
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The rodent whiskers were deflected by a high fidelity (1k Hz) galvanometer system 

(Cambridge Technologies). A typical velocity sweep stimulus was applied by positioning 

the custom designed galvanometer 5-10mm from the face and delivering an exponential 

sawtooth (rise and fall time = 5ms). The waveform stimulus velocity was taken by 

averaging the time to peak velocity of the stimulus. The velocity was adjusted based on 

distance from the face. 

 

4.2.5 Intrinsic Imaging:  

Mice were imaged through either intact or thinned skull using a wide-field imaging system 

to measure cortical spatial activity (MiCam02HR Scimedia, Ltd). During all imaging 

experiments, isoflurane anesthesia levels were lowered to approximately 1%. The cortex 

was imaged using a 184x123 pixel CCD Camera (Sciemdia MiCam2 HR Camera) at 10 

Hz with a field of view of 4x3mm with a total of a 1.6 Magnification (48 pixels/mm).  We 

used a green (535nm) or red (625nm) excitation light projected onto the cortical surface 

that has a high overlap with the hemodynamic absorption spectrum. Collected light was 

filtered with a set of dichroic mirrors (Bandpass 475/625nm and Longpass 495nm, 

Semrock,Inc) and a bandpass emission filter between wavelengths of 520/555 nm 

(Semrock, Inc). The imaging system was focused at approximately 300µm below the 

cortical surface to target cortical layer 2/3. In order to evoke a cortical intrinsic response, 

the whisker was repetitively stimulated at 10Hz for 6 seconds.  

 

4.2.6 Awake Cortical Fluorescent ArcLight Imaging: 

ArcLight transfected mice were imaged through the thinned or removed skull using a two 

camera system: a Scimedia Imaging system to measure cortical ArcLight spatial activity, 
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and a custom camera to measure hemodynamic activity for subtraction. The cortex was 

imaged using a 184 x123 pixel CCD Camera, MiCam2 HR Camera (Scimedia, Ltd) at 200 

Hz, and a Basler Ace (acA1920-155um) 480 x 180 pixel (4x4 binned) CMOS Camera at 

200Hz, with a tandem lens microscope (Figure 3.1A). The entire cortical area was 

illuminated at 465 nm with a 400 mW/cm2 LED system (Scimedia, Ltd.) to excite the 

ArcLight fluorophore and background autofluorescence. The excitation light was projected 

onto the cortical surface using the first dichroic mirror (bandpass: 475/625nm, Semrock, 

Inc.).  Collected light was passed through a second dichroic mirror (Longpass cutoff: 495 

nm, Semrock, Inc.) for collection of the ArcLight and autofluorescence signal. The 

autofluorescence signal was filtered with a bandpass filter between the wavelengths of 

465/75 nm (Semrock, Inc).   The ArcLight signal was filtered with a bandpass emission 

filter between wavelengths of 520∕35 nm (Semrock, Inc.). The imaging system was focused 

approximately 300µm below the surface of the brain or cortical layer 2/3. Anesthetized 

imaging only utilized the single camera system as described in Chapter 3.  

 

4.2.7 Functional Fluorescent Mapping of Barrel Cortex: 

The mouse's whisker system was first mapped by imaging the rapid ArcLight response 

(800ms) to a high velocity (1200 Deg/s) sensory stimuli to three mouse whiskers.  The 

resulting whisker response averaged over 20 trials was determined to be associated with a 

principle whisker, and barrel, if the evoked response was spatially limited to roughly a 0.2 

mm x 0.2 mm area 25-30ms after stimulation. Additionally, the response 

was determined to be originating from the barrel field if the center of mass of activation 

moved consistently with the histologically defined barrel field and was within the standard 

stereotaxic location of S1 (~3mm lateral, 0.5-1.5mm from bregma). After mapping, a 

single whisker was deflected with an ethologically relevant velocity sweep (0-1200 Deg/s) 
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designed to simulate high velocity slip-stick events, either with or without thalamic 

optogenetic hyperpolarization to determine the cortical responses to various velocities. 

 

4.2.8 Simultaneous Imaging and Thalamic Optogenetic Stimulation:  

After mapping both the thalamic and cortical regions, an optrode (2M Ohm tungsten 

electrode mounted to an 200um optic fiber) was positioned to the stereotaxic locations of 

the pre-mapped thalamic region and lowered to the corresponding depth. Once a single 

thalamic unit was identified using the above constraints, the unit was determined to be 

sensitive to optical stimulation by briefly (1-2s) hyperpolarizing the cells using at least 

16mW/mm2 590nm LED light source (Thorlabs, M590-F1).  Due to the low baseline firing 

rate (<1Hz), each cell was determined to be a thalamic optically sensitive unit if the 

cessation of the 590nm light caused a rebound burst 38.  After identifying an optically 

sensitive thalamic unit, the same velocity stimulus was delivered in a pseudorandom order 

to the whiskers under various light conditions. Light stimulation for all cases was presented 

750ms preceding and following whisker deflection (1.5s total light illumination, with a 

250ms ramp up and down). There was a variable three to nineteen second gap between 

stimulus deliveries to allow for recovery of halorhodopsin (eNphR3.0). Each session 

imaged 200ms-1s of preceding frames to measure spontaneous activity.  Light power was 

measured from the tip of the ground optical fiber before each experiment to maintain 

approximate light intensities delivered to each cell (0-38mW/mm2). All LED light 

measurements are estimated to be within %20 of the reported value. During stimulation, 

the downstream cortical response was recorded using the same imaging system and voltage 

indicator as listed above. Optogenetic and viral expression of each experiment was verified 

through confocal and brightfield imaging of fixed slices.  
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4.2.9 Histology: 

Histology samples were prepared by perfusing the animal transcardially with phosphate 

buffered saline (PBS) followed by 4% paraformaldehyde. Brains were post-fixed overnight 

in 4% paraformaldehyde then transferred to PBS before sectioning. Thick sections were 

cut using a vibratome (100 μm, Leica, VTS 1000) and either directly mounted or saved for 

staining. 

 

4.2.10 Thalamic Electrophysiology Data Analysis- Mean Response, Burst Ratio, 

and First Spike Latency: 

We report several different basic measurements of spiking activity from our thalamic units 

including evoked response, evoked bursting response, latency and jitter. We determined 

thalamic evoked response as the initial response (0-30ms) to sensory stimuli. Each single 

unit recording was averaged over many trials (15-50) to produce a single response curve 

for that unit. The evoked response was determined as the average spikes per trial in the 0-

30ms period post stimulus.  The corresponding evoked bursting response was determined 

as number of bursting spikes per trial in that same post stimulus period. Bursting spikes 

were defined as 2 or more spikes that fire at most 4ms apart preceded by 100ms of silence. 

The 100ms pre-stimulus activity is based on reported values for T-type calcium bursts 47,68. 

The First Spike (FS) Latency was determined as the average first spike after stimulus 

delivery (t=0). Trials in which no spikes occurred within the response window were 

determined to be nonresponsive trials and were excluded from the analysis. To compare to 

other thalamic studies, it is important to note that the sawtooth stimulus used for whisker 

deflection reached peak velocity 2ms after stimulus onset. The spiking jitter was 

determined as the standard deviation of the first spike latencies for each recording. We 

measured the effect of ongoing spiking activity by comparing the distribution of firing rates 

of each recorded neuron during 1s during control (no LED) and optogenetic stimulation 
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using the Mann Whitney rank sum test. Significant modulations were determined if p<0.05. 

All data analysis of the recorded extracellular thalamic units was accomplished using 

custom Matlab scripts.   

 

4.2.11 Voltage Sensitive Imaging Data Analysis: 

Raw images were loaded and converted from the “. gsd” format using custom scripts and 

down-sampled by a factor of two. Each dataset was first normalized to a %ΔF/Fo 

measurement by subtracting and dividing each trial by the temporal average frame between 

0 and 200ms preceding the stimulus or light delivery (Fo= mean response frame from 

200ms to 0ms preceding stimulus or light delivery). Hemodynamic noise was removed 

using a Principle Component Analysis Background subtraction method discussed below.  

 

As described in detail 223, in vivo ArcLight imaging overlaps with the hemoglobin 

absorption spectrum, and therefore contains hemodynamic noise that must be removed for 

analysis. Similar to the methods described in Borden et al, this hemodynamic noise was 

removed using a background subtraction method. Imaging the wildtype mouse cortical 

surface using the same blue excitation and the ArcLight filter set revealed similar patterns 

of oscillatory activity, likely through autofluorescence and effect of hemodynamic 

absorption and blood flow 225. The Background PCA subtraction utilizes autofluorescence 

signal from non-ArcLight transfected regions to predict the hemodynamic signal across the 

recorded space.  

 

Specifically, the Background PCA subtraction method uses the background fluorescence 

of non-expressing autofluorescence regions to find the ongoing hemodynamic components 

on a single trial basis. We created a threshold to separate the background autofluorescence 

from the ArcLight signal using the maximum fluorescence from a non-inject animal. 
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Therefore, the extracted principle components would be less likely to contain ongoing 

neural activity. Additionally, the background fluorescence regions were selected at least 

1mm away from the recorded whisker evoked response (Borden at el, 2017).  Ideally, these 

criteria would create a spatial defined region with little or no ArcLight fluorescence to 

isolate the hemodynamic signal from the neurometric signal.  Each frame is first spatially 

averaged by a 200 µm x 200 µm averaging median filter. On a single trial, the 

corresponding top five principle components of the low background regions (which 

contains approximately 85% of the variance explained) are projected on a pixel by pixel 

basis across the entire recording using lasso regression method with regularization267. The 

lasso regression utilizes a cross validated approach to determine the minimum number of 

components to develop the model of hemodynamic noise. In order to prevent the removal 

of any stimulus evoked activity, each pixel was fit on pre-stimulus activity (either before 

light onset for experiments involving optogenetics, or immediately preceding stimulus 

delivery). The final predicted hemodynamic signal for each pixel was subtracted across the 

entire recording on a pixel by pixel basis. Due to the complex waveform of the 

hemodynamic response, a simple notch filter is not effective at separating the signal from 

the noise 223. 

 

We found that the updated Background PCA subtraction method greatly reduced 

hemodynamic signal across the entire frame, compared to the off-ROI method (Borden et 

al, 2017) which was more limited to the selected barrel ROI. In some instances, brief onset 

and offset light artifacts of the 590nm light was visible in the recorded ArcLight Cortical 

signal. We removed this onset and offset transient signal from the final fluorescence to 

remove optogenetic transient light artifacts.  
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4.2.12 Dual Camera Imaging – Imaging analysis:  

In the awake animal, we utilized a dual camera imaging system to capture a background 

fluorescence signal for hemodynamic subtraction. Two different cameras were used to 

capture ArcLight and autofluorescence signal, and therefore, pixels could not be directly 

registered for subtraction for pixel by pixel correction. Instead, we utilized the same 

Background PCA subtraction method to find and develop models of the hemodynamic 

response based on the global PCA signal derived from the background image. For the dual 

camera files, each component was fit over the entire recording for subtraction of the 

hemodynamic noise. Both raw and processed images showed qualitatively similar results.  

 

Unless otherwise noted, each dataset was processed with the Background PCA or Dual 

Camera subtraction method as stated above. Background PCA and Dual Camera processed 

files showed the same trends.  

 

4.2.13 Imaging Data Analysis – Peak amplitude, Normalized Peak, and Temporal 

Properties:  

We measured the effect of the optogenetic stimulation on the peak amplitude of the evoked 

mean ArcLight fluorescence in the determined cortical barrel. The cortical barrel region of 

interest (ROI) for each stimulated barrel and each data set, was selected as the 200 µm x 

200 µm region with the largest response 30ms after stimulus delivery. This determined 

ROI was used for all subsequent analysis of the temporal response. To better isolate the 

evoked amplitude, the frame of stimulus delivery (t=0) was subtracted from the resulting 

recorded signal. For each recording, the peak amplitude was defined as the ΔF/Fo at the 

time of the maximum average response between 0 and 110ms for the strongest stimuli 

(1200 Deg/s) presented under control and various optogenetic conditions. In order to 

measure the temporal properties of the evoked response, we concentrated on the timeseries 
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data from the determined cortical barrel ROI. For normalized fluorescence (Norm ΔF/Fo), 

each session’s peak response was divided by the average peak response to the strongest 

stimulus (1200 Deg/s) under the control condition. The normalization allows for a better 

comparison across animals which may have different levels of ArcLight expression. We 

measured the time to peak as the time from sensory onset (10% of the peak signal) to the 

peak evoked response between 0 and 110 ms post stimulus. As a further measure of the 

temporal properties, we measured the overall duration of the response as the time between 

sensory onset (10% of the peak signal) and sensory offset (defined as the return to 10% of 

the peak signal, Borden et al, 2017).   

 

4.2.14 Imaging Data Analysis – Area Measurements: 

In addition to measuring the peak response, we also measured the effect of different 

thalamic polarizations on the evoked area of sensory cortical activity. We measured the 

activated area by the number of pixels over a threshold using the average response 25-35 

ms post stimulus frame. Similar to other studies 226,227, we measured the spatial activation 

by the pixels over a 70%  threshold of the maximum delivered stimulus (1200 Deg/s) under 

the non-optogenetic (Control) condition.  The activation threshold was measured for each 

session to account for across experimental variability, ArcLight expression, and changes 

in ongoing fluorescence. The threshold was calculated based on each recording session’s 

peak response 25-35ms post stimulus for the largest velocity. In order to isolate the evoked 

activity from ongoing activity, we subtracted the frame at stimulus delivery (t=0). Different 

thresholds had no effect on the observed trends.  
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4.2.15 Awake Whisking – Data Analysis: 

We measured the awake whisking behavior using a Basler Ace (acA1920-155um) camera 

sampled with 480 x 300 pixel (4x4 binned) at 20-50 Hz. The whiskers were illuminated 

using either an external LED light (860nm) or by the imaging 465nm light source.  Images 

were continually recorded through the entire recorded session and then aligned using the 

movement of the galvo stimulus. A select region of interest (ROI) was placed in the whisker 

pad close to the face to determine changes in average intensity during the recording session.   

A custom algorithm measured the squared change in intensity to determine periods of 

whisker movement. Whisker movement was assigned using a threshold of pixel intensity 

that was used for each imaging session. A movements had to last longer than 100ms to 

considered as whisking periods.  

 

4.2.16 Experimental Design and Statistical Analysis:  

For all measurements, we determined if the specific data sets were normally distributed 

using the Lilliefors test for normality. If the data were normal, we used the appropriate 

(paired or unpaired) t-test for statistical difference, and a one way ANOVA for across 

different groups. If the population was determined to have non-normal distributions, we 

conducted nonparametric Wilcoxon signed-rank tests to determine statistical significance 

and the Friedman test to for across groups comparisons. Multiple comparison tests were 

corrected using the Holm-Bonferroni method. All tests were conducted using the 

MATLAB Statistics Toolbox (Mathworks, Inc.) or SPSS (IBM). All sample sizes are 

reported in the figure captions and text. Data is available upon request. 
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4.3 Results: 

4.3.1 Simultaneous Thalamic Manipulation and Cortical Recordings in the Awake 

and Anesthetized mouse.  

We preformed simultaneous traditional thalamic electrophysiology and widefield cortical 

voltage imaging to determine the effect of various thalamic states on thalamocortical 

sensory processing. We measured cortical spatiotemporal activity with widefield imaging 

of the genetically expressed voltage indicator (GEVI), ArcLight, at a high temporal 

resolution of 200Hz (see Methods, Chapter 2&3). Based on our previously published 

methods (see Methods, Chapter 2; Borden et al, 2017), ArcLight provides a measurement 

of cortical voltage activity across time (sampled at 200 Hz) across millimeters of cortical 

space.   
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Figure 4.1. Experimental Setup for Simultaneous Thalamic and Cortical recordings 

in the Anesthetized and Awake Brain. 

A.  Experimental Setup for Cortical Widefield Imaging of the voltage indicator ArcLight. 

Paired thalamic recordings were conducted using extracellular electrodes in the thalamus, 

attached to an optic fiber (200µm).  The thalamus was manipulated using light through 

the optic fiber (590nm) in order to activate Halorhodopsin (a light sensitive chloride 

pump) in the thalamus (see Methods for details). B.Top. Anesthetized Cortical ArcLight 

spatial response to a whisker stimulus (at Time=0).  B. Bottom. Timeseries of thalamic 

and cortical responses to a whisker stimulus.  Mean cortical fluorescence response (51 

trials, green) selected from a 200um x 200um region of interest at the center of the spatial 

response (B. Top). Mean Thalamic PSTH (51 trials, black) for a thalamic single unit 

captured simultaneously with the cortical response. C. Same as B, except the animal is 

awake and headfixed during recording and whisker stimulation.  
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We investigated the impact of thalamic manipulation on sensory processing in the mouse 

whisker system in both the anesthetized (isoflurane) and awake conditions (see Methods 

for details).  Under both awake (Figure 4.1B) and anesthetized conditions (Figure 4.1C), 

we observed robust sensory evoked response in the primary thalamic and somatosensory 

cortical regions. In the awake condition, the mouse was headfixed with no behavioral task, 

and given periodic rewards while measuring whisker movements (see Methods 4.2.3). In 

particular, the awake and anesthetized thalamus responded to a punctate whisker deflection 

with a short latency of similar magnitude under both conditions (Anesthetized Evoked Rate 

1.25  +/- 0.61 Spikes per trial, n=41 single units, Awake Evoked Rate 1.23+/- 0.64 Spikes 

per trial, n=5 single units, Mean+/-SD, and overall duration (between 4-30 ms). However, 

we observed a striking difference between the anesthetized and awake thalamic 

spontaneous firing rate (Mean Anesthetized Firing Rate 0.15 +/- 0.36 Hz, n=41 and Mean 

Awake Firing Rate 5.6 +/- 2.7 Hz, n=5 single units).  

 

Similarly, in the cortex, we found that both conditions (awake and anesthetized) produced 

a strong stimulus evoked response, with a similar reported change in fluorescence (Awake 

Peak Response -0.28 +/-15 %ΔF/Fo, n=9, Anesthetized Peak Response -0.19 +/-0.16 

%ΔF/Fo n=12, p =0.28, unpaired t-test). Additionally, the widefield ArcLight signal began 

locally at approximately 10 ms post stimulus and rapidly spread across the cortex. Due to 

the typical fluorescence measurement utilizing a percent difference (%ΔF/Fo), changes in 

ongoing activity are difficult to measure; however, published studies have found a dramatic 

increase in spontaneous activity across the cortex in awake compared to anesthetized 

conditions237,249.   
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4.3.2 Halorhodopsin Activation Transitions Awake Thalamus into a Bursting 

State in Awake Brain  

 

We combined thalamic and cortical recording techniques with optogenetics to manipulate 

ongoing thalamic firing and to shift the thalamus into different spiking regimes in the 

awake (Figure 4.2-6) and anesthetized brain (Figure 4.4,4.5). While in Chapter 3 we 

conducted similar experiments in the anesthetized mouse, we will focus initially on the 

observed effects of thalamic manipulations in the awake animal but follow with the 

anesthetized results for comparison ( as shown in Chapter 3). 

 

Specifically, we expressed halorhodopsin, a light sensitive chloride pump, through a viral 

vector (AAV5-CamIIKinase-eNrph3.0, see methods, Chapter3, Figure 3.1A), into the 

mouse sensory thalamus to apply a modulatory input on the underlying thalamic 

polarization. After at least 4 weeks of expression, we trained animals to tolerate head 

fixation for prolonged periods. After training, a small craniotomy was placed over the 

thalamic region of interest. Instead of using halorhodopsin to silence neural activity, we 

sought to provide changes to ongoing thalamic polarization while providing a simple 

sensory input to the mouse whisker. We delivered varying levels of LED light power into 

the thalamus using a (1-200mm) fiber optic cable attached to a tungsten electrode to 

modulate and record the ongoing thalamic activity.  We recorded the effects of the different 

levels of the halorhodopsin activation on single (Figure 4.2A-C,) and multiunit (Figures 

4.2D-E) populations in the sensory thalamus. 
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Figure 4.2. Halorhodopsin Excitation Transitions Awake Thalamus into a Burst 

State. 

 

A-C. Example thalamic single unit stimulus response under various levels of optogenetic 

light intensity. A. Single trial raster of thalamic neuron under three different light 

conditions (Control, 17mW/mm2, and 38mW/mm2). Halorhodopsin excitation induces a 

period of silence during optogenetics onset that reduces ongoing firing rate. After 100-

250ms, thalamic neuron increases baseline firing rate (black ticks) with elevated levels of 

thalamic bursting (red ticks). A. inset. Average thalamic unit waveform and standard 

deviation. B. Poststimulus time histogram (PSTH) across same unit in A. C. Average 

response for all spikes (black), and bursting spikes (red) during the onset (-0.75 to-0.5s), 

pre-stimulus (-0.5 to-0s), and response (0 to 0.03s), periods for the example neuron. 

During halorhodopsin excitation there is a marked increase in ongoing thalamic bursting 

and an increased thalamic response to sensory stimuli. D-F. Multiunit response properties 

in awake thalamus under the optogenetic conditions (A). A. Average PSTH across all 

recordings (n=12, 3 mice).  E. Thalamic response PSTH under control (black) and 

optogenetic (Amber) conditions. Halorhodopsin excitation (17mW/mm2 ) increases the 

thalamic MU response, with a marked increase in thalamic latency. F. Average response 

for all multiunit recordings (n=12 recordings) spikes (black), and bursting spikes (red) 

during the onset (-0.75 to-0.5s), pre-stimulus(-0.5 to-0s), and response (0 to 0.03s), 

periods for the example neuron. Halorhodopsin excitation causes a significant decrease in 

spontaneous activity within 250ms of light onset, and a significant increase in evoked 

response across most light intensities. Paired t-test.*p<0.05 , n=12 recordings. All 

errorbars represent mean and standard error.   
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In the awake thalamus, we found that short periods (1 s continuous LED excitation with 

0.25 s ramp on and off) of halorhodopsin activation resulted in dynamic changes in ongoing 

thalamic activity with a marked transition from tonic to burst firing (Figure 4.2A top- 

bottom, example thalamic single unit). In all cases we delivered a strong whisker stimulus 

(1200 Deg/s Sawtooth, at 0.750 ms post LED onset). The observed increase in thalamic 

bursting (red ticks) appeared throughout the halorhodopsin activation period, with a large 

increase of stimulus evoked bursts (t=0, shown in Figure 4.2A,B). With increasing levels 

of halorhodopsin activation (with increasing levels of LED power 1-38 mW/mm2), the 

thalamic response increased both thalamic spiking and bursting thalamic response 

compared to the control stimulus (no LED). At moderate levels of halorhodopsin activation 

we observed an almost 2-fold increase in thalamic response. We found similar trends across 

a larger dataset of collected multiunit data (Figure 4.2D-F). While we are unable to clearly 

separate tonic and burst firing in the multi-unit data, we did observe similar effects of the 

light on overall firing rates. Specifically, thalamic halorhodopsin activation increased the 

evoked thalamic response to simple stimuli, as well as modulated ongoing thalamic firing 

rate (Figure 4.2D,E), consistent with the engagement with T-type calcium channel 

dynamics.  

 

Beyond changes in the stimulus evoked activity, we observed three distinct periods over 

the course of the halorhodopsin activation: 1. an initial period of silence lasting between 

100-250 ms immediately following LED onset (Figure 4.2A & 4.2D at -0.75 to -0.5 s), 2. 

a period of increased spontaneous firing with an increase in thalamic bursts (Figure 2A & 

2D at -0.5 to 0 s), 3. A post inhibitory rebound period lasting approximately 250-400 ms 

post halorhodopsin offset. Each of these phases are evident in both the single and average 

multiunit data (Figure 4.2A,B,D). The initial period of silence (Figure 4.2C) displayed a 

decreasing relationship with increasing levels of LED Power. During this phase, 
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halorhodopsin reduces the ongoing firing rates without altering firing patterns (i.e. 

bursting). Additionally, this period of silence lasted approximately 100-250 ms, which is 

the estimated time constant for the de-inactivation of T-type channels 44. After the period 

of silence (Figure 4.2A,B,D), there was an increase in bursting, and overall thalamic firing, 

which is counter-intuitive to the effects seen in other studies using halorhodopsin in other 

brain regions268. Thalamic neurons contain T-type calcium channels which are only de-

inactivated during periods of hyperpolarization41. During the ramp down of the stimulus 

(at 0.5 s post stimulus), most cells displayed a robust increase in firing typical of a post 

inhibitory rebound of thalamic neurons. Taken together, these results demonstrate that 

thalamic halorhodopsin activation increased the stimulus evoked response, and had 

dynamic interactions with the ongoing thalamic spontaneous firing.   

 

It is important to note that halorhodopsin is a chloride pump and therefore will 

hyperpolarize neurons during periods of activation269. While some studies have found 

prolonged periods of halorhodopsin activation can alter the reversal potential of chloride270 

(ie. Chloride loading), the overall timescales used in this paper would suggest that this is 

not the primary driver for this observed effect (See Appendix A.3 Chloride Reversal 

Potential and Halorhodopsin). Instead, halorhodopsin is likely interacting with the T-type 

calcium currents which are only activated during periods of hyperpolarization. 

Additionally, work by Reinhold et. al. 2015 used an alternative mechanism to 

hyperpolarize thalamic activity through thalamic reticular nucleus (TRN) stimulation and 

observed an increase in thalamic firing and bursting after 100-250 ms of silence. Activation 

of the GABAergic TRN would have less impact on the chloride reversal potential, and 

therefore is secondary evidence of this observed phenomena (i.e. increase in thalamic 

bursts) under different stimulation techniques. However, without intracellular recording of 
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thalamic neurons during periods of hyperpolarization we can only assume the effects on 

thalamic membrane potential, reversal potentials, and resulting activity.   

 

4.3.3 Thalamic Halorhodopsin Activation Decreases Cortical Evoked Response in 

Awake Mice   

 

In a subset of experiments, we measured the effect of thalamic halorhodopsin activation on 

downstream cortical processing using widefield cortical imaging of the GEVI ArcLight in 

awake mice. Again, mice were injected with an additional viral construct for the GEVI 

ArcLight (AAV1-hsyn1-ArcLightD-WPRE-SV40, Methods) along with a halorhodopsin 

(see above section, Methods) and training for paired thalamic and cortical awake 

recordings.   
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Figure 4.3 Awake S1 Barrel Cortical Evoked Response Decreases During Periods of 

Thalamic Halorhodopsin Activation 

A. Cortical ArcLight fluorescence under various levels of thalamic halorhodopsin 

activation control, 17mW/mm2, and 38mW/mm2.  Increasing levels of thalamic 

halorhodopsin activation decrease the evoked cortical response. B. Temporal fluorescence 

responses taken from the barrel region of interest (ROI) under the same optogenetic 

stimulation as A. Whisker stimulus (black triangle). B Top to Bottom.  Increasing levels of 

thalamic hyperpolarization reduces the evoked cortical response. C. Top. Average peak 

response for each recording (between 0 and 110ms post stimulus) across increasing levels 

of thalamic halorhodopsin activation. Increasing levels of thalamic halorhodopin activation 

decreases cortical peak evoked response (n=9-12 recordings). C. Bottom. Average Post-

Response (0.12-0.4s) fluorescence under increasing levels of halorhodopsin activation 

after a whisker stimulus. All errorbars represent mean and standard error.   

  



145 

 

 

Using simultaneous recording with thalamic neurons, we found that thalamic 

halorhodopsin activation had dramatically different results in the primary somatosensory 

cortex in response to a stimulus. We found that while halorhodopsin increased the thalamic 

evoked response (Figure 4.2), the relative peak evoked cortical activity decreased with 

increasing levels of thalamic modulation compared to control conditions (Figure 4.3A-B). 

We measured the relative peak amplitude by measuring the peak evoked fluorescence 

between 0 and 110 ms post stimulus relative to the average fluorescence 25 ms preceding 

the stimulus onset (t=0).  We used a relative peak measurement to account for changes in 

baseline fluorescence activity before onset of the stimulus.  In order to account for slight 

differences of expression across animals and across cortical space, we normalized each 

response to the average control stimulus. At the maximum LED intensity tested (38 

mW/mm2), this resulted in an approximate 35% reduction in evoked peak response 

(Control Peak -0.28 +/-15 Norm %ΔF/Fo, 38 mW/mm2 Peak -0.18 +/-0.13 Norm %ΔF/Fo,  

p=4.08e-4, paired t-test, n=9).  

 

Additionally, we observed that along with a decrease in the evoked peak, there was an 

accompanying decrease in the post-response fluorescence between 120 ms to 400 ms after 

stimulus onset (Figure 4.3C). This decrease in fluorescence (ΔF/Fo) likely represents a 

relative decrease in cortical activity following stimulus delivery and suggests a strong 

inhibitory response to the sensory feature. Given the feedforward nature of the 

thalamocortical pathway, and in the observed results in Chapter 3, it is not immediately 

obvious why an increase in thalamic evoked activity would cause a subsequent decrease in 

evoked cortical response. In order to investigate this effect further, we performed a subset 

of experiments under isoflurane anesthesia to determine if the observed phenomena were 

related to external, behavioral, or other high level processes.  
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4.3.4 Thalamic Halorhodopsin Activation Creates Opposite Cortical Effects in 

Awake and Anesthetized Mice  

 

In order to control for external and internal sources of variability, we performed 

complementary experiments in the anesthetized mouse under isoflurane (see Methods, 

Chapter 3). The experimental preparation and protocol for both conditions was similar (see 

Methods); however, animals used for the anesthetized work were not trained for prolonged 

headfixation, and were simply anesthetized on the day of the procedure. Under both 

conditions thalamic halorhodopsin activation generally increased the sensory evoked 

thalamic response over the control (summary Figure 4.4D), with similar increases in 

thalamic evoked bursting (Figure 4.4A,BLeft 4.4D). While thalamic halorhodopsin 

activation had similar effects on the evoked thalamic response in the anesthetized and 

awake mice, the net cortical outcome was quite different (Figure 4.4A,B[Right], 4.4C). In 

the anesthetized mouse, the optogenetic manipulation monotonically increased the cortical 

response; whereas, in the awake brain the optogenetic manipulation monotonically 

decreased the cortical response. One prominent difference between these two conditions 

was the effect of the halorhodopsin activation on the pre-stimulus activity (Figures 4.4E,F). 

Under isoflurane anesthesia, we found that spontaneous thalamic activity was very 

suppressed relative to the awake animal (Figure 4E). While under both conditions the 

thalamic halorhodopsin activation transitioned the thalamus into bursting modes, the 

magnitude of increased burst firing was much greater in the awake condition. Compared 

to the anesthetized condition, awake halorhodopsin activation induced an approximate 2.5-

fold difference in absolute spontaneous burst firing (Figure 4.4F). The difference between 

the magnitude of the awake and anesthetized ongoing burst firing may cause more nuanced 

activations of the cortical inhibitory and excitatory networks which could explain the 
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observed cortical trends (see Discussion). In particular, one theory for the observed 

differential effects is due to high levels of spontaneous bursting induced in the awake 

mouse. Specifically, prolonged increased thalamic bursting may dictate the activation of 

specific inhibitory cortical subtypes, i.e. Somatostatin positive interneurons, and circuits 

which could increase in network inhibition.   
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Figure 4.4. Thalamic and Cortical Sensory Processing with Halorhodopsin 

Activation in Awake and Anesthetized Brain. 

A. Awake Thalamic and Cortical Response to halorhodpsin excitation. A.Left. Average 

thalamic single unit PSTH (n=5) response. All spikes (Black). Burst Spikes (Red). Under 

halorhodopsin excitation there in an increase in baseline and stimulus evoked bursting (red) 

A. Right. Average Cortical Response (n=12) under control (black) and optogenetic 

conditions (amber). Awake stimulus was embedded in 1.5s of LED activation with 250ms 

of ramping on and off. B. Anesthetized (isoflurane) Thalamic and Cortical Response to 

halorhodopsin excitation. B. Left. Average thalamic single unit PSTH (n=41 units) under 

control (top) and optogenetic stimulation(bottom) in response to whisker deflection (t=0). 

B.Left. Inset. Baseline firing under both conditions. Note, under anesthesia stimulus was 

embedded in 1s of LED activation with no ramping on or off. B. Right. average 

anesthetized cortical response (n=12) under control (black) and optogenetic conditions 

(amber). C. Mean evoked cortical responses for various LED intensities under both 

conditions awake (O-Black, n=9-12) and anesthetized (*- Blue, n=12). Optogenetic 

stimulation has opposite effects in awake and anesthetized conditions. D. Mean evoked 

thalamic response to sensory stimulus for anesthetized (n=13-41 single units) and awake 

(n=5 single units) conditions. In both conditions optogenetic stimulation elevated thalamic 

evoked responses relative to control responses. E. Spontaneous thalamic firing preceding 

stimulus (250ms). F. Pre-stimulus spontaneous bursting in same period as E. 
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4.3.5 Thalamic Halorhodopsin Activation Reduces Evoked Area in Awake Animal 

We utilized the ArcLight GEVI to not only measure voltage changes over time, but also 

across cortical space. Given the dichotomous relationship of the stimulus evoked peak 

response between anesthetized and awake mice, we considered the effect of the spatial 

activation under both conditions (Figure 4.5A). We measured spatial activation using two 

different metrics, spatial area over a raw threshold and the normalized area greater set 

percentage (see Methods). For the raw data, we used a previously established (Borden et 

al, 2017; Gollnick et al, 2016) threshold of 70% activation of the control stimulus 

condition. While these metrics seem similar, they highlight two different aspects of the 

spatial signal. The raw evoked threshold gives an estimate of area activated above a 

particular strength (i.e., the area and amplitude are correlated). Whereas the normalized 

area gives an estimate of the area activated regardless of amplitude and is an estimate of 

the sharpening and broadening of spatial activation.  
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Figure 4.5. Cortical Spatial Response Across Awake and Anesthetized States. 

A Mean cortical spatial response 25-35ms post stimulus to increasing levels of 

optogenetic stimulation (51 trials). Bar 1mm. B. Raw evoked area over 70% of the 

control stimulus threshold for the same period as A, across awake (o-black, n=9-12) and 

anesthetized (*-blue, n=5) recordings  C. Normalized evoked area response for the same 

period as A across all recordings for anesthetized (n=5). Normalized area adjusts the peak 

amplitude for each stimulus. All errorbars represent mean and standard error.   
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We found that the raw spatial activation shared similar trends with the peak evoked 

response, with opposing effects in the anesthetized and awake conditions. Under awake 

conditions the evoked area generally decreased with increasing levels of thalamic 

halorhodopsin activation; whereas in the anesthetized case, the evoked area had a 

monotonically increasing relationship. For example, at moderate intensity (17 mW/mm2) 

and under anesthesia, thalamic halorhodopsin increased the activated cortical area by a 

factor of 5, where the same intensity halved the spatial activation relative to control in the 

awake animal (Figure 4.5B). When accounting for the changes in evoked amplitude, we 

found that under anesthesia the normalized area remained the same and decreased in the 

awake mouse (Figure 4.5C). Previous work has estimated that the normalized area is a 

metric of the width of the spatial response curve166,271, where a decrease in normalized area 

represents a sharpening of sensory activation. Taken together, with increasing levels of 

thalamic halorhodopsin, the awake evoked response is more spatially contained than the 

anesthetized animal suggesting an increase in network inhibition.  

  

4.3.6 Internally Driven Whisking and Non-Whisking States Determine Extent of 

Optogenetic Manipulation  

In the awake mouse there are a variety of internal states and external factors which may 

shape the perception, cortical activity, and evoked stimulus response. One such internal 

state is the movement of the sensory organ during active sensation processes which has 

shown to have dramatic effects on both thalamic and cortical networks across sensory 

modalities. In this work, we measured the thalamocortical transformation in the whisker 

system as a model system of sensory processing. Mice and other rodents are known to 

utilize their whiskers for a variety of tasks, including exploration of the surrounding world9. 

As such, mice will often whisk or provide rhythmic protrusion and extrusion of the 
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whiskers during states of active attention272, and exploration273. Whisking has been found 

to produce dynamic changes to ongoing thalamic and cortical networks108, and therefore 

represents an additional variable to be considered during optogenetic manipulation.  

 

We measured whisking activity using simultaneous video capture (20-50 Hz) of the 

whiskers during recording sessions. We captured the movement of whiskers by measuring 

the change in luminance intensity in a small region of interest in the mouse whisker pad. 

When the mouse moved their whiskers, a large change in luminance was detected (Figure 

4.6A). Using a custom algorithm (see Methods) we classified trials into whisking and non-

whisking based on a threshold of change in intensity and duration.   
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Figure 4.6. Whisking States Alter the Magnitude of Thalamic Optogenetic 

Stimulation. 

A. Diagram depicting algorithm for detecting whisking and non whisking states using a 

region of interest (ROI) in the whisker pad as a measure of movement (see Methods). B. 

Mean thalamic multiunit stimulus evoked response sorted based on whisking (blue) and 

non-whisking(red) trials (n=11 recordings) for control (non-optogenetic) condition. C. 

Mean cortical evoked responses (n=12 mice) for the same trials whisking and non-

whisking trials in B. D. Mean Evoked multiunit response across various levels of 

optogenetic stimulation for whisking and non-whisking trials (n=11, recordings). E. 

Evoked cortical response across same trials as D (n=9-12). Errorbars represent mean +/- 

standard error.  
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We found that in thalamus and cortex, whisking states had a dramatic effect on the thalamic 

(Figure 4.6B) pre-stimulus firing and the corresponding evoked cortical response (Figure 

4.6C). We observed that the mouse whisked on average 25 % of the time throughout the 

recording session. In the thalamus, we found that during trials with pre-stimulus whisking 

there was a general increase in spontaneous firing rate (Mean Pre-stimulus (250-0 ms) 

Whisking 37.0 +/-9.1 Hz, Non-whisking 14.22 +/-3.5 Hz (SEM), Multiunit firing rate 

p=0.011, paired t-test), with trending on a significant change in evoked response (Mean 

Pre-stimulus (250-0 ms) Whisking 75.8 +/-14.8 Hz, Non-whisking 58.22 +/-9.7 Hz (SEM), 

Multiunit firing rate p=0.0533, paired t-test). In the cortex, we found that increased levels 

of thalamic firing did not alter spontaneous ΔF/Fo measurements but produced a weaker 

sensory evoked cortical response. These results correspond well with previous studies 

using voltage sensitive dye imaging in the awake mouse (Ferezou et al 2006) and thalamic 

extracellular recordings246. 

 

During optogenetic manipulation, we found differences in the evoked thalamic and cortical 

responses in the whisking and non-whisking states. In non-whisking trials, halorhodopsin 

significantly increased the thalamic evoked response almost 3-fold (Figure 4.6D), whereas 

in the whisking case thalamic evoked responses only trended on increasing. In the cortex, 

we also observed differences between whisking and non-whisking trials under optogenetic 

activation. While at the highest intensity (38 mW/mm2) optogenetic thalamic stimulation 

decreased both whisking and non-whisking trial peak cortical responses, non-whisking 

cortical trials appeared to be more sensitive to optogenetic stimulation (Figure 4.6E). 

Whisking trials would determine the resting polarization and amount of baseline activity 

during optogenetic trials, and therefore may determine the impact of slight changes in 

thalamic polarization. Additionally, whisking has been shown to involve the entire 

thalamocortical network and extend beyond primary sensory cortices and therefore 
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represents large scale changes across the brain. These changes may go beyond simple 

differences in thalamic polarization and may represent changes in the entire circuits 

function. It is important to note that mice appeared to whisk equally during control and 

LED intensities (Control 24.8 +/- 7.1%  vs 38 mW/mm2 26.2 +/- 8.8% whisking), and 

therefore this analysis is not due to changes in overall trial counts. Taken together, these 

results suggest that the internal driven states play an integral role in how changes in 

polarization (i.e. halorhodopsin optogenetic stimulation) shape cortical evoked signals.  

4.4 Discussion: 

 

In this work, we investigated the impact of different thalamic states on the transformation 

of sensory information in the thalamocortical circuit in the awake and anesthetized mouse. 

We utilized a combination of extracellular recordings with GEVI imaging to measure the 

effects of optogenetic induced thalamic states on thalamic and cortical processing of 

sensory information. In the cortex, we measured the spatiotemporal activity with widefield 

imaging of the genetically expressed voltage sensor ArcLight. To our knowledge, this work 

is the first to directly compare the impact of induced thalamic states on sensory 

spatiotemporal representations across thalamocortical structures in the awake brain. 

 

Here, we used the chloride pump halorhodopsin to determine how different polarized states 

alter thalamocortical sensory processing. We found that thalamic neurons produced 

dynamic effects to an imposed hyperpolarized state that altered both spontaneous and 

sensory evoked responses. In particular, we found that hyperpolarization transitioned the 

awake and anesthetized mouse thalamus from a tonic to more bursting firing modes (Figure 

4.2,4.4). Thalamic neurons have particular T-type calcium channels that become de-

inactivated during periods of hyperpolarization, and produce large volleys of action 

potentials with short inter-spike-intervals (2-4ms)250. Interestingly, we found that our 
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induced thalamic hyperpolarization contained two distinct phases: a period of silence, and 

a period of increased thalamic firing and bursting. In particular, we found that immediately 

following optogenetic onset (0-250ms) there was a monotonically decreasing relationship 

between the level of LED intensity (Figure 4.2C,4.2E) and the ongoing firing rate of 

thalamic neurons. Thalamic T-type calcium channels require prolonged periods (around 

100ms) of silence before becoming fully de-inactivated which aligns with this initial period 

of silence44. While not directly investigated in this work, these results suggest that the 

timescale and duration of hyperpolarizing inputs may have dynamic implications for 

sensory processing.  

 

Thalamic bursting and thalamic burst modes have often been reported as playing 

conflicting roles in stimulus processing and in overall alertness49. Prolonged thalamic 

bursts modes are most often associated with Slow-Wave-Sleep (SWS)246 and 

drowsiness259, and are more selectively prevalent than in the anesthetized or awake 

brain237,238,259. Furthermore, during known periods of awake bursting in the visual pathway, 

cortical neurons have shown a decrease in sensory responses46,237. However, bursting has 

also been identified in awake thalamocortical processing48,258,274, and has even been 

measured in behavioral tasks. Stimulus evoked thalamic bursting has been observed to 

increase the transformation of sensory information from thalamus to cortex, and has been 

argued to be critical to drive downstream cortical neurons47,56. A single thalamocortical 

synapse is quite weak, and requires a synchronous volley of synaptic events to drive 

cortical responses56. Often termed a “wake-up” call to the cortex49, bursts have been 

proposed to send powerful signals downstream and even carry additional information 

through the multiplexing42 of sensory information.  
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One of the primary results of this work was observing opposing effects of induced thalamic 

hyperpolarized states in the anesthetized and awake brain on cortical sensory processing, 

while producing similar effects on the thalamic evoked response. Under periods of thalamic 

hyperpolarization, we observed an increase of approximately 50% in the stimulus evoked 

thalamic response, under both the awake and anesthetized conditions. In particular, under 

both conditions, there was an increase in the thalamic evoked busting. While in the cortex, 

we found that induced thalamic hyperpolarization produced a monotonically decrease in 

awake cortical response (Figure 4.3) and a monotonically increasing cortical response in 

the anesthetized brain (Figure 4.4). We found that the spatial activation followed a similar 

trend. Under thalamic hyperpolarization evoked area increased 5-fold in the anesthetized 

animal and decreased by 50% in the awake animal (Figure 4.5).  Given the presumed 

feedforward nature of the thalamocortical system, it is intriguing that enhancement of 

thalamic signals would not produce a similar enhancement in downstream cortical 

responses in the awake animal.  

 

Due to the conflicting nature of the cortical results, we investigated the differences 

observed in the circuit under awake and anesthetized conditions. Given the observed 

similarity in the magnitude of the evoked thalamic response under both anesthetized and 

awake conditions, we assume the differences are not due to the evoked response magnitude. 

While there has been some evidence that thalamic hyperpolarization increases the jitter in 

the evoked response 235, it is not immediately clear if this effect would drive differences in 

the anesthetized and awake brain. Furthermore, we considered whether the observed results 

could be related to known changes in thalamocortical processing during bouts of whisking 

(or active sensation)271. While we found differences in the effect of the optogenetic induced 

states during whisking and non-whisking periods (Figure 4.6), these results related to the 
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overall magnitude of the decrease in cortical response, but the qualitative trend was the 

same.  

 

During periods of induced thalamic hyperpolarization, we found that the ongoing thalamic 

firing rate and bursting rate increased differently under both anesthetized and awake 

conditions. While the relative thalamic bursting and activity increased in both anesthetized 

and awake conditions, the absolute levels of firing and bursting were different (Figure 4.4). 

In particular, the absolute spontaneous thalamic bursting rate was 2.5-fold higher in the 

awake animal. Therefore, increases in absolute pre-stimulus firing could alter the level of 

thalamocortical synaptic depression275 or alter the cortical excitatory and inhibitory 

network which would decrease the evoked cortical activity244. 

 

Thalamic and cortical states are dynamically connected108 and therefore slight modulations 

of thalamic firing may have profound effects on downstream cortical activity. Thalamic 

bursts have been shown to preferentially activate somatostatin (SOM) interneuron 

populations244 in vitro. Somatostatin interneurons have been found to have a wide range of 

inhibitory functions276–278, including synchronizing larger inhibitory networks which may 

shift the network into a more inhibitory mode279–281. We observed two additional results 

that are indicative of increased network inhibition. We found that as we increased the 

thalamic hyperpolarization we decreased the normalized spatial spread of the evoked 

response, which may be related to an increase in inhibitory activity282.  Additionally, during 

induced hyperpolarized states in the awake brain we found a large negative dip in the 

fluorescence immediately following evoked response, which would suggest a stronger 

inhibitory response post-stimulus. Furthermore, previous work has shown that inhibitory 

networks are more activated in the awake condition compared to the anesthetized 

condition64,283 which suggests that changes in cortical inhibitory networks may be masked 
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under anesthesia. Therefore, bursting states may alter the excitatory/inhibitory balance in 

the thalamocortical pathway, decreasing the evoked response in the awake compared to 

anesthetized brain. Future work is needed to determine the role the pre-stimulus bursting 

plays and the impact of different timescales of hyperpolarization on sensory representations 

across the thalamocortical network.  

 

With this work there are several important considerations that may play a vital role in the 

interpretation of the data. One important consideration is the recorded widefield ArcLight 

fluorescence, which captures predominantly the dendritic information in the upper supra-

granular layers of the cortex170,223, as well as somatic and axonal information. Therefore, 

the summed information is a combination of voltage activity across all neuronal subtypes 

(not just excitatory inputs). Additionally, due to the enhanced neural activity in the awake 

mouse, fluorescence normalization, and the nonlinear transformation between voltage and 

fluorescence output, the fluorescent activity may be saturated in the awake animal. Beyond 

the limitations of the ArcLight imaging, the optogenetic manipulations here were only 

localized using stereotaxic viral injections and limited light spread from the optic fiber (see 

Chapter 3). While we attempted to only record and manipulate from the ventral posterior 

medial thalamic region, our manipulations may have extended throughout thalamic nuclei. 

Future work is needed to determine how specific thalamic nuclei contribute to the 

thalamocortical transformations shown here.   

 

Taken together, we found that induced hyperpolarized thalamic states differentially shape 

the evoked cortical response across anesthetized and awake brain states, and highlights the 

complexity of thalamic modulations of ongoing polarization. Thalamic evoked bursts, and 

hyperpolarized induced states, may have dynamic interactions with cortical networks that 

dramatically alter sensory evoked responses. We speculate that ongoing thalamic activity 
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may have specific implications for cortical inhibitory networks; however, future work 

should investigate other potential explanations such as synaptic depression. While this 

work highlights a single instance where awake burst modes decrease the evoked cortical 

response, this may not always be the case. During our recordings we presented a relatively 

long period of hyperpolarizing input (1.5s), which revealed different temporal dynamics in 

the thalamic spontaneous activity. Shorter or longer periods of thalamic hyperpolarization 

may have more dynamic effects on cortical sensory encoding that go beyond this work. 

While the interactions of ongoing thalamic states on the thalamic encoding of sensory 

information are now just being investigated, future work should consider how 

thalamocortical networks interact as a whole in various states to alter sensory 

representations.  
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5. CHAPTER V: CONCLUSIONS AND FUTURE DIRECTIONS 

5.1 Overview of Thesis Results  

 

In this thesis, we developed and utilized advanced techniques to measure how different 

thalamic states alter the transmission of sensory information in the thalamocortical 

pathway. In particular, the objective of this thesis was to determine how fluctuations in 

membrane potential, that continuously change the operating point of thalamic neurons, 

alter the encoding of sensory information across spatial and temporal scales in the cortex. 

Until recently, due to the limitations of traditional methods, measuring large scale voltage 

cortical activity would have been confined to anesthetized experiments (voltage sensitive 

dyes), or restricted in spatial resolution (intracellular recording). Furthermore, 

manipulations to thalamic activity would have been limited to gross activation of largescale 

neural networks with electrical stimulation.  However, with the advent of genetically 

expressed voltage indicators (GEVIs) and optogenetics, as well as the methodologies 

developed in this thesis (Chapter 2), we were able to conduct novel experiments to uncover 

the impact of thalamic states in the anesthetized (Chapter 3) and awake thalamocortical 

circuit (Chapter 4).  Below we investigate these results in more detail and speculate on the 

impact of this research while presenting a roadmap for the future.  

5.2 GEVIs as a Tool for Measuring Spatiotemporal Cortical Information  

 

In Chapter 2 we found that the GEVIs have wide applications for the measurement of 

spatiotemporal cortical activity, with stable and long-term recordings of voltage responses 

in the primary somatosensory mouse cortex. Specifically, we found that the GEVI 

ArcLight produced a robust sensory evoked fluorescence response to punctate whisker 

stimuli, and demonstrated low amounts of photobleaching within an imaging session or 

across 28 days of recording. While we found that ArcLight as a whole was able to capture 

the spatiotemporal responses across the cortex, we found that the overlap with the 
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hemodynamic signal and the low overall signal-to-noise ratio to be a serious limitation in 

its use as an indicator. While our investigation only included a detailed examination of the 

GEVI ArcLight, these observations seem to span across the current state of GEVIs as a 

whole. Through this next section, we will investigate the overall functionality of ArcLight, 

and speculate on the future for GEVI imaging.  

 

5.2.1 Widefield GEVI Imaging: Long-term Potential for Measuring Cortical 

Dynamics 

Here, we were the one of the first to use GEVIs for imaging mouse cortical activity in vivo. 

Across Chapters 2-4 we utilized the GEVI ArcLight to measure spatiotemporal responses 

across the cortex in the anesthetized (Chapter 1,3) and awake (Chapter 1,4) mouse. 

ArcLight was originally developed as a modified green fluorescent protein (GFP) by 

Vincent Peribone in 2012162. At the start of this project, ArcLight represented a novel 

breakthrough with GEVIs, with relatively high signal-to-noise ratios and moderate 

temporal dynamics (~10-40Hz temporal resolution). Quickly after, ArcLight was adapted 

for imaging of neural activity throughout the drosophila146,149; however, ArcLight had not 

been used for measuring in vivo cortical responses in the rodent model. For this work, we 

sought a GEVI that would rival the signal-to-noise and temporal resolution of traditional 

voltage sensitive dyes. Furthermore, we needed a voltage probe that could be combined for 

optogenetics with manipulation of the thalamocortical pathway. The confined excitation-

emission spectrum of ArcLight, enabled us to combine the imaging with a hyperpolarizing 

opsin, most of which are red-shifted. Taken together, ArcLight represented an ideal voltage 

sensor for the measurement of cortical voltage signals, while also allowing our future work 

with optogenetic manipulation of the thalamocortical network.  

 In this work (Chapters 2-4) the GEVI ArcLight was determined to be a powerful 

tool for the investigation of spatiotemporal responses and enabled novel insights into the 



163 

 

encoding of sensory information. On average, we found that the ArcLight probe had a 

similar fluorescence response to sensory inputs compared to other published GEVIs (in 

particular FRET based Butterfly 1.2) and traditional voltage sensitive dyes (i.e. RH1691), 

thus making ArcLight on par with comparable technologies for the time. Furthermore, 

ArcLight produced a highly stable response that enabled repeated imaging over many days 

and weeks, which is beyond the capabilities of voltage sensitive dyes. ArcLight 

demonstrated evoked averaged responses which were highly correlated with simultaneous 

average Local Field Potential (LFP) recordings. However, on a single trial ArcLight was 

not well correlated with the ongoing local field potential, and had only moderate correlation 

with the peak response evoked responses. This suggests that while the ArcLight captures 

some of the basic elements of sensory evoked responses that other approaches measure (i.e. 

electrical recordings), ArcLight may also provide some other aspects of the 

electrophysiological response that go beyond these techniques.  

 Additionally, we found that on a single trial, the evoked responses contained high 

spectral overlap with the hemodynamics in the brain. This is likely due to the blue-green 

excitation-emission wavelengths which are shared with hemoglobin. Using paired pulse-

oximeter recordings, we found that the ongoing blood flow showed high correlations with 

the ongoing fluorescence activity, suggesting large artifacts due to blood flow.  On a single 

trial, the hemodynamic response produced a signal 5-fold greater than the evoked neural 

activity. While we generated several methods to reduce the influence of the hemodynamic 

signal, these methods were unable to completely remove the hemodynamic artifacts from 

every trial.  

 Throughout this work, we used several different methods to try to remove the 

hemodynamics response, including off-ROI subtraction (Chapter 2), Background PCA 

subtraction (Chapter 3), and duel camera fluorescence imaging (Chapter 4). The off-ROI 

and Background PCA methods (Chapter 2-3) all hinged on the shared global nature of the 
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hemodynamic signal to create models of the blood flow for subtraction of the ongoing 

signal. However, both the off-ROI and Background PCA methods are less ideal, with the 

added risk of adding noise to the recording. 

 In Chapter 4, we introduced the final method to reduce the hemodynamic artifact 

attempted in this thesis, simultaneous duel camera imaging of a similar wavelength to 

capture hemodynamic trends without neural components. Specifically, we excited the 

cortex with a broad blue excitation LED light source and captured a narrow band of blue 

light that was reflected or fluoresced from the cortical surface. This narrow band of blue 

light (475-495nm) is before the emission of ArcLight spectrum and therefore, could be 

used as a measure of hemodynamic activity without containing the neural activity. While 

this method was successful, we were forced to use a different camera which decreased the 

overall efficacy of the system to capture the same hemodynamic responses. As with all 

subtractive techniques, the correction methods can dramatically influence the final 

processed result. In particular, it is the responsibility of the researcher to ensure proper 

fitting of the models and setting criteria to prevent the subtraction of the underlying neural 

signal. Additionally, these models for predicting the hemodynamic response were not 

perfect, and often still required averaging over several trials to remove the hemodynamic 

influence. We found that overall, all three methods yielded the same general efficacy at 

removing hemodynamic artifacts from the captured ArcLight signal with only modest gains 

with each iteration.  

 In summary, this thesis highlights the promise of genetically expressed voltage 

indictors as a tool for measuring spatiotemporal responses across the cortex. While 

ArcLight represented the perfect GEVI for our intended task, there are major areas to 

improve the voltage sensor as a whole. Overall the limitation to clearly resolve single trial 

responses is ArcLight’s greatest weakness as a voltage indicator.  Future work should be 

conducted on optimizing better voltage probes that are far-red shifted or near infrared to 
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avoid the complications caused by hemodynamic interferences.  While FRET based probes 

provide a method to reduce the hemodynamic noise, they often utilize the majority of the 

visual spectrum and limit the use of combined optogenetics techniques. With the advent of 

novel voltage indictors such as FlicR1284, we have observed the field is moving in this 

direction. Throughout this thesis, we have highlighted the importance of spatiotemporal 

voltage techniques for studying cortical structures.  

5.3 Thalamic State Modulates Thalamocortical Function 

 

In Chapters 3 and 4, we investigated how different thalamic states alter the transformation 

of sensory signals in the thalamus and cortex, using the methods developed in Chapter 1 to 

record spatiotemporal cortical information. Here, we utilized the same optogenetic tools to 

alter the thalamic baseline polarization in the thalamocortical system. The thalamus 

receives a tremendous amount of modulatory input that shapes the ongoing level of 

polarization, through continuous input of EPSPs and IPSPs (See Chapter 1.1.3).  In both 

conditions (anesthetized in Chapter 3 and awake in Chapter 4) we found similar 

modulations in ongoing and evoked thalamic activity, with an increase in thalamic 

bursting. Thalamic neurons have distinct T-type calcium channels that de-inactivate during 

periods of hyperpolarization and cause bursts, or a barrage of two or more high frequency 

(300-400 Hz) action potentials. Due to the dramatic tonic and burst firing modes, and the 

ubiquitous presentation throughout the thalamus, thalamic bursts have interested 

neuroscientists for decades; however, their exact role remains uncertain. Currently, there 

are two competing roles of thalamic bursting and bursting states: 1) thalamic bursts 

increase the salience of sensory inputs with implications for sensory encoding, and 2) 

thalamic bursts are involved with dissociated thalamocortical networks sensory in sleep 

and drowsiness. Our results from the anesthetized recordings (Chapter 3) suggest that 

thalamic bursts are involved with increasing the detectability of sensory signals; however, 
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our results from the awake animals (Chapter 4) would suggest the opposite effect, with a 

net decrease in cortical responses. Therefore, we found evidence for both the theories of 

thalamic bursting and thalamic hyperpolarized states.  In this section, we will explore the 

combined results from the anesthetized and awake brain (Chapter 3 and 4) in more detail 

and create a new generalized model for how thalamic bursts may be involved in both 

processes.  

5.3.1 The Dichotomy of Thalamic Hyperpolarized States 

 

In the anesthetized brain (Chapter 3) our main result was that periods of hyperpolarization 

enhanced the stimulus evoked thalamic and cortical spatiotemporal responses. In 

particular, evoked thalamic responses were increased by approximately 30%, with a 50% 

increase in evoked cortical response. This increase in evoked cortical activity led to an 

increased separation between the evoked amplitude and the background fluorescence 

thereby enhancing the detectability of the sensory information. Interestingly, our results 

showed that thalamic hyperpolarization enhanced the detectability, without a loss in 

discriminating stimulus features or a loss in discriminating across space.  This stimulus 

evoked enhancement (with a hyperpolarized thalamic state) was correlated with an overall 

150% increase in thalamic bursting (see Chapter 1.1.3). As we increased the overall level 

of thalamic hyperpolarization with increasing light intensities (mW/mm2) and activated 

area (mm2), we observed a monotonic increase in evoked cortical response in the 

anesthetized animal. These results corroborate several predictions of enhanced cortical 

activity during hyperpolarized states based on previous observations of thalamocortical 

activity47,49,258,285 and models of thalamic responses68,217. 

 

In the awake animal (Chapter 4) our main result determined that across recording sessions 

thalamic hyperpolarization caused a monotonic decrease in the cortical evoked response. 
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However, the evoked thalamic response increased both across thalamic single-unit and 

multi-unit recordings with increasing levels of thalamic hyperpolarization. While we only 

recorded from a small sample of thalamic single units (n=5), we found that thalamic evoked 

bursting was also increased during thalamic hyperpolarization. We found that along with 

an increase in thalamic evoked spiking and bursting, we induced a change in spontaneous 

activity with a dramatic increase in spontaneous bursting behavior. In the awake thalamus, 

under control conditions we found that burst rates were very low (0.08 Bursts/s), which is 

comparable to previous extracellular recordings of bursting in the thalamic sensory 

region259. During hyperpolarization, even modest light intensities induced a 15-fold 

increase in spontaneous bursting behavior compared to baseline.  While we did not 

formally examine the relationship between the theoretical detectability of stimulus evoked 

responses in the awake hyperpolarized case, we expect that the detectability would either 

stay the same or decrease due to the reduced magnitude of the response. In the awake 

animal, there is a known increase in ongoing synaptic activity, which may decrease the 

effectiveness of the optogenetics. Therefore, to control for potential different net effects of 

halorhodopsin activation in the awake animal, we applied a wider range of light intensities, 

and still observed a monotonic decrease in evoked responses. The results from Chapter 4 

contradict the enhanced cortical results seen in Chapter 3, and suggest that the awake 

thalamocortical system may be much more complicated than the anesthetized case.   

 

Given these general results from Chapter 3 and 4, we are left with two central questions:  

1) How could thalamic hyperpolarization increase thalamic evoked response and increase 

thalamic bursting and yet, cause a decrease in the evoked cortical response in the awake 

brain?  

2) How do thalamic hyperpolarized states produce fundamentally different results in the 

awake and anesthetized cortical responses?  
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With these guiding questions we will explore possible explanations for these observed 

phenomena.  

 

5.3.2 Speculation on the Interactions of Ongoing Activity on Evoked Signals 

 

 

Figure 5.1. Theory on the Interaction of Thalamic State on Cortical Networks. 

 

A. Here, we use a cartoon block model to speculate on the interactions of thalamic and 

cortical networks on the sensory evoked feature response in time. We predict that the 

spontaneous thalamic (VPMs) activity interacts with the spontaneous cortical activity 

(CTXs) to modulate both the evoked thalamic (VPMe) and cortical (CTXe) responses. B. 

Simplified diagram of the thalamocortical network.  This model will be used as a basis 

for comparing theories of the interaction between thalamic and cortical activity. 

 

If we assume that the thalamocortical circuit is a simple feedforward circuit (see Figure 

5.1), then the evoked thalamic response should completely dictate the evoked cortical 

activity. And yet, in the awake brain, increased thalamic drive decreased the cortical 

response (Chapter 5). When examining the circuit dynamics under a controlled 

anesthetized setting (Chapter 4), we found that the thalamocortical response followed a 

feedforward relationship where increased thalamic input increased the downstream 

response. When comparing across both conditions, the awake and anesthetized brain 

showed similar levels of increased thalamic responses, and showed both a general increase 
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in thalamic bursting. Under both awake and anesthetized conditions, the observed thalamic 

evoked responses even increased to similar magnitudes (~60Hz). These results suggest that 

the awake thalamocortical circuit is highly dependent on the context of the ongoing 

thalamocortical dynamics that ultimately shape cortical responses. The thalamus is known 

to be part of a highly interconnected network (see Section 1.3, Figure 5.1 A,B) that is 

constantly modulating, and being modulated by, ongoing thalamic and cortical activity.  

Based on these observations, we expect that the differences between the anesthetized and 

awake brain are due to changes in the thalamocortical network. We have examined two 

possible theories to explain the differences in thalamocortical responses. 

5.3.2.1 Awake Cortical Inhibition Controls Evoked Response (Theory #1) 

 

 

Figure 5.2.Theory#1 Thalamic State Controls Cortical Excitatory and Inhibitory 

Networks.  

A . Under anesthesia, the thalamic response is enhanced during periods of 

hyperpolarization, and the inhibitory cortical circuit is not influenced by thalamic state 

due to overall levels of suppression and low spontaneous activity in the thalamus. 

Increased thalamic drive (thick line from VPMe) therefore results in an increase in the 

cortical response. Thick lines represent increased activity during states of halorhodopsin. 

B. In the awake animal, the inhibitory cortical circuit interacts with thalamic state due to 

increased spontaneous activity (thick line from VPMs) in the thalamus during periods of 

hyperpolarization. Increased stimulus thalamic evoked response does not correspond with 

an increase in cortex evoked activity due an increase in network inhibition (B. Right. 

thick line from I to E). 
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One possible explanation for the decrease in cortical evoked response with an increase in 

thalamic drive is an overall change in network inhibition in the awake animal (Figure 5.2). 

During hyperpolarization, we observed an increase in both spontaneous and evoked 

bursting. While under the anesthetized condition (Chapter 3) we observed an increase in 

spontaneous bursting, in the awake animal (Chapter 4) the amount of bursting was 2.5-fold 

higher in absolute magnitude. Given that the level of stimulus evoked activity was the same 

across both anesthetized and awake conditions, the discrepancy between conditions is more 

likely due to spontaneous firing rate and bursts.  These results correspond to previous 

findings of reduced evoked cortical responses in the awake animals during periods of 

known thalamic bursting46, suggesting that in the awake animal, bursting states may 

diminish evoked stimulus activity.  

 

We observed two additional trends in the evoked cortical response which suggest changes 

in the cortical excitatory and inhibitory network including a decrease in fluorescence 

during the post response period, and a decrease in overall evoked spatial area. During 

periods of hyperpolarization of the thalamus, we found that after the stimulus was 

presented there was a consistent dip in the evoked cortical fluorescence compared to pre-

stimulus activity that suggests an increase in the stimulus evoked inhibitory response. This 

post response decrease in fluorescence showed a monotonic relationship with the increased 

light levels and suggesting relationship between the level of thalamic hyperpolarization 

and the cortical inhibitory response to sensory features. Thalamic pre-stimulus activity 

could be priming the cortical inhibitory networks which cause an enhanced stimulus 

evoked inhibitory response.  Additionally, we found that the average area activated by the 

stimulus was reduced compared to control conditions. The reduction in cortical area was 

even beyond the expected reduction in spatial spread due to a decreased evoked amplitude.  

Spatial area is likely a measure of the cortical inhibitory response to sensory information 
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and suggests an increase in the network inhibition.  Together, these results suggest that 

during periods of hyperpolarization and increased thalamic bursting the cortical inhibitory 

network is increased. 

 

Bursts themselves have been found to be very efficient at driving both excitatory and 

inhibitory47,56 downstream cortical responses. Furthermore, bursts compared to tonic 

spikes have been found to differentially activated somatostatin (SOM) positive 

interneurons, which require multiple action potentials to drive spiking activity244. SOM 

interneuron have a complex role in the cortex from general inhibition to synchronizing 

other major interneuron networks, and are only now beginning to be explored276,278,281.  

 

One potential reason the cortical response was representative of the feedforward thalamic 

inputs in the anesthetized condition was due to overall suppression of the inhibitory 

network under isoflurane. Previous work has found that, in general, inhibitory networks 

are much more active in the awake brain64, and are suppressed under anesthesia (including 

the anesthetic used in this study, isoflurane). While the exact mechanism of isoflurane is 

unclear, isoflurane is a known GABAA
 receptor agonist, that also disrupts synaptic 

transmission286. Importantly, isoflurane has been found to preferentially reduce cortical-

cortical responses compared to thalamocortical responses in vitro and in vivo287. Based on 

these findings, we theorize that the ongoing thalamic interactions with the cortical 

inhibitory network (and potentially SOM interneurons288) may be a critical factor in 

controlling the evoked cortical response, and may play a pivotal role in the control of 

sensory information.  

 

5.3.2.2 Thalamocortical Synaptic Depression Controls Evoked Response (Theory #2) 
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Figure 5.3.Theory#2 Thalamic State Controls TC Synaptic Depression. 

A . Under anesthesia, the thalamic response is enhanced during periods of 

hyperpolarization. Under anesthesia, the TC synapse is not depressed due to low 

background thalamic activity. Increased thalamic drive therefore results in an increase in 

the cortical response. B. In the awake animal, hyperpolarization increases spontaneous 

thalamic activity which results in a depression of the TC synapse. Increased stimulus 

thalamic evoked response, therefore, does not correspond with an increase in cortical 

evoked activity due to increased TC synaptic depression during periods of 

hyperpolarization. Thick verses thin lines represent different levels of synaptic 

depression.  

 

One additional theory explaining the decreased cortical response with an increased 

thalamic drive in the awake brain is a change in synaptic depression under hyperpolarized 

states (Figure 5.3). In particular, we found that baseline activity increased during periods 

of hyperpolarization, especially in the awake brain. Many studies have found that the 

thalamocortical synapses depress rapidly due to increased levels of ongoing firing rate289–

291. Again, this increase in spontaneous activity was higher in overall magnitude in the 

awake brain, and therefore could have a larger effect on synaptic depression. To the best 

of our knowledge, it is unclear the effect that thalamic bursts have on synaptic depression. 

Bursts may interact more dynamically with the synapse and cause even further depression 

compared to tonic spikes. Therefore, increases in thalamic spontaneous bursting in 

hyperpolarized states may dramatically reduce the overall thalamic EPSP onto downstream 

cortical neurons. Although the thalamic drive is increased, the net effect is a decrease in 
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evoked responses because the synapses are very depressed in hyperpolarized bursting 

states. The theories of cortical inhibition and synaptic depression are not mutually 

exclusive, and could even work in combination to explain how hyperpolarized states 

change the transmission of sensory signals in the thalamocortical network.  

 

5.3.3 Relating Bursting States to Thalamic Function in Sensory Processing and 

Sleep 

Given our observed result of a decrease in evoked sensory response with an increase in 

thalamic evoked spiking, we proposed a theory of increased cortical inhibition due to an 

increase in network bursting (see Section 5.3.2). In particular, an increase in SOM 

interneurons may have dynamic effects on the cortical network and may explain our 

observed results. While this framework may explain our data presented here, we also 

considered how our model compared with additional theories of thalamic bursting, 

specifically with bursting in sleep states, and stimulus evoked bursting for enhanced 

sensory feature detection. 

 The intersection of the SOM network activity and bursting behavior has some merit, 

and both phenomena are widely found in models of sleep. As previously stated, thalamic 

bursts are extremely prevalent during Slow-Wave-Sleep (SWS), with both an increase in 

thalamic and reticular thalamic bursting. SOM interneurons are also widely active during 

Slow-Wave-Sleep, and have been found to be responsible for generating the characteristic 

delta waves that name this period. Slow-Wave-Sleep is associated with a dissociation with 

the outside world, where perception of sensory stimuli is absent. Therefore, SOM and 

prolonged periods of bursting, correlate very well with a decrease in perception of sensory 

information during periods of sleep. Additionally, a thalamic hyperpolarized state has 

shown to cause a dramatic increase in cortical slow-wave activity266,292, suggesting that 

thalamic states and activity may also be involved with the maintenance of low frequency 
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activity. In terms of ongoing bursting and consciousness, previous work in the visual 

system and somatosensory system found prolonged thalamic burst states in the awake 

animal often result in the “drowsy” and “inattentive” animal237,293. Awake thalamic burst 

states also appear during periods of quiescence237, when the animal is awake but not 

moving. SOM interneurons have also been found to be selectively increased during periods 

of quiecense288, and have been shown to be generally suppressive of excitatory neurons. 

Therefore, prolonged periods of bursting may be used to dissociate cortical networks 

during quiescent periods for synaptic hemostasis, memory consolidation, and other 

purposes of sleep. Taken together, we predict that prolonged coordinated burst states are 

responsible for controlling cortical SOM neurons, and initiating large scale gating of 

cortical circuits for inattentive and sleep states.  

 

SOM neurons are found across most of the cortical layers, however, the thalamic targets of 

Layer IV and V would be the candidates for activation during bursting states (for review 

see294). While SOM interneurons represent only 20-30% of the inhibitory population, they 

have large effects on cortical processes. Layer IV SOM interneurons are suggested to 

inhibit Layer 2/3 pyramidal cells and to inhibit Layer IV FS interneurons (see review276). 

This result of inhibiting one layer and dis-inhibiting another layer would suggest dynamic 

control of cortical sensory encoding. However, recent research has found that Layer IV 

SOM interneurons may actually increase the synchrony of the inhibitory 

population279,281,295. In Cortical Layer V, SOM interneurons have been found to be 

generally inhibitory but also form complex nonlinear transformations278. Therefore, the 

SOM neurons across both layers would provide a dynamic control of suppressing evoked 

cortical signals. Based on our results and published work, we speculate that thalamic bursts 

may be activating SOM networks which both increase the net inhibition on cortical 

networks and facilitate the synchronization of fast spiking responses for net decrease in 
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sensory evoked activity. In summary, our data corresponds to previous work that 

demonstrate that thalamic bursts may be a critical mechanism for controlling sensory 

gating in cortical sensory systems and suggest that prolonged burst states operate to 

decrease the sensory perception. 

 

5.3.4 Relating Observations of Bursting and Enhanced Sensory Detection 

 

With our prediction and theory relating prolonged burst states with an activation of 

inhibitory networks, the question remains: can thalamic bursts increase cortical detection 

of sensory events?  

 

We suggest that thalamic bursts still can enhance sensory responses, depending on the 

overall state of the thalamocortical network as a whole. While we suggest that thalamic 

hyperpolarized states may be involved in sensory dissociation, we theorize that these 

changes are contingent on the interaction with cortical networks.  In the awake animal 

(Chapter 4) we imposed a large scale thalamic hyperpolarization which had the net effect 

of initiating burst state across the entire thalamus, which resulted in a decrease in cortical 

response. However, when we investigated the thalamic response in the anesthetized case 

(Chapter 3) we found that thalamic hyperpolarization increased the cortical response. 

Under anesthesia, the cortical inhibitory circuits either were not activated due to the low 

spontaneous activity or were generally suppressed and therefore did not alter the evoked 

cortical responses. Based on these data, the level of either enhancement or depression of 

cortical responses may be a function of the interaction of pre-stimulus activity on the 

cortical network. 
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Under our hypothesis, any stimulus evoked bursting that would occur without large-scale 

changes to thalamic firing would still increase cortical activity. For example, stimulus 

evoked thalamic bursts that are evoked through excitatory and inhibitory kernels in the 

visual pathway would therefore still increase the cortical detectability and cortical evoked 

response. Previous research in the visual thalamus (LGN)217 has found that stimulus evoked 

bursts are associated with naturalistic scenes and therefore may represent encoding of 

particular features. Additionally, stimulus evoked thalamic bursts correlated with an 

increase in behavioral detection in monkeys258 and therefore may still represent an 

enhancement of sensory information. 

 

Additionally, due to our observations, we predict that enhancement or depression of 

sensory information may also be attributed to the timescale of thalamic hyperpolarization. 

The hyperpolarized states that we imposed in this work encompassed the entire thalamic 

region and lasted for 100’s of milliseconds, which likely represented a complete network 

transition to a burst state. Under shorter periods of hyperpolarization thalamocortical 

sensory representations may be increased.  Taken together, thalamic bursting may still 

enhance feature detection; however, this may depend on the timescale of thalamic changes 

and the overall thalamocortical state.  

5.3.5 Future Directions: Investigation of Thalamocortical Networks  

Upon completing Chapter 3 and 4, there are several unanswered questions that should be 

explored with additional research. While not conclusive, we hope these areas help guide 

future research into novel areas of insight.  

 

In the Chapter 3 and 4 discussions, we have highlighted two potential explanations relating 

thalamocortical states to the interaction of cortical networks and cortical synaptic 

depression. Future work should specifically examine if and how these mechanisms 
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combine with thalamic states to enter new regimes of sensory processing. In particular, 

future experiments should determine how cortical inhibitory networks (including 

interneuron subtypes) in general interact with different thalamic states. We propose that 

the SOM interneuron network may become particularly active during states of thalamic 

bursting. Novel GEVI and calcium imaging would allow a targeted view of SOM 

interneurons during various states of processing in the awake animal and during periods of 

imposed thalamic activity (i.e. optogenetics). Cell type specific imaging could be 

generalized to examine how different neural subtypes are modulated by changes in 

thalamic polarization. 

 

Additional work should focus on understanding the impact of pre-stimulus activity on the 

evoked responses in the awake animal. We propose that the depression of the 

thalamocortical synapse is highly dynamic and dependent on pre-stimulus thalamic firing 

rate, and dependent on thalamic firing modes (tonic and bursts). While insightful, previous 

studies have lacked the specificity to target specific thalamocortical synapses directly, and 

control for other changes in ongoing thalamocortical activity. Using novel methods of 

optogenetics, terminal excitation can be used to determine the impact of the thalamocortical 

synaptic changes on the processing of sensory information.  

 

While it went beyond the scope of this work, additional research should examine other 

dimensions of thalamic state on thalamocortical processing. The research presented here 

only explored a limited axis of thalamic polarization by applying different levels of 

hyperpolarization, which excluded levels of depolarization or temporal modulations. We 

found two distinct states during periods of hyperpolarization which suggest temporal 

aspects may impact sensory thalamocortical processing. Our preliminary findings suggest 

that shorter periods of thalamic hyperpolarization, without 100’s of ms of thalamic 



178 

 

bursting, may change the input-output relationship of thalamocortical states. Additionally, 

recent research in the Stanley Lab has demonstrated novel tools for closed loop optogenetic 

control296,297 of thalamic and cortical neural activity, which further expands the possibilities 

of future studies to explore the impact of more complex frequency modulated thalamic 

states on sensory processing. 

 

Our results suggested a profound effect on the cortical responses; however, we only 

investigated a single sensory modality, the mouse whisker system. While the mouse 

whisker system is an ideal model system of thalamocortical sensory processing, other 

sensory systems have been shown to have distinct dynamics4,243. Therefore, future research 

should consider exploring visual and auditory sensory modalities to determine if the 

observed effects are a general thalamic phenomenon. 

 

Finally, the results shown in Chapters 3 and 4 are only thoroughly investigated using large 

scale GEVI cortical widefield imaging with gross modulation of thalamic structures. These 

observed trends may represent problems with the fluorescence imaging technique. 

Although unlikely, the normalization techniques (i.e. ΔF/Fo), and overall range of the 

ArcLight indicator may prevent a true measurement of evoked voltage in the recorded 

cortical regions. Additionally, we only assumed the effect of thalamic halorhodopsin 

activation on the overall level of thalamic polarization. With the advent of robotic assisted 

techniques298, intracellular thalamic recordings are becoming more feasible which would 

enable a direct measurement of thalamic membrane potential. Therefore, future research 

should investigate how specific thalamic polarized states shape the evoked cortical 

response using more targeted electrophysiology techniques, such as intracellular 

recordings, or high density extracellular probes.  
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5.3.6 Concerns and Caveats  

Throughout this document, we have highlighted several caveats for the presented research 

which should be noted during the interpretation of this data. While we have discussed many 

of these concerns in each individual chapter, it is important to take into consideration 

several of these points while examining the document as a whole. Below, we will address 

the serious caveats of this work, and the implications for the interpreting these data.  

 

One of the largest areas of concern is the analysis of the ArcLight GEVI fluorescence 

signal. In particular, the fluorescence is measured as a relative change (ΔF/Fo), where an 

ongoing fluorescence signal (F) is subtracted and divided by a baseline signal (Fo); a very 

common analysis for this type of technique. The objective of this analysis is to normalize 

slight variations in fluorescence expression to allow for a uniform measurement in changes 

in activity. What is pivotal for this type of analysis is the selection of an Fo baseline that is 

distinct from any manipulation that is undergone. Here, we provide a modulation of 

ongoing thalamic activity using optogenetics. We found that the observed trends presented 

here were robust to variations in the selection of the Fo (data not shown). In a majority of 

cases, we selected an Fo that was before any optogenetic manipulations. While this ΔF/Fo 

technique allows for a normalization of fluorescence, it also can distort the absolute levels 

of the observed change. For example, since the ongoing background activity is known to 

change in the anesthetized and awake brains, the underlying Fo will be different. Therefore, 

the same evoked signal magnitude, could have two very different ΔF/Fo signals, which 

could skew the observed effect when comparing across different states with different levels 

of activity. For this work, it is important to examine the relative changes in the fluorescence 

signals (i.e. increasing and decreasing) during different manipulations to ongoing states.  
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Another concern with the fluorescence technique is the overall limitations of the 

fluorescence probe in relating changes in voltage to changes in fluorescence. These 

limitations are mainly due to the dynamics of each probe, and the limitations of the ΔV 

verses ΔF curve.  Most voltage probes do not have a linear association of ΔV and 

corresponding ΔF. ArcLight is no exception137. ArcLight has an almost linear regime 

between -70mV and +25mV; however, the mapping of voltage to fluorescence is not 1:1. 

Additionally, these probes have resolution limits, and therefore, it is unclear if the probes 

are either hitting a floor or ceiling on the voltage spectrum. While currently unavoidable in 

the GEVI landscape, the voltage to fluorescence curve underlies all of the reported GEVI 

signals, including the work shown here. Therefore, in the final chapter, the observed trends 

could be due to the limitations of the probe to resolve on the upper end of membrane 

potentials. Future work should investigate the observations we presented here in more 

detail, specifically using techniques that have fewer limitations with normalization, and 

overall resolution limits, such as traditional electrophysiology.  

 

One final concern is the possible confounds associated with the optogenetic manipulation 

used in this study. Here, we use a optogenetic construct (halorhodopsin) to control the level 

of polarization by actively pumping chloride into the neuron. Previous work has shown 

that under prolonged stimulation halorhodopsin can overwhelm the cell’s internal 

hemostatic mechanisms for regulating chloride (See Appendix 3 for details), causing a 

dramatic increase in intracellular chloride. These large changes in chloride can have 

dramatic implications for the neuron and alter the communication of synaptic inputs. While 

we do not believe this is the case (see Appendix 3 for a detailed description), this is a 

possible concern and a limitation of our techniques used here. Throughout this work, we 

do not have a definitive measurement of intracellular chloride during optogenetics; 

however, based on our observations, we do not believe this is a concern with this work. 
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Future studies could use different opsins (Arch) that are proton pumps or stimulation of the 

GABAnergic inputs to determine if our results are contingent on halorhodopsin.   
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5.4 Thalamus as a Dynamic Gate to Cortex 

 

In conclusion, this thesis has utilized novel tools and technologies to investigate how 

thalamic states shape and transform thalamocortical spatiotemporal sensory 

representations. The thalamus is a central component of signal processing that is often 

overlooked as an important center for controlling how and what information is transmitted 

downstream. The work presented here is, to our knowledge, the first of its kind to explore 

how direct modulation of thalamic membrane potential alters thalamocortical processing 

of sensory inputs. Our data illustrated that induced thalamic states produced a range of 

effects on the cortical sensory responses that differed depending on the overall neural state 

and, perhaps, interaction with cortical networks. In particular, we found that hyperpolarized 

states increased the evoked thalamic responses through increased thalamic bursting, while 

the evoked cortical response was highly dependent on the neural circuit (anesthetized vs 

awake). Using this information, we predict that stimulus evoked thalamic bursting and 

ongoing thalamic bursting form multiple thalamocortical regimes, and it is the interaction 

of thalamic information with cortical networks, and vice-versa, that is pivotal in how that 

information is transmitted.  

 

In this thesis, we performed only a limited investigation of thalamic states through 

application of a simple hyperpolarized input with a single optogenetics tool, and found 

highly dynamic results.  It requires very little imagination to extrapolate how other subtle 

effects, such as slight changes in depolarization or even more complicated metabotropic 

systems, could shape thalamocortical processes. Taken even further, this suggests that 

state-dependent processing may play a paramount role in neural circuitry that extends 

beyond even thalamocortical circuits. While we are still only beginning to investigate 

neural circuitry, future work should explore how these state-dependent processes modulate 

the same neural circuits for multiple tasks. The thalamus, or any neural component, is not 



183 

 

just a simple relay, but a complex part in the emergent system that forms the conscious 

brain.  

 

It is through question, experimentation, and philosophy that we begin to unravel the secrets 

and inner-workings of the nervous system. Through my work, I have continually marveled 

at the robust nature of the brain and its ability to filter vast amounts of information through 

webs of complex recurrent circuits. In this work, I have proposed that the thalamocortical 

network form even more dynamic states than previously thought, through the interactions 

of thalamic state, thalamic bursts, and cortical networks. While I have only scratched the 

surface of thalamocortical interactions in the most basic neural circuits, I hope my work 

will lay a foundation of knowledge that will be built upon for generations of scholars to 

come.   
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APPENDIX 

A.1. ArcLight Overlap with Hemodynamic Signals 

A.1.1. Removal of Hemodynamic Frequency using Notch Filtering 

Due to the hemodynamic noise found in the captured fluorescence signal (Figure 2.3), our 

first approach for removing the noise was a simple common notch filter at the 

hemodynamic frequencies (main and corresponding first harmonic). We found that the 

hemodynamic signal we observed was correlated with the ongoing heart rate of the animal 

(Figure 2.3) between approximately 5-10 Hz which corresponds to a heart rate between 

300-600 bpm. This estimated heart rate range matches the typical physiological heart rate 

of an anesthetized mouse. Below (Figure A1.1) are two examples of ArcLight evoked 

sensory responses and the corresponding power spectral density of the evoked fluorescence 

with and without notch filtering (2nd Order Butterworth, Bandstop between 5-20Hz). We 

found that due to the total event time of the ArcLight response (~100-300ms), simple notch 

filtering at 5-20 Hz would greatly disrupt the ArcLight waveform. 
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Figure A 1.1.Notch Filtering of Fluorescence Response. 

A. Top- Average (102 trials) region of interest (ROI) time series ArcLight fluorescence 

response during a whisker deflection (stimulus delivered at time = 0). The red trace 

response shows a strong fluorescence response to the sensory stimulus. The blue trace 

illustrates the change in waveform caused by notch filtering. A. Bottom- Corresponding 

average power spectral density of the fluorescence signal. Notice the large peaks at ~10 

and 20 Hz corresponding to the hemodynamic response.  B. Same as A, but for a different 

experiment. 
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A.1.2. Removal of Hemodynamic Frequency using Off-ROI Subtraction Methods: 

Throughout this work, we utilized an off-ROI (region of interest) to subtract ongoing 

hemodynamic noise observed in the fluorescence signal. This Off-ROI technique utilized 

the highly correlated structure of the hemodynamic signal through the cortical tissue to 

subtract common noise. Below are two figures that detail the removal of the hemodynamic 

noise through the Off-ROI subtraction (Figure A1.2), and the effect of the off-ROI 

placement on the spatiotemporal response (Figure A1.3).  

 
Figure A 1.2. Reduction of Hemodynamic Noise.  

A. - Average power spectra of the ROI of the fluorescence before (blue -F) and after (red 

F-ROI Sub.) off-ROI subtraction. The off-ROI subtraction reduces the peak of 7-10 Hz 

frequency power. B Similar to A, the average power spectra of the ROI across experiments 

(n=23) before (blue) and after (red) off-ROI subtraction. C. Off-ROI subtraction causes a 

mean reduction of 95.8% (+/-2.8% SD, n=23, p=0.0033, paired t-test) frequency power in 

the 7-10 band.  
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Figure A 1.3. Effect of the Position of the Off-ROI on the Evoked Spatial and 

Temporal Response. 

A Top. Off-ROI subtracted mean spatial response 25ms after stimulus (102 Trials). Red 

square highlights the location of the region of interest. Blue Square highlights the Off-ROI 

to be scaled and subtracted. B Top. The average temporal trace taken from the spatial 

image ROI (red square) after Off-ROI subtraction. C Top. The average temporal trace 

taken from the spatial image Off-ROI (Blue square) to be subtracted from the ROI. Each 

row shows the same plots for increasing distance between the off ROI and the ROI (375um 

per row). As the Off ROI becomes more spatially separated from the ROI, there is a 

reduction in the influence on the spatial and temporal trace. After approximately 600um, 

the Off-ROI does not interfere with the evoked response.    
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A.1.3. Non- Injected ArcLight Control  

 

To confirm that any effects of autofluorescence do not significantly affect our results, we 

conducted additional experiments examining a non-injected animal to determine the 

potential influence of the intrinsic auto-fluorescence on the spatial extent of the response.  

First, we mapped the S1 barrel cortex using intrinsic imaging (see methods on Intrinsic 

Imaging) to determine the proper location of the corresponding whisker sensitive cortical 

region. Due to the slow temporal dynamics and overall small change in signal, we 

measured the intrinsic response to a repetitive stimulus over several seconds. Figure 12A 

shows a temporal average (across 20 Trials) of the intrinsic response in a time window of 

1-2 seconds after the onset of the strong repetitive whisker stimulation (1500 

Degrees/second at 10Hz for 5s).  

 

After we mapped the region using the intrinsic signal, we setup the system for ArcLight 

imaging described in detail in the manuscript, and applied the same single whisker punctate 

stimuli used in a majority of the study (single 1200 degrees/second sawtooth (τ =8ms) 

stimulus). Below in Figure A.1.4, we compared the intrinsically identified whisker region 

(Figure A.1.4A) to responses using the ArcLight setup and experimental parameters used 

throughout this work. Specifically, we sampled the same area at 200 Hz with blue 

excitation (465nm) along with the excitation and emission filters as described in the 

Methods. Figure A.1.4 Left shows the averaged spatial response over the 700ms window 

post stimulus (100 Trials), with no apparent qualitative difference between the identified 

ROI (red) and other off-ROIs (blue and aqua,). The 700-millisecond window corresponds 

to the approximate length of the average S1 cortical response used throughout this 

manuscript (Figure 2.2C). Figure A.1.4 Right shows the time series of integrated activity 

within these ROIs. We found no quantitative difference between the evoked response in 
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the identified (red) ROI and the background, pre-stimulus activity, indicating that there 

was no appreciable evoked response. [E1: Mean pre-stimulus fluorescence (-700-0 ms) 

%ΔF/Fo -0.0073 +/-0.0057 SD, Mean post-stimulus fluorescence (0-700ms) %ΔF/Fo, 

0.0063 +/-0.059 SD, p=0.102, Paired t Test] 

 

 
 

Figure A.1.4. Non-Injected Control of Intrinsic Response during Whisker 

Stimulus. A. Mean Intrinsic Mapped Response (20 Trials).  The primary cortical 

barrel was first identified using the intrinsic response. The cortical surface was thinned 

and prepared as described in detail in the methods section. A Thorlabs red (625nm) 

LED illuminated the skull during repetitive stimulation of a single whisker (Top 

whisker C2, Bottom E1). The thumbnails show the temporal average between 1-2s after 

the onset of the repetitive stimulus. The spatial response was normalized and subtracted 

by the average background response, to increase the contrast of the evoked signal, and 

smoothed with a 200µm Gaussian filter. B. Single Whisker Deflection with the 

ArcLight Setup. Each thumbnail (Left) represents the mean response (100 Trials) 0 to 

0.7s post stimulus to the same whisker shown in A The imaging setup was switched 

from the intrinsic imaging configuration (A) to the ArcLight configuration (Figure 

2.1A), sampling at 200Hz. The signals have been analyzed using the same methods 

(however, here no Off- ROI subtraction was used).  Temporal traces of the integrated 

fluorescence in each of the illustrated ROIs is shown (Right). Each ROI (Blue, red, 

aqua boxes) corresponds to the temporal traces shown in the right.  The timing of the 

whisker deflection is shown at the top.  
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In the non-injected mouse, in the ArcLight setup (Figure A.1.4B), we also observe 

oscillatory responses (8-10Hz) across both whiskers similar to the observed hemodynamic 

signal in the single trial responses, shown in Figure 2.3. These hemodynamic oscillations 

can still be seen in the C2 and E1 trial average in Figure A.1.4B. These results further 

suggest that this oscillatory signal is not representative of ongoing membrane potential 

fluctuations but is due to the blood flow across the cortical surface. Based on these controls, 

we expect that the observed stimulus evoked fluorescence response shown throughout our 

study is most likely due to the changes in neural activity associated with ArcLight, and not 

due to auto-fluorescence. 
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A.2. ArcLight and Halorhodopsin Expression  

 

 

Figure A.2.1 Example of combined Halorhodopsin and ArcLight expression in 

Mouse Sections.  

Left. Expression of Halorhodopsin in the mouse thalamus. Mice are injected with two 

viral vectors, ArcLight in cortex (AAV1-hysn1- ArcLightD- SV40), and eNphR3.0 

(AAV5-CamIIKianse-eNphR3.0-mCherry). Thalamic expression of Halorhodopsin 

(mcherry-red- Emission 608-715nm) is localized throughout the thalamic region of the 

mouse. Electrode tracks of the optrode (optic fiber and electrode) are seen terminating 

tin the VPm region.  Right. Cortical injection of ArcLight probe reveals expression 

throughout layer 2/3 and layer 5 across the mouse cortex (ArcLight-green-Emission 

474-562nm). Thalamic expression of Halorhodopsin (mcherry-red) is also found in the 

axons of the thalamic neurons projecting to layer 4 and 5 of the S1 barrel cortex. 
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A.3. Chloride Reversal Potential and Halorhodopsin Activation 

 

During our recordings of the thalamus (both awake and anesthetized) we found that during 

short periods (1-2s) of halorhodopsin activation, there was an increase in ongoing thalamic 

activity approximately 100-250ms after the onset of the optogenetics. Considering the 

typical use of halorhodopsin is to silence neural circuits, these results may be surprising. 

While we consider these results to correspond to the dynamics and deinactivation of the T-

type calcium channels in the thalamic circuit, there could be an alternative interaction with 

halorhodopsin and the reversal potential of chloride. Additionally, published work87 using 

another method of thalamic hyperpolarization (through TRN GABAnegic optogenetics) 

has reported similar results as shown here. This method would not be susceptible to 

changes in reversal potential and corroborate our findings.  In this next section, we will 

further explore the relationship between chloride and halorhodopsin and argue that the 

intrinsic properties of thalamic neurons are likely candidates for this observed effect, with 

additional examination of our data, in-vitro whole cell recordings, and a simple model of 

thalamic activity.   
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Figure A3.1. Halorhodopsin Activation Increases Ongoing Thalamic Spontaneous 

Firing and Bursting. A. Cartoon depicting chloride inputs into a thalamic cell. 

Halorhodopsin is a chloride channel that is activated via light (amber), compared to the 

traditional GABAergic receptors which open chloride channels that follow an 

electrochemical gradient (Green). B. Anesthetized Thalamic Spontaneous Responses 

Caused Halorhodopsin activation. We observed three general trends in our recording 

thalamic units in the anesthetized animal (see Chapter 3 for Methods), thalamic neurons 

decreased, increased, or remained silent. All recordings had a post-inhibitory rebound 

following the offset of the amber LED. Red- burst spikes, Black Tonic Spikes. C Left. 

Change in Bursting and Firing rate under periods of halorhodopsin activation across all 

cells (n=28). Cells that responded with a significant (p<0.05, paired Signrank test) change 

in thalamic firing are marked with an asterisks (*).   C Right. Population responses under 

control and halorhodopsin conditions for periods of increased activity (250ms after LED 

onset) for each cell for spiking (top) and burst (bottom) rates. Under halorhodopsin 

activation, spontaneous spiking and burst rates increased across the population.   
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Halorhodopsin (eNphR 3.0) is a genetically engineered chloride pump that is sensitive to 

amber light (590mn), and has been used throughout the nervous system to hyperpolarize 

neurons.  Halorhodopisn will hyperpolarize the neuron by pumping extracellular chloride 

into the neuron at the expense of Chloride (CL-) reversal potential of the cell (Figure 

A3.1A). Naturally, chloride concentrations are higher in the extracellular space, and 

therefore the chloride reversal potential is typically below the resting membrane potential 

(usually close -70mV). Chloride is believed to play an inhibitory roll in the cortex, and is 

controlled through the release of GABA and the interneuron population. GABAergic 

receptors will open chloride channels within the cellular membrane to transport chloride. 

Unlike Halorhodopsin, GABAergic channels allow for the passage of ions down the 

electrochemical concentration gradient, which is measured by the chloride reversal 

potential (ECl-). 

 

Previous work has shown that halorhodopsin270 can be so efficient at pumping chloride into 

the cell that the influx of chloride will overwhelm natural homeostatic mechanisms, 

causing a change in the chloride reversal potential (termed chloride loading). Changes in 

the chloride potential were found as quickly as 500ms after the onset of the optogenetics 

(at a reasonable light intensity), and increased linearly with increasing durations of 

stimulation. After 0.5s the reported changes were relatively small (2.4mV), but for periods 

of 15s of stimulation the reversal potential was substantially altered by over 40mV. 

Therefore, inputs that would typically hyperpolarize the neuron would become 

depolarizing (up to the new reversal potential).  These changes in chloride potential require 

active transport, and therefore can last over 15 s (time constant) after stimulation. 

Therefore, the changes shown in Figure A3.1.1B could be caused through GABAergic 

IPSPs depolarizing the neuron and causing an increased spiking during hyperpolarization. 
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While this is a concern for the general use of halorhodopsin, we predict that chloride 

loading is not the primary candidate for the increased thalamic activity during periods of 

halorhodopsin activation (both in the awake and anesthetized recordings). In particular, we 

believe that the increase in thalamic activity after periods of hyperpolarization is due to the 

intrinsic T-type calcium channels that only become activated during periods of 

hyperpolarization. During periods of hyperpolarization, along with an increase in activity, 

we also see an increase in thalamic bursts. Bursts (2 or more spikes) are the hallmark sign 

of the de-inactivation of thalamic T-type channels, which cause a large calcium influx to 

depolarizing inputs. T-type calcium bursts require a period of hyperpolarization of at least 

100ms (depending on the level of hyperpolarization) before de-inactivating. This period 

aligns with the first onset of thalamic activity and bursting observed during periods of 

100ms after halorhodopsin activation (Figure A3.1B). Across thalamic neurons, 

halorhodopsin activation causes at least 100ms of silence followed by a period of increased 

or decreased thalamic activity relative to baseline. Due to the reported intensity and 

timescale of the chloride loading of halorhodopsin, 100ms is too soon for any substantial 

changes to the chloride reversal potential to take effect. Furthermore, chloride reversal 

potentials are much more hyperpolarized in the rodent thalamus (typically near -81mV82) 

and therefore would be more resilient to subtle changes in chloride concentrations.  

 

In addition to causing bursts, T-type channels reduce the overall spiking threshold and thus 

cause low voltage spiking along with bursting behavior. Across all anesthetized recordings, 

we found that ~35% of the neurons altered their overall spiking activity. All neurons that 

changed their ongoing firing were correlated with an increase in thalamic bursting (Figure 

A3.1C), with a strong post-inhibitory rebound response. Previous work has shown that  

providing any depolarizing inputs (through channelrhodpsin activation) reduces the 
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spontaneous bursting68. This suggests that the halorhodopsin activation is causing a net 

hyperpolarizing result, which is at least de-inactiving the T-type channels.  

 

Figure A3.2. Increase in Thalamic Activity During Halorhodopsin Activation Is 

Consistent Across the Recording.  Grand PSTH across all significant increased neurons 

(n=8) across the entire recording session. Each trial bock represents 12 consecutive trials 

in the recording.  

 

Due to the long lasting effects reported of chloride reversal (10’s of seconds), we would 

also expect to observe a gradual increase in the effects of the halorhodopsin stimulation.  

We delivered the halorhodopisn LED activation in a pseudorandom order between 3 and 

19s apart, and therefore if chloride loading was occurring we should see changes over time. 

We compared the first and last trial blocks of the recordings that demonstrated a significant 

change in firing rate during periods of halorhodopsin activation (Figure A.3.2). We found 

no changes in the spontaneous activity (First Block compared to Last Block, p= 0.23, 

Wilcoxon Sign Rank, n=8)  
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Figure A3.3. Whole Cell in vitro Recordings Confirm Halorhodopsin 

Hyperpolarization and Thalamic Bursting. A. Thalamic neurons transfected with 

halorhodopsin construct and co-expressed with mCherry fluorophore. Recording pipette 

show in the middle of the thalamic nucleus.  B.Left. LED step inputs applied during whole 

cell recording of thalamic neuron. B.Right. Resulting recording during optogenetic 

activation at various LED intensities (shown in B). During increasing levels of LED input, 

halorhodopsin activation induces a hyperpolarizing current into the thalamic neuron. After 

the cessation of optogenetic input, the thalamic neuron responds with a characteristic post-

inhibitory rebound due to T-type calcium channel de-inactivation (t=1).  C. Ongoing 

polarization alters the encoding of the same step current input into thalamic neuron. Under 

control conditions (C.Right), the thalamic cell responded to a depolarizing current step with 

a tonic firing of two action potentials. After 500ms of hyperpolarizing input, the thalamic 

cell causes a burst response to the same current step.  D.  Thalamic polarization can 

modulate the evoked response to current inputs. Same input as shown in C, however across 

three different stimulation levels (Control, Black, 9mW/mm2 ,Blue, and 17mW/mm2, 

Orange).  
 

 

In order to further validate that halorhodopsin was indeed hyperpolarizing the thalamic 

neurons, we performed in-vitro recordings of thalamic neurons. Mice were injected with 

halorhodopsin as described in Chapter 3 and 4 (Methods). After at least 4 weeks of 

expression, mice were profused and sectioned for in vitro whole cell recordings  (See A.3.1 
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Methods In Vitro). We found robust expression of the halorhodopsin (Figure A3.3A) 

during our recordings. In response to LED inputs, thalamic neurons demonstrated a 

hyperpolarizing current (Figure A3.3B), that resulted in a post-inhibitory rebound that is 

characteristic of thalamic neurons38. Additionally, we found that during periods of 

hyperpolarization, thalamic neurons showed a range of responses to the same current step. 

Under normal conditions, thalamic neurons responded with tonic spikes (Figure A3.4C 

Right, Figure A3.4D Right); however, under halorhodopsin activation thalamic neurons 

burst in response to stimuli (Figure A3.3C-D Left). We observed an intermediate 

transitional phase where moderate levels of halorhodopisn activation (9mW/mm2) with no 

evoked response (Figure A3.4D Middle). Taken together, our intracellular recordings 

further validated that halorhodopsin is indeed hyperpolarizing the neurons.  

 

Figure A3.4. Integrate and Fire & Burst (IF&B) model neuron replicates 

Anesthetized in vivo responses to Halorhodopsin Input. A. IF&B model neuron 

replicates thalamic bursting and post-inhibitory rebound (as shown in Figure A3.3). A. Top 



199 

 

Control current injection evoked a single tonic spike. A. Bottom. Thalamic 

hyperpolarization (through simulated halorhodopsin current) causes thalamic burst to same 

current input as top.  B. Same inputs as in A, however IF&B model does not contain fictive 

T-type calcium channels. No bursting event occurs during hyperpolarization.  C. IF&B 

model PSTH responses (100 trials) to various levels of hyperpolarizing input. D. 

Anesthetized thalamic PSTH responses (n=13 units) to various level of halorhodopsin 

activation. Model and Real data show very similar trends.  

 

Finally, we compared our thalamic recordings to a similar previously published Integrate 

and Fire & Burst (IF&B) computation model (Figure A3.4A-C, Dashed Lines).  In this 

model, we added a simulated T-type channel to the standard integrate and fire model to 

enable thalamic bursts (as shown in our intracellular recordings Figure A3.4C-D), and a 

channel to simulate the hyperpolarizing inputs from halorhodopsin (amber periods). We 

were able to simulate the thalamic response to hyperpolarizing inputs with a burst response 

to a synaptic current input and post inhibitory rebound (Figure A3.4A). In non-thalamic 

cells, that do not contain T-type channels, hyperpolarizing inputs simply inhibit ongoing 

activity (as demonstrated in Figure A3.4B). We compared a simulated PSTH from 100 

neurons with random IPSCs and EPSCs (1Hz) under various hyperpolarizing currents to 

similar anesthetized thalamic recordings (Simulated Thalamic Data Figure A3.4C vs Real 

Thalamic Data Figure A3.4C). We found that a simple IF&B neuron was able to replicate 

the results of an increased thalamic spiking and burst rate during periods of 

hyperpolarization as shown in the real thalamic dataset (n=13, Thalamic units). Therefore, 

a simple model with T-type calcium channels was able to capture the observed effect 

without the addition of other alternatives such as calcium loading.  
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Taken together, these results suggest that under thalamic hyperpolarization, thalamic 

neurons will increase ongoing activity with an elevated level of thalamic bursting. While 

chloride loading likely occurs during long periods of halorhodopin activation, it is unlikely 

to be the primary driver of this observed result in this thesis. Instead, based on additional 

analysis, the temporal dynamics, in-vitro data, and a simple model examined in this 

appendix, the increase in thalamic activity is most likely driven by T-type calcium currents 

that are de-inactivated during periods of hyperpolarization.  

A.3.1. In vitro Methods 

 

Methods taken from299: Mice were anesthetized and perfused with 25–30 mL of 

carbogenated protective artificial cerebrospinal fluid (aCSF) of the following composition: 

92 mM N-methyl-D-glucamine (NMDG), 2.5 mM KCl, 1.25 mM NaH2PO4, 30 mM 

NaHCO3, 20 mM HEPES, 25 mM glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-

pyruvate, 0.5 mM CaCl2.4H2O, and 10 mM MgSO4.7H2O. The pH of the solution was 

titrated to 7.3–7.4 with concentrated HCl. Brains were embedded in 2% agarose and 

mounted for coronal sections 300 μM thickness. 

 

Slices were recovered for ≤ 20–30 minutes at room temperature (23–25 °C) in 

carbogenated protective cutting aCSF. After this initial recovery period the slices were 

transferred into a chamber containing room temperature carbogenated aCSF of the 

following composition: 119 mM NaCl, 2.5 mM KCl, 1.25 mM NaH2PO4, 26 mM NaHCO3, 

12.5 mM glucose, 2 mM CaCl2.4H2O, 2 mM MgSO4.7H2O.  

 

The aCSF was supplemented with 2 mM thiourea, 5 mM Na-ascorbate, and 3 mM Na-

pyruvate, and slices were stored for 1–5 hours prior to transfer to the recording chamber 
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for use. The osmolarity of all solutions was measured at 300–310 mOsm and the pH was 

maintained at ~7.3 after equilibration under constant carbogenation.  

 

The slices were perfused with room temperature (22–25 °C) carbogenated recording aCSF 

at a rate of 4 mL per min. Whole-cell patch-clamp recordings were obtained from visually 

identified neurons using boroscilicate glass pipettes pulled on a horizontal pipette puller 

(Sutter Instruments) to a resistance of 3–8 MΩ when filled with the internal solution 

containing 145 mM K-Gluconate, 10 mM HEPES, 1 mM EGTA, 2 mM Mg-ATP, 0.3 mM 

Na2-GTP, and 2 mM MgCl 

 

Neurons expressing Halorhodopsin were identified by visualization of membrane-targeted 

mCherry or YFP fluorescence. Amber laser light (590 nm) was delivered through a 200 

μm diameter optic fiber (ThorLabs) positioned near the recorded neuron. The other end of 

the optic fiber was coupled to an LED light source (ThorLabs). Current pulses were 

delivered in current clamp using Clampex software. 

A.3.2. IF&B Model Methods  

 

The Integrate and Fire & Burst neuron was derived from previously published models of 

thalamic function from the LGN300 and VPm68. In order to simulate the experimental 

parameters and account for changes in thalamic activity, some additional terms and 

parameters were added and adjusted. Below we have outlined the model used in this 

Appendix, as well as the parameters for all conditions. Additionally, we generated ongoing 

activity using two methods, either injected current noise or synaptic events, both showed 

the same results. The results shown here use the synaptic event model where IPSCs and 

EPSCs are modulated as fixed inputs. The model itself was written and analyzed using 

custom scripts in Matlab 2016a.  
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𝐶
𝑑𝑉

𝑑𝑡
= 𝐼𝐸𝑃𝑆𝐶 − 𝐼𝐼𝑃𝑆𝐶 − 𝐼𝐿 − 𝐼𝑇 − 𝐼𝐻𝑎𝑙𝑜 

𝐼𝐿 = 𝑔𝐿(𝑉 − 𝑉𝐿) 

𝐼𝐿 = 𝑔𝐿(𝑉 − 𝑉𝐿) 

𝐼𝑇 = 𝑔𝑇𝑚∞ℎ(𝑉 − 𝑉𝑇) 

𝑑ℎ

𝑑𝑡
=

{
 
 

 
 −ℎ

𝜏ℎ
− , (𝑉 > 𝑉ℎ)

(1 − ℎ)

𝜏ℎ
+ , (𝑉 < 𝑉ℎ)

 

𝐼𝐸𝑃𝑆𝐶 = 𝑄 

𝐼𝐼𝑃𝑆𝐶 = 𝑔𝑔𝑎𝑏𝑎(𝑉 − 𝑉𝑔𝑎𝑏𝑎) 

𝑑𝐼𝐸𝑃𝑆𝐶
𝑑𝑡

=
𝐼𝐸𝑃𝑆𝐶
𝜏𝑠

 

𝑑𝐼𝐼𝑃𝑆𝐶
𝑑𝑡

=
𝐼𝐼𝑃𝑆𝐶
𝜏𝑠

 

  
The following parameters were used to simulate thalamic activity: 
 

𝐶 = 2e − 3uF/𝑐𝑚2, 

𝑔𝐿 = 0.035 mS/𝑐𝑚2, 
𝑔𝑇 = 0.07 mS/𝑐𝑚

2, 

𝑔𝑔𝑎𝑏𝑎 = 0.1 mS/𝑐𝑚2, 

V𝐿 = −65mV, 

V𝑟𝑒𝑠𝑒𝑡 = −45mV, 
Vℎ = −68mV, 
V𝑔𝑎𝑏𝑎 = −81mV, 

V𝑇 = 120mV, 
𝜏ℎ
+ = 0.1s, 

𝜏ℎ
− = 0.02s, 

𝜏𝑠 = 1e − 2uF/𝑐𝑚
2, 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = −35mV, 
EPSP𝑟𝑎𝑡𝑒 = 1.5Hz, 
IPSP𝑟𝑎𝑡𝑒 = 1.5Hz, 

𝑄 = 2mV 
 

Model was updated at a 1ms steps. Absolute Refractory period set at 1ms.  
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