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SUMMARY

In this thesis, an analogue of the Riemannian structure of a manifold is created

for an ultrametric Cantor set (C, d) using the tools of Noncommutative Geometry.

Associated with (C, d) is a weighted rooted tree, its Michon tree [53]. This tree allows

to define a family of spectral triples (CLip(C),H, D) using the `2-space of its vertices,

giving the Cantor set the structure of a noncommutative Riemannian manifold. Here

CLip(C) denotes the space of Lipschitz continuous functions on (C, d). The family

of spectral triples is indexed by the space of choice functions which is shown to be

the analogue of the sphere bundle of a Riemannian manifold. The Connes metric

coming from the Dirac operator D then allows to recover the metric on C. The

corresponding ζ-function is shown to have abscissa of convergence, s0, equal to the

upper box dimension of (C, d).

Taking the residue at this singularity leads to the definition of a canonical proba-

bility measure on C. This measure in turn induces a measure on the space of choices.

Given a choice, the commutator of D with a Lipschitz continuous function can be in-

terpreted as a directional derivative. By integrating over all choices, this leads to the

definition of an analogue of the Laplace-Beltrami operator. This operator generates

a Markov semigroup which plays the role of a Brownian motion on C.

This construction is applied to the simplest case, the triadic Cantor set where:

(i) the spectrum and the eigenfunctions of the Laplace-Beltrami operator are com-

puted, (ii) the Weyl asymptotic formula is shown to hold with the dimension s0,

(iii) the corresponding Markov process is shown to have an anomalous diffusion with

E(d(Xt, Xt+δt)
2) ' δt ln (1/δt) as δt ↓ 0.

ix



Other classical examples of Cantor sets are shown to have a metric which is met-

rically equivalent to an ultrametric. These examples include: iterated function sys-

tems, cookie cutter systems, and the transversal of a repetitive, aperiodic Delone set

of finite type. It is further shown that in the case of self-similar iterated functions

systems that the measure constructed via the residue of the ζ-function is in fact that

Hausdorff measure. Finally, the case of the Fibonacci tiling is considered in detail

and its ζ-function is shown to have abscissa of convergence equal to its algorithmic

complexity.



CHAPTER I

INTRODUCTION

1.1 The Classical Triadic Cantor Set

The classical triadic Cantor set was introduced by George Cantor in 1883 in [10]. In

his original construction, he defined the Cantor set as the set of numbers between 0

and 1 that can be written in the form
∑∞

k=1 2εk/3
k such that εk ∈ {0, 1}. A more

geometric approach is given by the middle thirds construction which starts with the

interval [0, 1] and removes its middle third (1/3, 2/3). The process is then applied to

the remaining two intervals. After proceeding indefinitely, the intersection of all such

intervals gives the triadic Cantor set.

10

0 2/3 1

0 2/3 11/9 2/9 1/3

1/3

7/9 8/9

Figure 1: The Middle Thirds Construction of the Triadic Cantor Set

Cantor’s original construction has been generalized into a more abstract definition

of a Cantor set.

Definition 1 A Cantor set is a topological space that is non-empty, compact, perfect,

totally disconnected and metrizable.
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That this definition effectively captures the essence of Cantor’s original construc-

tion is given by the following theorem.

Theorem 1 (Brouwer [9]) Let C be a Cantor set. Then C is homeomorphic to the

triadic Cantor set.

Proof: See [3] Chapter 29 for a more modern proof. 2

According to this theorem, the Cantor set is essentially unique as a topological

space. It is therefore the metric that provides the diversity seen in the various exam-

ples of Cantor sets. It is important that the metric is compatible with the topology.

Definition 2 Let C be a Cantor set. A metric on C will be called regular if it defines

a topology on C for which C is a Cantor set.

Because a specific Cantor set C is really determined by the specific choice of a

regular metric d on C, we will often label a Cantor set by (C, d). The first main step

in this thesis will be to find a way to encode the metric. Unfortunately, we will not

be able to do this for a general metric.

Definition 3 A metric d on C is an ultrametric if it satisfies the strong triangle

inequality: for x, y ∈ C, d(x, y) ≤ max{d(x, z), d(z, y)} for all z ∈ C.

It turns out that restricting ourselves to working with ultrametric Cantor sets is

not that severe of a restriction. In Sections 5.2.1,5.2.2, and 5.3.1, we will give three

classes of Cantor sets whose natural metric is metrically equivalent to an ultrametric.

Since many fractal geometric quantities (e.g. box dimension, Hausdorff dimension)

are preserved under metric equivalence (see [26]), then we should be able to recover

these quantities from an equivalent ultrametric.

In order to encode the Cantor set and its ultrametric, it is the viewpoint of this

thesis that Cantor sets should be treated as the boundary of a tree. In the case of the

2



triadic Cantor set, it is well know that C3 is homeomorphic to {0, 1}N, that is as the

boundary of the infinite dyadic tree. The intuition for this is given by the following

picture.

10

0 2/3 1

0 2/3 11/9 2/9 1/3

1/3

7/9 8/9

Figure 2: The Infinite Dyadic Tree and the Triadic Cantor Set

In Chapter 3, we show how to properly generalize this construction to any Cantor

set with a regular ultrametric. Then using the work of Michon from [53], we show that

a tree is a natural object to encode not only the topology but also the ultrametric.

1.2 Noncommutative Geometry

Once we have shown that the tree can effectively capture the ultrametric and the

topology, we will then apply the techniques of Noncommutative Geometry to the

3



Cantor set. One of the goals of Noncommutative Geometry is to find the proper ana-

logues of classical geometric objects. At the foundation of Noncommutative Geometry

lies the work of Alain Connes [18] who has shown that it is possible to generalize the

notion of Riemannian manifold into the notion of a spectral triple. The spectral

triple is a functional analytic object which allows to recover much of the information

of the original Riemannian manifold. The actual definition of a spectral triple will be

taken up in Section 4.1 but it is worth giving some insight into the validity of using

a spectral triple in place of the actual Riemannian manifold. In [55], Rennie and

Varilly have formalized Connes’ idea by showing that a spectral triple along with sev-

eral axiomatic conditions on the spectral triple is enough to recover the differentiable

structure of a Riemannian manifold. Therefore, a spectral triple truly can serve as

the proper generalization of Riemannian geometry.

In the case of a Cantor set C with regular ultrametric d, the spectral triple will

require Michon’s construction of the tree associated to C. This will be done in

Section 4.1.1 and is modeled after Connes work in [18] Chapter 4.3.ε. Surprisingly,

the spectral triple for a general ultrametric is not unique. The spectral triple will

depend on a certain choice which will be properly defined in Section 4.1.1. We will

then get a family of spectral triples indexed by the space of all possible choices. In

the Noncommutative Riemannian structure, the space of choices will play the role of

the sphere bundle. At this point, we must justify that our spectral triple is actually

a ’good’ spectral triple - that is, can it recover the geometric information of our

fractal. It will be shown that the spectral triple can recover the fractal geometry.

The appropriate way of recovering certain fractal geometric properties is summarized

in Table 1 and will be shown in Sections 4.1.2, 4.2.3, 4.3.1.

Once it is determined that the spectral triple created in Section 4.1.1 is in fact

a ’good’ spectral triple, then we will proceed to carry the analogy with Riemannian

geometry further. The first step is to appropriately generalize the Laplace-Beltrami

4



Table 1: A Summary of the Riemannian Analogues of Classical Fractal Geometric
Properties

Fractal Geometric Property Noncommutative Analogue
Metric ρ(x, y) - the Connes metric
Upper Box Dimension s0 - the abscissa of convergence of the

ζ-function associated to C
Hausdorff Measure µ - the residue measure for the ζ-function

operator on a Riemannian manifold. This is taken up in Section 4.4. Here it is crucial

to continue to think of the space of choices as the sphere bundle on C. The creation

of the Laplacian will require the theory of Dirichlet forms as laid out in [32]. It is a

subject of future research to discover the appropriate analogues of other objects from

Riemannian geometry: curvature, connections, etc.

1.3 Further Results

The theoretical tools developed in this thesis are then applied to the triadic Cantor

set C3 in Section 5.1. We explicitly compute how to recover the dimension and the

Hausdorff measure. A formula for the Laplacian is also calculated and the appropriate

analogue of the Weyl asymptotic formula is shown to hold for this Laplacian. It

is then a small step to move in a probabilistic direction. Because the Laplacian

and Brownian motion are intimately connected, we can use this close connection to

construct a Markov process with values in C3 that serves as the analogue of Brownian

motion on the Cantor set. Diffusion on Cantor sets is not entirely new and has been

studied in various contexts mostly as a non-Archimedean eld [1, 24, 47]. Del Muto

and Figá-Talamanca have generalized this in [21, 29] for locally compact ultrametric

spaces where the group of isometries is transitive and therefore allows to treat the

Cantor set as an abelian group. In both cases, the construction of the diffusion relies

heavily on the algebraic structure that is given to the space. It is important to note

that the construction in this thesis requires no algebraic structure and comes solely

5



from the metric. A nice aspect of the present approach is that it also allows to

compute some of the asymptotics of the Brownian motion on C3. These calculations

are taken up in Section 5.1.2.

The work of this thesis was originally inspired by the desire to create a spectral

triple for the transversal of an aperiodic, repetitive Delone set of finite type [4, 6, 5].

In this case, the transversal is a Cantor set. Moreover, there is a natural construction

of the tree from its patches which in turn leads to a natural ultrametric on the

transversal. Once the computations have been done for the simple example provided

by C3, the noncommutative construction is then applied to the transversal of the

Fibonacci tiling. In this case, our construction is crucial as the transversal of the

Fibonacci tiling has no obvious algebraic structure. In particular, as seen by its tree

there is only one nontrivial isometry. It is then shown how to compute the ζ-function

for the Fibonacci tiling. Further results on the measure and the construction of the

Laplacian are the subjects of future research.
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CHAPTER II

MATHEMATICAL PRELIMINARIES

Let C denote the set of complex numbers. In this thesis, all Hilbert spaces will be

assumed to be over C unless specified otherwise. Moreover, all Hilbert spaces will be

assumed to be separable unless specified otherwise.

2.1 C∗-algebras

2.1.1 Basic Definitions and Examples

C∗-algebras are one of the starting points of Noncommutative Geometry. In this

section, we introduce the basics of unital C∗-algebras. Most of this information is

standard and can be found in [2, 19].

Definition 4 A C∗-algebra is a Banach algebra A with an involution ∗ such that

||a∗a|| = ||a||2 for every a ∈ A. That is, A is an algebra over C that has a norm || · ||

relative to which A is a Banach space for which ||ab|| ≤ ||a||||b||. In addition, there

is a map a → a∗ from A to A such that for a, b ∈ A and α ∈ C: (i) (a∗)∗ = a, (ii)

(ab)∗ = b∗a∗, and (iii) (αa+ b)∗ = ᾱa∗ + b∗. An element 1 ∈ A is said to be a unit if

1 · a = a · 1 = a for every a ∈ A.

The reader should note that C∗-algebras do not necessarily contain a unit. If

A does contain a unit 1, then it is easy to check that 1∗ = 1. This implies that

||1||2 = ||1∗1|| = ||1|| and thus if A is not trivial then ||1|| = 1. In this thesis, we will

only work with non-trivial unital C∗-algebras.

Example 1 If H is a Hilbert space, then B(H), the space of bounded linear operators

on H, is a C∗-algebra . The norm on B(H) is the operator norm, ||A||B(H) :=

7



sup{||Ah||H : h ∈ H, ||h||H ≤ 1}. Multiplication is given by multiplication of operators

and A∗ is given by the adjoint of A for A ∈ B(H). The unit of B(H) is given by the

identity operator 1.

It turns out that this example is quite canonical. In fact, we will see later that

by the Gelfand-Naimark Theorem (Theorem 9) that every C∗-algebra is isometrically

∗-isomorphic to a C∗-algebra of operators on a Hilbert space.

Example 2 If X is a compact Hausdorff space, then C(X), the space of continuous

functions from X to C, is a C∗-algebra . The norm on C(X) is the sup norm,

||f ||∞ := sup{|f(x)| : x ∈ X}. For f, g ∈ C(X) and x ∈ X, multiplication is given by

f · g(x) = f(x)g(x) and f ∗(x) = f(x). The unit is given by the constant function 1.

It will be shown in Section 2.1.3 that every abelian C∗-algebra with unit is of this

type.

2.1.2 The Spectrum

The spectrum is the single most useful tool in dealing with C∗-algebras and will be

used throughout this thesis. To begin, let A be a C∗-algebra with unit 1. For a ∈ A,

the spectrum of a, σ(a), is defined to be

σ(a) = {α ∈ C : a− α1 is not invertible}.

The resolvent set of a, ρ(a), is defined to be all α ∈ C such that α /∈ σ(a).

Example 3 If X is a compact Hausdorff space, then for f ∈ C(X), σ(f) = Range(f).

For if α = f(x0) then f − α has a zero and is therefore not invertible. On the other

hand, if α /∈ Range(f), then f − α is nonvanishing and therefore is invertible.

The first fundamental theorem concerning the spectrum is the following.

8



Theorem 2 If A is a unital C∗-algebra, then for each a ∈ A, σ(a) is a nonempty

compact subset of C. Moreover, if |α| > ||a||, then α /∈ σ(a) and z → (z − α)−1 is an

A-valued analytic function defined on ρ(a).

Proof: See [19] (Theorem VII.3.6). 2

Because the spectrum of an element of a unital C∗-algebra is not empty, then the

following useful quantity can be defined.

Definition 5 If A is a unital C∗-algebra and a ∈ A then the spectral radius of a,

r(a) is defined by r(a) := sup{|α| : α ∈ σ(a)}.

Because σ(a) is compact, then r(a) is finite and this supremum is attained. The

following proposition gives a way to compute the spectral radius.

Proposition 1 (Spectral Radius Formula) If A is a unital C∗-algebra and a ∈ A

then limn→∞ ||an||1/n exists and

r(a) = lim
n→∞

||an||1/n.

Proof: See [19] (Proposition VII.3.8). 2

The formula in the previous proposition is called the spectral radius formula. It

gives a crucial link between the algebraic properties and the properties of the norm

for a C∗-algebra. The following definition specifies certain algebraic properties of

elements of a C∗-algebra that will be used later.

Definition 6 If A is a unital C∗-algebra and a ∈ A, then

(i) a is hermitian if a = a∗.

(ii) a is normal if aa∗ = a∗a.

(iii) a is unitary if aa∗ = a∗a = 1.

9



A simple application of the spectral radius formula then gives the following two

corollaries.

Corollary 1 If a ∈ A is normal then r(a) = ||a||.

Proof: Since aa∗ = a∗a, then repeated use of the C∗-identity gives that

||a2||2 = ||a2(a∗)2|| = ||(aa∗)(aa∗)∗|| = ||aa∗||2 = ||a||4

and therefore ||a||2 = ||a2||. By induction, ||a||2n = ||a2n|| for n ≥ 1. Thus, ||a|| =

||a2n||1/2n and r(a) = limn→∞ ||an||1/n = ||a||. 2

One of the most important uses of the spectral radius formula is in the proof of

the following lemma. This lemma is fundamental to C∗-algebras and says that the

norm on a C∗-algebra is unique.

Lemma 1 Let A and B be unital C∗-algebras. If h : A → B is a ∗-homomorphism,

then ||h(a)|| ≤ ||a||. In particular, if h is a ∗-isomorphism, then h is an isometry.

Proof: If A has unit 1A and B has unit 1B, then it is not necessarily true that

h(1A) = 1B. However, h(1A) is the identity for the C∗-algebra h(A). Since h is a

∗-homomorphism to h(A) and the norm on this C∗-algebra is the same as the norm

on B, then we may assume that h(A) = B. If a ∈ A is such that a−λ1A is invertible

with inverse b, then

1B = h(1A) = h(b(a− λ1A)) = h(b)(h(a)− λ1B)

and h(a)−λ1B is invertible. Therefore, ρA(a) ⊂ ρB(h(a)) and thus σB(h(a)) ⊂ σA(a).

Consequently, r(h(a)) ≤ r(a). Since a∗a is hermitian, then by Corollary 1,

||h(a)||2 = ||h(a∗a)|| = r(h(a∗a)) ≤ r(a∗a) = ||a∗a|| = ||a||2

10



and the lemma is proved. 2

2.1.3 Abelian C∗-algebras

Example 2 of Section 2.1.1 gave an example of an abelian C∗-algebra. Our next goal

will be to show that every abelian C∗-algebra is of this type. Again, these results are

standard and can be found in [2, 19]. Let A be an abelian C∗-algebra.

Definition 7 Let Σ be the collection of all nonzero homomorphisms from A → C. If

Σ is given the weak∗-topology, then Σ is called the maximal ideal space of A.

Recall that the weak∗-topology is the smallest topology on the dual of A, A∗, such

that for every a ∈ A the map Φa : A∗ → C defined by Φa(h) = h(a) is continuous. It

is possible to put a norm on A∗ by ||h|| = sup{|h(a)| : a ∈ A, ||a|| ≤ 1} for h ∈ A∗.

Lemma 2 If A is abelian and h ∈ Σ, then ||h|| = 1.

Proof: Let a ∈ A be such that ||a|| ≤ 1 and let λ = h(a). If |λ| > 1, then ||a/λ|| < 1.

Then 1− a/λ is invertible with inverse
∑∞

n=0(a/λ)n. Let b =
∑∞

n=0(a/λ)n. Then

h(1) = h(b(1− a/λ)) = h(b)− h(ba/λ) = h(b)− h(b)λ/λ = 0

which contradicts the fact that h is a non-zero homomorphism. Thus |h(a)| ≤ ||a|| ≤ 1

and ||h|| ≤ 1. Since h(1) = 1 = ||1|| then ||h|| = 1. 2

This lemma can then be used to prove the following theorem.

Theorem 3 If A is an abelian C∗-algebra with unit, then its maximal ideal space Σ

is a compact Hausdorff space.

Proof: The weak∗-topology is a Hausdorff topology so Σ is Hausdorff. Let B be

the unit ball in A∗ and notice that by the previous lemma, Σ ⊂ B. By the Banach-

Alaoglu Theorem, B is weak∗-compact and thus it is sufficient to show that Σ is

11



weak∗-closed. Let {hi} be a net in Σ (if A is separable, then a sequence can be used

instead of a net). Then for a, b ∈ A,

h(ab) = lim
i
hi(ab) = lim

i
hi(a)hi(b) = h(a)h(b)

and h is a homomorphism. Since h(1) = limi hi(1) = 1, then h ∈ Σ. Thus Σ is a

closed subset of a compact space and is thus compact. 2

Given a unital abelian C∗-algebra A and a ∈ A, we can now define the Gelfand

transform of a as the map â : Σ → C defined by â(h) = h(a).

Theorem 4 If A is an abelian C∗-algebra with unit and Σ is its maximal ideal space,

then the Gelfand map a→ â is an isometric ∗-isomorphism from A to C(Σ).

Proof: Let Γ denote the Gelfand map so that Γ(a) = â. We first show that â is

continuous. If hi → h ∈ Σ then hi → h weak∗ in A∗. Therefore, by the definition of

the weak topology

â(hi) = hi(a) → h(a) = â(h)

and â is continuous. Because each h ∈ Σ is a homomorphism then

âb(h) = h(ab) = h(a)h(b) = â(h)b̂(h)

for a, b ∈ A. It is easy to see that Γ is linear so therefore Γ is a homomorphism.

The next step is then to show that Γ(a∗) = Γ(a)∗. To do this we will show that

if h ∈ Σ then h(a∗) = h(a). To begin, realize that every a ∈ A can be written as

a = x+ iy where x and y are hermitian. Therefore, it is sufficient to show that h(x)

is real for x hermitian. So let x ∈ A be such that x = x∗ and let t ∈ R. If

ut := eitx =
∞∑

n=0

(it)n

n!
xn

12



then ||ut|| ≤ e||tx|| and is therefore well-defined. For h ∈ Σ,

h(ut) =
∞∑

n=0

(it)n

n!
h(xn) =

∞∑
n=0

(it)n

n!
h(x)n = eith(x).

It is easy to see that u∗t = e−itx and therefore that

utu
∗
t =

∞∑
n,m=0

(it)n+m

n!m!
xn(−x)m =

∞∑
k=0

(it)kxk
∑

n+m=k

(−1)m

n!m!
= 1

since
∑

n+m=k (−1)m/n!m! = (1−1)k for k > 0. Similarly, u∗tut = 1 and ut is unitary.

Therefore, ||ut|| = 1 and consequently that |h(ut)| ≤ sup{h(a) : a ∈ A, ||a|| ≤ 1} =

||h|| = 1 for every t ∈ R. Since, <(ith(x)) = −t=(h(x)) then

e−t=(h(x)) = e<(ith(x)) = |eith(x)| = |h(ut)| ≤ 1.

Since t is arbitrary, then this can only happen if =(h(x)) = 0. Thus h(x) is real and

therefore h(a∗) = h(a) for all h ∈ Σ and a ∈ A. Consequently, â∗(h) = h(a∗) =

h(a) = â(h) and Γ(a∗) = Γ(a)∗. So Γ is a ∗-homomorphism.

Since A is abelian then each a ∈ A is normal. Therefore, by Corollary 1 ||a|| =

r(a). On the other hand, by Example 3 we know that σ(â) = Range(â). Thus

||â||∞ = sup{|â(h)| : h ∈ Σ} = sup{|λ| : λ ∈ Range(â)} = r(a).

Consequently, ||â||∞ = ||a|| and Γ is an isometry and injective.

Because Γ is an isometry, then Γ(A) is closed. Moreover, since Γ(a) = Γ(a∗), then

Γ(a) ∈ Γ(A). For every h ∈ Σ, h(1) = 1 and therefore Γ(1) = 1. It is also clear that

Γ(A) separates the points of Σ. Consequently, the Stone-Weierstrass Theorem implies

that Γ(A) = C(Σ) and that Γ is surjective. Thus, Γ is a isometric ∗-isomorphism as

desired. 2

13



2.1.4 The Continuous Functional Calculus in C∗-algebras

The Gelfand map from the previous section is a very powerful tool for working with

C∗-algebras.

Definition 8 Let B be a unital C∗-algebra. For a ∈ B, let C∗(a) be defined to be

the C∗-algebra generated by 1 and a. That is, C∗(a) is the closure in B of {p(a, a∗)}

where p(z, z̄) is a polynomial in z and z̄.

If a is a normal element of B then C∗(a) is an abelian C∗-algebra with unit.

Thus Theorem 4 gives that C∗(a) is isometrically ∗-isomorphic to C(Σ). The next

proposition identifies Σ in this case.

Proposition 2 Let C∗(a) have maximal ideal space Σ. Then the map Φ : Σ → σ(a)

given by Φ(h) = h(a) is a homeomorphism.

Proof: See [19] Proposition VIII.2.3. 2

Definition 9 Let B be a unital C∗-algebra and let a ∈ B be normal. Let Γ−1 ◦ Φ# :

C(σ(a)) → C∗(a) ⊂ B be the isometric ∗-isomorphism given by Theorem 4 combined

with Proposition 2. If f ∈ C(σ(a)) define

f(a) := Γ−1 ◦ Φ#(f).

Then the map f → f(a) from C(σ(a)) → B is called the functional calculus for a.

Now if p(z, z̄) is a polynomial in z and z̄ then Γ−1 ◦ Φ#(p(z, z̄)) = p(a, a∗). Con-

sequently, for polynomials the functional calculus for a is nothing new. The real

power of the functional calculus is that it extends this to continuous functions. The

following theorem shows that the spectrum transforms naturally under the functional

calculus.
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Theorem 5 (Spectral Mapping Theorem) If B is a C∗-algebra and a is a nor-

mal element of B, then for every f ∈ C(σ(a)),

σ(f(a)) = f(σ(a)).

Proof: Because Γ−1 ◦ Φ# : C(σ(a)) → C∗(a) is an isometric ∗-isomorphism, then

σ(f(a)) = σ(Γ−1 ◦Φ#(f)) = σ(f). Since σ(f) = Range(f) = f(σ(a)), then the result

follows. 2

2.1.5 Positivity and the Polar Decomposition

In this section, we will use the functional calculus to study positivity. To begin, if A

is a C∗-algebra, let Re A denote the set of hermitian elements of A.

Definition 10 Let A be a C∗-algebra. For a ∈ A, a is called positive if a ∈ Re A

and σ(a) ⊂ [0,∞). If a is positive then this is denoted by a ≥ 0. We also write a ≥ b

if a− b ≥ 0. A+ denotes the set of all positive elements of A.

Example 4 Let A = C(X) for some compact Hausdorff space X. A is a unital C∗-

algebra and for f ∈ A, σ(f) = Range(f) by Example 3. Therefore, f ≥ 0 if and only

if f(x) ≥ 0 for all x ∈ X.

For the other example we have been studying, the following theorem characterizes

positivity.

Theorem 6 If H is a Hilbert space and A ∈ B(H), then A ≥ 0 if and only if

〈Ah, h〉 ≥ 0 for all h ∈ H.

Proof: See [19] Theorem VIII.3.8 or [58] Theorem 12.32. 2

We will now use the functional calculus and positivity to get a polar decomposition

of an operator on a Hilbert space. Recall that for λ ∈ C, the polar decomposition is

15



given by λ = |λ|eiθ. To begin, we will need to define the absolute value of an operator.

In order to do so, we need the following theorem.

Theorem 7 If A is a C∗-algebra and a ∈ A, then the following statements are

equivalent.

(i) a ≥ 0.

(ii) a = b2 for some b ∈ Re (A).

(iii) a = x∗x for some x ∈ A.

Moreover, if a ≥ 0 then there is a unique b ≥ 0 such that a = b2.

Proof: See [19] Section VIII.3. 2

Let |a| be defined to be the unique positive element such that |a| = (a∗a)1/2.

The previous theorem guarantees that |a| is well-defined. To define the phase of the

operator the following notion is needed.

Definition 11 A partial isometry is an operator W ∈ B(H) such that for h ∈

(ker(W ))⊥, ‖Wh‖ = ‖h‖. (ker(W ))⊥ is called the initial space of W and Range(W )

is called the final space of W .

Theorem 8 (Polar Decomposition) If A ∈ B(H), then there is a partial isometry

W with (ker(A))⊥ as its initial space and Range(A) as its final space such that A =

W |A|. Moreover, if A = UP where P ≥ 0 and U is a partial isometry with ker(U) =

ker(P ), then P = |A| and U = W .

Proof: See [19] Theorem VIII.3.11. 2

2.1.6 Representations and the Gelfand-Naimark Theorem

It was mentioned in Section 2.1.1 that Example 1 is a canonical example of a C∗-

algebra. In this section, we explain this fact by presenting the Gelfand-Naimark-Segal

Theorem.
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Definition 12 A representation of a C∗-algebra A is a ∗-homomorphism π : A →

B(H). If π is injective, then the representation is said to be faithful. If A has unit

1, then π is called non-degenerate if π(1) = 1H.

Theorem 9 (Gelfand-Naimark Theorem) Every unital C∗-algebra can be repre-

sented isometrically and ∗-isomorphically as a C∗-algebra of operators on a Hilbert

space.

Proof: See [2] Theorem 4.8.4. 2

This theorem was important in the development of C∗-algebras because originally

it was not understood whether abstract C∗-algebras were the same as C∗-algebras of

operators on Hilbert space. The Gelfand-Naimark Theorem settled this by showing

that they were in fact the same. It should be mentioned that the proof of this theorem

is quite involved and that the proof also requires many concepts that will not be used

in this thesis and consequently have been omitted.

2.2 Operator Algebras

2.2.1 Compact Operators on Hilbert Spaces

Compact operators are the natural extension of matrices to infinite dimensional vector

spaces. In this section, we only consider compact operators on Hilbert spaces. Most

of the information in this section is standard and can be found in [19, 58].

Definition 13 Let H be a Hilbert space and let U be the unit ball in H. A linear

transformation T : H → H is compact if the closure of T (U) is compact. The set of

compact operators on H is denoted by K(H).

It is easy to see from the definition that K(H) ⊂ B(H). In fact more can be said.

Theorem 10 K(H) is a closed two-sided ∗-ideal in B(H). If H is separable, then K

is the only nontrivial closed ideal of B(H)
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Proof: See [19] Proposition II.4.2, Theorem II.4.4 and Corollary IX.4.3. 2

To show how compact operators are an extension of matrices, the following notion

is needed.

Definition 14 Let H be a Hilbert space. A linear transformation T : H → H has

finite rank if Range(T ) is finite dimensional. The set of bounded finite rank operators

will be denoted by K0(H).

The notation of the previous definition is justified since K0(H) ⊂ K(H). It is easy

to see that K0(H) is a two-sided ∗-ideal in B(H). It is not closed.

Theorem 11 If T ∈ B(H), then T is compact if and only if there is a sequence {Tn}

of finite rank operators such that ‖T − Tn‖B(H) → 0.

Proof: See [19] Theorem II.4.4. 2

The spectral properties of compact operators make them particularly nice to work

with. Recall that for a Hilbert space H, B(H) is a unital C∗-algebra. Therefore, for

T ∈ K(H) it is possible to study σ(T ). The following theorem shows that σ(T ) is

countable, compact, with at most one limit point, 0.

Theorem 12 If dim(H) = ∞ and T ∈ K(H), then one and only one of the following

possibilities occurs:

(i) σ(T ) = {0}.

(ii) σ(T ) = {0, λ1, . . . , λn} where λk 6= 0 and each λk is an eigenvalue of T with

dim ker(T − λk) <∞.

(iii) σ(T ) = {0, λ1, λ2, . . . } where λk 6= 0 and each λk is an eigenvalue of T with

dim ker(T − λk) <∞. Moreover, limk→∞ λk = 0.

Proof: See [19] Theorem VII.7.1. 2
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2.2.2 The Trace on Compact Operators

This section follows [20] (Section 18) and [33] (Chapter 7.C). Theorem 12 gives us

a starting point to define a trace on compact operators. To begin, if T is a positive

compact operator then it is possible to list its nonzero eigenvalues (with multiple

eigenvalue repeated) as s1 ≥ s2 ≥ · · · ≥ sk ≥ · · · ≥ 0. For a general compact

operator T , |T | is a positive operator by Theorem 7. Using the Spectral Mapping

Theorem along with Theorem 12, it is easy to see that |T | is also compact. Therefore,

let {sk(T )} be defined to be the nonzero eigenvalues of |T |. Then s1(T ) ≥ s2(T ) ≥

· · · ≥ sk(T ) ≥ · · · ≥ 0 and we can make the following definition.

Definition 15 For 1 ≤ p < ∞, define the Schatten p-class, Lp(H) to be the set of

all T ∈ K such that

||T ||p :=

(
∞∑

k=1

sk(T )p

)1/p

<∞.

L1(H) will be called the trace class operators.

Now, let T ∈ L1(H) have eigenvalues {λk} repeated according to multiplicity.

Then

|
∞∑

k=1

λk| ≤
∞∑

k=1

|λk| =
∞∑

k=1

sk(T ) <∞

and therefore it is possible to define the trace of T by, Tr (T ) :=
∑∞

k=1 λk. That the

trace generalizes the classical trace on matrices is given by the following.

Proposition 3 If A ∈ L1(H) and E is a basis for H, then

Tr (A) =
∑
e∈E

〈Ae, e〉

Proof: See [20] Proposition 18.9. 2

The trace also has the following properties.
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Theorem 13 Let H be a Hilbert space.

(i) L1(H) is a two-sided ∗-ideal of B(H) and ‖ · ‖1 is a norm on L1(H) such that

‖T‖ = ‖T ∗‖ for every T ∈ L1(H).

(ii) Tr : L1(H) → C is a positive definite linear functional. That is, if T ∈ L1(H)

and T ≥ 0 with T 6= 0, then Tr (T ) > 0.

(iii) If T ∈ L1(H), then Tr (AT ) = Tr (TA) and |Tr (TA)| ≤ ‖T‖1‖A‖ for every

A ∈ B(H).

Proof: See [20] Theorem 18.11.

2.2.3 Unbounded Operators

In this thesis, not every operator will be bounded. In particular, the Laplacian will

be an unbounded operator. This section presents some of the basics for unbounded

operators as in [19, 58]. Let H,H′ be Hilbert spaces. A (linear) operator is a linear

mapping T : H → H′ such that Dom(T ) is a linear subspace of H and Range(T ) is

contained in H′. The graph of T is the set of all (h, Th) ∈ H×H′ where h ∈ Dom(T ).

A closed operator is one whose graph is closed in H×H′. Another operator S : H →

H′ is an extension of T if Dom(T ) ⊂ Dom(S) and Sh = Th for all h ∈ Dom(T ).

An extension S of T is denoted by T ⊂ S. An operator is closable if it has a closed

extension.

Definition 16 If T : H → H′ is a densely defined operator, let

Dom(T ∗) := {h′ ∈ H′ : h→ 〈Th, h′〉 is a bounded linear functional on Dom(T )}.

For g ∈ Dom(T ∗), since h → 〈Th, g〉 is a densely defined bounded linear functional

on a subspace of H then by the Hahn-Banach Theorem this can be extended uniquely

to a bounded linear functional on H. By the Riesz Reperesentation Theorem there

exists a unique f ∈ H such that 〈Th, g〉 = 〈h, f〉. Denote this unique vector f by
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T ∗k = f . That is,

〈Th, k〉 = 〈h, T ∗k〉.

T ∗ is called the adjoint of T .

Proposition 4 If T : H → H′ is a densely defined operator, then:

(i) T ∗ is a closed operator,

(ii) T ∗ is densely defined if and only if T is closable,

(iii) if T is closable, then its closure is T ∗∗ := (T ∗)∗.

Proof: See [19] Proposition X.1.6. 2

For unbounded operators, self-adjointness is a more refined concept because the

domain of the operator is not the whole Hilbert space.

Definition 17 Let T : H → H be a densely defined operator. T is symmetric if

〈Tf, g〉 = 〈f, Tg〉 for all f, g ∈ Dom(T ).

It is not hard to see that for a symmetric operator T that Dom(T ) ⊂ Dom(T ∗) and

that T ⊂ T ∗. For a bounded operator T , Dom(T ) = H and thus T ∗ = T . However,

for unbounded operators this is not necessarily true (see Example X.1.11 from [19] or

Example 13.4 from [58]).

Definition 18 Let T : H → H be a densely defined operator. T is self-adjoint if

T = T ∗.

The following theorem is useful for showing that a symmetric operator is self-

adjoint.

Theorem 14 Let T : H → H be a densely defined symmetric operator.

(i) If Dom(T ) = H, then T is self-adjoint and T ∈ B(H).
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(ii) If T is self-adjoint and one-to-one, then Range(T ) is dense in H and T−1 is

self-adjoint.

(iii) If Range(T ) is dense in H, then T is one-to-one.

(iv) If Range(T ) = H, then T is self-adjoint and T−1 ∈ B(H).

Proof: See [58] Theorem 13.11 or [19] Proposition X.2.4.

2.2.4 The Spectrum and Resolvent of Unbounded Operators

This section follows [63] Chapter VIII.

Definition 19 The resolvent set, ρ(T ) of a linear operator T : H → H is the set of

all λ ∈ C such that T − λ1 is a mapping of Dom(T ) with dense range whose inverse

belongs to B(H). This inverse will be denoted by R(λ, T ). The spectrum of T , σ(T ),

is the complement of the resolvent set. The spectrum can be decomposed into three

disjoint sets: σp(T ),σc(T ), and σr(T ). σp(T ) is the point spectrum of T and consists

of all λ such that T − λ1 is not invertible. σc(T ) is the continuous spectrum of T

and consists of all λ such that T − λ1 has an unbounded inverse with dense domain.

σr(T ) is the residual spectrum of T and consists of all λ such that T − λ1 has an

inverse whose domain is not dense.

The point spectrum of the previous definition is easily understood. From the

definition, if λ ∈ σp(T ) then ker(T − λ1) 6= 0. Therefore, there exists h ∈ H with

h 6= 0 such that Th = λh. That is T has an eigenvector h with eigenvalue λ.

Conversely, if there exists h ∈ H and λ ∈ C with h 6= 0 such that Th = λh then

T − λ1 is not invertible. Consequently, σp(T ) consists of eigenvalues.

The definition of the resolvent simplifies slightly if T is assumed to be closed.

Theorem 15 Let H be a Hilbert space and T : H → H be a closed operator. Then

for any λ ∈ ρ(T ), Dom(R(λ, T )) = H.
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Proof: See [63] Section VIII.1. 2

Therefore, if T is closed and λ ∈ ρ(T ) then R(λ, T ) is such that

R(λ, T )(T − λ1) ⊂ (T − λ1)R(λ, T ) = 1.

Some of the properties of the spectrum and resolvent of a bounded operator carry

over into the unbounded case.

Theorem 16 Let H be a Hilbert space and T : H → H be a closed operator. Then

ρ(T ) is an open subset of C. Moreover, in each component of ρ(T ), R(λ, T ) is an

analytic function of λ.

Proof: The basic idea is that if λ0 ∈ ρ(T ), then for λ such that |λ−λ0|‖R(λ0, T )‖ < 1,

R(λ0, T )
∞∑

k=0

(λ− λ0)
nR(λ0, T )n

is an inverse for T − λ1. For a full proof, see [63] Section VIII.2. 2

It turns out that for λ, µ ∈ ρ(T ), that R(λ, T ) and R(µ, T ) are related by a very

important equation called the resolvent equation.

Lemma 3 (Resolvent Equation) If λ, µ ∈ ρ(T ) are such that R(λ, T ) and R(µ, T )

are everywhere defined bounded operators, then

R(λ, T )−R(µ, T ) = (λ− µ)R(λ, T )R(µ, T ).

Proof: Since R(µ, T ) is everywhere defined then (T − µ1)R(µ, T ) = 1 and

R(λ, T ) = R(λ, T )(T − µ1)R(µ, T ) = R(λ, T )(T − λ1 + (λ− µ)1)R(µ, T )

= R(µ, T ) + (λ− µ)R(λ, T )R(µ, T ).
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Note that if T is a closed operator then the hypothesis of the resolvent equation

holds for all λ ∈ ρ(T ). The resolvent equation has several interesting consequences.

First of all, if T is closed then R(λ, T ) and R(µ, T ) commute for λ, µ ∈ ρ(T ). Secondly,

if T is closed and if R(λ, T ) is in some two-sided ideal of B(H) then we automatically

know that R(µ, T ) is in this ideal for all µ ∈ ρ(T ). In particular, if R(λ, T ) is compact

for some λ ∈ ρ(T ) then it is compact for all λ ∈ ρ(T ). In this case, we say that T

had compact resolvent.

2.3 Probability

2.3.1 Basic Notions

This section presents the basics of measure theoretic probability theory following

[3, 56]. To begin, given a space Ω and a σ-algebra F on Ω, a probability measure

P is a positive finite measure on Ω such that P(Ω) = 1. (Ω,F ,P) is then called a

probability space or probability triple. Elements E of F are called events and P(E) is

called the probability of the event E. If an event occurs with probability one, then

the event is said to occur almost surely and is often written a.s.

Measurable functions from Ω to R are called random variables and are usually

denoted by X or Y . The integral of a random variable X with respect to P is called

the expectation of X and is written E(X). That is,

E(X) :=

∫
Ω

XdP =

∫
Ω

X(ω)dP(ω).

For A ∈ F , we write E(X;A) for
∫

A
XdP. The variance of a random variable X is

defined by Var(X) := E(X2)− (E(X))2. The law or distribution of a random variable

X is the probability measure PX on R given by

PX(A) = P(X ∈ A)
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where the event X ∈ A stands for {ω : X(ω) ∈ A}. For every random variable X,

there is a σ-algebra associated to X, σ(X), which is the smallest σ-algebra for which

X is measurable.

Two events are independent if P(A ∩ B) = P(A)P(B). Two sub-σ-algebras G1,G2

of F are independent if every A ∈ G1 is independent of every B ∈ G2. Two random

variables X and Y are independent if σ(X) and σ(Y ) are independent. These defini-

tions can also be generalized to multiple events. Let δ ∈ {0, 1} and let A0
i = Ai and

A1
i = Ac

i . Then A1, . . . , An are independent if P(Aδ1
i1
∩ · · · ∩ Aδk

ik
) = P(Aδ1

i1
) · · ·P(Aδk

ik
)

for all 1 ≤ i1 ≤ · · · ≤ ik ≤ n and δj ∈ {0, 1}.

An extremely important concept in the realm of probability is the idea of condi-

tional expectation of a random variable. Unfortunately, the existence of the condi-

tional expectation must be presented as a theorem whose proof relies on the Radon-

Nikodym Theorem.

Theorem 17 Let (Ω,F ,P) be a probability space and let X be a random variable with

E(|X|) <∞. Let G be a sub-σ-algebra of F . Then there exists a random variable Y

such that:

(i) Y is G-measurable;

(ii) E(|Y |) <∞;

(iii) for every G ∈ G, E(Y ;G) = E(X;G).

Moreover, if Z is another random variable with these properties then Z = Y a.s.

A random variable Y with properties (i)-(iii) is called a version of the conditional

expectation E(X|G) of X given G and is written Y = E(X|G) a.s.

Proof: See [56] Section II.39. 2

For another random variable Z, E(X|σ(Z)) is denoted by E(X|Z). The condi-

tional expectation satisfies the following three important properties (see [56] Section

II.41). First, ifX is G-measurable then E(X|G) = E(X). Second, E(a1X1+a2X2|G) =
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a1E(X1|G) + a2E(X2|G) a.s. Third, if X is independent of G then E(X|G) = E(X)

a.s.

2.3.2 Daniell-Kolmogorov Consistency Theorem

The Daniell-Kolmogorov Consistency Theorem is an essential step in the construction

of many stochastic processes. It will also be used to construct a measure on the space

of choices in Section 4.3.2. We present a version of the theorem here as it will be

used several times throughout this thesis. This version follows [56] Section II.30. The

following notions will be necessary for the theorem. Given a metric space E, let B(E)

denote the σ-algebra of all Borel subsets of E. For a set T , let ET denote the set of

all functions from T to E. For t ∈ T , let πt : ET → E be defined to be the evaluation

map πt(f) := f(t) for f ∈ ET . Let ET := σ({πt : t ∈ T}). That is ET is the smallest

σ-algebra on ET such that πt is measurable as a map from ET to E. Let Fin(T )

denote the the family of non-empty finite subsets of T .

Theorem 18 Let E be a compact metrizable space, and let E = B(E). Let T be

a set. Suppose that for each S in Fin(T ), there exists a probability measure µS on

(ES, ES), and that the measure {µS : S ∈ Fin(T )} are compatible or projective in

that

µU = µV ◦ (πV
U )−1

holds whenever U, V ∈ Fin(T ) and U ⊂ V . Here πV
U is the restriction map from EV

to EU . Then there exists a unique measure µ on (ET , ET ) such that

µS = µ ◦ π−1
S

on (ES, ES) where πS is the restriction map from ET to ES.

Proof: See [56] Section II.30. 2
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2.3.3 Stochastic Processes

Stochastic processes are the natural notion of a random occurrence with continuous

time. In this section, we develop the basic notions of stochastic processes as in [3].

It is necessary in this thesis to consider random occurrences that do not necessarily

have values in R. Given a measurable space (E,G) and a probability space (Ω,F ,P),

an E-valued random variable is a measurable map X : Ω → E.

Definition 20 Let I be a set, (Ω,F ,P) a probability space, and (E,G) a measurable

space. A quadruple (Ω,F ,P, (Xt)t∈I), where (Xt)t∈I is a family of E-valued random

variables on Ω, is called a stochastic process. We call I the parameter or time set and

E the state space of the stochastic process. For every ω ∈ Ω, the mapping t→ Xt(ω)

is a called a sample path or trajectory of the process.

In most cases, the probability space (Ω,F ,P) is given and (Ω,F ,P, (Xt)t∈I) is

often denoted by simply (Xt)t∈I . There is also another way of looking at a stochastic

process that ties in with the previous section. To do so let J ∈ Fin(I) and consider the

measurable space (EJ ,GJ). Then XJ :=
⊗

t∈J Xt is an EJ -valued random variable on

Ω. It is then possible to define a probability measure on EJ by PXJ
where PXJ

(A) =

P(XJ ∈ A) for A ∈ GJ . Now for H, J ∈ Fin(I) with H ⊂ J , there exists the

projection map πJ
H : EJ → EH by restriction. This map is measurable by the

construction of GJ and GH . SinceXH = πJ
H◦XJ , then PXH

= PXJ
◦(πJ

H)−1. Therefore,

{PXJ
: J ∈ Fin(I)} is a family of projective measures. This family is called the family

of finite-dimensional distributions of the process.

The Daniell-Kolmogorov Theorem then gives a converse to the above construction

and allows to construct a stochastic process out of a family of finite dimensional

distributions. The probability space is defined by letting Ω = EI , F = GI , and

P = PI - the unique measure given by the theorem. For ω ∈ Ω, Xt(ω) := ω(t). This

process is called the canonical process associated to a family of finite-dimensional
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distributions.

2.3.4 Markov Processes

Most of the interest in stochastic processes arises from studying a specific property

shared by a class of stochastic processes. To this end, we now show a construction

that gives a stochastic process that has the Markov property.

Definition 21 Let (Ω,F) and (Ω′,F ′) be two measurable spaces. A kernel from

(Ω,F) to (Ω′,F ′) is a function K : Ω×F ′ → R such that

(i) ω → K(ω,A′) is F-measurable for every A′ ∈ F ′;

(ii) A′ → K(ω,A′) is a measure on F ′ for every ω ∈ Ω.

A kernel K is called Markov (sub-Markov) if K(ω,Ω′) = 1 (K(ω,Ω′) ≤ 1) for all

ω ∈ Ω. If Ω = Ω′ and F = F ′ then we say that this is a kernel on Ω.

We now develop an example of a kernel that will be used later. Given a σ-finite

measure space (Ω,F , µ) and a F ⊗ F -measurable function k : Ω× Ω → R such that

k ≥ 0, let

K(ω,A) :=

∫
A

k(ω, ω′)dµ(ω′).

Then by Fubini’s Theorem and [57] Theorem 1.29, K is a kernel on Ω. We want to

be studying stochastic processes so we will need a family of kernels.

Definition 22 Let (Pt)t∈R+ be a family of kernels on a measurable space (Ω,F) in-

dexed by R+. If for ω ∈ Ω and B ∈ F ,

Ps+t(ω,B) =

∫
Ω

Ps(ω, dω
′)Pt(ω

′, B)

for all s, t ∈ R+ then we call (Pt)t∈R+ a semigroup of kernels on E. If in addition

all kernels Pt are sub-Markov (Markov) then the semigroup is said to be sub-Markov

(Markov).
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The requirement that Ps+t(ω,B) =
∫

Ω
Ps(ω, dω

′)Pt(ω
′, B) in the previous defi-

nition is known as the Chapmann-Kolmogorov equation. There is another way to

look at the family of kernels (Pt)t∈R+ that will be used later. For the characteristic

function of A, χA, we can define (PtχA)(ω) := Pt(ω,A) for all ω ∈ Ω. This con-

struction can easily be extended to all bounded measurable functions f : Ω → R by

(Ptf)(ω) =
∫

Ω
f(ω′)Pt(ω, dω

′). Because Pt(x, dω
′) is a measure and f is measurable

and bounded, then Ptf is also a bounded measurable function. Therefore, Pt can

be seen as an operator on the space of bounded measurable functions on Ω. As an

operator, the Chapmann-Kolmogorov equations become Ps+t = PsPt for all s, t ∈ R+.

This semigroup property will be taken up in Section 4.4. The following theorem is

the first step to construct a stochastic process out of a family of kernels.

Theorem 19 On a measurable space (E, E), let (Pt)t∈R+ be a Markov semigroup and

let µ be a probability measure on E. For each J ∈ Fin(R+) with J = {t1, . . . , tn}, let

PJ(A) :=

∫
E

∫
E

· · ·
∫

E

χA(x1, . . . , xn)Ptn−tn−1(xn−1, dxn) · · ·Pt1(x0, dx1)dµ(x0).

Then (PJ)J∈Fin(R+) is a projective family of measures on (ER+
, ER+

).

Proof: See [3] Theorem 12.3.2. 2

Let E be a compact metrizable space. Then by the Daniell-Kolmogorov Theorem,

there exists a probability measure Pµ on ΩR+
. The canonical process associated to

this construction then gives a stochastic process (Xt)t∈R+ . A nice feature of this
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construction is that

E(f(Xt1 , . . . , Xtn)) =

∫
ER+

f(Xt1(ω), . . . , Xtn(ω))Pµ(ω)

=

∫
ER+

f(ω(t1), . . . , ω(tn))Pµ(ω)

=

∫
ER+

f(ω(t1), . . . , ω(tn))P{t1,...,tn}(ω)

=

∫
E

· · ·
∫

E

Ptn−tn−1(xn−1, dxn)Ptn−1−tn−2(xn−2, dxn−1)

· · ·Pt1(x0, dx1)f(x1, . . . , xn)dµ(x0)

This process then has an important property.

Definition 23 A stochastic process (Xt)t∈I on a totally ordered parameter set I has

the elementary Markov property if for every B ∈ F and every s, t ∈ I with s < t,

P(Xt ∈ B|Fs) = P(Xt ∈ B|Xs), P− a.s

where Fs = σ({Xr : r ≤ s}).

Conceptually, the Markov property means that a process does not have a memory

of its past. It only depends on its current position.

Theorem 20 Let (Ω,F ,Pµ, (Xt)t∈R+) be a stochastic process with state space (E, E)

and R+ as parameter set, whose finite dimensional distributions are derived as in

Theorem 19 from a Markov semigroup (Pt)t∈R+ and a starting probability µ on (E, E).

Then the process has the elementary Markov property. Moreover, for B ∈ E and

s, t ∈ R+ with s < t,

Pµ(Xt ∈ B|Fs) = Pt−s(Xs, B), Pµ − a.s.

We now use the techniques of this section to construct Brownian motion.
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Example 5 For t ∈ (0,∞), let pt : R× R → R be defined by

pt(x, y) := (2πt)−1/2 exp[−(x− y)2

2t
].

Then, pt is often called the Brownian transition density. Since pt ≥ 0 and continuous

then it defines a family (Pt)t>0 by Pt(x,A) :=
∫

A
pt(x, y)dy for A ∈ B(R). Let

P0 = 1. Since
∫
pt(x, y)dy = 1, then Pt is Markov for all t ≥ 0. Let δ0 be the original

probability measure on R. Then it turns out that the Daniell-Kolmogorov Theorem

can be extended to Polish spaces and thus (Pt)t≥0 defines a stochastic process (Xt)t≥0

that has the Markov property. This process is such that for t > s,

E0(Xt −Xs) =

∫
R

∫
R

∫
R
(x2 − x1)pt−s(x1, x2)ps(x0, x1)dx1dx2dδ0(x0)

=

∫
R

∫
R
(x2 − x1)pt−s(x1, x2)ps(0, x1)dx1dx2

=

∫
R
ps(0, x1)

(∫
R
(x2 − x1)pt−s(x1, x2)dx2

)
dx1.

But (x2−x1)pt−s(x1, x2) is an odd function in x2 so E0(Xt−Xs) = 0. Also, for t ≥ 0

E0((Xt+s −Xs)
2) =

∫
R

∫
R
(x2 − x1)

2pt(x1, x2)ps(0, x1)dx1dx2

=

∫
R
ps(0, x1)

(∫
R
(x2 − x1)

2pt(x1, x2)dx2

)
dx1

= t

∫
R
ps(0, x1) = t.

Thus (Xt)t≥0 is such that Xt−Xs is normally distributed with mean zero and variance

t− s for t > s. Moreover, X0 = 0 a.s.

Definition 24 A real-valued stochastic process (Wt)t≥0 is a Brownian motion if it

has the properties:

(i) W0(ω) = 0 for every ω ∈ Ω;

(ii) the map t→ Wt(ω) is a continuous function of t for all ω ∈ Ω;
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(iii) for every t, s ≥ 0, Wt+s −Ws is independent of {Wr : 0 ≤ r ≤ s} and has a

Gaussian distribution with mean 0 and variance t.

The process constructed in the example is therefore not a Brownian motion since it

does not necessarily have continuous paths. However, it is a theorem of Kolmogorov-

Centsov (see [44] Theorem 2.8) that the above process can be modified to have con-

tinuous paths and consequently a Brownian motion.
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CHAPTER III

ROOTED TREES AND THE MICHON

CORRESPONDENCE

3.1 Rooted Trees

3.1.1 Basic Definitions

This section is a reminder about rooted trees following [8]. A graph is an ordered pair

of disjoint sets G = {V , E} where E is a subset of the set V(2) of unordered pairs of V .

The set V is the set of vertices and the set E is the set of edges. V will be assumed

to be a non-empty countable set. Moreover, G will be assumed to be simple. That

is, (i) there is no e ∈ E such that e = {v, v} and (ii) if e = {v, w} and e′ = {v, w} or

e′ = {w, v} then e = e′. An edge {v, w} is said to join or link v and w and will be

denoted by vw. Thus vw and wv denote the same edge. For u, v ∈ V if uv ∈ E then

u and v are said to be adjacent or neighbors and u and v are said to be incident with

edge uv. The degree |v| of a vertex v ∈ V is the number of edges e ∈ E such that v is

incident to e. In this thesis, it will be assumed that the degree is always finite.

A walk on a graph G is a double sequence {(v0, v1, · · · , vn−1, vn) ; (e1, e2, · · · , en)}

(where n is finite or infinite) of incident vertices and edges linking them such that

ei = vi−1vi for all i > 0. For a simple graph it is sufficient to specify the sequence

of vertices. A step of the walk is a triple of the form (vi−1, vi, ei). The length of the

walk is the number n of steps making this walk. If the walk is finite, the first and

the last vertices of the sequence are said to be linked by the walk. If v is one of the

vertices of the walk, then the latter is said to pass through v. A path is a walk with

pairwise distinct vertices. The graph G is connected if given any two vertices there is

a finite path linking them.
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A cycle is a finite walk with at least three steps, such that the first and the last

vertices coincide and all other vertices are pairwise distinct. A tree is a connected

graph with no cycle. A rooted tree is a pair (T , 0) where T is a tree and 0 is a vertex

of T called the root. By abuse of notation, T will denote a rooted tree, and the root

will be implicit. Since T is a tree and therefore contains no cycle, then given any

pair of distinct vertices there is one and only one path linking them. In particular,

there is a unique path linking the root to a given vertex. So that there is a one-to-one

correspondence between the set of vertices and the set of finite paths starting at the

root.

On a rooted tree T there is a partial order defined by v � w if the path from the

root to w necessarily passes through v. Then w is called a descendant of v and this

will also be written as w � v, while v will be called an ancestor of w. If, in addition,

v, w are adjacent, then v is called the father of w and w is called a child of v. If v and

w are not related, then we write v � w. The height, ht(v), of a vertex v is the length

of the unique path linking the root to v. Hence the root has height 0, its children

have height 1 and so on.

3.1.2 The Boundary of a Rooted Tree

In this section T will denote a rooted tree with root 0. The set V of its vertices is

endowed with the discrete topology. If V is finite, then T is compact with the discrete

topology. However, if V is infinite it is certainly not compact. A compactification of

the tree can be defined by considering the boundary ∂T of this tree defined as follows:

Definition 25 If T is a rooted tree, its boundary ∂T is the set of infinite paths

starting at the root.

If the set V of vertices of T is finite then ∂T is empty. This corresponds to the

fact that V is already compact with the discrete topology. Therefore, in what follows

we will only consider infinite trees, that is trees T such that V is infinite. In addition,
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a vertex is dangling if it has no child. Hence the boundary ignores dangling vertices.

In what follows, only trees with no dangling vertices will be considered. This implies

among other things that every finite path can be extended to an infinite path.

Example 6 Let T2 be the infinite binary rooted tree. That is, T2 is the tree with a

root and such that every vertex has exactly two children. Since every vertex has two

children the edge linking it to one child will labeled by 0 and the other by 1. Hence

any finite path starting at the root, and therefore any vertex, is labeled by a finite

sequence of 0’s and 1’s. The root is given by the empty sequence. Thus T2 can be

seen as the set of finite sequences of of 0’s and 1’s. Consequently, ∂T2 = {0, 1}N. Let

Θ : ∂T2 → R be defined by

Θ((εn)n∈N) :=
∞∑
i=0

2εi
3i+1

.

Then Θ defines a one-to-one map from ∂T2 onto the classical triadic Cantor set.

The classical triadic Cantor set is constructed using gaps and intervals of the real

line. The following definition gives the generalization of the interval in the case of a

Cantor set.

Definition 26 Let T be a rooted tree. If v is a vertex, [v] ⊂ ∂T denotes the set of

infinite paths starting at the root and passing through v.

Proposition 5 Let T be a rooted tree with no dangling vertex. Then, the set {[v] ; v ∈

V} is a basis of open sets for a topology on ∂T for which ∂T is completely discon-

nected. For this topology ∂T is compact if and only if each vertex has at most a

finite number of children. It has no isolated points if and only if each vertex has one

descendant with at least two children.

Proof: (i) Clearly the family covers ∂T since [0] = ∂T . Moreover, if v, w ∈ V then

either v � w or one of the two vertices is an ancestor of the other. In particular if,
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say v � w, then [v] ∩ [w] = [w]. If v � w then [v] ∩ [w] = ∅. Thus, {[v] ; v ∈ V} is

indeed a basis for a topology on ∂T .

(ii) Let v ∈ V . Then let V(v) be the set of vertices with same height as v. Clearly

if w 6= v and w ∈ V(v) then w is not comparable to v, hence [v]∩ [w] = ∅. Moreover,

if x ∈ ∂T is an infinite path starting at the root, one of its vertices, say w, is such

that w ∈ V(v) and x ∈ [w]. Consequently, the family {[w] ; w ∈ V(v)} is a partition

made of open sets. In particular, the complement of [v] is the union of open sets and

is open as well. Hence, for any vertex v, the set [v] is a closed and open set (or a

clopen set), so that ∂T is completely disconnected.

(iii) If there is a vertex v having an infinite number of children, the family

{[w] ; w is a child of v} defines an open covering of [v] from which no finite cover-

ing can be extracted since this is a partition. Thus [v], which is closed, cannot be

compact and thus ∂T cannot be compact either.

(iv) Conversely, let T be such that each of its vertices has only finitely many

children and let O be an open cover of ∂T . There exists an N such that, for each

v ∈ V of height N , there is an Ov ∈ O with [v] ⊂ Ov. Suppose not. Then there

exists a sequence of vertices v0v1 · · · such that each [vk] is not covered by any O ∈ O.

Moreover, this sequence actually gives an infinite path σ = v′0v
′
1 · · · such that each

v′k is not covered by any single O ∈ O. This path is constructed as follows. One

of the children of the root, called v′1, must contain an infinite number of vk. In the

same way, one of the children of v′1, called v′2 must contain an infinite number of vk.

Proceeding recursively, an infinite sequence v′0v
′
1 · · · is obtained such that (i) for each

n ≥ 0, v′k is a child of v′k−1 and (ii) [v′k] is not covered by any single O ∈ O. Then

v′0v
′
1 · · · ∈ ∂T and is not covered by O which contradicts the fact that O is an open

cover. Consequently, since each vertex has only a finite number of children, then there

are only a finite number of vertices of height N . Therefore, O has a finite subcover

and ∂T is compact.
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(v) Let v be a vertex of T such that none of its descendants has more than one

child. Then [v] is reduced to one single path x which is itself an open set. Hence x is

isolated. Conversely, if x ∈ ∂T is isolated, then {x} is open, meaning that it contains

at least one nonempty element of the basis. Hence there is v ∈ V such that [v] ⊂ {x}.

But this can happen only if each descendant of v has only one child, since otherwise,

[v] would contain at least two distinct infinite paths. 2

Definition 27 A tree will be called Cantorian if it has a root, no dangling vertex and

if each vertex has a finite number of children as well as a descendant with more than

one child.

Remark 1 By Prop. 5 this definition is equivalent to ∂T is a Cantor set. Sometimes

the condition that each vertex has a finite number of children is called locally finite.

Various surgical operations on a tree lead to similar boundaries. The first opera-

tion is edge reduction. Namely if there is a path γ linking v to one of its descendant’s

w such that each vertex of this path distinct from v, w has only one child, then the

graph can be reduced by suppressing these vertices and replacing the path by one

edge. Hence if x ∈ ∂T is any path passing through v and w, it also automatically

passes through all of the vertices of γ. Then it can also be reduced and the reduction

operation gives a one-to-one mapping between the boundary of the initial tree and

the boundary of the reduced one. In addition [u] = [w] whenever v � u � w and

u 6= w, so that this mapping is actually a homeomorphism.

The opposite of edge reduction will be called edge extension. Namely any edge

can be replaced by a finite path with the same end points so that each internal vertex

of the path has only one child.

There is also the notion of vertex extension. Namely if v is a vertex with at least

three children then one child will be called v0 and the others v1, · · · , vr. Then a new

vertex u is created as a child of v having v1, · · · , vr as children. Since each infinite
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path in the extended tree that passes through v must eventually pass through exactly

one of v0, · · · , vr, then this vertex extension also defines a homeomorphism between

the corresponding boundaries. In particular this implies the following proposition.

Proposition 6 Let T be a Cantorian tree. Then there is a map made up of the

product of a (possibly infinite) family of edge reductions, edge extensions and vertex

extensions, mapping T onto the binary tree T2 and defining a homeomorphism of their

boundaries.

Michon’s correspondence will show how to associate a Cantorian tree to every

Cantor set. Using this fact, this proposition is then one of the many ways of showing

that every Cantor set is homeomorphic to {0, 1}N.

Definition 28 Let T be a Cantorian tree. If A ⊂ ∂T then a vertex v is a common

ancestor of A if A ⊂ [v]. If A has more than one point, its least common prefix (or

l.c.p.) is the smallest of its ancestors. If A = {x, y} the least common prefix will be

denoted by x ∧ y.

Proposition 7 Let T be a Cantorian tree. The l.c.p. of a subset A ⊂ ∂T with more

than one point always exists and is unique.

Proof: Since [0] = ∂T it follows that A always admits the root as an ancestor. Now

if v and w are both common ancestors of A, then since A ⊂ [v] ∩ [w] is non-empty

it follows that one of the two vertices, say v is an ancestor of the other, so that

A ⊂ [w] ⊂ [v]. Hence the set of common ancestors of A is totally ordered. Since it is

at most countable, this set defines a path x = (0 = v0, v1, · · · , vn). Since A contains

at least two distinct points, this path is automatically finite because otherwise the

intersection
⋂

i≥0[vi] would be reduced to {x} and would contain A, a contradiction.

Thus vn is the least common ancestor and is unique. 2
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3.2 Michon’s Correspondence

For the sake of the reader, this section recalls Michon’s correspondence between reg-

ular ultrametrics on a Cantor set C, profinite structures on C, and weighted, rooted

trees.

3.2.1 Ultrametrics and Profinite Structures

This section shows the correspondence between ultrametrics and profinite structures

on C as in [53] . Let C be a Cantor set with regular metric d. Following [40], given

ε > 0 and x, y ∈ C let an ε-chain be a sequence x0 = x, x1, . . . xn−1, xn = y of

points in C such that d(xi, xi+1) < ε. This gives rise to an equivalence relation
ε∼ by

defining x
ε∼ y if there is an ε-chain between them. In such a case, [x]ε will denote

the equivalence class of x ∈ C. It is then possible to define the separation of x and y

by δ(x, y) := inf{ε : x
ε∼ y}.

Proposition 8 Let C be a Cantor set with regular metric d. Then the separation δ

is the maximum ultrametric on C dominated by d. Moreover, δ is regular.

Proof: By [40] (Ch 29.3), δ is an ultrametric on the connected components. Since

C is totally disconnected then δ is an ultrametric on C. If d(x, y) = ε then x
ε∼ y.

Therefore, δ(x, y) ≤ d(x, y). Now let d′ be another ultrametric on C such that

d′(x, y) ≤ d(x, y) for x, y ∈ C. Then for any ε-chain x0 = x, . . . , xn = y,

d′(x, y) ≤ max{d′(xi, xi+1) : 0 ≤ i ≤ n− 1} ≤ max{d(xi, xi+1) : 0 ≤ i ≤ n− 1} < ε.

Thus, d′ ≤ δ. For a proof that δ is regular see [40]. 2

It follows at once from the proposition that if d is an ultrametric then d = δ.

From now on, we will be working with a Cantor set C with regular ultrametric d.
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Definition 29 A profinite structure on a Cantor set C is given by an increasing

family {Rε : ε ∈ R+} of equivalence relations on C that satisfy the following properties:

(i) Each relation Rε is open in C × C and for a certain ε, Rε = C × C;

(ii) The family is continuous on the left:
⋃

ε′<εRε′ = Rε;

(iii)
⋂

ε∈R+ Rε = ∆ (the diagonal of C × C).

Proposition 9 On a Cantor set C, there is a one-to-one correspondence between

profinite structures and regular ultrametrics.

Proof: Given a regular ultrametric d, the equivalence relation
ε∼ given by ε-chains

will be shown to be a profinite structure. (i) For y ∈ [x]ε, Bε(y) := {z ∈ C : d(z, y) <

ε} ⊂ [x]ε. Thus [x]ε is open. Therefore Rε =
⋃

x∈C [x]ε × [x]ε is open. A compact

metric space is totally bounded, so there exists ε such that Rε = C × C.

(ii)Let x
ε∼ y. Then there exists x0 = x, x1, . . . , xn = y with d(xi, xi+1) < ε. If

η = (max{d(xi, xi+1) : 0 ≤ i < n})/2 then x
η∼ y with η < ε.

(iii)Suppose [x]0 :=
⋂

ε∈R+ [x]ε is the disjoint union of two closed sets U and V .

Since C is compact, if both U and V are nonempty then there exists u ∈ U and

v ∈ V such that dist(U, V ) = d(u, v) > 0. But then if η = d(u, v)/2 then u
η� v. So

[x]0 must be connected. Thus since C is totally disconnected, [x]0 = {x}. Therefore,⋂
ε∈R+ Rε = ∆.

Finally, given another regular ultrametric d′ 6= d then there exists x, y ∈ C with

d(x, y) 6= d′(x, y). Suppose that d(x, y) = ε > d′(x, y) = ε′. If η = (ε + ε′)/2, then

x
η∼d′ y but x

η�d y and therefore they give different profinite structures.

Conversely, given a profinite structure {Rε : ε ∈ R+} on C let d(x, y) := inf{ε : x
ε∼

y}. That d(x, y) = 0 if and only if x = y follows from the fact that
⋂

ε∈R+ Rε = ∆.

For x, y, z ∈ C, if x
ε1∼ y and y

ε2∼ z and if ε = max{ε1, ε2}, then x
ε∼ z. Thus

d(x, z) ≤ max{d(x, y), d(y, z)} and d is an ultrametric. In order to show that d is

regular, let id : C → C be the identity map from C with the original topology to
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C with the metric topology. First of all, if x
a∼ y then by (ii) x

a−δ∼ y for some

δ > 0 and d(x, y) < a. Thus, d(x, y) < ε if and only if x
ε∼ y. This gives that

Ba(x) = [x]a. In fact, [x]ε is open in the original topology. This can be seen as follows.

Let (x, y) ∈ C × C. Since Rε is open, then there exists an open set V ⊂ C × C such

that (x, y) ∈ V ⊂ Rε. But C×C has the product topology and therefore there exists

open sets Ux, Uy ⊂ C such that (x, y) ∈ Ux×Uy ⊂ V . For any y ∈ Uy, (x, y) ∈ Rε and

consequently Uy ⊂ [x]ε and [x]ε is open. Therefore, id is a continuous, bijective map

from a compact space to a Hausdorff space and therefore a homeomorphism. Thus,

d is regular.

Given two different profinite structures {Rε} and {R′
ε}, then without loss of gen-

erality there exists ε > 0 and (x, y) ∈ Rε such that (x, y) /∈ R′
ε. Suppose {Rε} gives

ultrametric d and {R′
ε} gives ultrametric d′. Then by (ii), (x, y) ∈ Rε−δ for some

δ > 0 and d(x, y) < ε ≤ d′(x, y). Consequently, d 6= d′. 2

3.2.2 Weighted, Rooted Trees

Using the results of the previous section, it is now possible to show the connection

between Cantorian trees and ultrametrics on a Cantor set.

Definition 30 Let T be an infinite rooted tree with no dangling vertex. A weight on

T is a function ε : V → R+ that satisfies the following:

(i) If v � v′ then ε(v) > ε(v′).

(ii) For an infinite path v0v1 · · · ∈ ∂T , limn→∞ ε(vn) = 0.

A rooted tree along with its weight function will be called a weighted, rooted tree.

As mentioned previously, there are various surgical operations on trees that lead

to the same boundary. Given a tree T , any vertex with only one child can be reduced

by the process of edge reduction. The weight function is then the restriction of the

original weight function. A tree for which every vertex has at least two children will

be called reduced.
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Proposition 10 (Michon’s Correspondence) On a Cantor set C, there is a one-

to-one correspondence between regular ultrametrics and reduced, weighted, rooted Can-

torian trees. Moreover given a regular ultrametric d, the boundary ∂T of the corre-

sponding weighted, rooted Cantorian tree is isometric to (C, d). The weight function

ε for T is such that ε(v) = diamd([v]).

Proof: Let d be a regular ultrametric on C and let {Rε} be the profinite structure

corresponding to d. We will first show that Rε is closed. If {(xn, yn)}∞n=1 ⊂ Rε

converges to (x, y) then there exists N such that xN , yN ∈ Bε/2(x) × Bε/2(y). Thus

xN
ε∼ x and yN

ε∼ y. Since xN
ε∼ yN , then by transitivity of the equivalence relation

x
ε∼ y and (x, y) ∈ Rε. Thus Rε is closed.

The tree T is built as follows. Let ε0 = inf{ε : Rε = C × C}. Then Rε0 6= C × C

since Rε0 =
⋃

ε′<ε0
Rε′ . Similarly, let εi+1 = inf{ε : Rε = Rεi

}. Then {εi}∞i=0 is such

that Rεi
6= Rεi+1

. Let the root of T correspond to C and let the vertices of height n

correspond to the equivalence classes of Rεn−1 . Let the edges be defined by [x]εj
� [y]εk

if and only if [x]εj
⊃ [y]εk

. Then T is a rooted tree with no dangling vertex. As seen

in the proof of the previous proposition, every equivalence class is clopen. Since Rε is

compact then there are only a finite number of equivalence classes. Thus each vertex

has a finite number of children and has a descendant with more than one child. So,

T is a Cantorian tree. In general, T is not reduced. However, since each vertex has

a descendant with more than one child, edge reduction can be applied to each vertex

with only one child without altering ∂T . This will give a reduced tree T ′ with vertices

V ′ ⊂ V such that ∂T ′ = ∂T as topological spaces.

Let Φ : ∂T ′ → C be defined by Φ(v0v1 · · · ) =
⋂∞

i=1[xi]εi
where vi = [xi]εi

. This

map is bijective and Φ−1([x]εi
) = [v] where v = [x]εi

. Thus Φ is continuous and

since ∂T ′ is compact, Φ is a homeomorphism. By abuse of notation, let [v] = [x]εi
if

v = [x]εi
.
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If v = [x]εk
then let ε(v) := εk+1. Since εk > 0 for all k, then ε : V ′ → R+.

(i) follows automatically. (ii) Since ε([x]εk
) ≤ εk and εk → 0 then limk↑∞ ε([x]εk

) ≤

limk→∞ εk = 0. So T ′ is a reduced, weighted, rooted Cantorian tree.

Let T be a reduced, rooted Cantorian tree with weight function ε. For x, y ∈

∂T =: C, let d(x, y) = ε(x ∧ y) for x 6= y and d(x, x) = 0. It is straightforward to

show that d is an ultrametric on C. Given r > 0 and x ∈ C, let Br(x) := {y ∈ C :

d(x, y) < r}. By (ii), Br(x) has more than one point, so let v = l.c.p.(Br(x)). By

the definition of v, for y ∈ [v] there exists z ∈ Br(x) such that x ∧ y � x ∧ z. Thus

d(x, y) ≤ d(x, z) < r and therefore [v] = Br(x). Consequently, Br(x) is open in ∂T

and d is regular.

For x, y ∈ [v] then x∧y � v and d(x, y) = ε(x∧y) ≤ ε(v). Thus, diam([v]) ≤ ε(v).

Conversely, since v has more than one child then there exists x, y ∈ [v] such that

v = x ∧ y. Therefore, ε(v) = d(x, y) ≤ diam(v) and ε(v) = diam([v]).

Starting with a regular ultrametric d on C, let dε be the regular ultrametric

obtained from the Cantorian tree T corresponding to d. Let x, y ∈ C. Then dε(x, y) =

ε(x ∧ y) = εk+1 if x ∧ y = [x]εk
. So x

εk+1� y but x
εk+1+δ∼ y for δ > 0. Since d is an

ultrametric then d(x, y) = εk+1. Thus d = dε and ∂T is isometric to C.

Starting with a reduced, weighted, rooted Cantorian tree T let Td be the tree

obtained from the regular ultrametric d corresponding to T . Let Φ be the home-

omorphism from ∂T → ∂Td. Let Ψ : V → Vd be defined by Ψ(v) = l.c.p(Φ([v])).

Because each tree is reduced there is a one-to-one correspondence between clopen sets

in the boundary and vertices, thus Ψ is a bijection. Therefore the correspondence

between reduced, weighted, rooted Cantorian trees and regular ultrametrics is indeed

a bijection. 2

Remark 2 Since any Cantor set C is metrizable, then let d be a regular metric

on C. The construction of a profinite structure from an ultrametric in the proof of

Proposition 9 works even in the case that d is simply a metric and not an ultrametric.
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Moreover, the construction of the tree from the ultrametric in Proposition 10 would

then construct a Cantorian tree T such that C is homeomorphic to ∂T . Therefore,

every Cantor set is homeomorphic to the boundary of a Cantorian tree. Of course,

the weight function on T would give rise to an ultrametric and therefore does not

necessarily allow one to recover d.

3.2.3 Saturated Ultrametrics

In Michon’s correspondence, the correspondence was between a Cantor set C with

regular ultrametric d and a reduced, weighted, rooted Cantorian tree. As will be seen

later in the transversal of a Delone set in Section 5.3.1, sometimes the initial data

is given by a Cantorian tree T and the metric is constructed using a given weight

on this tree. This section classifies all regular ultrametrics that are given by weight

functions on a fixed tree and consequently generalizes [22] Proposition 2.5.5.

Definition 31 An ultrametric d will be called saturated with respect to T if d(x, y) =

diam([x ∧ y]) for all x, y ∈ ∂T .

Corollary 2 Let T be a reduced, rooted Cantorian tree and d a regular ultrametric

on ∂T . Then d is given by a weight function on T if and only if d is saturated with

respect to T .

Proof: Let d be a regular ultrametric and let ε : V → R+ be given by ε(v) = d(x, y)

where v = x∧y. If d is saturated with respect to T then ε is well-defined. Moreover, ε

is a weight function. By Proposition 10, d corresponds to T with weight ε. Conversely,

if d is given by a weight function on T then clearly d is saturated with respect to T .

2

3.2.4 Embedding of Ultrametric Cantor Sets

A simple application of Michon’s correspondence is given by the following.
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Theorem 21 Let C be a Cantor set with regular ultrametric d. Let T with weight

ε be the corresponding reduced, weighted, rooted Cantorian tree. If V∗ denotes all the

vertices of T except for the root, then there exists an isometric embedding of C into

the real Hilbert space `2R(V∗).

Proof: Let x ∈ C and let v0v1 · · · be the infinite path corresponding to x. Let

Φ(x) :=
∞∑

n=0

√
ε(vn)2 − ε(vn+1)2

2
|vn+1〉

where {|v〉, v ∈ V∗} denotes the canonical basis of `2R(V∗). If v 6= v′, then 〈v, v′〉 = 0.

Therefore,

||Φ(x)||2 =
∞∑

n=0

ε(vn)2 − ε(vn+1)
2

2
=
ε(v0)

2

2

and Φ(x) ∈ `2R(V∗). Thus, Φ is well-defined. Let y ∈ C with y 6= x. If w0w1 · · · is the

infinite path corresponding to y then there exists an n0 > 0 such that wn 6= vn for

n > n0 and wn = vn for n ≤ n0. Then x ∧ y = vn0 and d(x, y) = ε(vn0)
2. Moreover,

Φ(x)− Φ(y) =
∞∑

n=n0

√
ε(vn)2 − ε(vn+1)2

2
|vn+1〉 −

∞∑
n=n0

√
ε(wn)2 − ε(wn+1)2

2
|wn+1〉

and consequently

‖Φ(x)− Φ(y)‖2 =
∞∑

n=n0

ε(vn)2 − ε(vn+1)
2

2
+

∞∑
n=n0

ε(wn)2 − ε(wn+1)
2

2

=
ε(vn0)

2

2
+
ε(wn0)

2

2

= ε(vn0)
2 = d(x, y)2.

Thus Φ is indeed an isometry. 2
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CHAPTER IV

NONCOMMUTATIVE RIEMANNIAN GEOMETRY

4.1 A Spectral Triple

Given Michon’s correspondence, it is now possible to construct a spectral triple on a

Cantor set C with regular ultrametric d.

4.1.1 Construction of the Spectral Triple

Definition 32 An odd spectral triple for an involutive algebra A is a triple (A,H, D)

where H is a Hilbert space on which A has a representation π by bounded operators.

D is a self-adjoint operator on H such that [D, π(a)] is a bounded operator on H for

all a ∈ A and such that D has compact resolvent. D is called the Dirac operator of

the spectral triple.

An even spectral triple is an odd spectral triple along with a grading operator

Γ : H → H. Γ is required to satisfy Γ∗ = Γ, Γ2 = 1, ΓD = −DΓ, and Γπ(a) = π(a)Γ

for all a ∈ A

We will first define our algebra. Recall that for C with metric d, a Lipschitz

function f : C → C is a map for which there exists c0 > 0 such |f(x) − f(y)| ≤

c0 d(x, y) for all x, y ∈ C. The Lipschitz constant of f is the smallest c such that

|f(x) − f(y)| ≤ c d(x, y) for all x, y ∈ C. Let CLip(C) denote the set of all Lipschitz

functions from C to C.

Proposition 11 CLip(C) is a dense ∗-subalgebra of C(C).

Proof: Let f, g ∈ CLip(C). It is clear that if a ∈ C then f + g, f ∗, af ∈ CLip(C). It is

also clear that CLip(C) ⊂ C(C). Let f have Lipschitz constant c and g have Lipschitz
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constant c′. Since f, g ∈ C(C) and C is compact, then there exists M,M ′ > 0 such

that |f(x)| ≤M and |g(x)| ≤M ′ for all x ∈ C. Therefore, for x, y ∈ C

|f(x)g(x)− f(y)g(y)| = |f(x)g(x)− f(y)g(x) + f(y)g(x)− f(y)g(y)|

≤ |g(x)||f(x)− f(y)|+ |f(y)||g(x)− g(y)|

≤ (M ′c+Mc′)d(x, y)

and fg ∈ CLip(C). Now for x ∈ C, the function fx : C → C defined by fx(z) := d(x, z)

is such that fx(x) 6= fx(y) for y 6= x. Moreover, fx is Lipschitz with Lipschitz constant

1 by the triangle inequality. Consequently, CLip(C) separates points and thus is dense

in C(C) by the Stone-Weierstrass Theorem. 2

Let T be the reduced, weighted, rooted Cantorian tree corresponding to the reg-

ular ultrametric d via Michon’s correspondence. Since T is Cantorian, the set of

vertices, V , is countable. Let H := `2(V)⊗C2. Thus an element ψ ∈ H is an ordered

pair (ψ1, ψ2) where ψi ∈ `2(V). Let D be the operator on H given by

Dψ (v) :=
1

diam(v)
σ1ψ(v) =

1

diam(v)
(ψ2(v), ψ1(v))

where σ1 is the first Pauli matrix. The grading operator is the multiplication by Γ :=

1⊗σ3 where σ3 = diag{+1,−1} is the third Pauli matrix. To define a representation

on CLip(C) a notion of choice is required.

Definition 33 Let C be a Cantor set with a regular ultrametric d. A choice function

is a map τ : V 7→ C ×C such that, if v ∈ V and if τ(v) = (x, y), then both x, y are in

[v] and d(x, y) = diam[v]. The set of choice functions on C will be denoted by Υ(C).
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Let τ ∈ Υ(C) be a choice function. In what follows τ(v) = (x, y) will be written

x = τ+(v), y = τ−(v). Then the ∗-representation πτ : CLip(C) → B(H) is given by

πτ (f)ψ (v) =

 f(τ+(v)) 0

0 f(τ−(v))

ψ(v).

Proposition 12 πτ is a faithful ∗-representation of C(C) for all τ ∈ Υ(C).

Proof: That πτ is a ∗-representation is obvious. It is bounded since f is continuous

and C is compact. Let f, g ∈ C(C) be such that πτ (f) = πτ (g). Then f(τ+(v)) =

g(τ+(v)) for all v ∈ V . For x ∈ C, there exists v0, v1, · · · ∈ V such that x ∈ [vj] and

diam([vj]) → 0. Then f(x) = limj→∞ f(τ+(vj)) = limj→∞ g(τ+(vj)) = g(x). Thus πτ

is faithful. 2

Based on this proposition, πτ is also a faithful representation on CLip(C).

Proposition 13 (CLip(C),H, D) with grading operator Γ is an even spectral triple for

all τ ∈ Υ(C).

Proof: First of all, let v ∈ V and let ψv be such that ψv(w) = 0 if w 6= v and ψv(v) =

1. Then {(ψv, 0), (0, ψv)}v∈V is a basis for H. Now, D(ψv, 0) = diam(v)−1(0, ψv) and

since diam(v) > 0 for all v ∈ V then D is defined on this basis. Thus, D is densely

defined.

To show that D is symmetric, let ψ, ψ′ ∈ H. Then,

〈Dψ,ψ′〉H =
∑
v∈V

(diam([v]))−1〈σ1ψ(v), ψ′(v)〉C2

=
∑
v∈V

(diam([v]))−1〈ψ(v), σ1ψ
′(v)〉C2

= 〈ψ,Dψ′〉H

because σ1 is self-adjoint. Since D is densely defined then D is symmetric. By

Theorem 14, if Range(D) = H then D is self-adjoint. Let ψ ∈ H and let ψ′(v) =

48



diam(v)σ1ψ(v). Then Dψ′(v) = ψ(v) since σ2
1 = 1. Now, since there exists K such

that diam(C) ≤ K, then

||ψ′||2H =
∑
v∈V

(diam([v]))2||ψ(v)||C2 ≤ K2||ψ||2H

So, ψ′ ∈ H and Range(D) = H. Thus D is self-adjoint.

Let v ∈ V . Then,

([D, πτ (f)]ψ)(v) = D(πτ (f)ψ(v))− πτ (f)(Dψ(v))

=
f(τ+(v))− f(τ−(v))

diam([v])

 0 −1

1 0

ψ(v)

=
f(τ+(v))− f(τ−(v))

d(τ+(v), τ−(v))

 0 −1

1 0

ψ(v)

where the last line follows since τ is a choice function. Since f is Lipschitz, then

||[D, πτ (f)]ψ||H ≤ k||ψ||H where k is the Lipschitz constant of f and thus [D, πτ (f)] ∈

B(H).

To show that D has compact resolvent, let ψ ∈ H and v ∈ V . Note that 0 ∈ ρ(D).

Then,

(D−1ψ)(v) = diam([v])σ1ψ(v).

So for η > 0, let (T ηψ)(v) = (D−1ψ)(v) if diam([v]) ≥ η and 0 otherwise. Now

since there are only finitely many v ∈ V with diam([v]) ≥ η then T η is finite rank.

Consequently,

||T η −D−1||B(H) = sup
v∈V

{diam([v]) : diam([v]) < η}.

Thus ||D−1 − T η||B(H) < η and limη↓0 T
η = D−1. Consequently D−1 is compact and

D has compact resolvent.
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Finally, it is clear that Γπτ (f) = πτ (f)Γ for all f ∈ CLip(C). That Γ∗ = Γ and

Γ2 = 1 follows from the fact that σ∗3 = σ3 and σ2
3 = 1. Lastly, since σ3σ1 = −σ1σ3

then ΓD = −DΓ. 2

4.1.2 The Connes Distance

A good spectral triple should be able to recover some of the structure of the original

space C. As shown in [18] Section 6.1, the classical Dirac operator D on a compact

Riemannian spin manifold M forms a spectral triple (C∞(M),H,D) where H is the

space of L2-sections of some bundle. This spectral triple recovers the Riemannian

metric d on M via the formula

d(x, y) = sup{|f(x)− f(y)| : ‖[D, f ]‖ ≤ 1}.

This formula is often called the Connes distance. In this section, we will show that the

spectral triple given in the previous section can recover the metric when all possible

choice functions are taken into account. To understand why all choice functions must

be taken into account, it is necessary to understand the role of the space of choices.

In the Noncommutative Riemannian structure, the space of choices Υ(C) plays

the role of the unit sphere subbundle of the tangent bundle. In particular the basic

element of intuition is that a choice function is the analogue of a vector field of unit

vectors on a manifold. With this intuition in mind, then [D, πτ (f)] represents the

directional derivative of f in the direction of τ . On Rd, a function f ∈ C∞(Rd) is such

that the gradient ‖∇f‖∞ < 1 if and only if the directional derivative ‖∂~vf‖∞ < 1

for every ~v ∈ R. Therefore, by this reasoning it is natural to expect that the metric

can be recovered by using the Connes distance on functions f ∈ C(C) such that

‖[D, πτ (f)]‖ < 1 for every τ ∈ Υ(C). This is shown in the following:

Theorem 22 Let C be a Cantor set with a regular ultrametric d. Then d coincides
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with the Connes distance ρ defined by

ρ(x, y) = sup{|f(x)− f(y)| : f ∈ CLip(C) , sup
τ∈Υ(C)

‖[D, πτ (f)]‖ ≤ 1}

Proof: Let x, y ∈ C and let dx : C → C be given by dx(y) = d(x, y). Then dx is

Lipschitz continuous. Let τ ∈ Υ(C) and recall that this implies that d(τ+(v), τ−(v)) =

diam(v). Then

||[D, πτ (dx)]||B(H) = sup
v∈V

{|dx(τ+(v))− dx(τ−(v))|
diam(v)

}

= sup
v∈V

{|d(x, τ+(v))− d(x, τ−(v))|
d(τ+(v), τ−(v))

}

≤ sup
v∈V

{d(τ+(v), τ−(v))

d(τ+(v), τ−(v))
} = 1

where the inequality follows from the triangle inequality. Consequently,

sup
τ∈Υ(C)

||[D, πτ (dx)]|| ≤ 1

and ρ(x, y) ≥ |dx(x)− dx(y)| = d(x, y).

For x, y ∈ C, let v ∈ V be such that v = x ∧ y, so that d(x, y) = diam(v).

Let τ be such that τ+(v) = x and τ−(v) = y. Then for any f ∈ CLip(C) such that

||[D, πτ (f)]||B(H)} ≤ 1

|f(τ+(v))− f(τ−(v))|
diam(v)

=
|f(τ+(v))− f(τ−(v))|
d(τ+(v), d(τ−(v))

≤ 1.

This gives that |f(x)− f(y)| ≤ d(x, y) and therefore that ρ(x, y) ≤ d(x, y). 2

4.2 ζ-Functions

In this section, the Dirac operator D is used to create a ζ-function as formulated

by Connes [18]. Since the Dirac operator is independent of the choice function, this
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ζ-function will also be independent of choice. When C is a Cantor set with regular

ultrametric d, then we will be able to recover the upper box dimension of C as the

abscissa of convergence of its ζ-function.

4.2.1 The ζ-function for D

Let H be the Hilbert space from the previously created spectral triple. Then for

ψ ∈ H, (|D|−1ψ)(v) = diam(v)ψ(v). Let

ζ(s) :=
1

2
Tr (|D|−s) =

∑
v∈V

diam(v)s.

Then ζ is a Dirichlet series. By [39] (Ch. 2), as a function of the complex variable

s, ζ either converges everywhere, nowhere, or in a half-plane given by <(s) > s0.

In this last case, s0 is called the abscissa of convergence. Since |D|−1 is compact

then the eigenvalues of |D|−1 are discrete. Therefore, let ζ(s) =
∑
akλ

s
k where λ1 =

diam(C) > λ2 > · · · and ak is the multiplicity of λk, that is the number of v ∈ V

with diam([v]) = λk.

4.2.2 The Upper Box Dimension

In this section we recall the definition of the upper box dimension of a fractal. For

a treatment of the many fractal dimensions, the reader can consult [26]. Let X be

a metric space with metric d. Let Nδ(X) be the least number of sets of diameter at

most δ that cover X.

Definition 34 The upper box dimension is defined as

dimB(C) = lim sup
δ↓0

logNδ(C)

− log δ

As shown in [26] Chapter 2.1, the upper box dimension satisfies the following

dimension properties: monotonicity, zero on finite sets, and it gives dimension n to
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open sets in Rn . Most importantly, it is invariant under bi-Lipschitz transformations.

Therefore, if two different metrics on X are metrically equivalent, then they have the

same upper box dimension. The upper box dimension is also the largest of the

typical fractal dimensions. In particular, it is greater than or equal to the Hausdorff

dimension of X.

4.2.3 The Abscissa of Convergence

In this section, the abscissa of convergence of the ζ-function of D will be denoted by

s0. Also, ζ(s) will be written as
∑
akλ

s
k. In order to prove that s0 is equal to the

upper box dimension in general, the following classical lemma on Dirichlet series is

necessary.

Lemma 4 Let ζ(s) =
∑
akλ

s
k be a Dirichlet series with abscissa of convergence s0.

Suppose further that all the λk are positive, λ1 > λ2 > · · · , and that ak > 0 for all k.

Then

lim sup
k→∞

log
∑j=k

j=1 aj

− log λk

= s0

Proof: A proof of this can be found in [39] (Ch. 2.6). Note that the form of the

Dirichlet series used there is slightly different than the one used here. 2

With this lemma in hand, it is now possible to prove the theorem. Let T be

the tree corresponding to (C, d). Let {λk}∞k=1 be the set of all distinct diam([v]) for

v ∈ V (these are also the distinct eigenvalues of |D|−1). Let them be ordered such

that λ1 > λ2 > · · · . Let Mn be such that every vertex with diameter at least λn has

at most Mn children. Then the result is the following:

Theorem 23 If (logMn)/(− log λn) → 0 as n→∞, then s0 = dimB(C).

Proof: For any δ > 0 such that λn > δ ≥ λn+1, Nδ(C) = Nλn+1(C) since there are

no vertices with δ ≥ diam([v]) > λn+1. Thus,
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logNλn+1(C)

− log λn+1

≤ logNδ(C)

− log δ
<

logNλn+1(C)

− log λn

.

Let M be such that every vertex has at most M children. A minimal cover of C with

sets of diameter at most λn must use every vertex of diameter λn. Thus, a cover of

C with sets of diameter at most λn+1 can be obtained by taking the children of each

set of diameter λn. This cover, O, is in fact minimal since no O ∈ O can cover two

children of a vertex of diameter λn. Since every vertex of diameter at least λn has at

least 2 children and at most Mn children, this gives

Nλn + an ≤ Nλn+1 ≤ Nλn + (Mn − 1)an.

After iterating the procedure,

1 +
n∑

k=1

ak ≤ Nλn+1 ≤ 1 + (Mn − 1)
n∑

k=1

ak.

where the 1 comes from the fact that Nλ1 = 1. For the binary tree, it is easy to

check that these inequalities are in face equalities and therefore that this estimate

is in some sense optimal. Since every cover of C with sets of diameter at most

λn+1 must use every vertex of diameter λn+1, then Nλn+1 ≥ an+1. Consequently,

Nλn+1 ≥ 1/2(an+1 + 1 +
∑n

k=1 ak). Thus,

log 1/2(
∑j=n+1

k=1 ak)

− log λn+1

≤ logNδ(C)

− log δ
<

log(1 + (Mn − 1)
∑j=n

k=1 ak)

− log λn

Therefore, since (log(Mn − 1))/(− log λn) → 0 as n→∞ then

lim sup
n→∞

log
∑j=n+1

k=1 ak

− log λn+1

≤ lim sup
δ→0

logNδ(C)

− log δ
≤ lim sup

n→∞

log
∑j=n

k=1 ak

− log λn

and dimB(C) = s0. 2
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It is important to note that a special case of Theorem 23 is when there is a

uniform bound on the number of children - this happens for the attractor of a self-

similar iterated function system and the transversal of the Fibonacci tiling. In any

case, the hypothesis says intuitively that the number of children can grow but it must

be compensated for by a decrease in the size of the children.

4.3 Measure Theory on C

This section extends the study of the noncommutative geometry of a Cantor set C

by studying a measure µ that is naturally defined on C.

4.3.1 ζ-regularity

In order to study more deeply the geometry of C it is necessary to make some as-

sumptions on C.

Definition 35 A Cantor set C with regular ultrametric d is ζ-regular if the abscissa

of convergence, s0, of its ζ-function is finite and if for any f ∈ C(C) and any τ ∈ Υ(C)

lim
s↓s0

(s− s0)Tr
(
|D|−sπτ (f)

)
(1)

exists.

Given a ζ-regular Cantor set and a choice function τ ∈ Υ(C), it is then possible to

define a measure µτ on C given by

µτ (f) =

∫
C

fdµτ = lim
s↓s0

Tr (|D|−sπτ (f))

Tr (|D|−s)

Theorem 24 Let C be a ζ-regular Cantor set with a regular ultrametric d. Then µτ

is independent of the choice function τ and defines a regular Borel probability measure

µ on C.
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Proof: Since the trace is linear and |D|−s is positive, then µτ is a positive linear

functional on C(C) and therefore by the Riesz Representation Theorem (see [57]

Theorem 2.14) is a regular Borel measure on C. Since πτ is faithful, then πτ (1) = 1

and µτ is a probability measure on C. Let τ, τ ′ ∈ Υ(C) and f ∈ CLip(C) with

Lipschitz constant k. For <(s) > s0, since |D|−s is trace class and πτ (f) is bounded,

then |D|−sπτ (f) is trace class. Similarly |D|−sπτ ′(f) is trace class. Therefore,

|Tr (|D|−sπτ (f))− Tr (|D|−sπτ ′(f))| ≤
∑
v∈V

|f(τ+(v))− f(τ ′+(v))|diam(v)<(s)

+
∑
v∈V

|f(τ−(v))− f(τ ′−(v))|diam(v)<(s)

≤ 2
∑
v∈V

kdiam(v)<(s)+1.

Consequently,

|µτ (f)− µτ ′(f)| = | lim
s↓s0

Tr (|D|−sπτ (f))− Tr (|D|−sπτ ′(f))

Tr (|D|−s)
| = 0

since Tr (|D|−s0−1) < ∞. Since CLip(C) is dense in C(C) and πτ is continuous for all

τ ∈ Υ(C), then µτ and µτ ′ are equal on C(C). 2

4.3.2 The Measure on the Space of Choices

In what follows, it will be necessary to have a measure on the spaces of choices, Υ(C).

This measure will be created using the measure µ from the previous section. Recall

that Υ(C) was the set of all functions τ : V → C × C such that τ(v) ∈ [v]× [v] and

d(τ+(v), τ−(v)) = diam(v). Let G ⊂ V × V be defined to be the set of all brothers.

That is (u, v) ∈ G if u and v have the same parent and u 6= v. Let Gv be the set of all

brothers whose parent is v. Now, x, y ∈ [v] are such that d(x, y) = diam([v]) if and

only if there is a unique pair (w,w′) ∈ Gv of distinct children (i.e. w 6= w′) of v such
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that x ∈ [w] and y ∈ [w′]. Consequently

Υ(C) =
∏
v∈V

⊔
(w,w′)∈Gv

[w]× [w′].

Therefore, define a measure νv on Υv(C) :=
⊔

(w,w′)∈Gv
[w]× [w′] by

νv =
µ× µ∑

(w,w′)∈Gv
µ([w])µ([w′])

.

This is then a probability measure on Υv(C). By Tychonoff’s Theorem, Υ(C) is

compact. By Urysohn’s Metrization Theorem, Υ(C) is metrizable. Therefore, by the

Daniell-Kolmogorov Consistency Theorem from Section 2.3.2, there is an extension

of these measures to a probability measure ν on Υ(C). This measure ν is such that

ν((
∏

w 6=v Υw(C))× Uv) = νv(Uv) for any νv-measurable set Uv.

4.4 Dirichlet Forms and the Operator ∆

In this section, let L2
C(C, dµ) denote the Hilbert space completion of C(C,C) with

respect to 〈f, g〉 =
∫

C
f̄gdµ and let L2(C, dµ) denote the Hilbert space completion

of C(C,R) with respect to the same inner product. Here µ is the residue measure

that was created in Section 4.3.1. It is of interest to study Markovian semigroups

of operators on L2(C, dµ). As shown in [32], the study of Markovian semigroups is

equivalent to studying the Dirichlet forms on L2(C, dµ).

4.4.1 Dirichlet Forms

Given a real Hilbert space H, a non-negative definite symmetric bilinear form densely

defined on H is called a symmetric form on H. Let Q be a symmetric form on

a Hilbert space H. If Dom(Q) is complete with respect to the metric given by

〈f, g〉1 = 〈f, g〉H + Q(f, g) where 〈·, ·〉H is the inner product on H then Q is called

a closed form. Given a closed symmetric form Q on L2(C, dµ), then Q is called
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Markovian if Q(f̃ , f̃) ≤ Q(f, f) where f̃ = min(max(0, f), 1). If Q is not closed,

the condition to be Markovian is more complicated; however, the previous condition

is sufficient. A closed symmetric Markovian form is called a (symmetric) Dirichlet

form. Given the formalism of the previous sections, it is possible to define a form Qs

on L2
C(C, dµ) by

Qs(f, g) :=
1

2

∫
Υ(C)

Tr (|D|−s[D, πτ (f)]∗[D, πτ (g)])dν(τ).

It is now necessary to specify a domain for the form. Let E ⊂ L2(C, dµ) be the

real linear space spanned by {χv : v ∈ V} where χv is the characteristic function of

[v] ⊂ C.

Lemma 5 E is dense in L2(C, dµ).

Proof: Let f ∈ C(C). Since f is continuous and C is compact, then f is uniformly

continuous. Consequently, for ε > 0 there is a δ > 0 such that if d(x, y) < δ then

|f(x) − f(y)| < ε. Let v1, . . . , vN be a partition of C such that diam([vi]) < δ. Let

τ ∈ Υ(C). Then if g(x) := f(τ+(vj)) where vj is the unique vertex of the partition

such that x ∈ [vj]. Then ||f − g||∞ < ε and consequently ||f − g||2 < ε. Thus E is

dense in C(C). Since C(C) is dense in L2(C, dµ) then E is dense in L2(C, dµ). 2

Let Dom(Qs) = E .

Theorem 25 Let C be a ζ-regular Cantor set with regular ultrametric d. Then the

measure µ coming from the ζ-function defines a measure ν on the space of choices

Υ(C). Moreover, for all s ∈ R there is a closable Dirichlet form on the Hilbert space

L2(C, µ) defined by

Qs(f, g) :=
1

2

∫
Υ(C)

Tr (|D|−s[D, πτ (f)]∗[D, πτ (g)])dν(τ)

with Dom(Qs) a dense subspace of the real Hilbert space L2(C, µ).
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Proof: Because the trace is linear and πτ is linear, then Qs is bilinear. Now,

|D|−s[D, πτ (f)]∗[D, πτ (g)]ψ(v) = diam(v)sf(τ+(v))− f(τ−(v))

diam(v)

 0 −1

1 0


∗

g(τ+(v))− g(τ−(v))

diam(v)

 0 −1

1 0

ψ(v)

=
(f(τ+(v))− f(τ−(v)))(g(τ+(v))− g(τ−(v)))

diam(v)2−s
ψ(v)

Since this equation is symmetric in f and g, then Qs is symmetric. Moreover,

Tr (|D|−s[D, πτ (f)]∗[D, πτ (g)]) = 2
∑
v∈V

(f(τ+(v))− f(τ−(v)))(g(τ+(v))− g(τ−(v)))

diam(v)2−s

and thus Qs is non-negative definite.

If w � v, then χv(τ+(w)) = χv(τ−(w)) = 0 and thus χv(τ+(w))− χv(τ−(w)) = 0.

If v � w, then χv(τ+(w)) = χv(τ−(w)) = 1 and thus χv(τ+(w)) − χv(τ−(w)) = 0.

Therefore, since there are only finitely many w ∈ V with w � v then [D, πτ (χv)] is

finite rank for each characteristic function χv with v ∈ V . Thus for f ∈ E , [D, πτ (f)]

is finite rank and Qs(f, g) <∞ for all g ∈ L2(C, dµ). Consequently, Qs is well-defined

on E .

Let now (fn)n∈N be a sequence of functions in E such that limn→∞ ||fn||L2 = 0 and

limn,m→∞Qs(fn − fm, fn − fm) = 0. To show that Qs is closable, it is then necessary

to show that limn→∞Qs(fn, fn) = 0. Since limn→∞ ||fn||L2 = 0 there is a subsequence

fni
that converges pointwise µ-a.e. to 0 (see [57] Thm. 3.12). In particular, thanks

to the definition of the measure ν on the set of choices, fni
(τ+(v)) → 0 for ν-a.e.

choice and for all v ∈ V . Similarly for τ−(v). So, given ε > 0 let N be such that
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Qs(fn − fm, fn − fm) < ε for n,m > N . Then for m > N ,

Qs(fm, fm) =

∫
Υ(C)

K∑
j=1

diam(vj)
s−2(fm(τ+(vj))− fm(τ−(vj)))

2dν(τ).

Since (fm(τ+(vj))− fm(τ−(vj)))
2 =

lim inf
i→∞

(fm(τ+(vj))− fni
(τ+(vj))− fm(τ−(vj)) + fni

(τ−(vj)))
2

then using Fatou’s lemma,

Qs(fm, fm) ≤ lim inf
i→∞

Qs(fm − fni
, fm − fni

) ≤ ε.

Thus limm→∞Qs(fm, fm) = 0 and Qs is closable.

The proof that Qs is Markovian is by inspection. Let C−, C0, C+ denote the closed

subsets of C for which f ≤ 0, 0 ≤ f ≤ 1, 1 ≤ f . If τ+(v) ∈ C− and τ−(v) ∈ C− then

f̃(τ+(v)) = f̃(τ−(v)) = 0 and thus 0 = |f̃(τ+(v))− f̃(τ−(v))| ≤ |f(τ+(v))− f(τ−(v))|.

If τ+(v) ∈ C− and τ−(v) ∈ C0 then

f(τ+(v)) ≤ f̃(τ+(v)) = 0 ≤ f(τ−(v)) = f̃(τ−(v))

and

|f̃(τ+(v))− f̃(τ−(v))| = f(τ−(v)) ≤ f(τ−(v))− f(τ+(v)) = |f(τ+(v))− f(τ−(v))|.

The remaining cases are proved similarly. Thus Qs(f̃ , f̃) ≤ Qs(f, f). 2

It is now possible to get a closed Dirichlet form using the following result.

Theorem 26 ([32] Thm 2.1.1) Suppose Q is a closable Markovian symmetric form

on L2(X,m) where X is a locally compact separable Hausdorff space and m is a
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positive Radon measure on X such that Supp(m) = X. Then its smallest closed

extension is a Dirichlet form.

4.4.2 Self-Adjoint Operators and Operator Semigroups

This section follows [32] (Ch 1.3). Let H be a real Hilbert space.

Definition 36 A family {Tt, t > 0} of linear operators is called a strongly continuous,

symmetric, contraction semigroup if:

(i) each Tt is a symmetric operator with Dom(Tt) = H.

(ii) semigroup property: TtTs = Tt+s for t, s > 0.

(iii) contraction property: 〈Ttf, Ttf〉 ≤ 〈f, f〉 for all f ∈ H and t > 0.

(iv) strong continuity: 〈Ttf − f, Ttf − f〉 → 0 as t ↓ 0 for all f ∈ H.

Let {Tt, t > 0} be such a semigroup. Then the generator A is an operator on H

defined by

Af := lim
t↓0

Ttf − f

t
,Dom(A) := {f ∈ H : Af exists as a strong limit}.

In fact, there is a one-to-one correspondence between non-positive definite self-adjoint

operators on H and the family of strongly continuous, symmetric, contraction semi-

groups (see [32] Lemma 1.3.1 and Lemma 1.3.2). The correspondence from A to {Tt}

is given by Tt = exp(tA).

Given a non-positive definite self-adjoint operator, let Q(u, v) := 〈−Au, u〉 with

Dom(Q) := Dom(
√
−A). It turns out that Q is a closed symmetric form on H. This

correspondence is also one-to-one (see [32] Theorem 1.3.1). Starting with a closed,

symmetric form Q on H the construction of A is slightly more involved. Since Q

is closed, then Dom(Q) is a Hilbert space with norm ||g||1 = ||g||L2 + Q(g, g). Fix

f ∈ H. Then 〈·, f〉 is a bounded linear functional on Dom(Q). Therefore, let Bf

be the unique vector in Dom(Q) corresponding to this linear functional by the Riesz
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Representation Theorem. Let A := I − B−1. Then A is the non-positive definite

self-adjoint operator corresponding to Q.

Now let H = L2(X,m) where X is a locally compact separable Hausdorff space

and m is a positive Radon measure on X such that Supp(m) = X. A bounded

linear operator S on L2(X,m) is called Markovian if 0 ≤ Sf ≤ 1,m-a.e. whenever

f ∈ L2(X,m) is such that 0 ≤ f ≤ 1. A strongly continuous, symmetric, contraction

semigroup {Tt} such that Tt is Markovian for each t > 0 is called a Markovian

semigroup.

Theorem 27 ([32] Thm 1.4.1) Let X be a locally compact separable Hausdorff

space and m a positive Radon measure on X such that Supp(m) = X. Then there

is a one-to-one correspondence between Dirichlet forms on L2(X,m) and Markovian

semigroups on L2(X,m).

4.4.3 The Operators ∆s

Let C be a ζ-regular Cantor set with regular ultrametric d. Let µ be the measure

constructed via the ζ-function. Suppose µ is such that Supp(µ) = C. Then for

s ∈ R, the previous results give a non-positive definite self-adjoint operator ∆s such

that Tt := exp(t∆s) is a Markovian semigroup. ∆s is such that

〈−∆sf, g〉 =
1

2

∫
Υ(C)

Tr (|D|−s[D, πτ (f)]∗[D, πτ (g)])dν(τ)

for f, g ∈ Dom(∆s). It is important to note that E ⊂ Dom(∆s) ⊂ Dom(Q̄s) where

Q̄s is the smallest closed extension of Qs.

It is possible to calculate ∆sχv for v ∈ V . Let w ∈ V . Since χv(τ+(w)) −

χv(τ−(w)) = 0 if w � v, then for g ∈ Dom(Qs),

〈−∆sχv, g〉 =
∑
w�v

diam(w)s−2

∫
Υ(C)

(χv(τ+(w))−χv(τ−(w)))(g(τ+(w))−g(τ−(w)))dν(τ).
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However, since τ is only applied to w then this becomes

=
∑
w�v

diam(w)s−2

∫
Υw(C)

(χv(τ+(w))− χv(τ−(w)))(g(τ+(w))− g(τ−(w)))dνw(τ).

By the very definition of νw,

=
∑
w�v

diam(w)s−2∑
(u,u′)∈Gw

µ([u])µ([u′])

∑
(u,u′)∈Gw

∫
[u]×[u′]

(χv(x)− χv(y))(g(x)− g(y))dµ(x)dµ(y).

Given w an ancestor of v, let uv be its child that is also an ancestor of v. Then for

any other child u of w, χu(x) = 0 for x ∈ [u]. Thus this becomes

=
∑
w�v

diam(w)s−2∑
(u,u′)∈Gw

µ([u])µ([u′])
2

∑
(uv ,u′)∈Gw

∫
[uv ]×[u′]

χv(x)(g(x)− g(y))dµ(x)dµ(y).

Since
⋃

(uv ,u′)∈Gw
[u′] = [w] ∩ [uv]

c, then

=
∑
w�v

diam(w)s−2∑
(u,u′)∈Gw

µ([u])µ([u′])
2

∫
[v]

dµ(x)

∫
[w]∩[uv ]c

(g(x)− g(y))dµ(y).

Consequently,

〈−∆sχv, g〉 =
∑
w�v

diam(w)s−2∑
(u,u′)∈Gw

µ([u])µ([u′])
2(µ([w] ∩ [uv]

c)〈χv, g〉 − µ([v])〈χ[w]∩[uv ]c , g〉)

and

∆sχv = −
∑
w�v

diam(w)s−2∑
(u,u′)∈Gw

µ([u])µ([u′])
2(µ([w] ∩ [uv]

c)χv − µ([v])χ[w]∩[uv ]c). (2)

An application of this formula is given by the following:

Proposition 14 The spectrum of ∆s is pure point.

Proof: Let Ln ⊂ L2(C, dµ) be the space spanned by all χv such that ht(v) ≤ n.
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Since T is Cantorian then dim(Ln) < ∞. Moreover, Ln ⊂ Ln+1 and
⋃

n Ln is dense

in L2(C, dµ). Equation 2 then implies that ∆s leaves each Ln invariant. Because any

finite rank operator is pure point, then ∆s restricted to each finite dimensional Ln is

pure point. Consequently, ∆s is pure point. 2
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CHAPTER V

EXAMPLES AND APPLICATIONS

5.1 The Triadic Cantor Set

5.1.1 Eigenvalues and Eigenstates for ∆s on C3

This section will apply much of the previous machinery to the triadic Cantor set.

Let C3 denote the triadic Cantor set seen as a subset of the interval [0, 1]. As seen

in Example 6, C3 is the boundary of the infinite binary tree ∂T2 and has a natural

homeomorphism with {0, 1}N by

φ(ω) =
∞∑

n=0

2ωn

3n+1
, ω = {ωn}n∈N ∈ {0, 1}N.

Let d be the regular ultrametric corresponding to the weight ε(v) = 3−ht(v). Then

for x, y ∈ C3,

d(x, y)

3
≤ |x− y| ≤ d(x, y)

and thus d is metrically equivalent to the Euclidean metric. Then

ζ(s) =
∞∑

n=0

(
2

3s
)n

and therefore has abscissa of convergence s0 = ln 2/ ln 3. This pole is clearly a simple

pole. For any v ∈ V ,

1

2
Tr (|D|−sπτ (χv)) =

∑
w�v

diam(w)s = diam(v)sζ(s)
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since the subtree starting at v is identical to the tree starting at the root. Conse-

quently, µ(χv) = diam(v)s0 . Thus µ(f) is defined on all characteristic functions and

can be extended to all continuous functions. Therefore, C3 is ζ-regular and

µ([v]) = diam(v)s0 =
1

3s0ht(v)
=

1

2ht(v)
.

Since Supp(µ) = C3 then ∆s can be defined on L2(C3, dµ). Equation 2 then gives

that for v = v0 · · · vn ∈ V with n ≥ 1,

∆sχv = −
n−1∑
j=0

3j(2−s)

2−(2j+1)
2(2−(j+1)χv − 2−nχ[v]∩[uv ]c).

Letting ā = 1− a for a ∈ {0, 1} then this becomes

∆sχv = −2
n−1∑
j=0

(
2

3s−2

)j

χv +
4

2n

n−1∑
j=0

(
4

3s−2

)j

χv0···vj v̄j+1
. (3)

This formula can be used to find the eigenstates of ∆s.

Definition 37 Let W be the set of infinite sequences ω = ω1ω2 · · · ∈ {0, 1}N+
such

that all but a finite number of ωk’s are 0. Let |ω| be the maximum integer k such

that ωk = 1 with the convention that |ω| = 0 if ω = 00 · · · . The Haar function φω is

defined by

φω =
∑

v∈{0,1}n

(−1)ω·vχv, ω · v =
n∑

k=1

ωkvk.

for any n ≥ |ω|.

Because χv1...vN0 + χv1...vN1 = χv1...vN
and since if N = |ω| then ωN+m = 0 for

m > 0,then

∑
v∈{0,1}N+1

(−1)ω·vχv =
∑

v∈{0,1}N

(−1)ω·v(χv1...vN0 + χv1...vN1) =
∑

v∈{0,1}n

(−1)ω·vχv.
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Therefore, φω does not depend on the choice of n and φω is well-defined. The impor-

tance of the Haar functions comes from the following theorem.

Theorem 28 Let C3 be the triadic Cantor set with the regular ultrametric d given

above. Let µ be its associated measure. Then

(i) The eigenstates of ∆s are given by the Haar functions φω with ω ∈ W.

(ii) The eigenvalues of ∆s are given by λ0 = 0 and for n ≥ 1

−λn = −2
(
1 + 3s0+2−s + · · ·+

(
3s0+2−s

)n−2
+ 2

(
3s0+2−s

)n−1
)

(iii) The multiplicity of λn is 2n−1 for n ≥ 1 whereas λ0 is simple.

(iv) For s > s0 + 2, ∆s is bounded and is a compact perturbation of a multiple of the

identity.

(v) For s ≤ s0 + 2, ∆s has compact resolvent.

(vi) For s < s0 + 2, the density of states N (λ) given by the dimension of the spectral

space corresponding to eigenvalues whose magnitude is less than or equal to λ satisfies

N (λ)
λ↑∞∼ 2

(
λ

2k

)s0/(2+s0−s)

(1 + o(1))

where k = 1/(1− 3s−2−s0) + 1.

Remark 3 On a compact Riemannian manifold M , the Laplacian is an unbounded

operator with compact resolvent. Moreover, Weyl’s theorem says that if m is the

dimension of M then N (λ) ∼ c0λ
m/2 as λ→∞ for an appropriate constant c0. The

constant c0 is not arbitrary and actually gives the volume of the unit ball in the

cotangent bundle over the manifold. In any case, the previous theorem shows that

if ∆s is interpreted as the Laplacian on a compact Riemannian manifold then m =

2s0/(2 + s0 − s) gives the Riemannian dimension of this noncommutative manifold.

By analogy, this suggests that ∆s0 is the appropriate Laplacian on C3 since it gives
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Riemannian dimension s0.

Proof: To begin let ω, σ ∈ W and let n = max{|ω|, |σ|}. Then

〈φω, φσ〉 =
∑

u,v∈{0,1}n

(−1)ω·u+σ·v〈χu, χv〉.

If u 6= v then [u] ∩ [v] = ∅. Since 〈χu, χu〉 = µ([u]) = 2−n, then

〈φω, φσ〉 =
1

2n

∑
u∈{0,1}n

(−1)(ω−σ)·v.

Because ∑
v∈{0,1}n

(−1)(ω−σ)·v =
n∏

k=1

(1 + (−1)ωk−σk) =
n∏

k=1

2δωk,σk

then 〈φω, φσ〉 = δω,σ and the Haar functions are orthonormal. Let v ∈ V be such that

ht(v) = n > 0. Then from this same calculation,

1

2n

∑
u∈{0,1}n

(−1)v·uφu00··· =
1

2n

∑
u,u′∈{0,1}n

(−1)v·u+u·u′χu′

=
∑

u′∈{0,1}n

χu′
1

2n

∑
u∈{0,1}n

(−1)(v−u′)·u

=
∑

u′∈{0,1}n

χu′δu′,v = χv.

Thus, the Haar functions are in fact an orthonormal basis for L2(C3, dµ).
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Based on Equation 3, for ω ∈ W with |ω| = n > 0

−∆sφω =
∑

v∈{0,1}n

(−1)ω·v∆sχv

=
∑

v∈{0,1}n

(−1)ω·v

(
2

n−1∑
j=0

(
2

3s−2

)j

χv −
4

2n

n−1∑
j=0

(
4

3s−2

)j

χv0···vj v̄j+1

)

= 2
n−1∑
j=0

(
2

3s−2

)j ∑
v∈{0,1}n

(−1)ω·vχv

− 4

2n

n−1∑
j=0

(
4

3s−2

)j ∑
v∈{0,1}n

(−1)ω·vχv0···vj v̄j+1

= 2
n−1∑
j=0

(
2

3s−2

)j

φω −
4

2n

n−1∑
j=0

(
4

3s−2

)j ∑
v∈{0,1}n

(−1)ω·vχv0···vj v̄j+1
.

However, if j < n− 1 then

∑
v∈{0,1}n

(−1)ω·vχv0···vj v̄j+1
=

∑
v1,...,vn−1=0,1

(−1)ω1v1+···ωn−1vn−1χv0···vj v̄j+1

∑
vn=0,1

(−1)vn = 0

since ωn = 1 and
∑

vn=0,1(−1)vn = 0. Also, for j = n− 1

∑
v∈{0,1}n

(−1)ω·vχv0···vj v̄j+1
= −φω

since (−1)vn = −(−1)v̄n . Consequently,

∆sφω = −2
n−1∑
j=0

(
2

3s−2

)j

φω −
4

2n

(
4

3s−2

)n−1

φω

= −

(
2

n−1∑
j=0

(
2

3s−2

)j

+ 2

(
2

3s−2

)n−1
)
φω.

Therefore, the Haar basis is an eigenbasis for ∆s and the corresponding eigenvalues

are precisely the −λn’s given in the statement of the theorem. Since there are exactly

2n−1 sequences ω ∈ W with |ω| = n for n > 0 then the degeneracy of −λn is 2n−1.
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If 3s0+2−s < 1, that is if s > s0 + 2 then as n→∞,

−λn = −2
n−1∑
j=0

(
3s0+2−s

)j
+ 2

(
3s0+2−s

)n−1 → − 2

1− 3s0+2−s
=: −λ∞.

Hence, ∆s is bounded and ∆s + λ∞1 is compact.

If s = s0 + 2 then 3s0+2−s = 1 and −λn = −2(n + 1). Therefore, (∆s − 1)−1 has

eigenvalues −λn − 1 and is compact. Consequently, since −1 ∈ ρ(∆s) then ∆s has

compact resolvent. If s < s0 + 2 then 3s0+2−s > 1 and

−λn = −2
(
3s0+2−s

)n−1
(

1− (3s−2−s0)n

1− 3s−2−s0
+ 1

)
.

Similar to the previous case, (∆s − 1)−1 is compact and ∆s has compact resolvent.

Moreover, if N(λ) is such that

λ = 2
(
3s0+2−s

)N(λ)−1
(

1− (3s−2−s0)N(λ)

1− 3s−2−s0
+ 1

)

then if k := 1/(1− 3s−2−s0) + 1,

N(λ) = 1 +
ln(λ+ 2(3s0+2−s − 1)−1)− ln 2k

ln 2− (s− 2) ln 3
.

Now,

lim
λ→∞

(N(λ)− ln(λ/(2k))

ln 2− (s− 2) ln 3
) = 0.

Thus, since

N (λ) = 1 +
∑

n≥1,λn≤λ

2n−1 = 2N(λ)

then

N (λ) ∼ 2

(
λ

2k

)s0/(2+s0−s)

(1 + o(1))

as λ→∞ as desired. 2
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5.1.2 Diffusion on C3

Having computed the eigenstates and eigenvalues of ∆s, it is now possible to get an

explicit description of its associated Markovian semigroup {exp(t∆s)}t>0. In order to

do so, let

κn(x, y) :=

 1 if d(x, y) = 3−n

0 otherwise
.

Theorem 29 Under the assumptions of Theorem 28 and for s < s0+2, the following

hold:

(i) Let the heat kernel Kt(x, y) be defined by

〈f, et∆sg〉 =

∫
C3×C3

f(x)Kt(x, y)g(y)dµ(x)dµ(y)

for f, g ∈ L2(C3, dµ). Then, Kt(x, y) =
∑∞

n=0 κn(x, y)an(t, s) where

an(t, s) = 1− 2ne−tλn+1 +
n∑

m=1

2m−1e−tλm

for n ≥ 1 and a0 = 1− e−tλ1.

(ii) The Markovian semigroup {et∆s} defines a stationary Markov process (Xt)t≥0

with values in C3. This process satisfies the following for s fixed:

E(d(Xt0 , Xt0+t)
β)

t↓0∼

(
λ1

2
+

1

2

∞∑
n=1

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

))
t(1 + o(1))

for β > s0 + 2− s and

E(d(Xt0 , Xt0+t)
β)

t↓0∼ 1

2β ln 3

(
1

1− 3−β
+ 1

)(
1− 1

3β+s0 − 1

)
t ln(1/t) (1 + o(1))
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for β = s0 + 2− s. For β < s0 + 2− s,

E(d(Xt0 , Xt0+t)
β) = O(tβ/(s0+2−s) ln(1/t)).

Remark 4 The previous section had suggested that ∆s0 is the proper generaliza-

tion of the Laplacian to the Cantor set. Classical Brownian motion on the real line

is generated by the Laplacian and satisfies E(|Xt0 − Xt+t0 |2) = |t|. For s = s0,

E(d(Xt0 , Xt0+t)
2)∼t ln(1/t) and so there is a subdominant contribution by a term of

order ln(1/t). For β = 2 this subdominant contribution only appears for s ≤ s0 and

therefore suggests that on the Cantor set something special is happening at s = s0

as the subdominant term t ln(1/t) takes over from the term t which dominates for

s > s0. A further understanding of this phenomenon needs to be investigated al-

though presumably this logarithmic singularity comes from the fact that Xt describes

a jump process across the gaps of the Cantor set.

Proof: Because of the spectral decomposition of ∆s given in Theorem 28,

et∆s =
∞∑

n=0

e−tλnΠn

where Πn is the spectral projection onto the eigenspace of ∆s corresponding to the

eigenvalue −λn. For n = 0, Π0 = |φ00···〉〈φ00···| = |1〉〈1|. For n ≥ 1,

Πn =
∑

σ1,...,σn−1∈{0,1}

|φσ1···σn−1100···〉〈φσ1···σn−1100···|
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since the φσ1···σn−1100··· generate the eigenspace of Haar functions φω with |ω| = n. By

the definition of the Haar function,

Πn =
∑

σ1,...,σn−1∈{0,1}

∑
uk,vk∈{0,1},k=1,...,n

(
n−1∏
k=1

(−1)(uk−vk)σk

)
(−1)un−vn|χu〉〈χv|

=
∑

uk,vk∈{0,1},k=1,...,n

(−1)un−vn|χu〉〈χv|
∑

σ1,...,σn−1∈{0,1}

n−1∏
k=1

(−1)(uk−vk)σk

=
∑

uk,vk∈{0,1},k=1,...,n

(−1)un−vn|χu〉〈χv|
n−1∏
k=1

2δuk,vk

= 2n−1
∑

u∈{0,1}n−1

|χu0〉〈χu0| − |χu0〉〈χu1| − |χu1〉〈χu0|+ |χu1〉〈χu1|.

Now |χu〉〈χv| is the operator with functional kernel χu(x)χv(y). Because

∑
u∈{0,1}n−1

χu0(x)χu0(y) + χu1(x)χu1(y) =

 1 if d(x, y) ≤ 3−n

0 otherwise

and ∑
u∈{0,1}n−1

χu0(x)χu1(y) + χu1(x)χu0(y) =

 1 if d(x, y) = 3−n+1

0 otherwise

then

Πn(x, y) =


2n−1 if d(x, y) ≤ 3−n

−2n−1 if d(x, y) = 3−n+1

0 otherwise

where Πn(x, y) is the functional kernel of the operator Πn. Using the functions κn,

this becomes

Πn(x, y) = 2n−1(−κn−1(x, y) +
∑
m≥n

κm(x, y)).
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Therefore,

Kt(x, y) = Π0(x, y) +
∞∑

n=1

etλnΠn(x, y)

=
∞∑

n=0

κn(x, y) +
∞∑

n=1

etλn2n−1

(
−κn−1(x, y) +

∑
m≥n

κm(x, y)

)

= κ0(x, y)(1− etλ1) +
∞∑

n=1

κn(x, y)

(
1− 2netλn+1 +

n∑
m=1

2m−1etλm

)

as desired.

The definition of the stochastic process follows Section 2.3.4. It gives a way to

evaluate E(d(Xt0 , Xt0+t)
β) by

E(d(Xt0 , Xt0+t)
β) =

∫
C3

∫
C3

∫
C3

d(x, y)βKt(x, y)Kt0(z, x)dµ(x)dµ(y)dµ(z)

However, since the semigroup is Markov then
∫

C3
Kt0(z, x)dµ(z) = 1 and

E(d(Xt0 , Xt0+t)
β) =

∫
C3×C3

Kt(x, y)d(x, y)
βdµ(x)dµ(y).

Because

κn(x, y) =
∑

v∈{0,1}n

χv0(x)χv1(y) + χv1(x)χv0(y)

then ∫
C3×C3

κn(x, y)dµ(x)dµ(y) =
∑

v∈{0,1}n

2

22n+2
=

1

2n+1
.

Thus since κn(x, y) = 1 if d(x, y) = 3−n,

E(d(Xt0 , Xt0+t)
β) =

1

2

∞∑
n=0

(
1

2 · 3β

)n

an(t, s).
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It is possible to rewrite an(t, s) as

an(t, s) = 1− 2ne−tλn+1 +
n∑

m=1

2m−1e−tλm = 2n(1− e−tλn+1)−
n∑

m=1

2m−1(1− e−tλm).

Then for t > 0 and β > s0 + 2− s,

1

t
E(d(Xt0 , Xt0+t)

β) ≤ 1

2t

∞∑
n=0

1

3βn
(1− e−tλn+1)

≤ 1

2

∞∑
n=0

1

3βn
λn+1

≤
(

1

1− 3s−2−s0
+ 1

) ∞∑
n=0

1

3βn
(3s0+2−s)n <∞.

Therefore by dominated convergence,

lim
t→0

E(d(Xt0 , Xt0+t)
β)

t
=

1

2

∞∑
n=0

(
1

2 · 3β

)n

lim
t→0

an(t, s)

t
.

But for n ≥ 1,

lim
t→0

an(t, s)

t
= lim

t→0

(
2n 1− e−tλn+1

t
−

n∑
m=1

2m−1 1− e−tλm

t

)

= 2nλn+1 −
n∑

m=1

2m−1λm.

Consequently,

0 < lim
t→0

E(d(Xt0 , Xt0+t)
β)

t
=
λ1

2
+

1

2

∞∑
n=1

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

)
<∞.

For β = s0 + 2− s, let Nt = ln(1/t)/(β ln 3). First of all,

1

2

∞∑
n=Nt+1

(
1

2 · 3β

)n

an(t, s) <
1

2

∞∑
n=Nt+1

(
1

3β

)n

=
1

2 · 3βNt

∞∑
n=1

(
1

3β

)n

=
t

2

1

3β − 1
= c1t
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and since

an(t, s) > 2n(1− e−tλn+1)− (1− e−tλn+1)
n∑

m=1

2m−1 = 1− e−tλn+1 > 1− e−tλ1

then

1

2

∞∑
n=Nt+1

(
1

2 · 3β

)n

an(t, s) >
1

2
(1− e−tλ1)

∞∑
n=Nt+1

(
1

2 · 3β

)n

=
1

2
(1− e−tλ1)

(
1

2 · 3β

)Nt 1

2 · 3β − 1

=
1

2
(1− e−tλ1)t1+s0/β 1

2 · 3β − 1
= c2t

1+s0/β.

Both these terms are o(t ln(1/t)) as t→ 0. By taking a Taylor expansion,

2ntλn+1−2n t
2λ2

n+1

2
−t

n∑
m=1

2m−1λm ≤ an(t, s) ≤ 2ntλn+1−t
n∑

m=1

2m−1λm+
t2

2

n∑
m=1

2m−1λ2
m.

Now

1

2

Nt∑
n=1

(
1

2 · 3β

)n

2nt2λ2
n+1 =

t2

2

Nt∑
n=1

(
1

3β

)n

λ2
n+1

< 2t2(
1

1− 3−β
+ 1)2

Nt∑
n=1

3nβ

< 2t2(
1

1− 3−β
+ 1)2 1

1− 3−β
3βNt = c3t

where c3 > 0. Similarly, because

n∑
m=1

2m−1λ2
m < 4(

1

1− 3−β
+ 1)2

n∑
m=1

2m−132β(m−1)

< 4(
1

1− 3−β
+ 1)2 1

1− 3−β2−1
2n−132β(n−1),
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then there exists c4 > 0 such that

Nt∑
n=1

(
1

2 · 3β

)n
t2

2

n∑
m=1

2m−1λ2
m < c4t.

Therefore,

E(d(Xt0 , Xt0+t)
β) >

t

2

Nt∑
n=1

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

)
+ c2t

1+s0/β − c3t

and

E(d(Xt0 , Xt0+t)
β) <

t

2

Nt∑
n=1

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

)
+ c1t− c4t.

Since,

λn+1 = 2 · 3βn

(
1

1− 3−β
+ 1

)
− 2 · 3−β

1− 3−β

then

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

)
= 2

(
1

1− 3−β
+ 1

)(
1−

n∑
m=1

(2 · 3β)−m

)

− 2 · 3−β

1− 3−β

(
1

2 · 3β

)n

= 2

(
1

1− 3−β
+ 1

)(
1− 1

3β+s0 − 1

)
+2

(
1

1− 3−β
+ 1

)
1

3β+s0 − 1

(
1

3β+s0

)n

− 2 · 3−β

1− 3−β

(
1

3β+s0

)n

= 2

(
1

1− 3−β
+ 1

)(
1− 1

3β+s0 − 1

)
+2c5

(
1

3β+s0

)n
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then

t

2

Nt∑
n=1

(
1

2 · 3β

)n
(

2nλn+1 −
n∑

m=1

2m−1λm

)
=

(
1

1− 3−β
+ 1

)(
1− 1

3β+s0 − 1

)
tNt

+c5
t

3β+s0 − 1
(1− t1+s0/β).

Consequently,

E(d(Xt0 , Xt0+t)
β)

t↓0∼ 1

β ln 3

(
1

1− 3−β
+ 1

)(
1− 1

3β+s0 − 1

)
t ln(1/t) (1 + o(1))

for β = s0 + 2− s.

For β < s0 + 2− s, the proof that E(d(Xt0 , Xt0+t)
β) = O(tβ/(s0+2−s) ln(1/t)) uses

the fact that 1 − e−x ≤ xα for 0 ≤ α ≤ 1. Let Nt = ln(1/t)/(β ln 3). If we let

β0 = s0 + 2− s then β/β0 < 1 and

an(t, s) < 2n(1− e−tλn+1) ≤ 2n (tλn+1)
β/β0 .

Thus,

1

2

Nt∑
n=0

(
1

2 · 3β

)n

an(t, s) <

(
1

1− 3−β0
+ 1

) Nt∑
n=0

tβ/β0 = c6t
β/β0Nt

Again, we have that

1

2

∞∑
n=Nt+1

(
1

2 · 3β

)n

an(t, s) <
1

2

∞∑
n=Nt+1

(
1

3β

)n

=
1

2 · 3βNt

∞∑
n=1

(
1

3β

)n

=
t

2

1

3β − 1
= c1t

since an(t, s) < 2n. Consequently, E(d(Xt0 , Xt0+t)
β) = O(tβ/(s0+2−s) ln(1/t)) as de-

sired. 2

5.1.3 The p-adic Integers and the Vladimirov Operator

In this section, we give a brief introduction to the p-adic integers and show the

relationship between ∆s and the Vladimirov operator [60]. To begin, we present
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some of the basics of the p-adic integers as in [59].

Definition 38 For any n ∈ {2, 3, . . . }, let Zn be defined to be the set of all infinite

sequences

a0a1 . . . amam−1 . . .

such that ai ∈ {0, 1, . . . , n − 1}. That is, Zn = {0, 1, . . . , n − 1}N. Then Zn is called

the set of n-adic integers.

It is possible to define an addition and multiplication on Zn as follows. Let

x = a0a1a2 . . . and y = b0b1b2 . . . be two elements of Zn. Then x + y = c0c1c2 . . .

where ci is determined by:

(i) ci ∈ {0, 1, . . . , n− 1}

(ii) for each m ∈ N,

m∑
i=0

cin
i =

m∑
i=0

(ai + bi)n
i ( mod nm+1 )

Similarly, xy = d0d1d2 . . . where di is determined by:

(i) di ∈ {0, 1, . . . , n− 1}

(ii) for each m ∈ N,

m∑
i=0

din
i =

(
m∑

i=0

ain
i

)(
m∑

i=0

bin
i

)
( mod nm+1 )

Proposition 15 With the above addition and multiplication, Zn is a commutative

ring with 0 := 000 . . . as a zero element and 1 := 100 . . . as a unit. Moreover, if p is

a prime number then Zp is an integral domain and a0a1a2 . . . has an inverse if and

only if a0 6= 0

Proof: see [59] Proposition 3.2 and Proposition 3.3.
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Let p be a prime number. Since Zp = {0, 1, . . . , p− 1}N then Zp is homeomorphic

to ∂T where T is the rooted tree such that every vertex has exactly p children. It is

then possible to assign an ultrametric, |·|p, to Zp via the weight function ε(v) = p−ht(v)

for v ∈ V . Then, | · |p is called the p-adic valuation on Zp. The p-adic numbers are

the completion of Q with respect to this ultrametric | · |p and Zp is then the closed

unit disc in Qp. The Vladimirov operator [60] is constructed using the field structure

of Qp. It is defined by

(Dψ)(x) =
p2

p+ 1

∫
Qp

ψ(x)− ψ(y)

|x− y|2p
dy

where ψ : Qp → R is a locally constant function with compact support and the

measure dy is the Haar measure on Qp. In particular, the measure dy is such that [v]

has measure p−ht(v) for v ∈ V .

Proposition 16 Let D be the Vladimirov operator on Q2. For z = v0v1 · · · ∈ ∂T2

and f ∈ E,

(Df)(z) =
1

3
lim

n→∞

1

µ([vn])
〈χvn ,−∆2f〉.

Proof: From Section 4.4.3,

〈χvn ,−∆2f〉 =

∫
[vn]

dµ(x)
n−1∑
j=0

4

µ([v0 · · · vj−1])2

∫
[v0···vj−1v̄j ]

f(x)− f(y)dµ(y).

But for x ∈ [v0 · · · vj] and y ∈ [v0 · · · vj−1v̄j], |x− y|2 = µ([v0 · · · vj−1]). Therefore,

〈χvn ,−∆2f〉 = 4

∫
[vn]

dµ(x)

∫
[vn]c

f(x)− f(y)

|x− y|22
dµ(y)

and the result follows. 2

Because |D|−1D = F is the phase of the operator D, then this result shows that

since the Vladimirov operator is constructed out of the phase then it does not take
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the metric on C3 into account. This makes sense because the Vladimirov operator

was created using the 2-adic metric which comes from the measure and not from the

metric on C3.

5.2 Iterated Function Systems

This section is devoted to showing that regular, ultrametric Cantor sets are quite

general. In fact, they encompass a wide variety of classical examples.

5.2.1 Iterated Function Systems

This example can be found in [27]. To begin, let (X, d) be a complete metric space.

Definition 39 An iterated function system (IFS) consists of a family of contractions

{F1, . . . , Fm} on X with m ≥ 2. Recall that the requirement that Fi is a contraction

means d(Fi(x), Fi(y)) ≤ aid(x, y) for all x, y ∈ X with 0 < ai < 1.

The following theorem gives the most fundamental property of iterated function

systems.

Theorem 30 Let {F1, . . . , Fm} be an IFS on a complete metric space (X, d). Then

there exists a unique, non-empty compact set E ⊂ X that satisfies

E =
m⋃

i=1

Fi(E)

Proof: See [26] (Theorem 9.1) 2

The set E given in the conclusion of the theorem is called the attractor of the IFS

{F1, . . . , Fm}.

Definition 40 The attractor E of an IFS {F1, . . . , Fm} is called self-similar if Fi is a

similarity for i = 1, . . . ,m. Recall that Fi is a similarity if d(Fi(x), Fi(y)) = rid(x, y)

for all x, y ∈ X.
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Remark 5 There seems to be some disagreement about when to call a set self-

similar. Notably, [46] uses self-similar for what has been termed an attractor here.

Our definition follows [27].

Given an IFS {F1, . . . , Fm} with attractor E, it is possible to encode E in terms

of the IFS. To begin, let I0 consist of the empty sequence and Ik = {(i1, . . . , ik) :

1 ≤ il ≤ m} for k > 0. Then Fi1 ◦ · · · ◦ Fik ◦ Fik+1
(E) ⊂ Fi1 ◦ · · · ◦ Fik(E) and

diam(Fi1 ◦ · · · ◦ Fik(E)) → 0 as k → ∞ since each Fi is a contraction. Because each

Fi1 ◦ · · · ◦ Fik(E) is nonempty, there exists a unique point

xi1,i2,... =
∞⋂

k=0

Fi1 ◦ · · · ◦ Fik(E)

Moreover, since E =
⋃m

i=1 Fi(E) then for every point x ∈ E there exists at least one

sequence i1, i2, . . . such that x ∈ Fi1 ◦ · · · ◦Fik(E) for k ≥ 0. This sequence might not

be unique.

Definition 41 Given an IFS {F1, . . . , Fm} and its attractor E, then the IFS is said to

satisfy the strong separability condition if E =
⊔m

i=1 Fi(E), i.e. the union is disjoint.

Thus, if {F1, . . . , Fm} satisfies the strong separability condition, then every x ∈ E

has a unique sequence associated to it. It is then possible to construct a tree T

associated to E. The vertices of T will consist of finite sequences (i1, . . . , ik). The

partial ordering is given by requiring that (i1, . . . , ik) � (i1, . . . , ik, . . . , ik+l). T is

then a reduced, rooted, Cantorian tree. Moreover, since {F1, . . . , Fm} satisfies the

strong separability condition then E ' ∂T . If ε : V → R+ is given by ε((i1, . . . , ik)) =

diam(Fi1 ◦ · · · ◦ Fik(E)) then ε is a weight function on T . Let dε be the regular

ultrametric corresponding to T .

Theorem 31 Let (C, d) be a self-similar Cantor set that is the attractor of the IFS

{F1, . . . , Fm}. Suppose that {F1, . . . , Fm} satisfies the strong separability condition.
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Then d is equivalent to the regular ultrametric dε.

Proof: Since C is compact and the Fi’s are similarities with similarity ratio ri, then

diam(Fi1 ◦ · · · ◦ Fik(C)) = ri1 · · · rikdiam(C).

Similarly,

dist(Fi1 ◦ · · · ◦ Fik(Fi(C)), Fi1 ◦ · · · ◦ Fik(Fj(C))) = ri1 · · · rikdist(Fi(C), Fj(C)).

Therefore, let x, y ∈ C with x ∧ y = (i1, . . . , ik). Then x ∈ Fi1 ◦ · · · ◦ Fik(Fi(C)) and

y ∈ Fi1 ◦ · · · ◦ Fik(Fj(C)) with i 6= j. If M = min{dist(Fi(C), Fj(C)) : 1 ≤ i, j ≤

m, i 6= j}, then M > 0 since {F1, . . . , Fm} satisfies the strong separability condition.

Moreover,

M

diam(C)
dε(x, y) ≤ d(x, y) ≤ dε(x, y)

since dε(x, y) = diam(Fi1 ◦ · · · ◦ Fik(C)) = ri1 · · · rikdiam(C). Therefore, d and dε are

equivalent. 2

Given a self-similar Cantor set (C, d) that is the attractor of an IFS {F1, . . . , Fm}

that satisfies the strong separability condition, it is now possible to study the zeta

function associated to dε. To begin,

ζ(s) = diam(C)s

∞∑
k=0

∑
(i1,...,ik)∈Ik

(ri1 · · · rik)
s = diam(C)s

∞∑
k=0

(rs
1 + · · ·+ rs

m)k.

Thus ζ(s) converges for <(s) > s0 where s0 is such that rs0
1 + · · · + rs0

m = 1. This is

the familiar similarity dimension of C (see [26] Ch 9.2) and consequently the upper

box dimension and similarity dimension coincide. In fact, it turns out that more is

true. For a self-similar Cantor set that is the attractor of an IFS satisfying the strong

separability condition, all the typical fractal dimensions coincide with s0 (see [26]
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Thm. 9.3).

5.2.2 Cookie Cutter Systems

Continuing with showing that the class of ultrametric Cantor sets is diverse, this

section gives an example of an ultrametric Cantorian Julia set that comes from an

iterated function system associated to a certain type of iterated rational function.

This example can also be found in [27]. Let X be a closed non-empty bounded

interval in R and let X1, . . . , Xm with m ≥ 2 be non-empty closed subintervals. Let

f :
⊔m

i=1Xi → X be such that Xi is mapped bijectively onto X for each i = 1, . . . ,m.

Suppose further that f has continuous second derivatives onX and that |f ′(x)| > 1 on

Xi for i = 1, . . . ,m. Thus f is expanding at all points of
⊔m

i=1Xi. Since f is bijective

on Xi for each i = 1, . . . ,m, it is possible to define Fi : X → Xi by Fi = f−1
�Xi

. Because

|f ′(x)| > 1 then |F ′
i (x)| < 1 for all x ∈

⊔m
i=1Xi. By the Mean Value Theorem, Fi

is a contraction for all i = 1, . . . ,m. Thus {F1, . . . , Fm} is an IFS. The attractor C

of this IFS is called the repeller of f . C is called a cookie-cutter set and the IFS is

called a cookie-cutter system. Since the union
⊔m

i=1Xi =
⊔m

i=1 Fi(X) is disjoint, then

this IFS satisfies the strong separability condition and thus C is a Cantor set. Let

T and dε be defined as in the previous section. In this section, it will be shown that

the Euclidean metric d restricted to C is metrically equivalent to dε on C. The proof

requires the principle of bounded distortion as given in [27] (Ch. 4)

Lemma 6 (Principle of Bounded Distortion) There exists b0 ∈ R+ such that

for all k = 0, 1, . . . and for all (i1, . . . , ik) ∈ Ik,

b−1
0 ≤ diam(Fi1 ◦ · · · ◦ Fik(X))

diam(X)
|(fk)′(x)| ≤ b0 (4)

for all x ∈ Fi1 ◦ · · · ◦ Fik(X).
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With this lemma in hand, it is now possible to show that dε is equivalent to the

Euclidean metric d restricted to C.

Theorem 32 Let C be a cookie cutter set. Then dε is equivalent to the Euclidean

metric d.

Proof: Let M = min{dist(Fi(C), Fj(C)) : i 6= j, 1 ≤ i, j ≤ m}. Let y ∈ Fi1 ◦

· · · ◦ Fik ◦ Fi(C) and z ∈ Fi1 ◦ · · · ◦ Fik ◦ Fj(C) be such that i 6= j. By definition,

dε(y, z) = diam(Fi1 ◦ · · · ◦ Fik(C)). Now |fk(y)− fk(z)| ≥M . Since y, z ∈ Fi1 ◦ · · · ◦

Fik(C), then by the Mean Value Theorem there exists x ∈ Fi1 ◦ · · · ◦Fik(X) such that

|fk(y)− fk(z)| = |y − z|(fk)′(x). By the Principle of Bounded Distortion,

b−1
0 ≤ |(fk)′(x)|diam(Fi1 ◦ · · · ◦ Fik(X))

diam(X)
≤ b0.

This gives that,

b−1
0 ≤ |fk(y)− fk(z)|diam(Fi1 ◦ · · · ◦ Fik(X))

|y − z|diam(X)
≤ b0.

Since |fk(y) − fk(z)| ≥ M and diam(Fi1 ◦ · · · ◦ Fik(C)) ≤ diam(Fi1 ◦ · · · ◦ Fik(X)),

then

Mdiam(Fi1 ◦ · · · ◦ Fik(C))

|y − z|diam(X)
≤ |fk(y)− fk(z)|diam(Fi1 ◦ · · · ◦ Fik(X))

|y − z|diam(X)
≤ b0.

In particular,

Mdiam(Fi1 ◦ · · · ◦ Fik(C))

diam(X)
b−1
0 ≤ |y − z|

Since y, z ∈ Fi1 ◦ · · · ◦ Fik(C), then |y − z| ≤ diam(Fi1 ◦ · · · ◦ Fik(C)). Thus,

M

diam(X)
b−1
0 dε(y, z) ≤ |y − z| ≤ dε(y, z)

and the two metrics are equivalent. 2
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Example 7 Using the ζ-function associated to dε it is possible to get well known

bounds on the upper box dimension of a cookie cutter set. Let f(x) = 5x(1− x) and

let X = [0, 1] with X1 = [0, .28] and X2 = [.72, 1]. This is a cookie cutter system

with Cantor repeller C. Now f has two inverses F1(x) = 1/2 +
√

25− 20x/10 and

F2(x) = 1/2−
√

25− 20x/10. Since these functions are monotone, then

diam(Fi1 ◦ · · · ◦ Fik(C)) = |Fi1 ◦ · · · ◦ Fik(1)− Fi1 ◦ · · · ◦ Fik(0)| = |(Fi1 ◦ · · · ◦ Fik)
′(c)|

for some c ∈ X by the Mean Value Theorem. But F ′
1(0) = 1/5 ≤ |F ′

i (x)| ≤ 1/2.2 =

F ′
1(.28) for x ∈ Xi. Thus

∞∑
n=0

(
2

5s
)n ≤ ζ(s) ≤

∞∑
n=0

(
2

2.2s
)n

Thus the abscissa of convergence s0 for ζ(s) is such that

log 2

log 5
≤ s0 ≤

log 2

log 2.2
.

This also gives a bound on the upper box dimension for the Julia set of f as well. In

fact, for cookie cutter sets all the typical fractal dimensions coincide (see [27] Corollary

4.6) and consequently this bound holds for all the typical fractal dimensions.

5.2.3 Hausdorff Measure and Hausdorff Dimension

This section presents the basics of the Hausdorff measure (see [26]). Let X be a metric

space with metric d. If {Ui} is a countable (or finite) collection of sets of diameter at

most δ that covers X, then {Ui} is called a δ-cover of X. Let s > 0. For any δ > 0,

let

Hs
δ (X, d) := inf{

∑
diam(Ui)

s}
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where the infimum is taken over all δ covers of X. Because the class of permissible

covers of X decreases as δ ↓ 0 then Hs
δ increases and therefore approaches a (possibly

infinite) limit as δ ↓ 0. Then Hs(X, d) := limδ↓0H
s
δ (X) is called the s-dimensional

Hausdorff measure of X. Hs can be shown to be a measure. It has the following

scaling property: Hs(X,λd) = λsHs(X, d). That is changing the distance by a factor

of λ changes the measure by a factor of λs. From now on, when convenient Hs(X, d)

will be written as just Hs(X).

By studying Hs(X) as s changes, it is possible to get another fractal dimension.

First of all, Hs(X) is non-increasing in s. In fact, it turns out that except for a

single point s0, H
s(X) is either 0 or ∞. The Hausdorff dimension is defined to be

dimH(X) := inf{s : Hs(X) = 0}. At s = dimH(X), Hs(X) may either be 0,∞,

or a positive real number. Hausdorff dimension satisfies the dimension properties

mentioned earlier: monotonicity, zero on finite sets, and it gives dimension n to open

sets in Rn. It is also invariant under bi-Lipschitz transformation and thus is the same

for two equivalent metrics. As mentioned previously, the Hausdorff dimension is less

than or equal to the upper box dimension.

5.2.4 The Measure on Self-Similar Cantor Sets

The Hausdorff dimension and the Hausdorff measure can be difficult to calculate in

most cases. However, for self-similar Cantor sets the calculation is possible. Let C

be a self-similar Cantor set that is the attractor of an IFS {F1, . . . , Fn} that satisfies

the strong separability condition and has similarity ratios r1, . . . , rn . As mentioned

previously, the Hausdorff dimension and the upper box dimension coincide with the

unique s0 > 0 that satisfies rs0
1 + · · ·+ rs0

n = 1. This is the similarity dimension. This
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s0 is also the abscissa of convergence of the ζ-function associated to C. Now,

lim
s↓s0

(s− s0)Tr
(
|D|−s

)
= lim

s↓s0

(s− s0)
diam(C)s

1− (rs
1 + · · ·+ rs

n)

=
diam(C)s0

−(rs0
1 ln r1 + · · ·+ rs0

m ln rm)
.

Since the denominator is a sum of positive numbers, then lims↓s0(s−s0)Tr (|D|−s) > 0.

Because the subtree located at each vertex is just a scaled version of the tree T ,

then for v ∈ V corresponding to the sequence (i1, . . . , ik)

µ([v]) = µτ (χ[v]) = lim
s↓s0

Tr
(
|D|−sπτ (χ[v])

)
Tr (|D|−s)

= lim
s↓s0

(ri1 · · · rik)
s Tr (|D|−s)

Tr (|D|−s)
= (ri1 · · · rik)

s0 .

Thus lims↓s0(s − s0)Tr (|D|−sπτ (f)) is defined for all simple functions f . By the

continuity and the linearity of the trace and the representation, it is then be defined

on all of C(C) and thus C is ζ-regular.

The following lemma often called the mass distribution principle will help show

that this measure is in fact the Hausdorff measure.

Lemma 7 (Mass Distribution Principle) Let µ be a measure on C with support

contained in C such that 0 < µ(C) < ∞. Suppose that for some s ≥ 0 there are

numbers c > 0 and δ > 0 such that

µ(U) ≤ c diam(U)s

for all sets U such that diam(U) ≤ δ. Then Hs(C) ≥ µ(C)/c and s ≤ dimH(C).

Proof: If {Ui} is any ν-cover of C with ν < δ, then

0 < µ(C) = µ(
⋃

Ui) ≤
∑

i

µ(Ui) ≤ c
∑

i

diam(U)s.
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Taking the infimum over all such {Ui} shows that Hs
ν(C) ≥ µ(C)/c for ν < δ, so

Hs(C) ≥ µ(C)/c. 2

Theorem 33 Let C be the attractor of a self-similar iterated function system that

satisfies the strong separability condition. Then the following are true:

(i) C is a ζ-regular Cantor set with its natural metric coming from the iterated func-

tion system;

(ii) up to a constant, µ is equal to the s0-Hausdorff measure where s0 is the similarity

dimension of C.

Proof: The proof of (i) was shown above. For part (ii), the Mass Distribution

Principle guarantees that Hs0([v]) ≥ diam(C)s0µ([v]) for any v ∈ V . However, for

any height greater than ht(v) there is a cover O of [v] by taking all the descendants

of v of that height. If v = (i1, . . . , ik), then the cover O is of the form {[v′] : v′ =

(i1, . . . , ik, ik+1, . . . , ik+j)}. Thus,

∑
v′∈O

diam([v′])s0 =
∑

(ik+1,...,ik+m)∈Im

diam([(i1, . . . , ik+j)])
s0

= diam(C)s0

∑
(ik+1,...,ik+m)∈Im

(ri1 · · · rikrik+1
· · · rik+j

)s0

= diam(C)s0(ri1 · · · rik)
s0

∑
(ik+1,...,ik+j)∈Ij

(rik+1
· · · rik+j

)s0

= diam(C)s0(ri1 · · · rik)
s0(rs0

1 + · · ·+ rs0
n )j

= diam(C)s0(ri1 · · · rik)
s0 .

Consequently, Hs0([v]) ≤ diam(C)s0µ([v]) and thus Hs0 = diam(C)s0µ on C. 2

5.3 Delone Sets, Tilings, and the Transversal

This section treats the case of Cantor sets arising as the transversal of a Delone set.
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5.3.1 The Transversal of a Repetitive, Aperiodic Delone Set of Finite
Type

The following definitions can be found in [6].

Definition 42 Let L be a discrete subset of Rd.

1) L is uniformly discrete if there is an r > 0 such that every open ball of radius r

meets L in at most one point. L is then said to be r-discrete.

2) L is relatively dense if there is an R > 0 such that every closed ball of radius R

meets L in at least one point. L is then said to be R-dense.

3) L is a Delone set if it is both uniformly discrete and relatively dense. L is then

said to be (r, R)-Delone if it is r-discrete and R-dense.

4) A Delone set L is of finite type whenever L − L := {x − y : x, y ∈ L} is locally

finite.

5) L is aperiodic if there is no non-zero a ∈ Rd such that L+ a = L.

It is now possible to construct a tree T associated to an (r0, R)-Delone set L

of finite type. The key to forming the tree is the notion of a patch. Let Pr :=

{(L − x) ∩ B(0, r) : x ∈ L} be the set of patches of radius r for r ≥ 0. Now

Pr ⊂ (L−L)∩B(0, r) and since L is finite type then (L−L)∩B(0, r) is finite. Thus

Pr is finite for each r ≥ 0.

Lemma 8 Let L be an (r0, R)-Delone set of finite type and let r > 0. Then there

exists δ > 0 such that Pr = Pr−δ.

Proof: Let p ∈ Pr. Then p is a finite set since L is uniformly discrete. Let m =

max{||x|| : x ∈ p}. Now m < r. Thus if δp = (r − m)/2, then δp > 0. Also since

p ∩ B(0, r − δp) = p, then p ∈ Pr−δp . If δ = min{δp : δp ∈ Pr}, then δ > 0 and

Pr ⊂ Pr−δ. However, any patch p ∈ Pr can restrict to a patch p|s = p ∩ B(0, s) for

s < r. Thus |Pr| ≥ |Pr−δ| and Pr = Pr−δ. 2
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Because L is R-dense, then Pr 6= Pr+2R. Because of the previous lemma, then

a maximal sequence r0 < r1 < r2 < · · · exists such that Pri
6= Pri+1

. In fact this

maximal sequence could be given by {||a|| : a ∈ (L − L), a 6= 0}. From now on let

Pn := Prn . As seen in the proof of the lemma, Pm projects onto Pn for n < m and

the projection πm,n is simply the restriction map. The tree T can be constructed by

letting V =
⋃∞

k=0Pn. Since P0 consists of just one patch corresponding to a single

point, let this be the root. Then for p, p′ ∈ V , let p � p′ if p ∈ Pm and p′ ∈ Pn with

m > n and πm,n(p) = p′. Thus the children of a vertex p ∈ Pn are the elements of

Pn+1 that restrict to p.

In order to study ∂T , the idea of the Hull of a Delone set is necessary. In order to

define the Hull, the Delone set must be put in the right framework. To every Delone

set L, it is possible to assign a measure

νL =
∑
y∈L

δy

where δy assigns 1 to any set that contains y. Then L can be considered to be

contained in M(Rd), the space of all measures on Rd. Thinking of M(Rd) as the

dual of Cc(Rd), then M(Rd) can be topologized with the weak ∗-topology. This is the

topology given by the family of seminorms, {ρf (·)}f∈Cc(Rd) where ρf (ν) = |ν(f)| for

ν ∈ M(Rd).

Definition 43 Given a Delone set L, its Hull Ω is defined to be the closure in M(Rd)

of {νL+a : a ∈ Rd} (i.e. the set of all its translates).

If L is uniformly discrete then Ω is a compact subset of M(Rd) (see [5]). To each

ω ∈ Ω, let Lω be the support of ω. It is also true that if L is an (r, R)-Delone set and

ω ∈ Ω, then Lω is also an (r, R)-Delone set (see [5]). It will be important in what

follows to understand convergence in this topology. The following lemma shows that

a sequence of Delone sets converges if it converges in every generic window.
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Lemma 9 Let L be an (r, R)-Delone set with hull Ω. Let L1,L2, · · · ∈ Ω. Then

νLn converges to ω if and only if for any open ball B(0, R0) with Lω ∩ B(0, R0) =

Lω ∩B(0, R0), Ln ∩B(0, R0) converges to Lω ∩B(0, R0) in the Hausdorff metric.

Proof: Suppose νLn converges to ω. Then ω ∈ Ω and by the above discussion Lω

is also an (r, R)-Delone set. Now νLn → ω in the weak ∗-topology if and only if

νLn(f) → ω(f) for every f ∈ Cc(Rd). To begin, let p = B(0, R0) ∩ Lω. For y ∈ p and

r/2 > ε > 0, let gε
y(x) = 1 −max{1 − ||x − y||/ε, 0}. Then, gε

y(x) > 0 if and only if

||x − y|| < ε. Since gε
y ∈ Cc(Rd), then νLn(gε

y) → ω(gε
y). But ω(gε

y) =
∑

x∈Lω
gε

y(x) =

gε
y(y) = 1 since Lω is r-discrete and ε < r. Thus νLn(gε

y) → 1 and for n ≥ Ny there

exists x ∈ Ln with gε
y(x) > 0. This gives that ||x− y|| < ε. Since Ln is r-discrete, if

x, x ∈ Ln with ||x− y|| < r/2 then,

r < ||x− x′|| ≤ ||x− y||+ ||x′ − y|| < r/2 + ||x′ − y||.

Thus, ||x′ − y|| > r/2 and this x is unique. Moreover, dist(y,Ln) < ε for n ≥ Ny.

Because Lω is r-discrete, then p = B(0, R0− ε)∩Lω for ε small enough. So it can be

assumed that in fact x ∈ B(0, R0)∩Ln. Consequently if N := max{Ny : y ∈ p} then

for n ≥ N , dist(y,B(0, R0) ∩ Ln) < ε for all y ∈ p.

Because p = B(0, R0) ∩ Lω, there exists r′ > 0 such that B(0, R0 + r′) = p. Let

h ∈ Cc(Rd) be such that h is equal to 1 on B(0, R0) and 0 outside of B(0, R0 + r′).

Then ω(h) = |p| where |p| is the number of points in p. As seen above, to every y ∈ p

there is a unique x ∈ B(0, R0) ∩ Ln for n ≥ N . Thus |B(0, R0) ∩ Ln| ≥ |p|. But

since νLn(h) → ω(h), there exists N ′ such that |νLn(h)−ω(h)| < 1 for n ≥ N ′. Thus

|B(0, R0)∩Ln| = |p| for n ≥ N ′. Since p and B(0, R0)∩Ln have the same number of

points for n ≥ N ′ then for n ≥ max{N,N ′}, dist(x, p) < ε for all x ∈ B(0, R0) ∩ Ln.

This gives that the Hausdorff distance ρH(p,B(0, R0) ∩ Ln) < ε for n ≥ max{N,N ′}

and that Ln ∩B(0, R0) converges to Lω ∩B(0, R0) in the Hausdorff metric.
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Now assume that for any open ball B(0, R0) with Lω ∩B(0, R0) = Lω ∩B(0, R0),

Ln∩B(0, R0) converges to Lω∩B(0, R0) in the Hausdorff metric. Let f ∈ Cc(Rd) and

let ε > 0 be given. Since f has support in a compact set, it is possible to choose R0

large enough so that f is 0 outside of B(0, R0). Because Lω is r-discrete, it is possible

to make sure R0 is such that Lω ∩ B(0, R0) = Lω ∩ B(0, R0). Now f is continuous

on B(0, R0) so it is uniformly continuous here. Thus, if p = B(0, R0 − ε) ∩ Lω, then

0 < δ < r/2 can be chosen so that if ||x− x′|| ≤ δ then ||f(x)− f(x′)|| < ε/|p|. Since

Lω and Ln are r-discrete, there are only a finite number of points in the ball of radius

R0. If ρH(p,B(0, R0) ∩ Ln) < δ then since δ < r/2 then to each y ∈ p there is a

unique xy ∈ B(0, R0) ∩ Ln with ||xy − y|| < δ. Furthermore, this correspondence is

one to one since dist(x, p) < δ for all x ∈ B(0, R0) ∩ Ln. Thus,

|νLn(f)− ω(f)| = |
∑
y∈p

f(xy)− f(y)| ≤
∑
y∈p

|f(xy)− f(y)| <
∑
y∈p

ε

|p|
= ε

for all n such that ρH(p,B(0, R0) ∩ Ln) < δ. Thus, νLn(f) → ω(f). 2

Because of the way it was defined, Ω carries an Rd action. As is common in

dynamics, it is important to find a transversal to this action.

Definition 44 The canonical transversal, Ξ is defined to be the set {ω ∈ Ω : 0 ∈

Lω} ⊂ Ω.

Proposition 17 If L is an (r, R)-Delone set of finite type, then ∂T is homeomorphic

to Ξ.

Proof: Let F : Ξ → ∂T be defined as follows. Let ω ∈ Ξ. Then Lω is an (r, R)-

Delone set and in general ω = limn→∞ νL+an . If pk = B(0, rk) ∩ (L − an), then

pk ∈ Pk by definition and it can be assumed that rk satisfies the hypotheses of lemma

9. Thus limn→∞ pk = B(0, rk) ∩ Lω. Since Pk is finite, then this limit is eventually

constant and B(0, rk) ∩ Lω ∈ Pk. So if pi = Lω ∩B(0, ri), then pi ∈ Pi. It is obvious
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that for m > n, πm,n(pm) = pn. Thus p0, p1, . . . is an infinite sequence of patches.

Since each vertex in T is a patch, then this an infinite sequence of vertices. Thus, if

F (ω) = {pi}∞i=0, then F : Ξ → ∂T .

To prove injectivity, suppose F (ω) = F (ω′) = {pi}∞i=0. Then Lω and Lω′ agree on

every ball centered at the origin. So for any ball of radius R0, the Hausdorff distance,

ρH , between B(0, R0) ∩ Lω and B(0, R0) ∩ Lω′ is zero. Thus for any f ∈ Cc(Rd),

ω(f) = ω′(f). Therefore, ω = ω′ since M(Rd) is Hausdorff in the weak ∗-topology.

To prove surjectivity, let {pi}∞i=0 ∈ ∂TL. By definition, each patch pn comes as a

subset of some Delone set L − an. Since Ω is compact {νL−an}∞n=0 has a convergent

subsequence {νL−aj}∞j=0 with limj→∞ νL−aj = ω for some ω ∈ Ω. Because of the

previous lemma, ω ∈ Ξ (i.e. Ξ is closed and thus compact). Moreover, ω∩B(0, rn) =

pn since (L − aj) ∩B(0, rn) = pn for j ≥ n. So F (ω) = {pi}∞i=0.

To show that F is continuous, let p ∈ Pn ⊂ V . Then F−1([p]) = {ω ∈ Ξ :

B(0, rn) ∩ Lω = p}. Now since Pn is finite, there exists ε so that ρH(p, p′) > ε for

all p′ ∈ Pn with p′ 6= p. Let hε
p and h be as defined in the proof of the previous

lemma. Then F−1([p]) = (hε
p)
−1(|p|) ∩ h−1(|p|). This is true since if ω is such that

B(0, rn)∩Lω ∈ (hε
p)
−1(|p|) then p ⊂ B(0, rn)∩Lω. But if B(0, rn)∩Lω ∈ h−1(|p|) then

|p| ≥ |B(0, rn)∩Lω| and so p = B(0, rn)∩Lω. Since F−1([p]) = (hε
p)
−1(|p|)∩h−1(|p|)

is open in the weak ∗-topology then F is continuous. Consequently, F is a continuous

bijective map from a compact to a Hausdorff space and thus a homeomorphism. 2

In general, Ξ is not a Cantor set.

Definition 45 An (r, R)-Delone set L is repetitive if for any finite subset p ⊂ L and

0 < δ < r then there exists R′ such that any ball B(x,R′) (for x ∈ Rd) contains a

finite subset p′ and some ax ∈ Rd with the Hausdorff distance between p and p′ − ax

less than ε.

Corollary 3 If L is a repetitive, aperiodic (r, R)-Delone set of finite type, then Ξ is
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a Cantor set.

Proof: Let p ∈ Pn ⊂ V and let δ > 0 be such that the Hausdorff distance ρH(p′, p) >

δ for any other p′ ∈ Pn with p 6= p′. Let νL−a ∈ [p]. Since L is repetitive, then there

exists an R′ and a p′ ⊂ B(x,R′) with ρH(p, p′−ax) < δ/4. By making x large enough,

it can guaranteed that a /∈ p′ and thus that p 6= p′. Since 0 ∈ p, then there exists

y ∈ p′−a with ||y|| < δ/4. This gives that 0 ∈ p′−ax−y and ρH(p, p′−ax−y) < δ/2

and consequently p = p′ − ax − y. So (L − ax − y) ∩ B(0, rn) = p and since L is

aperiodic then L − ax − y 6= L − a. Thus, νL−ax−y, νL−a ∈ [p] and p must have at

least two children. Thus T is a Cantorian tree and ∂T ' Ξ is a Cantor set. 2

Since every vertex has a descendant with at least two children, using edge reduc-

tion it is possible to obtain a reduced, rooted Cantorian tree T ′ such that ∂T = ∂T ′.

Let ε : V → R+ be defined by ε(p) = 1/rn if p ∈ Pn. Then ε is a weight function

on ∂T ′ and thus there is a corresponding regular ultrametric d on Ξ. For p, p′ ∈ Ξ,

d(p, p′) = 1/rn if p and p′ agree on a ball of radius rn but disagree on a ball of radius

rn+1.

5.3.2 The Fibonacci Tiling

In this section, the Fibonacci Tiling is studied. For more information on the Fibonacci

tiling, the reader can consult [31]. The Fibonacci Tiling gives a specific example of a

Cantor set that is the transversal of a repetitive, aperiodic Delone set of finite type.

In fact, tilings and Delone sets are closely related and the construction of the Delone

set in this section is an instance of this close relationship.

The Fibonacci tiling is a covering of R by finite intervals given by the Fibonacci

sequence, ω. This sequence is determined by the following substitution φ on the

alphabet {a, b}:

φ(a) = ab, φ(b) = a .
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For example,

φ0(b) = b, φ1(b) = a, φ2(b) = ab, φ3(b) = aba, φ4(b) = abaab, φ5(b) = abaababa, etc.

It is easy to see that φk(b) is a word with length equal to the kth Fibonacci number,

Fibk. Recall that the Fibonacci numbers are determined by the recurrence relation,

Fibn :=


0 if n = −1

1 if n = 0

Fibn−2 + Fibn−1 if n ≥ 1


The substitution φ has a fixed point, that is a word ω of infinite length such that

φ(ω) = ω, and this fixed point is called the Fibonacci sequence. It also turns out

that this substitution is Sturmian - it has exactly n + 1 subwords of length n (see

[31] Corollary 5.4.10). To get a tiling of R, let b correspond to the interval of length

one and a by an abuse of notation to the interval of length φ = (1 +
√

5)/2 (i.e. the

golden ratio). Therefore, there are two tiles, one of length 1 and one of length φ. It

is then easily shown that the size of φk(b) is φk. It is then possible to get a larger

and larger tiling of R by taking φn(b) to the right of the origin and φn(a) to the left

of the origin.

In order to get a Delone set L, put a point at the left endpoint of each tile. This

gives a set L that is (1/2, 2φ)-Delone. L is finite type since there are only two different

intervals. If L was periodic, then the number of subwords of a given length must be

bounded. Thus L is aperiodic since it is Sturmian. To see that L is repetitive, notice

that any subword occurs in φk(b) for some k. Since φk(ω) = ω, then this subword

occurs in any word of length Fibk+1 and thus L is repetitive. Consequently, its hull

Ξ is a Cantor set and is given as the boundary of the tree of patches, T .

Because there are only two different intervals in the tiling then the metric d from
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the previous section is equivalent to a simpler metric dV . This metric is defined

as follows. Given L1,L2 ∈ Ξ, if the largest subword around the origin that they

agree on has length n, then dV (L1,L2) = 1/n. For the Fibonacci tiling, since any

subword w ⊂ ω then diam(w) = φna + nb where na is the number of a’s in w and

nb is the number of b’s in w. Thus for a word w of length N , N ≤ diam(w) ≤ φN .

Consequently,

2dV (L1,L2)

φ
≤ d(L1,L2) ≤ 2dV (L1,L2)

for any L1,L2 ∈ Ξ and the metrics are equivalent.

It is now possible to compute the zeta function of the Fibonacci tiling by flushing

out the details of the tree structure of T . Since the vertices are given by patches and

since every patch is a subword of ω of even length, then it is necessary to understand

which subwords of even length of ω have more than one child. That is if w is a subword

of length n how many subwords w′ of length n + 2 are there such that w = w′1ww
′
2

with w′i ∈ {a, b}. In the study of the combinatorics of words, such words are called

special words (see [31], [12]). For a Sturmian sequence, because there are exactly n+1

subwords of size n, then the number of special words of size n is equal to n+1−n = 1.

Since the present sequence is biinfinite, there are two types of special words: words

that are left special (i.e. have two different extensions to the left) and words that

are right special. By [12], there is one left special word of each length and one right

special word of each length. The exact nature of these special words is given by the

proposition below, but first we need two lemmas.

Lemma 10 Let w be the first n letters of φk(a). If w ends in b, then there exists w′

such that w = φ(w′).

Proof: The proof will be by induction on the length of w. For w = ab, w = φ(a).

Now assume that for any w that is the first m letters of φk(a) with m < n and ends in

b that w = φ(w′). Let w be the first n letters of φk(a) and suppose w ends in b. Then
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w = w1 · · ·wn−2ab. If wn−2 = b, then w1 · · ·wn−2 = φ(w′) by the inductive hypothesis

and therefore w = φ(w′a). If wn−2 = a, then wn−3 = b and w1 · · ·wn−3 = φ(w′) by

the inductive hypothesis. Thus, w = φ(w′ba). 2

Lemma 11 Let w be the first n letters of φk(a). w is a palindrome if and only if

n = Fibj − 2 for some j.

Proof: We first prove that if n = Fibj − 2 for some j, then if w is the first n

letters of φj(a) it is a palindrome. The proof is by induction. To begin, we see that

φ2(a) = aba. Thus w = a and is certainly a palindrome. We now proceed by induction

on j. That is we assume that for j < J , if n = Fibj − 2 then the word of length n

is a palindrome. But φJ(a) = φJ−1(ab) = φJ−1(a)φJ−2(a) = φJ−2(a)φJ−3(a)φJ−2(a).

So φJ(a) = w′w1w2w
′′w3w4w

′w1w2 where w′ and w′′ are palindromes. This gives that

w = w′w1w2w
′′w3w4w

′. But φk(a) either ends in ab or ba. Now if φk(a) ends in ab,

then φk+1 ends in ba. Similarly, if φk(a) ends in ba, then φk+1(a) ends in ab. So

without loss of generality, we can assume w = w′abw′′baw′ and we see that indeed w

is a palindrome.

We now prove that if w is a palindrome then w = φ(w′)a where w′ is also a palin-

drome. Since w starts with aba then it must end in aba. So we see that w = w′′a

where w′′ ends in b. But then w′′ = φ(w′). We now suppose that w′ is not a palin-

drome. Then either w′ = w1 · · ·wnb · · · awn · · ·w1 or w′ = w1 · · ·wna · · · bwn · · ·w1. In

the first case,

w = φ(w1) · · ·φ(wn)a · · · abφ(wn) · · ·φ(w1)a.

But then since w is a palindrome, the letter following the a must be a b. This cannot

happen since it would mean the substitution of some letter starts with b. In the latter

case,

w = φ(w1) · · ·φ(wn)ab · · · aφ(wn) · · ·φ(w1)a.
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But this contradicts the fact that w is a palindrome. Consequently, w′ must be a

palindrome. To finish the proof of the proposition, we realize that therefore

w = φN(a)φN−1(a) · · ·φ(a)a

for some N . But then the length of w is

SN = 1 + 2 + 3 + 5 + · · ·+ FibN =
N∑

i=0

Fibi

Since S0 = 1 = Fib2 − 2 and SN = SN−1 + FibN , then SN = FibN+2 − 2. 2

With these two lemmas in hand, we can finally get an answer to which subwords

of ω have more than one child.

Proposition 18 A word w has more than one child if and only if w is the first n

letters of φk(a) for some k or if w is the reverse of such a word. Moreover if w is

a palindrome, then w has three children. If w is not a palindrome, then w has two

children and the reverse of w has two children.

Proof: Suppose w is the first n letters of φk(a) with n < Fibk and let wn+1 be the

n+ 1 letter. Now φk+2(a) = φk+1(a)φk(a) and φk+3(a) = φk+2(a)φk(a)φk−1(a). Since

φk+1(a) and φk+2(a) end in different letters, we know that awwn+1 and bwwn+1 are

subwords of φk+3(a). Thus w has two children. Moreover, since w is contained in

some palindrome then w′, the reverse of w, is also a subword. By the same reasoning,

wn+1w
′a and wn+1w

′b are both subwords and therefore, w′ has two children.

Since our substitution is Sturmian, we know that there are n+ 1 words of length

n. Thus since our tree only contains words of odd length, there are exactly two extra

vertices added at each level of the tree. If w 6= w′ then w and w′ are the only vertices

with more than one child. If w = w′, then awwn+1, bwwn+1, wn+1wa, and wn+1wb are
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all subwords. However, two of these coincide and we see that w has three children

and is therefore the only vertex at this level with more than one child. 2

It is then possible to draw the unreduced tree.

b a a b aa

baba aaba baab abaa abab

ababaa baabaa baabab abaaba babaab aabaab aababa

Figure 3: The Unreduced Tree of the Fibonacci Tiling

We can now study ζ(s) for the Fibonacci tiling and we do so with the metric dV .

This is not such a restriction since dV and d are equivalent and therefore will have

the same singularities. By the previous proposition, we know that

ζ(s) = 2
∞∑

n=1

1

(2n)s
−

∑
Fibk even

1

(Fibk − 2)s

= 2
1

2s

∞∑
n=1

1

ns
−

∑
Fibk even

1

(Fibk − 2)s

Since for n even,

Fibn = Fibn−1 + Fibn−2 = · · · =
n/2∑
k=0

(n/2)!

(n/2− k)!k!
Fibk

≥
n/2∑
k=0

(n/2)!

(n/2− k)!k!
= 2n/2

we know that the second sum converges for <(s) > 0. But we know that the first

term is just a multiple of the Riemann zeta function which is analytic for <(s) > 0

except for a simple pole at s = 1 with residue equal to 1. Thus ζ(s) has abscissa of
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convergence s0 = 1 and we see that the upper box dimension of the transversal Ξ of

the Fibonacci tiling is 1. Since the Fibonacci sequence is Sturmian, this shows that

the upper box dimension is equal to the complexity of the Fibonacci tiling.

This computation also reveals a somewhat startling insight. The zeta function has

no complex poles in the positive real axis. In [49], the author suggests that a fractal

be defined to be a set whose zeta function has at least one nonreal complex pole with

positive real part. Therefore, the transversal of the Fibonacci tiling despite being

a Cantor set would not be considered a fractal according to this definition. This is

most likely a result of the fact that the metric was taken from the combinatorics of

the tiling.

Now that the ζ-function has been computed it should be possible to compute the

measure and then the Laplacian. This is the subject of future research.
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