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xi



SUMMARY

Studying the zeros of a parameter dependent operator f defined on a Hilbert space

H is a fundamental problem in mathematics. When the Hilbert space is finite di-

mensional, continuation provides, via predictor-corrector algorithms, efficient tech-

niques to numerically follow the zeros of f as we move the parameter. In the case

of infinite dimensional Hilbert spaces, this procedure must be applied to some finite

dimensional approximation which of course raises the question of validity of the out-

put. We introduce a new technique that combines the information obtained from the

predictor-corrector steps with ideas from rigorous computations and verifies that the

numerically produced zero for the finite dimensional system can be used to explic-

itly define a set which contains a unique zero for the infinite dimensional problem

f : H × R→ Im(f).

We use this new validated continuation to study equilibrium solutions of partial differ-

ential equations, to prove the existence of chaos in ordinary differential equations and

to follow branches of periodic solutions of delay differential equations. In the context

of partial differential equations, we show that the cost of validated continuation is

less than twice the cost of the standard continuation method alone.

xii



CHAPTER I

INTRODUCTION

Mathematical models arising in biology, chemistry, finance and physics involve pa-

rameters. Many fundamental questions concerning these models can be reduced to

the problem of finding the zeros of a specific function. Hence, a central problem in

applied mathematics is the following: given a nonlinear parameter dependent function

f : H × R→ Im(f) (1)

defined on a Hilbert space H, find E := {(x, ν) | f(x, ν) = 0}. For many specific

problems this can only be done using numerical methods. In particular, continuation

provides an efficient technique for determining elements on branches of E by means

of predictor-corrector algorithms: under the assumption that we have a numerical

zero x0 at the parameter value ν0, we consider a parameter value ν1 close to ν0, we

get a predictor x̃1 at ν1 and using a Newton-like corrector, we finally obtain another

numerical zero x1 at ν1. It is important to keep in mind that the corrector step relies

on the convergence of an iterative scheme. If the Hilbert space H is low dimensional

and if we can get a good enough representation of the function f , we have confidence

about the approximate zeros coming from the continuation method. However, when

the Hilbert space H is infinite dimensional, the problem of finding and continuing

the zeros of (1) as we move the parameter ν is more subtle, as a finite dimensional

approximation must first be considered before starting the computation. That raises

the natural question of the validity of the output. To address this problem, we will

introduce the concept of validated continuation. In reality for many applications,

researchers are often interested in investigating a variety of models at a multitude

of parameter values to gain scientific insight rather than an answer to a particular

1



question. This places a premium on minimizing computational cost, often leading to

acceptance of the validity of numerical results simply based upon the reproducibility

of the result at different levels of refinement. As we shall argue, the results presented

in this thesis suggest that this dichotomy need not exist and we provide examples

in Chapter 4 wherein it is demonstrated that by judicious use of the computations

involved in the continuation method it is cheaper to validate the results than to re-

perform the continuation at a more refined level. The concept of validation is quite

simple: once we have a numerical zero of the finite dimensional projection, we embed

it in H and construct around it a compact set of H on which we can apply the

Banach Fixed Point Theorem: Let (Ω, d) be a complete metric space. Consider

W ⊂ Ω and a function T : W → W . If there is a constant q with 0 ≤ q < 1 such that

d (Tw, Tw′) ≤ q · d(w,w′) for all w,w′ ∈ W then T has a unique fixed point in W .

Hence, in order to verify the hypotheses of the fixed point theorem, we need to

construct two objects: the function T and the set W . As far as T is concerned,

we propose an infinite dimensional adaptation of the finite Newton-like map of the

corrector part of the continuation algorithm. The fundamental problem then becomes

the construction of the set W . Many people worked on similar constructions before

(e.g. see [9], [13], [42] and [43]), but their methods to build the sets W were most of

the time ad hoc. What we propose here is quite different: we solve for the sets. At a

given parameter value ν, we restrict our investigation to compact sets in the Hilbert

space of radius r > 0 and centered at the embedded numerical zero x̄. We denote such

sets by Wx̄(r). The strategy is to solve for the sets Wx̄(r) by considering their radius

as a variable and look for r > 0 such that the hypotheses of the Banach fixed point

theorem are satisfied in a given Banach space Ω. Note that the norm of the Banach

space Ω will depend on the particular choice of Wx̄(r). Denote it by || · ||Wx̄(r). Details

about the construction of the Banach space
(
Ω, || · ||Wx̄(r)

)
are found in Chapter 2.
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In order to show that T : Wx̄(r) → Wx̄(r) is a contraction in
(
Ω, || · ||W (r)

)
, we

construct a set of polynomials {pk}k≥0 and show that a sufficient condition for the

existence of the desired set Wx̄(r) is that pk(r) < 0 for all k ≥ 0. These polynomials,

that we call the radii polynomials, are the heart and the soul of this thesis. They

represent sufficient conditions for the function T to act as a contraction on the set

Wx̄(r). Finding a positive r making all of them simultaneously negative implies by

the Banach fixed point theorem the existence of a unique fixed point of T in the

set Wx̄(r) and therefore a unique zero of f in Wx̄(r) at the parameter value ν, by

construction of T . Hence, for each of the applications presented in Chapters 4, 5

and 6, the main work is the construction of the coefficients of the radii polynomials

which is essentially an analytic question. Indeed, their construction requires analytic

estimates. General estimates will be presented in Chapter 3. Once the theoretical

construction of the polynomials is done, we encode and solve them using the computer.

Note that there are different types of arithmetic that can be used. We chose to use

two of them, namely floating point arithmetic and interval arithmetic. The floating

point arithmetic, being widely used, is extremely efficient and fast to use. Interval

arithmetic, on the other hand, is slower to use, but it can lead to mathematical proofs.

Based on interval arithmetic simulations, we will see in Chapter 4 that the floating

point errors involved in the computation of the coefficients of the radii polynomials are

many orders of magnitude smaller than the magnitude of the center of the interval

coefficients of the radii polynomials. This strongly suggests that solving the radii

polynomials using floating-point arithmetic provides considerable confidence about the

validity of the numerical output. Therefore, recalling the necessity of computational

efficiency in applied mathematics, we define the notion of validation as follow

Definition 1.0.1 Consider x̄ a numerical zero and let {pk}k≥0 the radii polynomials

computed using floating-point arithmetic. If there exists r > 0 such that pk(r) < 0

for all k ≥ 0, then we say that x̄ is validated by the set Wx̄(r).

3



This being said, note that for many results presented in this thesis, we are inter-

ested in mathematical proofs, meaning that we will use the interval arithmetic version

of the coefficients of the polynomials. Before introducing the different applications of

validated continuation, we recall the basic notions of parameter continuation of zeros

of functions defined on finite dimensional vector spaces.

1.1 Continuation in Finite Dimension

Suppose that the Hilbert spaceH is finite dimensional and that f in (1) is continuously

differentiable. Continuation methods have been extensively developed in recent years

(e.g. see [12], [23], [31]), as they provide an efficient way to numerically follow branches

of zeros on E = {(x, ν) | f(x, ν) = 0}. Recall that these methods involve a predictor

and corrector step: given, within a prescribed tolerance, a zero x0 at parameter value

ν0, the predictor step produces an approximate zero x̃1 at a nearby parameter value

ν1, and the corrector step, often based on a Newton-like operator, takes x̃1 as its

input and produces, once again within the prescribed tolerance, a zero x1 at ν1. For

a geometrical interpretation, see Figure 1. Suppose that at the parameter value ν0,
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an approximate zero x0 and an approximate tangent vector x̂ are found. Letting
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ν1 = ν0 + ν̂, define the predictor by

x̃1 = x0 + ν̂x̂ . (2)

For sake of simplicity of the presentation and to get the idea across, we will assume

throughout this thesis that the Jacobian operator Df will always be invertible along

branches of E . By the implicit function theorem, we then have that branches on E
can be thought as functions of ν. This does not mean that we will not go through

bifurcations in the applications of validated continuation. It only means that we

will not validate near bifurcations. This being said, suppose now that we have a

good numerical approximation of Df(x̃1)−1 that we denote by A. The iterative

scheme of the corrector part consist of computing iterations of the Newton-like map

x 7→ x− A · f(x, ν1)  x
(j+1)
1 = x

(j)
1 − A · f(x

(j)
1 , ν1)

x
(0)
1 = x̃1

(3)

and the stopping criteria is when ||f(x
(jtol)
1 , ν1)|| ≤ tol for some a priori fixed tolerance

tol > 0 and for some jtol ∈ N. We then let x1 = x
(jtol)
1 .

Note that presented like this, continuation only returns numerical zeros on a dis-

crete set of parameter values. Hence, the purpose of this thesis is to not only to

generalize the ideas of parameter continuation to infinite dimensional problems, but

also to develop it to get continuous range of parameter values. In order to do so, we

need the notion of radii polynomials.
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1.2 Validated Continuation: Radii Polynomials

Suppose now that the Hilbert space H is infinite dimensional. Suppose also that the

original function (1) is continuously differentiable and can be expressed component-

wise i.e.

f(x, ν) =



f0(x, ν)

f1(x, ν)

f2(x, ν)

...


,

where x = (x0, x1, · · · )T ∈ H. We require that xk, fk(x, ν) ∈ Rn. In this thesis, we will

only deal with the cases n = 1, 2. We first consider a finite dimensional approximation

of (1). We use the subscript (·)F to denote the nm entries corresponding to k =

0, · · · ,m − 1. We use the notation 0∞ to denote (0n, 0n, · · · )T , where 0n is the zero

in Rn. Let xF = (x0, · · · , xm−1)T and fF = (f0, · · · , fm−1)T so that we can define the

nm - dimensional Galerkin projection of f by

f (m) : Rnm × R→ Rnm : (xF , ν) 7→ f (m)(xF , ν) := fF ([xF , 0∞], ν) . (4)

We now use the finite dimensional continuation method introduced in Section 1.1 to

find numerical zeros of (4). At the parameter value ν0, assume we have numerically

found an hyperbolic zero x̄F ∈ Rnm of f (m) i.e.

f (m)(x̄F , ν0) ≈ 0 and Df (m)(x̄F , ν0) is invertible.

Hence, we can uniquely define the tangent x̂F ∈ Rnm by

Df (m)(x̄F , ν0) · x̂F = −∂f
∂ν̂

(m)

(x̄F , ν0).

We then embed x̄F and x̂F in H defining

x̄ =

 x̄F

0∞

 ∈ H and x̂ =

 x̂F

0∞

 ∈ H .
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For k ≥ m, we consider Λk = Λk(x̄, ν0) ∈ Rn×n to be such that

Λk ≈ ∂fk
∂xk

(x̄, ν0) ∈ Rn×n. (5)

Let JF×F the computed numerical inverse of Df (m)(x̄F , ν0) and

J :=



JF×F 0

0

Λ−1
m

Λ−1
m+1

. . .


(6)

For a parameter value ν ≥ ν0, define the operator Tν by

Tν(x) = x− J · f(x, ν) (7)

and considering ν̂ := ν − ν0 ≥ 0, define the predictor xν by

xν = x̄+ ν̂ · x̂ ∈ H . (8)

Consider the set centered at 0 ∈ H

W (r) =
∞∏
k=0

[−wk(r), wk(r)]n, (9)

where wk(r) > 0 eventually have a power decay in k and define the set Wxν (r) centered

at xν by

Wxν (r) = xν +W (r). (10)

For the different applications of validated continuation, we have different sets W (r).

Example: We present three examples of W (r), where r is the radius left as a variable.

The first set is the one used in Chapter 4, the second set is the one we use in Chapter 5

and the third set is the one used in Chapter 6. For the first two examples, n = 1 and

for the third one, n = 2. Note that in the second example, we have that the product
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technically begins at k = −1. Fix two real numbers s ≥ 2, As > 0.

1. W (r) =
m−1∏
k=0

[−r, r]×
∞∏
k=m

[
−As
ks
,
As
ks

]
, (11)

2. W (r) = [−r, r]×
(

[−r, r]×
∞∏
k=1

[
− r

ks
,
r

ks

])
, (12)

3. W (r) = [−r, r]2 ×
∞∏
k=1

[
− r

ks
,
r

ks

]2

. (13)

Remark 1.2.1 We note that the sets defined by (11), (12) and (13) all have the

property that they eventually have a power decay. The theoretical justification for this

choice of sets comes from the fact that in all the applications we consider, the zeros we

are looking for are analytic. More precisely, the xk are the coefficients of the Fourier

expansion of an analytic function.

Recall again that the goal is to validate i.e. to prove that sets of the form (10) will

uniquely contain zeros of the original problem (1) for a continuous range of parameter

values ν ∈ [ν0, νmax]. To handle the cases n ≥ 1, we introduce the following notation.

Definition 1.2.2 Let u, v ∈ Rn. We denote the component-wise inequality by ≤cw
(reps. <cw) and say that u ≤cw v if ui ≤ vi (resp ui < vi), for all i = 1, · · · , n.

For k ∈ N, we define Yk(ν), Zk(r, ν) ∈ Rn to be such that

|[Tν(xν)− xν ]k| ≤cw Yk(ν) ∈ Rn (14)

and

sup
w,w′∈W (r)

|[DTν(xν + w)w′]k| ≤cw Zk(r, ν) ∈ Rn. (15)

It is important to remark that since the Yk and the Zk are upper bounds, they are

not uniquely defined.

Definition 1.2.3 Define In = (1, · · · , 1)T ∈ Rn. For every k ∈ N, choose Yk, Zk ∈ Rn

satisfying respectively (14) and (15). We define the radii polynomials by

pk(r, ν) = Yk(ν) + Zk(r, ν)− wk(r)In, k ≥ 0. (16)
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For all applications of validated continuation we introduce in this thesis, there exist

M ∈ N and a polynomial q̃M(r, ν) ∈ R such that for all k ≥M , we can choose

1. Yk = 0 ∈ Rn,

2. Zk(r, ν) ≤cw q̃M(r, ν)wk(r)In.

Therefore the radii polynomials of (16) corresponding to the cases k ≥M satisfy

pk(r, ν) = Yk(ν) + Zk(r, ν)− wk(r)In
≤cw [q̃M(r, ν)− 1]wk(r)In.

Hence, if we can find r > 0 such that q̃M(r, ν) − 1 < 0, then pk(r, ν) <cw 0 ∈ Rn for

all k ≥M . We are now ready for the central ingredient of this thesis, which is proved

in Chapter 2.

Theorem 1.2.4 Let r > 0 and consider a set Wxν (r) centered at the predictor xν.

Suppose that the first nM radii polynomials {pk}k=0,··· ,M−1 defined in equation (16)

satisfy pk(r, ν) <cw 0 for all k ∈ {0, · · · ,M − 1} and for all ν ∈ [ν0, νmax]. Suppose

also that q̃M(r, ν) − 1 < 0 for all ν ∈ [ν0, νmax]. Then for every fixed ν ∈ [ν0, νmax],

the set Wxν (r) contains a unique zero of (1).

For a geometrical interpretation, you may refer to Picture 2.

Definition 1.2.5 The positive r from Theorem 1.2.4 (if it exists) is called a validation

radius. We also say that the xν are validated for all ν ∈ [ν0, νmax].

In order to get some upper bounds on the Zk, we need some fundamental analytic

estimates. This is the content of Chapter 3. In the next sections, we introduce three

different applications of validated continuation in the field of dynamical systems and

differential equations.
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Figure 2: Validated Continuation

1.3 Equilibrium Solutions of PDEs

The first step in understanding the dynamics of a nonlinear parameter dependent

partial differential equation

ut = F (u, ν) (17)

on a Hilbert space is to identify the set of equilibria E := {(u, ν) | F (u, ν) = 0}. To

be more precise, assume that (17) takes the form

ut = L(u, ν) +
d∑
p=0

cp(ν)up (18)

where L(·, ν) is a linear operator at parameter value ν and d is the degree of the

polynomial nonlinearity. Typically, c1(ν) = 0 since linear terms are grouped under

L(·, ν). Expanding (18) using an orthogonal basis chosen appropriately in terms of the

eigenfunctions of the linear operator L(·, ν), the particular domain and the boundary

conditions, results in a countable system of differential equations on the coefficients

of the expanded solution:

u̇k = fk(u, ν) := µkuk +
d∑
p=0

∑
P
ki=k

(cp)k0uk1 · · ·ukp k = 0, 1, 2, . . . (19)
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where µk = µk(ν) are the parameter dependent eigenvalues of L(·, ν) and {uk} and

{(cp)k} are the coefficients of the corresponding expansions of the functions u and

cp(ν) respectively with uk = u−k and (cp)k = (cp)−k for all k ∈ N. Define f = (fk)k∈N.

By the a priori known regularity of the equilibria of (17), we let H = `2. The problem

of finding equilibrium solutions of (17) reduces to the one of finding zeros of

f : H × R→ Im(f). (20)

1.3.1 Computational Cost

As mentioned earlier, a traditional way of studying the zeros of (17) is to consider a

finite dimensional projection of (18) on which we run a predictor-corrector algorithm.

This method has a computational cost that can be quite high, especially when one

wants to detect bifurcations along the branch of equilibria we are following. As

a strong motivation to the concept of validation, we provide a rough comparison

of the cost of the traditional way of doing continuation with the cost of validated

continuation for PDEs of the form

ut = L(u, ν)− u3 . (21)

The polynomial nonlinearity of (21) is of degree d = 3 with coefficient functions

(cp)n =

 −1 p = 3 and n = 0

0 otherwise.

In this context, (19) then becomes

fk(u, ν) := µkuk −
∑

k1+k2+k3=k

ki∈Z

uk1uk2uk3 k = 0, 1, 2, . . . (22)

where the µk’s are the parameter dependent eigenvalues of L(·, ν).

Results in Chapter 4 suggests that asymptotically the ratio of the cost of validated

continuation to the cost of traditional continuation is

26 + 3k

20 + 3k
.
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where k is the number of iterations performed in the corrector step. We tested this

hypothesis against two fourth order partial differential equations with cubic nonlin-

earities, Swift-Hohenberg and Cahn-Hilliard that we introduce in the next sections.

The results of the computations done are summarize in Figure 3, where m represents

the dimension of the projection on which the computation was done.

PDE m # iterations
# steps Experimental Ratio Estimated Ratio 26+3k

20+2k

Swift-Hohenberg 27 1.96 1.156 1.232
Cahn-Hilliard 60 1.65 1.173 1.219

Figure 3: Comparison of the asymptotic ratios.

1.3.2 Results for Swift-Hohenberg

The Swift-Hohenberg equation

ut =

{
ν −

(
1 +

∂2

∂x2

)2
}
u− u3, u(·, t) ∈ L2

(
0,

2π

L0

)
,

u(x, t) = u

(
x+

2π

L0

, t

)
, u(−x, t) = u(x, t), ν > 0, (23)

was originally introduced to describe the onset of Rayleigh-Bénard heat convec-

tion [35], where L0 is a fundamental wave number for the system size 2π/L0. The

parameter ν corresponds to the Rayleigh number and its increase is associated with

the appearance of multiple solutions that exhibit complicated patterns. For the

computations presented here we fixed L0 = 0.65. For this problem, the linear

operator is L(·, ν) = ν − (1 + ∂2

∂x2 )2 and the eigenvalues of L(·, ν) are given by

µk := (ν − 1) + 2k2L2 − k4L4. In Figure 4, 5, 6 and 7, we present some validated

results for the Swift-Hohenberg PDE (23).

1.3.3 Results for Cahn-Hilliard

The Cahn-Hilliard equation was introduced in [5] as a model for the process of phase

separation of a binary alloy at a fixed temperature. On a one-dimensional domain it
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[0, 5.4]. The dots indicate the points at which a numerical zero was validated.
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Figure 5: Equilibria of (23) corresponding to the last points of each of the branches
depicted in Figure 4. The colors are matching.

takes the form

ut = −(
1

ν
uxx + u− u3)xx , x ∈ [0, 1]

ux = uxxx = 0 , at x = 0, 1. (24)
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have a mathematical proof of the existence and uniqueness of these solutions in the
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The assumption of an equal concentration of both alloys is formulated as∫ 1

0

u(x, ·) dx = 0 (25)

Note that when looking for the equilibrium solutions of (24) restricted to (25), it is
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Figure 8: Bifurcation diagram for (24).

sufficient to work with the Allen-Cahn equation

1

ν
uxx + u− u3 = c, c ∈ R (26)

ux = 0 at x = 0, 1.

Letting c = 0, we performed validated continuation on (26). Re-writing (26) in the

form of (18), the linear operator is L(·, ν) = 1
ν
∂2

∂x2 + 1. In Figure 8 and 9, we present

validated results for the Allen-Cahn equation (26) when c = 0.

1.4 Forcing Theorems and Chaotic Dynamics for Ordinary
Differential Equations

Getting analytic solutions of nonlinear parameter dependent ordinary differential

equations is in general an extremely difficult task, most of the time impossible. The
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Figure 9: Solutions along the lower branch of the diagram on Figure 8.

use of numerical techniques then becomes a useful path to adopt in order to under-

stand the dynamics of a given nonlinear ODE. People have recently realized that the

numerical outputs could be used to rigorously extract coarse topological information

from the systems, forcing at the same time the existence of complicated dynamics.

In particular, proving the existence of chaos in nonlinear dynamical systems in such

a way has become a popular topic (see [1], [10], [14], [25], [36], [37] and [38]). In

some sense, we can see these results as forcing-type theorems, since a finite com-

putable number of objets can be used to conclude about the existence of infinitely

many other objets. We propose a new way to prove existence of chaos for a given

class of problems, namely Lagrangian dynamical systems with a twist property. The

philosophy of our proof is similar to the proofs in the above mentioned results as a

finite amount of computations will be used, together with a forcing-type theorem, to

prove the existence of chaos. The main difference here is that we are not doing any

integration of the flow. A common feature of the proofs in [1], [14], [25] and [38] is

the use of interval arithmetic to integrate the flow over sets and look for images of

these rigorously integrated sets on some prescribed Poincaré sections. In contrast,

our proof only requires proving the existence of a single periodic solution of a certain

type. This will be done via validated continuation. A nice consequence of using vali-

dated continuation is that we can prove the existence of chaos for a continuous range
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of parameter values. We focus our attention on the Swift-Hohenberg ODE

−u′′′′ − νu′′ + u− u3 = 0, ν > 0 (27)

at the energy level E = 0, where

E(u, ν) := u′′′u′ − 1

2
(u′′)2 +

ν

2
(u′)2 +

1

4
(u2 − 1)2. (28)

The specific periodic solution ũ we are looking for has to satisfy the following geo-

metric hypotheses

(H)


(1) ũ has exactly four monotone laps and extrema {ũi}4

i=1

(2) ũ1 and ũ3 are minima and ũ2 and ũ4 are maxima

(3) ũ1 < −1 < ũ3 < 1 < ũ2, ũ4.

The following forcing result will be proved in Section 5.2.

Figure 10: Sketch of the periodic solution ũ.

Forcing Theorem: Suppose that at the energy level E = 0, there exists a periodic

solution ũ of (27) satisfying (H). Choose any finite, but arbitrarily long sequence

a = {aj}Nj=1, with aj ≥ 2, but not all equal to 2. Then there exists a periodic solution

ua of (27) at E = 0 that oscillates around the constant periodic solutions ±1 as follow:
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Figure 11: Periodic solution ua associated to a = {243}.

one time around −1, a1 times around 1, one time around −1, a2 times around 1, one

time around −1, · · · , aN times around 1 and finally comes back to close at −1.

Once we have, at a given parameter value ν > 0, the existence of all these periodic

orbits, we can show the following.

Corollary 1.4.1 Suppose that at the energy level E = 0, there exists a periodic

solution ũ of (27) satisfying (H). Then the Swift-Hohenberg equation (27) is chaotic

on the energy level E = 0 in the sense that there exists a two-dimensional Poincaré

return map which has a compact invariant set on which the topological entropy is

positive.

The definitions of topological entropy and chaos will be given in Section 5.1. The

proof of Corrolary 1.4.1 will be given in Section 5.3.

It is important to note that the only hypothesis that needs to be verified in order

to prove the existence of chaos in (27) at E = 0 is the existence of the periodic solution

ũ. Hence, we transform the problem of finding periodic solutions of (27) at E = 0

into the problem of finding the zeros of a specific parameter dependent function.

We restrict our investigation to 2π
L

-periodic solutions satisfying u(y) = u(−y). This

implies the symmetry u( π
L
− y) = u( π

L
+ y), hence u′(0) = u′( π

L
) = 0, and similarly
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for all odd derivatives. Defining

g(u, ν) := −u′′′′ − νu′′ + u− u3

and combining this restriction with the fact that the energy E is constant along the

orbits of the ODE, we have the following problem to solve
g(u, ν) = −u′′′′ − νu′′ + u− u3 = 0,

u(y + 2π
L

) = u(y), u′(0) = u′′′(0) = u′( π
L

) = u′′′( π
L

) = 0

−1
2

(u′′(0))2 + 1
4

(u(0)2 − 1)
2

= 0.

(29)

Hence, we consider the expansion of the periodic solution

u(y) = a0 + 2
∞∑
k=0

ak cos kLy.

Plugging the expansion in (29) and taking the inner product with each cos kLy, we

obtain

−2L2

∞∑
l=1

l2al − 1√
2

[
a0 + 2

∞∑
l=1

al

]2

+
1√
2

= 0

[1 + νL2k2 − L4k4]ak −
∑

k1+k2+k3=k

ki∈Z

ak1ak2ak3 = 0, k ≥ 0,

since we look for solutions satisfying u(0) < −1 and u′′(0) > 0 (see Figure 10). Letting

x := (L, a0, a1, a2, · · · ), we define

e(x) = −2L2

∞∑
l=1

l2al − 1√
2

[
a0 + 2

∞∑
l=1

al

]2

+
1√
2
,

gk(x, ν) = [1 + νL2k2 − L4k4]ak −
∑

k1+k2+k3=k

ki∈Z

ak1ak2ak3 , k ≥ 0.

Letting f = (e, g0, g1, · · · ) and H = `2, we then look for zeros of

f : H × R→ Im(f) . (30)

This is where validated continuation is used to get, at different parameter values ν,

a set Wx̄(r) containing a periodic solution ũ of (27) at E = 0. While performing
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validated continuation on the infinite dimensional problem (30), we need to prove

that the periodic solutions we find satisfy the hypotheses in (H). If the validation

radius r > 0 is small enough, then we have a good control on ũ′ and ũ′′ which means

that we can rigorously verify the hypotheses (H). More details will be presented in

Section 5.5. We are ready to state the main result.

Theorem 1.4.2 For every ν ∈ [1
2
, 2
]
, the Swift-Hohenberg ODE (27) is chaotic at

the energy level at E = 0.

1.5 Periodic Solutions of Delay Equations

Another application of validated continuation is the rigorous study of periodic solu-

tions of parameter dependent functional differential delay equations of the form

ẏ(t) = αf [y(t), y(t− 1)], α ∈ R. (31)

For instance, consider the famous Wright’s equation

ẏ(t) = −αy(t− 1)[1 + y(t)], α > 0 (32)

a generalization of

ẏ(t) = −(log 2)y(t− 1)[1 + y(t)]

that was brought to the attention of E.M. Wright, a number theorist, in the early

1950s because it played a role in probability methods applied to the distribution of

prime numbers. In 1955, Wright published a paper [39] in which he studied the

existence of bounded non trivial solutions of (32), for different values of α > 0. Since

then, equation (32) has been intensely studied by many mathematicians, among them,

Kakutani and Markus [20], Jones [18, 19], Kaplan and Yorke [21, 22] and Nussbaum

[28, 29, 30]. In particular, the following solutions of (32) have been extensively studied

since the beginning of the 1960s.
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Definition 1.5.1 A slowly oscillating periodic solution (SOPS) of (32) is a periodic

solution y(t) with the following property: there exist q > 1 and p > q + 1 such that,

up to a time translation, y(t) > 0 on (0, q), y(t) < 0 on (q, p), and y(t+ p) = y(t) for

all t so that p is the minimal period of y(t).Uniqueness of Slowly Oscillating Periodic
Solutions for the Wright Delay Equation

March 9, 2007

Consider the Wright equation

ẋ(t) = −νx(t− 1)[1 + x(t)]. (1)

1 Background

Since we look for periodic solutions of (1) on an unknown interval
[
0, 2π

L

]
, we

consider the expansion in Fourier series

x(t) =
∞∑

k=−∞
ckeikLt , (2)

where the ck’s are complex numbers satisfying c−k = ck, since x ∈ R. Let
c := {ck}k∈Z. Plugging

x(t− 1) =
∞∑

k=−∞
cke−ikLeikLt

and

ẋ(t) =
∞∑

k=−∞
ckikLeikLt

in the Wright equation (1), we get

∞∑

k0=−∞

[
ik0L + νe−ik0L

]
ck0e

ik0Lt+ν

[ ∞∑

k1=−∞
ck1e

−ik1Leik1Lt

] [ ∞∑

k2=−∞
ck2e

ik2Lt

]
= 0 .

Taking the inner product with each eikLt, we get the following system of count-
ably many equations to be satisfied

gk(L, c, ν) :=
[
ikL + νe−ikL

]
ck + ν

∑

k1+k2=k

e−ik1Lck1ck2 = 0 , k ∈ Z . (3)

1

y(t)

Figure 12: Slowly oscillating solution of the Wright’s equation at α = 2.4756.

In 1962, G.S. Jones proved in [19] that slowly oscillating solutions of (32) exists and

remarked the following in [18]:

The most important observable phenomenon resulting from these numer-

ical experiments is the apparently rapid convergence of solutions of (32)

to a single cycle fixed periodic form which seems to be independent of the

initial specification on [−1, 0] to within translations.

The single cycle fixed periodic form he was referring to is in fact a slowly oscillating

periodic solution. After this, people started to investigate the uniqueness of SOPS in

(32). Using asymptotic estimates for large α, Xie [40, 41] proved that for α > α+ :=

5.67, (32) has a unique slowly oscillating periodic solution up to a time translation.

Here is a remark he made after he stated his result on p. 97 of his thesis [41]:

The result here may be further sharpened. However, [. . . ] the arguments

here can not be used to prove the uniqueness result for SOP solutions of

(32) when α is close to π
2
.
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It is known from [6] that there is an continuum of slowly oscillating periodic

solutions that bifurcates (forward in α) from the trivial solution at α = π
2
. We denote

this branch by F0. An open conjecture is then the following.

Conjecture 1.5.2 For every α > π
2
, (32) has a unique slowly oscillating periodic

solution.

α

F1

F0

π

2

||y||

Figure 13: Two ways that would make the conjecture false: (1) the existence of
folds on F0, (2) the existence of isolas like F1.

A result from [32] implies that there cannot be any secondary bifurcations from F0.

Hence, F0 is a curve in the (α, y)-space. Conjecture 1.5.2 could hence fail because

of: (1) the existence of folds on F0 (as depicted in Figure 13), (2) the existence of

isolas i.e. curves of periodic solutions disconnected from F0 (like F1 in Figure 13). In

this thesis, we propose to use validated continuation to rule out (1) from happening

for α ∈ [π
2

+ ε, α1], for some ε > 0 and α1 >
π
2

+ ε. The long term goal is to get to

α1 = α+ := 5.67. Here is a result. For a geometrical interpretation, see Figure 14.

Validated Result 1.5.3 Let ε = 3.418 × 10−4. The part of F0 corresponding to

α ∈ [π
2

+ ε, 2.4
]

does not have any folds.
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Figure 14: Rigorous study of a part of F0.

We obtained this result doing validated continuation on the infinite dimensional con-

tinuation problem f : `2 × R→ Im(f) given component-wise by

fk(x, α) =



 a0 + 2
∑∞

k=1 ak

α
[
a0 + a2

0 + 2
∑∞

k1=1(cos k1L)
(
a2
k1

+ b2
k1

)]
 , k = 0

Rk(L, α)

 ak

bk

+ α
∑

k1+k2=k

ki∈Z
Θk1(L)

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 , k ≥ 1

,

where x = (x0, x1, · · · , xk, · · · )T is given by

xk =

 [L, a0] , k = 0

[ak, bk] , k > 0
,

and

Rk(L, α) =

 α cos kL −kL+ α sin kL

kL− α sin kL α cos kL


Θk1(L) =

 cos k1L sin k1L

− sin k1L cos k1L

 .

In Section 6.1, we show how f is constructed and why its zeros can help us proving

Theorem 1.5.3. The construction of the radii polynomials is quite involved. It is

presented in Section 6.2.
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CHAPTER II

RADII POLYNOMIALS

The work presented in this chapter comes from joint work and helpful discussions with

Jan Bouwe van den Berg, Sarah Day, Marcio Gameiro and Konstantin Mischaikow.

2.1 Radii Polynomials

Recall that our goal is to study rigorously the zeros

f : H × R→ Im(f)

(x, ν) 7→ f(x, ν)
(33)

for a continuous range of parameter [ν0, νmax]. The theoretical justification for the

radii polynomials is based on a minor modification of a result of Yamamoto [42,

Theorem 2.1]. A similar formulation can also be found in [13]. Recall that to apply

the Banach fixed point theorem one must have a contraction mapping T : W → W .

With this in mind, we can state that it is appropriate to view our approach as a

method by which the Newton-like iteration of the corrector step in the continuation

process is used to construct a setW and some analytic estimates are used to verify that

an appropriate generalization of the Newton-like operator is in fact a contraction in a

specific Banach space (Ω, || · ||W ). Some of these general estimates will be presented

in Chapter 3. In this section, we show how solving the radii polynomials inequalities

prove that zeros of (33) can uniquely be enclosed in sets of the form

Wxν (r) = xν +W (r), (34)

where W (r) = Πk[−wk(r), wk(r)]n and wk(r) have an eventual power decay to 0.

From Chapter 1, recall the predictor xν from (8) and the operator Tν from (7). For
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k ∈ N, recall the Yk(ν), Zk(r, ν) ∈ Rn satisfying

|[Tν(xν)− xν ]k| ≤cw Yk(ν) ∈ Rn (35)

and

sup
w,w′∈W (r)

|[DTν(xν + w)w′]k| ≤cw Zk(r, ν) ∈ Rn. (36)

From Chapter 1, recall the fundamental existence of M : M is such that there exist a

polynomial q̃M(r, ν) ∈ R such that for all k ≥M , we can set

1. Yk = 0 ∈ Rn,

2. Zk(r, ν) ≤cw q̃M(r, ν)wk(r)In.

Based on this, we define the following.

Definition 2.1.1 Define In = (1, · · · , 1)T ∈ Rn. For every k ∈ {0, · · · ,M − 1},
choose Yk, Zk ∈ Rn satisfying respectively (35) and (36). We define the finite radii

polynomials by

pk(r, ν) = Yk(ν) + Zk(r, ν)− wk(r)In, k ∈ {0, · · · ,M − 1} (37)

and the tail radii polynomial by

p̃M(r, ν) = q̃M(r, ν)− 1. (38)

We are now ready to prove the following result. Note that the proof is based on the

results of Yamamoto in [42].

Theorem 2.1.2 Fix n ∈ {1, 2}. Let r > 0 and consider a set Wxν (r) centered at the

predictor xν. Suppose that the finite radii polynomials {pk}k=0,··· ,M−1 defined by (37)

satisfy pk(r, ν) <cw 0 for all k ∈ {0, · · · ,M − 1} and for all ν ∈ [ν0, νmax]. Suppose

also that the tail radii polynomial p̃M is such that p̃M(r, ν) < 0 for all ν ∈ [ν0, νmax].

Then for every fixed ν ∈ [ν0, νmax], the set Wxν (r) contains a unique zero of (1).
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Proof. The idea of the proof is to show that for ν ∈ [ν0, νmax], Tν contracts Wxν (r).

For W (r) =
∏

k[−wk(r), wk(r)]n, let

Ω =

{
b = (b0, b1, . . . )

∣∣∣∣ sup
k∈N

|bk|∞
wk(r)

<∞
}
, where |bk|∞ = max

i=1,...,n
|(bk)i|.

Then ‖b‖W (r) := supk∈N
|bk|∞
wk(r)

is a norm on Ω. Furthermore,
(
Ω, ‖ · ‖W (r)

)
is a Banach

space and W (r) is a closed set under ‖ · ‖W (r). In this norm, W (r) = B(0, 1) is the

unit ball around 0, and Wxν (r) = xν +W (r) = B(xν , 1) is the unit ball around xν .

Fix ν ∈ [ν0, νmax]. For x, y ∈ Wxν (r) and for i = 1, . . . , n, let

gk,i(s) := {Tν [sx+ (1− s)y]}k,i ∈ R.

Applying the mean value theorem to gk,i, there exists sk,i ∈ [0, 1] such that gk,i(1)−
gk,i(0) = g′(st,i). The set Wxν (r) being convex, we get that zk,i := sk,ix+ (1− sk,i)y ∈
Wxν (r). Hence, using the component-wise absolute value vector notation, we have

that

|[Tν(x)− Tν(y)]k| =

∣∣∣∣∣∣∣∣∣∣


[Tν(x)− Tν(y)]k,1

...

[Tν(x)− Tν(y)]k,n


∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣


D[Tν ]

k,1
(zk,1) · (x− y)

...

D[Tν ]
k,n

(zk,n) · (x− y)


∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣


D[Tν ]

k,1
(zk,1) · (x−y)

‖x−y‖W (r)

...

D[Tν ]
k,n

(zk,n) · (x−y)
‖x−y‖W (r)


∣∣∣∣∣∣∣∣∣∣
‖x− y‖W (r)

≤cw


supw,w′∈W (r)

∣∣∣[DTν(xν + w)w′]k,1

∣∣∣
...

supw,w′∈W (r)

∣∣∣[DTν(xν + w)w′]k,n

∣∣∣

 ‖x− y‖W (r)

≤cw Zk(r, ν)‖x− y‖W (r), (39)
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since by construction of ‖ · ‖W (r),
x−y

‖x−y‖W (r)
∈ W (r). Let x ∈ Wxν (r). Then ‖x −

xν‖W (r) ≤ 1 and for each k,

|[Tν(x)− xν ]k| = |[Tν(x)− Tν(xν) + Tν(xν)− xν ]k|

≤cw |[Tν(x)− Tν(xν)]k|+ |[Tν(xν)− xν ]k|

≤cw Zk(r, ν)‖x− xν‖W (r) + Yk(ν)

= pk(r, ν) + wk(r)In

<cw wk(r)In

for all ν ∈ [ν0, νmax]. Hence

||Tν(x)− xν ||W (r) = sup
k∈N

|[Tν(x)− Tν(y)]k|∞
wk(r)

≤ 1.

Since in the norm ||·||W (r), B(xν , 1) = Wxν (r), we just showed that for all ν ∈ [ν0, νmax]

and for all x ∈ Wxν (r), Tν(x) − xν ∈ W (r). In other words, we proved that given a

ν ∈ [ν0, νmax],

Tν [Wxν (r)] ⊂ Wxν (r).

Now define

q(r, ν) = max

{ |Z0(r, ν)|∞
w0(r)

, . . . ,
|ZM−1(r, ν)|∞
wM−1(r)

, q̃M(r, ν)

}
. (40)

Then

q(r, ν) < 1. (41)

Indeed, since for k = 0, . . . ,M − 1, pk(r, ν) <cw 0, then Zk(r,ν)
wk(r)

<cw In. This implies

that for each k = 0, . . . ,M − 1, |Zk(r,ν)|∞
wk(r)

< 1. Also p̃M(r, ν) < 0 implies that

q̃M(r, ν) < 1. That proves that q(r, ν) < 1. Let x, y ∈ Wxν (r). Then combining (39),

(41) and the fact that for all k ≥M , Zk(r, ν) ≤cw q̃M(r, ν)wk(r)In, we have that

||Tν(x)− Tν(y)||W (r) = sup
k∈N

|[Tν(x)− Tν(y)]k|∞
wk(r)

≤cw sup
k∈N

|Zk(r, ν)|∞
wk(r)

‖x− y‖W (r)

≤cw q(r, ν)‖x− y‖W (r).
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Hence, Tν : Wxν (r)→ Wxν (r) is a contraction. Thus, the result follows from Banach’s

fixed point theorem.
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CHAPTER III

ANALYTIC ESTIMATES

3.1 Background

In this chapter, we introduce the fundamental estimates that will be used through-

out this thesis. We present here an improvement of general estimates for infinite

convolution sums with power decay of the form

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp
(42)

introduced in [7] and used in [9], [10], [11] and [15]. Most of the estimates used in the

above papers are corollaries of Lemma 5.8 in [7]:

Lemma 3.1.1 [7] Let A > 0 and s ≥ 2. Let {ak}k∈Z be such that a−k = ak,

a0 ∈ A[−1, 1] and ak ∈ A
|k|s for all k ∈ Z \ {0}. Let α = 2

s−1
+ 2 + 3.5 · 2s. Then

∑
P
ni=k

an1 · · · anp ⊆


αp−1Ap

|k|s [−1, 1] k 6= 0

αp−1Ap[−1, 1] k = 0.

Observe that the bounds provided by Lemma 3.1.1 grows exponentially in s since 2s

appears in the α. One reason in being interested in getting tighter analytic estimates

for sums of the form (76) came from the work introduced in Chapter 5, where we use

s ≥ 5. Note that since a−k = ak for all k ∈ Z, we have that

∑
k1+···+kp=−k

ki∈Z

a
(1)
k1
· · · a(p)

kp
=

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp
.

Hence, we only consider the cases k ∈ N. Before introducing the new general esti-

mates, we first need the following result.
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Lemma 3.1.2 Let s ≥ 2 and for k ≥ 2, define

γk = 2

[
2

k
[1 + ln(k − 1)] +

π2

6

] [
2

k
+ 1

]s−2

. (43)

Then
k−1∑
k1=1

ks

ks1(k − k1)s
≤ γk . (44)

Proof of Lemma 3.1.2. First observe that

k−1∑
k1=1

ks

ks1(k − k1)s
= ks−1

k−1∑
k1=1

(k − k1) + k1

ks1(k − k1)s

= ks−1

[
k−1∑
k1=1

1

ks1(k − k1)s−1
+

k−1∑
k1=1

1

ks−1
1 (k − k1)s

]

= 2
k−1∑
k1=1

ks−1

ks−1
1 (k − k1)s

.

Now define

φsk :=
k−1∑
k1=1

ks−1

ks−1
1 (k − k1)s

= ks−2

k−1∑
k1=1

(k − k1) + k1

ks−1
1 (k − k1)s

= ks−2

[
k−1∑
k1=1

1

ks−1
1 (k − k1)s−1

+
k−1∑
k1=1

1

ks−2
1 (k − k1)s

]

= ks−2

[
k−1∑
k1=1

1

ks−1
1 (k − k1)s−1

]
+

[
k−1∑
k1=1

ks−2

ks−2
1 (k − k1)s

]

≤ ks−3

[
k−1∑
k1=1

(k − k1) + k1

ks−1
1 (k − k1)s−1

]
+

[
k−1∑
k1=1

ks−2

ks−2
1 (k − k1)s−1

]

=
1

k

[
k−1∑
k1=1

ks−2

ks−1
1 (k − k1)s−2

+
k−1∑
k1=1

ks−2

ks−2
1 (k − k1)s−1

]
+ φs−1

k

=
1

k

[
φs−1
k + φs−1

k

]
+ φs−1

k = φs−1
k

[
2

k
+ 1

]
.

Hence,

φsk ≤ φ2
k

[
2

k
+ 1

]s−2

,
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where

φ2
k =

k−1∑
k1=1

k

k1(k − k1)2
=

k−1∑
k1=1

1

k1(k − k1)
+

k−1∑
k1=1

1

(k − k1)2

=
2

k

k−1∑
k1=1

1

k1

+
k−1∑
k1=1

1

k2
1

≤ 2

k
[1 + loge(k − 1)] +

π2

6
.

We can finally conclude that

k−1∑
k1=1

ks

ks1(k − k1)s
= 2φsk ≤ 2φ2

k

[
2

k
+ 1

]s−2

≤ 2

[
2

k
[1 + ln(k − 1)] +

π2

6

] [
2

k
+ 1

]s−2

= γk .

Note that the estimates will be given via a recurrent definition in p i.e. the power

of the nonlinearity. Hence, we begin by getting explicitly the estimates for the case

p = 2. Throughout this chapter, we use M ≥ 5 as a computational parameter.

3.2 Estimates for the Quadratic Nonlinearity

Lemma 3.2.1 (Quadratic Estimates) Let s ≥ 2 and M ≥ 5. Define

α
(2)
k =


4 + 1

22s−1(2s−1)
, k = 0

2
[
2 + 1

2s
+ 1

3s
+ 1

3s−1(s−1)

]
+
∑k−1

k1=1
ks

ks1(k−k1)s
, k ∈ {1, · · · ,M − 1}

2
[
2 + 1

2s
+ 1

3s
+ 1

3s−1(s−1)

]
+ γk, k ≥M

(45)

Let A1, A2 > 0 such that a
(i)
0 ∈ Ai[−1, 1] and a

(i)
k ∈ Ai

|k|s [−1, 1], for all k 6= 0 and for

i = 1, 2. Suppose that a
(i)
−k = a

(i)
k . Then

∑
k1+k2=k

ki∈Z

a
(1)
k1
a

(2)
k2
∈


α

(2)
k A1A2

|k|s [−1, 1] k 6= 0

α
(2)
0 A1A2[−1, 1] k = 0.

31



Proof. Let k = 0. Then

∑
k1+k2=0

ki∈Z

a
(1)
k1
a

(2)
k2

=
∑
k1<0

a
(1)
k1
a

(2)
−k1

+ a
(1)
0 a

(2)
0 +

∑
k1>0

a
(1)
k1
a

(2)
−k1

= a
(1)
0 a

(2)
0 + 2

∞∑
k1=1

a
(1)
k1
a

(2)
k1

∈ A1A2

[
1 + 2

∞∑
k1=1

1

k2s
1

]
[−1, 1]

⊆ A1A2

[
4 +

1

22s−1(2s− 1)

]
[−1, 1] = α

(2)
0 A1A2[−1, 1] .

Now consider k ∈ {1, · · · ,M − 1}. Then

∑
k1+k2=k

ki∈Z

a
(1)
k1
a

(2)
k2

=
−1∑

k1=−∞

a
(1)
k1
a

(2)
k−k1

+ a
(1)
0 a

(2)
k +

k−1∑
k1=1

a
(1)
k1
a

(2)
k−k1

+a
(1)
k a

(2)
0 +

∞∑
k1=k+1

a
(1)
k1
a

(2)
k−k1

∈ A1A2

[
2

ks
+ 2

∞∑
k1=1

1

ks1(k + k1)s
+

k−1∑
k1=1

ks

ks1(k − k1)s

]
[−1, 1]

⊆ α
(2)
k A1A2

ks
[−1, 1] .

For the case k ≥M , we do the same analysis as in the case k ∈ {1, · · · ,M − 1} and

we use the upper bound γk from Lemma 3.1.2.

Remark 3.2.2 For any k ≥ M ≥ 5, we have that α
(2)
k ≤ α

(2)
M . This fact will be of

fundamental importance for the general estimates.

3.3 Estimates for a General Nonlinearity p ≥ 3

Let p ≥ 3 to be the degree of the nonlinearity, s ≥ 2 the decay of the coefficients and

M ≥ 5 a natural number. We compute the general estimates recursively. Hence, we
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first suppose that for every k ≥ 0, we know explicitly α
(p−1)
k > 0 such that

∑
k1+···+kp−1=k

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1
∈


α

(p−1)
k

|k|s
(∏p−1

i=1 Ai
)

[−1, 1] k 6= 0

α
(p−1)
0

(∏p−1
i=1 Ai

)
[−1, 1] k = 0

and such that α
(p−1)
k ≤ α

(p−1)
M for all k ≥M . We first define

α
(p)
k =



α
(p−1)
0 + 2

∑M−1
kp=1

α
(p−1)
kp

k2s
p

+
2α

(p−1)
M

(M−1)2s−1(2s−1)
, k = 0∑M−k−1

kp=1

α
(p−1)
k+kp

ks

ksp(k+kp)s
+ α

(p−1)
M

(
1 + 1

2s
+ 1

3s
+ 1

3s−1(s−1)

)
+ α

(p−1)
k +

∑k−1
kp=1

α
(p−1)
kp

ks

ksp(k−kp)s
+ α

(p−1)
0 +

∑M−1
kp=1

α
(p−1)
kp

ks

(k+kp)sksp

+
α

(p−1)
M

(M−1)s−1(s−1)
, k ∈ {1, · · · ,M − 1}

α
(p−1)
M

[
2 + 1

2s
+ 1

3s
+ 1

3s−1(s−1)
+ 1

(M−1)s−1(s−1)
+ γk

]
+ α

(p−1)
0 +

∑M−1
kp=1

α
(p−1)
kp

ksp

[
1 + 1h

1− kp
M

is
]
, k ≥M.

(46)

Theorem 3.3.1 For i = 1, · · · , p let Ai > 0 such that a
(i)
0 ∈ Ai[−1, 1] and a

(i)
k ∈

Ai
|k|s [−1, 1], for all k 6= 0. Suppose that a

(i)
−k = a

(i)
k . Then

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp
∈


α

(p)
k

|k|s (
∏p

i=1Ai) [−1, 1] k 6= 0

α
(p)
0 (
∏p

i=1Ai) [−1, 1] k = 0.

(47)

33



Proof. Throughout the proof, we use several time the fact that α
(p−1)
k ≤ α

(p−1)
M for all

k ≥M . For k = 0,

∑
k1+···+kp=0

ki∈Z

a
(1)
k1
· · · a(p)

kp
=

−1∑
kp=−∞

a
(p)
kp

 ∑
k1+···+kp−1=−kp

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1



+a
(p)
0

 ∑
k1+···+kp−1=0

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1

+
∞∑

kp=1

a
(p)
kp

 ∑
k1+···+kp−1=−kp

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1


∈
(

p∏
i=1

Ai

) ∞∑
kp=1

α
(p−1)
kp

k2s
p

+ α
(p−1)
0 +

∞∑
kp=1

α
(p−1)
kp

k2s
p

 [−1, 1]

⊆
(

p∏
i=1

Ai

)α(p−1)
0 + 2

M−1∑
kp=1

α
(p−1)
kp

k2s
p

+
2α

(p−1)
M

(M − 1)2s−1(2s− 1)


= α

(p)
0

(
p∏
i=1

Ai

)
[−1, 1] .

For any k ≥ 1,

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp
=

−1∑
kp=−∞

a
(p)
kp

 ∑
k1+···+kp−1=k−kp

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1



+a
(p)
0

 ∑
k1+···+kp−1=k

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1

+
k−1∑
kp=1

a
(p)
kp

 ∑
k1+···+kp−1=k−kp

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1



+a
(p)
k

∑
k1+···+kp−1=0

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1
+

∞∑
kp=k+1

a
(p)
kp

 ∑
k1+···+kp−1=k−kp

ki∈Z

a
(1)
k1
· · · a(p−1)

kp−1


∈
(

p∏
i=1

Ai

) ∞∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
+
α

(p−1)
k

ks
+

k−1∑
kp=1

α
(p−1)
kp

ksp(k − kp)s
+
α

(p−1)
0

ks
+

∞∑
kp=1

α
(p−1)
kp

(k + kp)sksp

 [−1, 1] .
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Consider now k ∈ {0, · · · ,M − 1}. Since α
(p−1)
kp

≤ α
(p−1)
M , for all kp ≥M , then

∞∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
=

M−k−1∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
+

∞∑
kp=M−k

α
(p−1)
k+kp

ksp(k + kp)s

≤
M−k−1∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
+ α

(p−1)
M

∞∑
kp=M−k

1

ksp(k + kp)s

≤
M−k−1∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
+ α

(p−1)
M

∞∑
kp=1

1

ksp(k + kp)s

≤ 1

ks

M−k−1∑
kp=1

α
(p−1)
k+kp

ks

ksp(k + kp)s
+ α

(p−1)
M

(
1 +

1

2s
+

1

3s
+

1

3s−1(s− 1)

) .

Similarly,

∞∑
kp=1

α
(p−1)
kp

(k + kp)sksp
≤ 1

ks

M−1∑
kp=1

α
(p−1)
kp

ks

(k + kp)sksp
+

α
(p−1)
M

(M − 1)s−1(s− 1)

 .

Recalling the definition of α
(p)
k for the cases k ∈ {1, · · · ,M − 1}, we get that

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp
∈ α

(p)
k

ks

(
p∏
i=1

Ai

)
[−1, 1] .

Consider now k ≥M . Then

∞∑
kp=1

α
(p−1)
k+kp

ksp(k + kp)s
+
α

(p−1)
k

ks
≤ α

(p−1)
M

ks

[
2 +

1

2s
+

1

3s
+

1

3s−1(s− 1)

]
.

Recalling the definition of γk from (43), we get that

k−1∑
kp=1

α
(p−1)
kp

ksp(k − kp)s
=

M−1∑
kp=1

α
(p−1)
kp

ksp(k − kp)s
+

1

ks

k−1∑
kp=M

ksα
(p−1)
kp

ksp(k − kp)s

≤ 1

ks

M−1∑
kp=1

α
(p−1)
kp

ksp(1− kp
k

)s
+
α

(p−1)
M

ks

k−1∑
kp=M

ks

ksp(k − kp)s

≤ 1

ks

M−1∑
kp=1

α
(p−1)
kp

ksp

[
1− kp

M

]s + α
(p−1)
M γk

 .

Also,
∞∑

kp=1

α
(p−1)
kp

(k + kp)sksp
≤ 1

ks

M−1∑
kp=1

α
(p−1)
kp

ksp
+

α
(p−1)
M

(M − 1)s−1(s− 1)

 .
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Combining the above inequalities, we finally have that

∑
k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp

∈ 1

ks

(
p∏
i=1

Ai

)(
α

(p−1)
M

[
2 +

1

2s
+

1

3s
+

1

3s−1(s− 1)
+

1

(M − 1)s−1(s− 1)
+ γk

]

+ α
(p−1)
0 +

M−1∑
kp=1

α
(p−1)
kp

ksp

1 +
1[

1− kp
M

]s
 [−1, 1] =

α
(p)
k

ks

(
p∏
i=1

Ai

)
[−1, 1] .

3.4 Comparison of the General Estimates

We now compare the new estimates with the ones given by Lemma 3.1.1 for different

values of p and s. Since the only difference in the estimates are αp−1 and α
(p)
k , these are

the quantities we will compare. Hence, suppose that {ak}k∈Z is such that a0 ∈ [−1, 1]

and ak ∈ 1
|k|s [−1, 1], for all k ∈ Z \ {0}. For the computation, we fixed M = 100. In

the case p ≥ 3, increasing M would make the α
(p)
k even smaller.

p s k αp−1 α
(p)
k

2 4 10 58.6667 7.9266
3 4 30 3.4418× 103 45.7357
3 4 100 3.4418× 103 37.6551
3 5 30 1.3110× 104 43.5641
3 7 30 2.0280× 105 43.0569
3 10 30 1.2861× 107 44.7318
3 25 30 1.3792× 1016 65.1059
4 4 10 2.0192× 105 370.3203
4 5 10 1.5011× 106 369.0572
4 7 10 9.1328× 107 441.7748
5 10 10 1.6541× 1014 6.5345× 103

5 20 10 1.8141× 1026 7.4986× 105

10 25 20 4.2497× 1072 5.2619× 108

20 50 100 2.0691× 10296 3.5032× 1019

Figure 15: Comparison of the estimates.

3.5 Refinement of the Estimates

We now present a corollary of Theorem 3.3.1.
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Corollary 3.5.1 Let p ≥ 3 the degree of the nonlinearity, s ≥ 2 the decay of the

coefficients and M ≥ 5 a natural number. Let k ∈ {0, · · · ,M − 1}. Now consider

another computational number M1 ≥ M . For i = 1, · · · , p, let Ai > 0 such that

a
(i)
0 ∈ Ai[−1, 1] and a

(i)
k ∈ Ai

|k|s [−1, 1], for all k 6= 0. For each i = 1, · · · , p let

|a|(i)M1
=
(
|a(i)

0 |, · · · , |a(i)
M1−1|

)
∈ RM1. Suppose that a

(i)
−k = a

(i)
k . For k ∈ {0, · · · ,M−1},

define

ε
(p)
k =

2α
(p−1)
M1

(M1 + k)s(M1 − 1)s−1(s− 1)
+

M1+k−1∑
kp=M1

α
(p−1)
kp−k

ksp(kp − k)s
. (48)

Then we have that

(
a(1) ∗ · · · ∗ a(p)

)
k
∈
[(
|a|(1)

M1
∗ · · · ∗ |a|(p)M1

)
k

+

(
p∏
i=1

Ai

)
ε

(p)
k

]
[−1, 1], (49)

where a ∗ b denotes the discrete convolution between two vectors.

Proof. First notice that

(
a(1) ∗ · · · ∗ a(p)

)
k

=
∑

k1+···+kp=k

ki∈Z

a
(1)
k1
· · · a(p)

kp

=
∑

k1+···+kp=k

|ki|<M1

a
(1)
k1
· · · a(p)

kp
+
∑

k1+···+kp=k

max{|k1|,··· ,|kp|}≥M1

a
(1)
k1
· · · a(p)

kp
.

Without loss of generality, suppose that in the second sum, |kp| ≥M1. Now

∑
k1+···+kp=k

max{|ki|}≥M1

a
(1)
k1
· · · a(p)

kp
=

−M1∑
kp=−∞

a
(p)
kp

∑
k1+···+kp−1=k−kp

max{|k1|,··· ,|kp|}≥M1

a
(1)
k1
· · · a(p−1)

kp−1

+
∞∑

kp=M1

a
(p)
kp

∑
k1+···+kp−1=k−kp

max{|k1|,··· ,|kp|}≥M1

a
(1)
k1
· · · a(p−1)

kp−1

∈
(

p∏
i=1

Ai

)
∞∑

kp=M1

[
α

(p−1)
k+kp

ksp(k + kp)s
+

α
(p−1)
kp−k

ksp(kp − k)s

]
[−1, 1]

=

(
p∏
i=1

Ai

)2α
(p−1)
M1

∞∑
kp=M1

1

ksp(k + kp)s
+

M1+k−1∑
kp=M1

α
(p−1)
kp−k

ksp(kp − k)s

 [−1, 1]

⊆
(

p∏
i=1

Ai

) 2α
(p−1)
M1

(M1 + k)s(M1 − 1)s−1(s− 1)
+

M1+k−1∑
kp=M1

α
(p−1)
kp−k

ksp(kp − k)s

 [−1, 1] .
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Recalling the definition of ε
(p)
k , we can conclude that

(
a(1) ∗ · · · ∗ a(p)

)
k
∈
[(
|a|(1)

M1
∗ · · · ∗ |a|(p)M1

)
k

+

(
p∏
i=1

Ai

)
ε

(p)
k

]
[−1, 1] .

38



CHAPTER IV

VALIDATED CONTINUATION FOR EQUILIBRIA OF

PDES

The work presented in this chapter is a sum of results that came up from collaborations

with Sarah Day, Marcio Gameiro and Konstanstin Mischaikow presented in [11] and

[15].

4.1 Background

The first step in understanding the dynamics of a nonlinear system of differential

equations

ut = F (u, ν) (50)

on a Hilbert space is to identify the set of equilibria E := {(u, ν) | F (u, ν) = 0}. For

many applications this can only be done using numerical methods. In particular,

continuation provides an efficient technique for determining elements on branches of

E . With any numerical method there is the question of validity of the output as

compared with the cost of computation. The goal of this chapter is to argue that

for a large and important class of partial differential equations the cost of validating

the existence and uniqueness of equilibria is small when compared to the cost of

identifying potential equilibria by means of a continuation method.

To the best of our knowledge this is the first attempt to integrate the techniques

of rigorous computations with a continuation method, thus we focus on a clear pre-

sentation of the ideas as opposed to presenting the results in the most general possible

setting. We make use of spectral methods as they provide us with considerable control
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on truncation errors. To be more precise, assume that (50) takes the form

ut = L(u, ν) +
d∑
p=0

cp(ν)up (51)

where L(·, ν) is a linear operator at parameter value ν and d is the degree of the

polynomial nonlinearity. Typically, c1(ν) = 0 since linear terms are grouped under

L(·, ν). Expanding (51) using an orthogonal basis chosen appropriately in terms of the

eigenfunctions of the linear operator L(·, ν), the particular domain and the boundary

conditions, results in a countable system of differential equations on the coefficients

of the expanded solution.

To simplify the exposition, let us assume the expansion takes the form

u̇k = fk(u, ν) := µkuk +
d∑
p=0

∑
P
ni=k

(cp)n0un1 · · ·unp k = 0, 1, 2, . . . (52)

where µk = µk(ν) are the parameter dependent eigenvalues of L(·, ν) and {un} and

{(cp)n} are the coefficients of the corresponding expansions of the functions u and

cp(ν) respectively with un = u−n and (cp)n = (cp)−n for all n. In order to simplify the

notation, for a fixed parameter ν, we use f(u) to denote f(u, ν). The continuation

method is applied to the m-dimensional system of ODEs of the form

u̇k = µkuk +
d∑
p=0

∑
P
ni=k

|ni|<m

(cp)n0un1 · · ·unp k = 0, 1, . . . ,m− 1. (53)

obtained by performing a Galerkin projection on (52). It is this truncation that

introduces the most substantial concern for the validity of the results of the contin-

uation method. In Section 4.6 we present estimates that provide us with bounds on

the errors. We obtain these bounds under the assumption of power decay rates in

the coefficients {un}. Of course, such decay rates are directly related to the spatial

smoothness of the equilibria which in turn is governed, at least in part, by the linear

operator L(·, ν).
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Let ū be a numerical zero obtained from (53). In the orthogonal basis used to

obtain (52) consider the set X = ū+W (r) of ū where W (r) is of the form

W (r) =
m−1∏
k=0

[−r, r]×
∞∏
k=m

[
−As
ks
,
As
ks

]
.

Section 4.6 provides an explicit set of formulas and steps and the assertion that

their successful implementation leads to the construction of the radii polynomials.

Presenting the formulae in this fashion has two advantages. First, they contain all

the necessary information should the reader wish to independently code and test

the techniques suggested in this chapter. Second, it allows for the presentation in

Section 4.3 of the comparison of the computational costs between traditional and

validated continuation.

It should be emphasized that how one should best compare the costs between

the two methods of continuation is not completely clear. In the standard approach

m, the dimension of the system on which continuation is performed, is fixed. Thus

traditionally, a particular Galerkin projection dimension is chosen and continuation

is performed. The results are checked by choosing a higher dimensional projection,

re-performing the continuation and then deciding if the two calculations agree within

a certain level of numerical tolerance. In validated continuation, m becomes a vari-

able. In particular, if validation fails then one has the option of choosing a higher

dimensional Galerkin projection. Equally important, failure of validation may be an

indication that a higher dimensional projection is necessary. In summary, validated

continuation provides an internal check of consistency on the dimension of truncation

from the infinite to finite dimensional problem a feature which is not present in the

traditional application of continuation methods.

With this in mind we have chosen to compare the computational costs as follows.

First we restrict our attention to cubic nonlinearities. As is made clear by the formu-

lae of Section 4.6 in this case the cost of evaluating the nonlinearities and performing

Newton’s method are both of order m3. Thus, we can obtain a rough bound on the
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ratio of the cost of traditional versus validated continuation by counting the number

of m3 operations which need to be performed. These calculations suggest that for

fixed m the cost of validated continuation is less than twice the cost of traditional

continuation, that is it appears that it is cheaper to perform validated continuation,

than to perform traditional continuation and then check it against continuation per-

formed on a higher dimensional projection. In Section 4.4 this estimate is tested

against actual computations for the Swift-Hohenberg equation and the Cahn-Hilliard

equation. To ensure that these comparisons are fair, we employ standard floating

point computations in both cases.

This last point raises an important distinction: validated continuation versus

rigorous continuation. Using floating point calculations at all steps of the validated

continuation, does not allow one to control for roundoff errors and hence one cannot

rigorously concluded the existence of an equilibrium. Because the current computer

technology treats floating point and interval arithmetic differently we chose not to

make and present timed comparisons between the two for this chapter. However, if

specific steps in the validation argument are performed using interval arithmetic, then

one obtains rigorous results on the existence of equilibria. Results of this type are

presented in Section 4.4 for a branch of equilibria of the Swift-Hohenberg equation.

Remark 4.1.1 For the results presented in this Chapter, we did not do any contin-

uous branches. Hence, we computed the radii polynomials with ν̂ = 0 at every step.

Because of this, we will drop the dependence in ν in the radii polynomials.

4.2 Radii polynomials

Let m be a fixed projection dimension of (53). For uF := (u0, . . . , um−1) ∈ Rm, define

f (m) : Rm → Rm by f (m)(uF ) = (f
(m)
0 (uF ), . . . , f

(m)
m−1(uF )) where for k = 0, . . . ,m− 1,

f
(m)
k (uF ) = µkuk +

d∑
p=0

∑
P
ni=k

|ni|<m

(cp)n0un1 · · ·unp
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The Galerkin projection can then be written

u̇F = f (m)(uF , ν) . (54)

This is the m-dimensional system to be studied numerically. Intuitively, we expect

that if m is sufficiently large, (54) will capture the essential dynamics for the original

system (52). We now present the formulae for radii polynomials. Let us begin by

explicitly stating the information that is used to construct the coefficients.

• d is the degree of the nonlinearity of (51).

• m is the number of modes used in the Galerkin projection.

• M ≥ m is a computational parameter that allows for the use of explicit values

for coefficients of M −m additional modes to decrease truncation error bounds.

• m+ ≥ m is a computational parameter that allows for the use of additional

structure in the model to get tighter truncation error bounds.

• ūF ∈ Rm is the numerical zero produced by the predictor-corrector step.

• JF×F is the numerical inverse obtained from the predictor-corrector step.

• (cp)n, |n| < m are the coefficients from the expansion (52).

• µk, k ≥ 0 are the eigenvalues for the linear operator L as expressed in (52) and

µ̄ := inf
n≥m+

|µn|.

Note that if |µn| is monotonically increasing for n ≥ m+, then µ̄ = |µm+ |.

• s and As are positive constants that are related to the regularity of the equilibria.

Observe that given this information we can evaluate the vector

fF (ū) :=


f0(ū)

...

fm−1(ū)
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where

fn(ū) = µnūn +
d∑
p=0

∑
n0+···+np=n

|n1|,...,|np|<m

(cp)n0ūn1 · · · ūnp .

We can also set

Yk ≥

 |JF×FfF (ū)|k if 0 ≤ k < m

|
Pd
p=2(cpūp)k|
|µk|

if k ≥ m
(55)

where

(cpū
p)k =

∑
P
ni=k

(cp)n0ūn1 · · · ūnp .

The following constants are all related to asymptotic bounds on the expansions

of the numerical equilibrium ū, and the set ū + W . As such they are related to the

regularity of the equilibrium and the coefficients of (51). Define

α :=
2

s− 1
+ 2 + 3.5 · 2s

Cp := max
k
{|(cp)0|, |(cp)k||k|s}

Ā := max
1≤k<m

{|ū0|, |ūk||k|s}

A = A(r) := max{As, r(m− 1)s}

C(Ā, A) :=
d∑
l=1

d∑
p=max{2,l}

l

(
p

l

)
αpCpĀ

p−lA(r)l

C+(Ā, A) :=


∑d

l=1

∑d
p=2 l

(
p
l

)
αpCpĀ

p−lAl if Yk, Rk = 0 for all k ≥ m+∑d
p=0 α

pCpĀ
p +

∑d
l=1

∑d
p=max{2,l} l

(
p
l

)
αpCpĀ

p−lAl otherwise ,

V
(0)
F := |JF×F |RF , V

(1)
F :=

∣∣IF×F − JF×F ·Df (m)(ūF )
∣∣


1

1

...

1


where | · | denotes entry-wise absolute value and for k ∈ {0, · · · ,m− 1},

Rk :=
∞∑

n̄=−∞
|k−n̄|≥m

∣∣∣∣∣∣
d∑
p=1

p
∑
P
ni=n̄

(cp)n0ūn1 . . . ūnp−1

∣∣∣∣∣∣ As
|k − n̄|s .
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Note that if all cp have finite expansions, then V
(0)
F requires only a finite computation.

Observe also that the above implies that ūk ∈ Ā
ks

[−1, 1] and wk ⊂ A
ks

[−1, 1] for all k.

The validation procedure also requires bounds on the errors due to truncating

modes k ≥ m. These bounds come in the following form:

εn :=
d∑
l=1

d∑
p=l

l

(
p

l

)
εn(p, l,M) (56)

where

εn(p, l,M) := (57)

min

{
pαp−1CpĀ

p−lAl

(M − 1)s−1(s− 1)

[
1

(M − n)s
+

1

(M + n)s

]
,
αpCpĀ

p−lAl

ns

}
,

and

Cn(p, j, l,M) := (58)

∑
|n̄|<(p−l)(m−1)+M

∣∣∣ ∑
P
ni=n̄

|n0|<M
|n1|,...,|np−l|<m

(cp)n0ūn1 · · · ūnp−l
∣∣∣
 ∑

P
ni+n̄=n

m≤|n1|,...,|nj |<M

Ajs
|n1|s · · · |nj|s

 .

For notational purposes, we also define m-vectors containing these bounds for modes

n = 0, . . . ,m− 1 as follows.

εF :=


ε0
...

εm−1

 , and CF (p, j, l,M) :=


C0(p, j, l,M)

...

Cm−1(p, j, l,M)

 .
Note that these bounds are computable in that they require only a finite number

of computations. In addition, increasing the computational parameter M has the

effect of increasing the computational work in order to decrease the bounds. This

will be the subject of Section 4.5.

Definition 4.2.1 To simplify notation, the finite radii polynomials, P0, . . . , Pm−1,

are given as an m-vector PF (r) = (P0(r), . . . , Pm−1(r))t. Define

PF (r) :=
d∑

n=0

CF (n)rn (59)
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where the coefficients are

CF (n) :=


CY
F + CZ

F (0) n = 0

CZ
F (1)− 1 n = 1

CZ
F (n) n = 2, . . . , d.

The right hand terms are defined as follows. The individual terms of the vectors CZ
F (i)

are chosen to satisfy

CZ
k (i) ≥

 d∑
l=max{2,i}

d∑
p=l

l

(
p

l

)(
l

i

)
|JF×F |CF (p, l − i, l,M)

+


|JF×F |εF + V

(0)
F i = 0

V
(1)
F i = 1

0 otherwise


k

. (60)

and similarly

CY
F = YF . (61)

where | · | and the bounds are computed component-wise.

Observe, again, that determining these bounds require only a finite number of

computations.

Definition 4.2.2 For k ≥ m, the tail radii polynomial is

Pk(r) =


|
Pd
p=0(cpūp)k|
|µk|

+ C(Ā,A(r))
|µk|ks

− As
ks

m ≤ k < m+

C+(Ā,A)
|µk|ks

− As
ks

k ≥ m+

where, again,

(cpū
p)k =

∑
P
ni=k

(cp)n0ūn1 · · · ūnp .

We now present a procedure for computing a validation radius. In particular, this

procedure describes a natural order for defining the decay constants As, s, and A. The

constants As and s reflect regularity properties of the equation and should be chosen
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either from numerical simulations or analysis. In this approach, we choose to treat

A = A(r) as a constant. The rationale for this choice is that from a computational

perspective, we would like to find r > 0 solving simple constructions of the finite radii

inequalities P0(r) < 0, · · · , Pm−1(r) < 0 without having to simultaneously control the

more complicated effects from A on the coefficients of these polynomials as well as on

the tail polynomials Pk, k ≥ m. A practical way to achieve this goal is to set A = As

at the beginning of the procedure and then check in the end that a solution r > 0 to

P0(r) < 0, · · · , Pm−1(r) < 0 also satisfies r(m− 1)s ≤ As.

Here, for the sake of simplicity, we set M = m. If the truncation error bounds

prove too large for the computations, then M should be increased as described in

Remark 4.6.3 in Section 4.6. Finally, we add a condition which reduces the check

of the tail polynomials Pk(r) < 0, k > m to a finite number of computations. The

following procedure outlines this approach.

Procedure 4.2.3 Suppose that the eigenvalues µk are such that |µk| → ∞. Suppose

further that we may choose m,m+, m̄ ∈ N, m̄ ≥ m+ ≥ m, and µ̄ > 0 such that

1. m is the Galerkin projection dimension used for numerical continuation,

2. m+ is the parameter used in the computation of C+(Ā, A), and

3. m̄ measures where the tail terms are bounded from below by µ̄ as follows: for

all k ≥ m̄, |µk| ≥ |µ̄|.

Set M = m.

Remark: m should be chosen to give the expected nonzero modes along the bi-

furcation branch under study and m̄ = m+ = (2d + 1)(m − 1) + 1 if (cp)n = 0 for

all n 6= 0 and the eigenvalues, µk are monotonically increasing in magnitude after

k = (2d+ 1)(m− 1).

Fix the decay constants

s ≥ 2 and As > 0. (62)
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Remark: In practice, As and s should be determined by regularity properties of the

equation.

Set A := As. Using the finite radii polynomials given in Definition 4.2.1, for

k = 0, · · · ,m− 1, numerically compute Ik := {r > 0 | Pk(r) < 0} and

I :=
m−1⋂
k=0

Ik . (63)

Check that I 6= ∅.
Remark: If I = ∅, begin the procedure again either by choosing m larger or by

choosing s larger and/or As smaller in (62).

Check that there exists r̄ ∈ I such that

r̄ ≤ As
(m− 1)s

. (64)

Remark: If such an r̄ exists, then A = As = max{As, r̄(m−1)s}. This in turn implies

that component-wise PF (r̄) < 0. If r̄ does not exist, then begin the procedure again

either by choosing m larger or by choosing s larger and/or As smaller in (62).

Check the inequalities

Pm(r̄) < 0, · · · , Pm̄−1(r̄) < 0 and
C(Ā, A)

|µ̄| − As < 0.

Remark: If any of these inequalities fails, begin the procedure again either by choosing

m larger or by choosing s larger and/or As smaller in (62).

4.3 Computational cost

We now provide a rough comparison of the cost of continuation with the cost of

validated continuation for PDEs of the form

ut = L(u, ν)− u3 . (65)

Since the degree of the polynomial nonlinearity in (65) is cubic and we use a Newton-

like operator in the continuation procedure, the most expensive terms of the compu-

tation involve m3 operations, where m is the number of modes used in the Galerkin
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projection

f
(m)
k (uF , ν) = µk(ν)uk −

∑
n1+n2+n3=k
|ni|<m

un1un2un3 , k = 0, . . . ,m− 1. (66)

With this in mind we count the number of m3 operations for both approaches to

obtain an estimate for the asymptotic costs and conclude with statistics obtained

from calculations for the Swift-Hohenberg and Cahn-Hilliard equations.

4.3.1 Cost of continuation

A traditional continuation procedure involves iteration of predictor and corrector

steps to trace out branches of equilibria. Under the assumption that at some pa-

rameter ν = ν0 we have an equilibrium solution for (54), we want to continue the

equilibrium as we vary ν. We recall in details the predictor and the corrector steps.

1) Euler predictor: Given an approximate equilibrium x0 at ν0, the predictor at

ν1 = ν0 + ∆ν is x
(0)
1 = x0 + ẋ0∆ν, where

ẋ0 = −f (m)
x (x0, ν0)

−1
f (m)
ν (x0, ν0). (67)

2) Quasi-Newton corrector: We now use the following quasi-Newton iterative

scheme to improve our approximation at ν1

x
(n+1)
1 = x

(n)
1 − f (m)

x (x1
(0), ν1)

−1
f (m)(x

(n)
1 , ν1) (68)

If k is the total number of iterations of (68), then ūF := x
(k)
1 and f (m)(ūF , ν1) ≈ 0.

We decompose the analysis of the cost of continuation into four steps, assuming

that we begin with an approximate zero x0 at ν0.

Step 1. In order to get the Euler predictor (67), we need to evaluate the vector

−f (m)
x (x0, ν0)

−1
f

(m)
ν (x0, ν0). This requires computing them bymmatrix f

(m)
x (x

(0)
0 , ν0),
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where for 0 ≤ i, j < m,

[
f (m)
x (x

(0)
0 , ν0)

]
i+1,j+1

= δi,jµi − 3
( ∑
n1+n2+j=i

|ni|<m

[x
(0)
0 ]|n1|[x

(0)
0 ]|n2|

+
∑

n1+n2−j=i
|ni|<m

[x
(0)
0 ]|n1|[x

(0)
0 ]|n2|

)
.

This involves the evaluation of 2m2 sums demanding 2m − 1 multiplications and

2m− 2 additions each. Therefore, determining f
(m)
x (x

(0)
0 , ν0) requires 8m3 operations.

Next, we compute the LU decomposition of f
(m)
x (x

(0)
0 , ν0) in order to compute the

action of its inverse on f
(m)
ν (x0, ν0). This involves 2

3
m3 operations. In our case,

f
(m)
ν (x0, ν0) = x0, requiring no additional cost. The predictor is then x

(0)
1 = x0 −∆νf

(m)
x (x0, ν0)

−1
x0

ν1 = ν0 + ∆ν.

Step 2. We now start the corrector. To construct the quasi-Newton operator

(68), we need the action of the inverse of f
(m)
x at the predictor (x

(0)
1 , ν1). As seen

before, it costs 8m3 to evaluate f
(m)
x (x

(0)
1 , ν1) and 2

3
m3 to compute its inverse using

LU decomposition. Note that we need to compute the LU decomposition only at the

first step.

Step 3. At the jth iteration of (68), we need to evaluate f (m)(x
(j−1)
1 , ν1). Its ith

component is

[f (m)(x
(j−1)
1 , ν1)]i = µi(ν1)[x

(j−1)
1 ]i

−
∑

n1+n2+n3=i
|ni|<m

[x
(j−1)
1 ]|n1|[x

(j−1)
1 ]|n2|[x

(j−1)
1 ]|n3|

which requires at least 3m2 operations to evaluate. Since f (m) has m components, we

get a total of 3m3. If k is the total number of iterations of the corrector, then this

step requires 3km3 operations.

Step 4. The corrector ends when ||f (m)(x
(k)
1 , ν1)|| < tolerance. Let āF := x

(k)
1 .
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Evaluating the function at (ūF , ν1) is another 3m3. Now, note that we have to com-

pute the action of the inverse of f
(m)
x (ūF , ν1) to get the predictor for the next step.

Recall JF×F is the numerical inverse of f
(m)
x (ūF , ν1) computed as before using an LU

decomposition. Explicitly computing all the coefficients in f
(m)
x (ūF , ν1) requires an

extra 2m3 operations. We do not count the m3 involved to get the next predictor,

since that is part of the next predictor-corrector step.

Combining the costs of the four above mentioned steps suggests that the cost of

one application of the predictor-corrector algorithm is on the order of (20 + 3k)m3,

where k is the number of iterations in the quasi-Newton corrector.

4.3.2 Cost of validation

We now show that the extra cost of performing validation for a cubic function (d = 3)

with constant function coefficients is of the order of 6m3 operations where m is the

projection dimension used for continuation. The additional cost comes primarily from

computing the coefficients of the radii polynomials. In the following, we construct

m+ = d(m− 1) + 1 = 3m− 2 polynomials P0, . . . , P3m−3 using Procedure 4.2.3 and

calculate the associated computational cost. Both to simplify the presentation and

because this is what is used to perform the computations presented in Section 4.4,

we set m̄ = m+ = d(m − 1) + 1, with |µk| ≥ |µm̄| for all k ≥ m̄, and M = m. As

described in Procedure 4.2.3, A = As and we consider fixed s > 2 and As > 0.

The only nonlinear term of (65) is a monomial of degree 3. Thus, if p 6= 3,

then Ck(p, j, l,M) = 0. In addition, we have set M = m. Hence, if j 6= 0, then

Ck(p, j, l,M) = 0 (see Remark 4.6.3). Therefore, the only nonzero terms of this form

are

Ck(3, 0, l,m) =

∣∣∣∣∣∣∣∣
∑

n1+n2+n3=k

|n1|,|n2|,|n3|<m

ūn1 · · · ūn3−l

∣∣∣∣∣∣∣∣ . (69)

51



Hence, by (60) we set

CZ
k (0) ≥ (|JF×F |εF )k + V

(0)
k (70)

for 0 ≤ k < m and | · | denotes the component-wise absolute value. Note that it

is possible to get an analytic upper bound on V
(0)
k using Lemma 4.6.2 in which case

computing V
(0)
k doesn’t require any m3 operations. Hence, all necessary computations

for CZ
F (0) are of order less than m3. Using (60),

CZ
k (1) ≥ V

(1)
k

for 0 ≤ k < m and evaluating V
(1)
F does not require any m3 operations.

Finally, combining (60) and (69)

CZ
F (2) ≥ 6|JF×F |CF (3, 0, 2,m)

where Cn(3, 0, 2,m) = |ūn| and

CZ
F (3) ≥ 3|JF×F |CF (3, 0, 3,m)

where Cn(3, 0, 3,m) = 1.

The last coefficient to compute to get all the finite radii polynomials (61) is

CY
F ≥ |JF×FfF (ū)|

where again | · | denotes the component-wise absolute value. This comes with no extra

m3 cost since fF (ū) = f (m)(ūF , ν1) was computed in Step 4 of the predictor-corrector

algorithm.

The next step in Procedure 4.2.3 is checking for the existence of a validation radius

r > 0. This requires finding the numerical zeros of each of the cubic polynomials

P0, · · · , Pm−1, constructing I0, · · · , Im−1 where Ik are closed intervals such that Ik (

{r > 0|Pk(r) < 0}, and finally checking for a non-empty intersection I = ∩m−1
k=0 Ik.

All of these steps are of order less than m3.
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Assuming there exists a positive r̄ ∈ I such that r̄(m−1)s ≤ As, we construct and

evaluate the tail radii polynomials Pm, · · · , P3m−1 at r̄. We compute Yk using (55)

which requires 6m3 operations since we need to evaluate fk(ū) for k = m, · · · , 3m−3.

Using Definition 4.2.2 and the assumption that A = As we compute

C(Ā, A) =
3∑
l=1

l

(
3

l

)
α3Ā3−lAl = 3α3As(Ā+ As)

2.

This latter step and the remaining computations for Procedure 4.2.3 are all of order

less than m3.

In summary, the m3 cost of computing the coefficients of the radii polynomials is

6m3. Thus the additional cost of validation is on the order of 6m3 operations.

4.3.3 Relative cost

Combining the results of Sections 4.3.1 and 4.3.2 suggests that asymptotically the

ratio of the cost of validated continuation to the cost of traditional continuation is

26 + 3k

20 + 3k
.

where k is the number of iterations performed in the corrector step. We tested this

hypothesis again two fourth order partial differential equations with cubic nonlin-

earities, Swift-Hohenberg and Cahn-Hilliard. The results are discussed in greater

detail in Section 4.4. For the moment we are only interested in the relative times of

computation.

We performed validated continuation for 46 predictor-corrector steps involving

a total of 90 quasi-Newton iterations for the cubic Swift-Hohenberg equation. We

repeated the computations without validation. The ratio of elapsed time for validated

continuation to the time used for continuation alone was ≈ 1.156. Given that we had

an average of 90/46 iterations per predictor-corrector step, this is close to the rough

estimate of 26+3·90/46
20+3·90/46

≈ 1.232 given by the above arguments.

Similarly, we performed validated continuation for 15 predictor-corrector steps in-

volving a total of 37 quasi-Newton iterations for Cahn-Hilliard. Again, we repeated
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the computations without validation. The ratio of elapsed time for validated con-

tinuation to the time used for continuation alone was ≈ 1.173. Given that we had

an average of 37/15 iterations per predictor-corrector step, the asymptotic ratio is

26+3·37/15
20+3·37/15

≈ 1.219.

The results of these computations are summarize in Figure 16.

PDE m # iterations
# steps Experimental Ratio Estimated Ratio 26+3k

20+2k

S-H 27 1.96 1.156 1.232
C-H 60 1.65 1.173 1.219

Figure 16: Comparison of the asymptotic ratios.

4.4 Sample results with M = m

To demonstrate the practical applicability of validated continuation we turn to two

model problems, Cahn-Hilliard and Swift-Hohenberg. In both cases we follow a

branch of equilibria and validate at each parameter value of the continuation. In

the case of Swift-Hohenberg we also use interval arithmetic to evaluate the radii

polynomials, thus allowing us to rigorously verify the existence and uniqueness of the

equilibria.

4.4.1 Cahn-Hilliard

The Cahn-Hilliard equation was introduced in [5] as a model for the process of phase

separation of a binary alloy at a fixed temperature. On a one-dimensional domain it

takes the form

ut = −(
1

ν
uxx + u− u3)xx , x ∈ [0, 1]

ux = uxxx = 0 , at x = 0, 1. (71)

The assumption of an equal concentration of both alloys is formulated as∫ 1

0

u(x, ·) dx = 0
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Note that when looking for the equilibrium solutions of (71), it is sufficient to work

with the Allen-Cahn equation

1

ν
uxx + u− u3 = 0 (72)

ux = 0 at x = 0, 1.

Re-writing (72) in the form of (51), the linear operator is L(·, ν) = 1
ν
∂2

∂x2 + 1 and

the polynomial nonlinearity is of degree d = 3 with coefficient functions

(cp)n =

 −1 p = 3 and n = 0

0 otherwise.

Applying Procedure 4.2.3 with M = m = 60, s = 3, and As = 0.01, results in

the branch of equilibria indicated in Figure 17 where each point represents the center

of the infinite dimensional validation set of the form ū + W (r̄), containing a unique

equilibrium of (71). These are the points used to obtain the cost estimates presented

in Figure 16. To avoid drowning the reader in large lists of numbers, we only provide

the detailed numerical output at one parameter value.

Validated Result 4.4.1 Let ν = 43.57415358799057. Then,

r̄ = 4.846104201261526× 10−8

is a validation radius for the numerical zero ūF given in Figure 18. Thus, there exists

a unique equilibrium for (71) in the validation set

(ūF , 0) +
59∏
k=0

[−r̄, r̄]×
∞∏

k=60

[
−0.01

k3
,
0.01

k3

]
.

4.4.2 Swift-Hohenberg

The Swift-Hohenberg equation

ut = f(u, ν) =

{
ν −

(
1 +

∂2

∂x2

)2
}
u− u3, u(·, t) ∈ L2

(
0,

2π

L0

)
,

u(x, t) = u

(
x+

2π

L0

, t

)
, u(−x, t) = u(x, t), ν > 0, (73)
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Figure 17: Validated continuation in ν for the Cahn-Hilliard equation on [0, 1].

was originally introduced to describe the onset of Rayleigh-Bénard heat convec-

tion [35], where L0 is a fundamental wave number for the system size 2π/L0. The

parameter ν corresponds to the Rayleigh number and its increase is associated with

the appearance of multiple solutions that exhibit complicated patterns. For the com-

putations presented here we fixed L0 = 0.65.

Re-writing (73) in the form of (51), the linear operator is L(·, ν) = ν − (1 + ∂2

∂x2 )2

and the polynomial nonlinearity is of degree d = 3 with coefficient functions

(cp)n =

 −1 p = 3 and n = 0

0 otherwise.

Applying Procedure 4.2.3 with M = m = 27, s = 4, and As = 0.002, results in

the branch of equilibria indicated in Figure 19 where each point represents the center

of the infinite dimensional validation set of the form ū + W (r̄), containing a unique

equilibrium of (73). Again, these are the points used to obtain the cost estimates

presented in Figure 16.

As in the case of the Cahn-Hilliard equation, we only include the output at one

point on the branch of the Figure 19.
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k ūk

1 1.773844149032812× 10−1

3 −7.601617928785714× 10−4

5 3.271672072176762× 10−6

7 −1.408100160017936× 10−8

9 6.060344382471457× 10−11

11 −2.608320515803233× 10−13

13 1.122598345048980× 10−15

15 −4.831561184682242× 10−18

17 2.079457485469691× 10−20

19 −8.949770271275235× 10−23

21 3.851880360024139× 10−25

23 −1.657801422354123× 10−27

25 7.134947464114615× 10−30

27 −3.070770234245256× 10−32

29 1.321605495419571× 10−34

31 −5.687926883858248× 10−37

33 2.447955395983479× 10−39

35 −1.053537452697732× 10−41

37 4.534120813401209× 10−44

39 −1.951337823193323× 10−46

41 8.397842606319005× 10−49

43 −3.614086242431264× 10−51

45 1.555336697148314× 10−53

47 −6.693373497802139× 10−56

49 2.880447985844179× 10−58

51 −1.239563989182517× 10−60

53 5.334225825486573× 10−63

55 −2.295445428599939× 10−65

57 9.877687199770852× 10−68

59 −4.250458946966345× 10−70

≥60 0

Figure 18: The numerical zero ūF obtained by continuation for the Cahn-Hilliard
equation at ν = 43.57415358799057. Note that all even coefficients are 0.

Validated Result 4.4.2 Let ν = .6674701641462312. Then

r̄ = 1.998167170445973 × 10−9

is a validation radius for the numerical zero ūF whose coefficient values are indi-

cated in Figure 20. Thus, there exists a unique equilibrium solution for (73) in the

validation set

(ūF , 0) +
26∏
k=0

[−r̄, r̄]×
∞∏

k=27

[
−0.002

k4
,
0.002

k4

]
.

Observe that in all the above mentioned calculations floating point round-off errors

have not been controlled, thus at this point one cannot claim that the validation
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Figure 19: Validated continuation in ν for the Swift-Hohenberg equation at L0 =
0.65.

k ūk

1 −3.359998711939212× 10−1

3 4.824376413178060× 10−3

5 −1.761066797314072× 10−5

7 7.535865329757206× 10−8

9 −2.790895103063484× 10−10

11 9.411109491227775× 10−13

13 −3.113936321690645× 10−15

15 1.007016979585499× 10−17

17 −3.200410295859874× 10−20

19 1.003878817132397× 10−22

21 −3.114244522738206× 10−25

23 9.573156964813860× 10−28

25 −2.920394630491221× 10−30

≥26 0

Figure 20: The numerical zero ūF obtained by continuation for the Swift-Hohenberg
equation at ν = .6674701641462312 and L0 = 0.65. All even coefficients are 0.

results presented above are rigorous. However, with additional computational effort

a computer-assisted proof can be obtain. To be more precise, our technique relies on

the existence of a validation radius r̄ making all radii polynomials strictly negative.

Hence, rigorous validation follows if the inequalities are satisfied when one includes

bounds to control the possible of floating point errors. The first step in checking these

inequalities on this level is to obtain floating point outer bounds for the coefficients

of the polynomials. This can be done by defining each entry of

ūF , f
(m)(ūF , ν), JF×F , f

(m)
x (ūF , ν), µk(ν), As, and s
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to be an interval and then computing (60), (61) and the quantities in Definition 4.2.2

using interval arithmetic. The resulting radii polynomials, which we denote by P̃k,

have interval coefficients. Let r̄ be the smallest representable number such that using

interval arithmetic, the corresponding finite radii polynomials may be shown to be

strictly contained in (−∞, 0). Assume such an r̄ exists. If, again using interval

arithmetic, r̄(m− 1)−As ⊂ (−∞, 0) and the intervals obtained from evaluating tail

radii polynomials at r̄ are strictly contained in (−∞, 0), i.e. P̃k(r̄) ⊂ (−∞, 0) for all

k ≥ m, then the radii polynomials are simultaneously satisfied and we obtain a proof.

The above mentioned computations were performed using the interval arithmetic

package in Matlab. Thus, we can state the following theorem.

Theorem 4.4.3 Each point in Figure 19 represents the center of an infinite dimen-

sional set of the form

ūF +
26∏
k=0

[−r̄, r̄]×
∞∏

k=27

[
−0.002

k4
,
0.002

k4

]
containing a unique equilibrium to (73).

The actual values for the various numerical zeros and validation radii are of limited

interest and thus not presented. Of greater interest is understanding how large are

the errors induced by the floating point computations as opposed to the magnitudes

of the floating point computations of Pk(r̄), k ≥ 0, where r̄ is the validation radius.

Let us restrict our attention to the equilibrium described by Validated Result 4.4.2.

Following Procedure 4.2.3 at this parameter value, beginning using radii polynomials

with interval coefficients and performing the computations with interval arithmetic

leads to an interval of potential validation radii

I = [3.373873850437414× 10−9, 9.003755731999980× 10−4].

Hence, we choose r̄ = 3.373873850437415 × 10−9. There are 53 inclusions that need

to be satisfied, those arising from the 2m − 2 = 52 tail radii polynomials with in-

terval coefficients and the one associated with the inequality (64). The fact that the
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inclusions are satisfied leads to the conclusion of Theorem 4.4.3 at this parameter

value. Again, rather than listing all 53 inclusions let us focus on the two extremes,

the interval closest to 0

P̃27(r̄) = −3.191484496597115× 10−11 ± 7.037497555236307× 10−24

and the interval the farthest from 0

−1.973098298147102× 10−3 ± 8.673617379884037× 10−19

corresponding to the inequality (64). Observe that in both cases, the width of the

interval induced by the floating point errors is more than ten orders of magnitude

smaller than the value of the center. Furthermore, this behavior is typical for all the

validation computations that were performed. This suggests that it is reasonably safe

to assume that a validated equilibrium is a true equilibrium.

4.5 Sample Results using M ≥ m

We turn to two of these issues in this section.

1. As is mentioned above, the truncation of Wū(r) to
∏m−1

k=0 [−r, r] introduces errors

that must be overcome in order to solve for a validation radius. The simple

assumption that |uk| ≤ As
ks

for all k ≥ m provides a computationally cheap,

but large, bound on the error. Though computationally more expensive, the

bounds can be improved by using explicit constraints on |uk| for k = m, . . . ,M

for some M ≥ m. For the sake of clarity the computations performed in earlier

sections were restricted to M = m. In this section we exploit the computational

parameter M to carry out continuation for large ranges of parameter values. In

Section 4.5.1 we provide a lower bound on the choice of M .

2. Observe that if (51) has a polynomial nonlinearity of order d, then straight-

forward evaluation of the nonlinear term in (53) involves on the order of md
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operations. This computational cost can be reduced by making use of Fast

Fourier Transform (FFT) techniques. This is the subject of Section 4.5.2. We

will use this theory to compute all sums defined in (58).

4.5.1 Lower Bounds for M

The reason why we can get an a priori lower bound for M comes from the fact that

the tail term is independent of the validation radius r > 0. Indeed, supposing that

M ≥ d(m− 1) the tail term inequality of Procedure 4.2.3

C(Ā, A)

|µ| − As =
C(Ā, A)

|µM | − As < 0 . (74)

Rather than obscuring the point in an abstract computation, observe that in the

context of the Swift-Hohenberg equation (73), we have

C(Ā, A) = 3α(s)3A(Ā+ A)2

and

µ
M

= ν − (1−M2L2
)2

.

Since A = As, (74) becomes

3α(s)3As(Ā+ As)
2 < As

∣∣ν − (1−M2L2)2
∣∣ .

Supposing that (1−M2L2)2 > ν and dividing on both sides by As > 0, we get that

(M2L2 − 1)2 > 3α(s)3(Ā+ As)
2 + ν .

Finally, supposing M2L2 > 1, we get

M > γ(L, ν, s, ūF , As) :=
1

L

√
1 +

√
ν + 3α(s)3(Ā(ūF ) + As)2 (75)

Note that this lower bound only depends on the a priori information. Indeed, before

starting the validation, we get all the quantities : L0, ν and ūF from the continuation

and s and As a priori given. Hence, before starting the validation process, we fix M

to be at least γ.
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4.5.2 Computing Sums Using the Fast Fourier Transform

In this section, we address the use of the FFT algorithm to compute sums of the form∑
l1+···+lp=l

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp
, (76)

where a1 := (a1
−M+1, · · · , a1

M−1), · · · , ap := (ap−M+1, · · · , apM−1) ∈ R2M−1. Note that

we are not the first to use the FFT to compute sums of the form (76). In [17], the

authors gave an explicit way to compute (76) for the cases p = 3 and p = 5. Here,

we present the theory for a general p ∈ N.

Definition 4.5.1 Let b = (b0, · · · , b2M−2) ∈ R2M−1. Its Discrete Fourier Transform

F(b) is given by

a
l

= F(b)|l :=
2M−2∑
j=0

bje
−2πi( jl

2M−1) , for l ∈ {−M + 1, · · · ,M − 1}

Definition 4.5.2 Let a = (a−M+1, · · · , aM−1) ∈ R2M−1. Its Inverse Discrete Fourier

Transform F−1(a) is given by

bj = F−1(a)|j :=
M−1∑

l=−M+1

ale
2πi( jl

2M−1), for j ∈ {0, · · · , 2M − 2}

Let δ := p+1
2

, if p is odd and δ := p+2
2

if p is even. Given ai = (ai−M+1, · · · , aiM−1) ∈
R2M−1, define ãi ∈ R2δM−1 by

ãij =

 aij for −M < j < M

0 for − δM + 1 ≤ j ≤ −M and M ≤ j ≤ δM − 1
(77)

For j ∈ {0, · · · , 2δM − 2}, set

b̃ij := F−1(ãi)|j =
δM−1∑

l=−δM+1

ãile
2πi( jl

2δM−1) . (78)

For l = −δM + 1, · · · , δM − 1,

F(b̃1 ∗ · · · ∗ b̃p)|l =
2δM−2∑
j=0

b̃1
j · · · b̃pje−2πi( jl

2δM−1)

=
2δM−2∑
j=0

[
δM−1∑

l1=−δM+1

ã1
l1
e2πi( jl1

2δM−1)

]
· · ·
 δM−1∑
lp=−δM+1

ãp
lp
e

2πi
“

jlp
2δM−1

” e−2πi( jl
2δM−1)
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where

(b̃1 ∗ · · · ∗ b̃p)j := b̃1
j · · · b̃pj . (79)

Defining

S(j) :=

p∏
i=1

[
δM−1∑

li=−δM+1

ãi
li
e2πi( jli

2δM−1)

]
e−2πi( jl

2δM−1)

=
∑

l1+···+lp=l

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp
+

p∑
k=1

 ∑
l1+···+lp=l±k(2δM−1)

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp


+

∑
l1+···+lp /∈{l±k(2δM−1)|k=0,··· ,p}

|l1|,···|lp|<M

a1
l1
· · · ap

lp
e

2πi
“
l1+···+lp−l

2δM−1

”
j
,

we obtain

F(b̃1 ∗ · · · ∗ b̃p)|l =
2δM−2∑
j=0

S(j)

= (2δM − 1)
∑

l1+···+lp=l

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp

+(2δM − 1)

p∑
k=1

 ∑
l1+···+lp=l±k(2δM−1)

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp

 (80)

+
∑

l1+···+lp /∈ {l±k(2δM−1)|k=0,··· ,p}
|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp

[
2δM−2∑
j=0

e
2πi
“
l1+···+lp−l

2δM−1

”
j

]
.

Euler’s formula gives that for l1 + · · ·+ lp − l 6≡ 0 mod (2δM − 1),

2δM−1∑
j=0

e
2πi
“
l1+···+lp−l

2δM−1

”
j

= 0 .

Hence, the third sum in (80) is zero. Turning to the second sum in (80), observe that

|l1|, · · · , |lp| < M and l ∈ {0, · · · ,M − 1} implies that

l1 + · · ·+ lp − l ∈ {−(p+ 1)(M − 1), · · · , p(M − 1)} .
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Hence, given the above mentioned choice of δ, the second sum of (80) is zero. There-

fore, we can conclude that∑
l1+···+lp=l

|l1|,··· ,|lp|<M

a1
l1
· · · ap

lp
=

1

2δM − 1
· F(b̃1 ∗ · · · ∗ b̃p)|l . (81)

The discrete Fourier transforms required in the computations of (78) and (81) are

computed using the FFT algorithm (e.g. see [4]).

4.5.3 Results

In this section we present some computations for the one-dimensional Swift-Hohenberg

and the one-dimensional Cahn-Hilliard equations. This is meant both to show the

practicality of the method of validated continuation and to highlight its current lim-

itations.

The starting point for our computations is the trivial solution, u0 ≡ 0, at a

particular value of the continuation parameter, and an arbitrarily chosen Galerkin

projection dimension.

The iteration of validated continuation proceeds as follows. As is indicated in

the Introduction, we use a standard predictor-corrector numerical method to find a

numerical solution at the next parameter value. That is, given a numerical zero of

the Galerkin projection at ν0, we find a new numerical zero ūF at the parameter value

ν1 = ν0 + ∆ν. We then proceed with the validation step. We choose M to be the

smallest integer satisfying

M ≥ max {d(m− 1), 2γ} , (82)

where γ is given by (75), and check the inequalities of Procedure 4.2.3 . If the

inequalities are satisfied, then Procedure 4.2.3 applies, we have validated the solution

ūF at ν1, and we proceed to the next step; that is, we increment ν and repeat the

process. If validation fails we increase m by 2, recompute the numerical zero ūF at ν1

and try to validate it. This procedure is repeated until the numerical zero ūF at ν1 is
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validated or a maximum number of trials is reached. We remark for future reference

that for Swift-Hohenberg our procedure always resulted in validation of the numerical

zero.

At each step we monitor the determinant of the Jacobian to detect bifurcations.

So starting with the trivial branch (u ≡ 0) we find branches that bifurcate from it, and

then find branches that bifurcate from the newly found branches, and so on. In the

case of Swift-Hohenberg we followed multiple branches. In each case we started with

a low dimensional Galerkin projection, m = 7, and allowed the validation procedure

to determine an appropriate value for m.

It is important to mention that we do not compute continuous branches of equi-

libria. The dots on Figures 21, 22, and 26, represent the points were we computed

and validated equilibrium solutions. Notice also that the step size from one step to

the next is not constant, but changes along each branch according to the formula

∆ν := 2(4−k)/3∆ν, where k is the number of iterations needed for the Newton method

during the continuation step.

0 1 2 3 4 5 6
0

0.5

1

1.5

2

2.5

ν

‖u
‖

Figure 21: Bifurcation diagram for the Swift-Hohenberg equation (73) for 0 ≤ ν ≤ 5.
The dots indicate the points at which a numerical zero was validated.
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4.5.3.1 Swift-Hohenberg

0 2 4 6 8 10 12
x 105

0

200

400

600

800

1000

1200

ν

‖u
‖

Figure 22: Some of the branches of equilibria of (73) for 0 ≤ ν ≤ 106. The
dots indicate the points at which a numerical zero was validated. For the values
0 ≤ ν ≤ 104 the validation was done using interval arithmetic and hence at these
points we have a mathematical proof of the existence and uniqueness of these solutions
in the sets Wū(r). The color coding of the branches in this figure matches that of
Figure 21.

As is indicated in the Introduction, we view the set Wū(r) as a function of r. This

implies that s and As are considered to be constants. For (73) we set s = 4 and

As = 1.

We computed what we believe are all the branches of equilibria for 0 ≤ ν ≤ 5

and followed some of the branches up to ν ≈ 106. The diagrams are shown on

Figure 21 and Figure 22. We validated all the branches up to ν ≈ 104 in Figure 22

using interval arithmetic to control floating point errors and thus rigorously verified

that the inequalities of Procedure 4.2.3 are satisfied. This implies that we have

mathematically proven the existence and uniqueness within the sets Wū(r) of the

equilibria for Swift-Hohenberg at those values of ν ≤ 104 indicated by the dots in

Figure 22.
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To describe some of the details and implications of these computations we focus

on a branch from Figure 22. We choose the blue one and note that the results for

the other branches are similar. Plots of some of the solutions along the blue branch

are presented in Figure 23. The computational cost of validating these branches are

determined by m and M . Observe that m plays a significant role in the cost of the

continuation step - the Newton step requires an approximation of the inverse of the

Jacobian. The use of the FFT implies that the size of M determines the cost of the

computation of the coefficients of the radii polynomials. Figure 24 indicates how m

and M varies as a function of ν, though the reader should recall that in this setting

given m, M is chosen according to (82).

0 2 4 6 8 10
0.49

0.5

0.51

0.52

0.53

0.54

x
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! = 1.2627

0 2 4 6 8 10
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0

20

40
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x

u
! = 4345.2728
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0

200
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1200
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u

! = 1017394.3278

Figure 23: Some solutions along the blue branch of the diagram on Figure 22.

At the risk of being redundant, what Figure 22 indicates are the points in param-

eter space at which we have found a set of the form

Wū(r) = ū+
m−1∏
k=0

[−r, r]×
∞∏
k=m

[
− 1

k4
,

1

k4

]
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Figure 24: Plots of m and M along the blue branch of the diagram on Figure 22.

in which there exists a unique equilibrium of (73). ū is determined by the continuation

method. m as a function of ν is given in Figure 24 and r as a function of ν is given in

Figure 25. Observe that the knowledge that the equilibrium lies inside of Wū(r) gives

very tight bounds. In particular, the true equilibrium of (73) at ν = 1017394.3278

differs from that shown in Figure 23 by less than 10−10 in the L2 norm. Thus, the

peaks in the solution are not numerical artifacts.

0 2 4 6 8 10
x 105

10!14

10!12

10!10

10!8

10!6

10!4

ν

r

Figure 25: Plot of r along the blue branch of the diagram on Figure 22.

The computation time for the blue branch for ν up to ν ≈ 104 was 6.5 minutes
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without interval arithmetic and 9.19 hours with interval arithmetic. The computation

for the whole branch (up to ν ≈ 106) was 11.67 hours without interval arithmetic.

The computation times for the other branches were similar.

4.5.3.2 Cahn-Hilliard

For this equation we use λ = 1/ε2 as the continuation parameter. For (72) we use

the Fourier basis {cos(kπx) | k = 0, 1, 2, . . . }, then

u(x, t) = u0(t) + 2
∞∑
k=1

uk(t) cos(kπx).

So (72) takes the form

u̇k = µkuk −
∑

k1+k2+k3=k

uk1uk2uk3 ,

where

µk = 1− π2k2

λ
, (83)

is the eigenvalue of the linear operator in (72). Choosing s = 3 and As = 0.01 led

to the branches indicated in Figure 26. In particular, equilibria associated with the

black branch are indicated in Figure 27.

The branches in Figure 26 terminate because the above mentioned procedure

failed. To be more precise, we declare that our method fails when validation fails

for 40 consecutive times at the same value of λ (recall that each time validation

fails we increase m by 2, recompute the equilibrium and try to validate it again).

Figure 28 indicates the rapid increase in m as a function of λ for the black branch

in Figure 26. Observe that trying to validate a solution for 40 consecutive times is

equivalent to increasing the dimension of the Galerkin projection by 80, recomputing

the equilibrium and trying to validate it. In all the cases the reason for failure was

that we were unable to find an r satisfying condition (1) of Procedure 4.2.3 . In

fact, it appears that the failure is due to the fact that at least one of the finite radii
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Figure 26: Bifurcation diagram for (71).
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Figure 27: Solutions along the lower branch of the diagram on Figure 26.

polynomials fails to have any positive roots. Since Pk(0) > 0, this implies that there

is no positive solution to Pk(r) < 0.

As is indicated at the beginning of Section 4.5, there are only a few free constants

involved in the definition of the radii polynomials: m, the dimensional of the Galerkin

projection; M , a computational parameter; s, the decay rate; and As an a priori bound

on the size of the Fourier coefficients. As is described above, failure of the procedure

implies that m has been increased by 80. As one may expect and as the results in

Figure 28 corroborates, this implies values of uk for k close to m are essentially zero.
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Thus, further increase of the Galerkin projection at this point has little effect on the

validation procedure.

0 200 400 600 800 1000
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Figure 28: (Left) The dimension of the Galerkin projection m as a function of λ
along the lower branch of the diagram on Figure 26. (Right) The value of |um−2| as
a function of λ along the same branch.

We tried to increase the value of M , since this results in better control on the tail

errors. In particular, all the results indicated in Figure 26 were obtained using M

equals twice the lower bound given by (75). We tried the same computations, from

the beginning, using M equals four, six and ten times the lower bound in (75). In

each case we were able to continue the branches in Figure 26 a bit further. However,

in each case the procedure failed in the same way as before; there was no positive

solution to the finite radii polynomial inequalities. This suggests that just increasing

M does not provide an adequate solution to the problem.

We have no good heuristics for the choice of s and As. Random choices did not

produce any significantly better results than s = 3 and As = 0.01.

4.6 Construction of the the Radii Polynomials

In order to construct the radii polynomials, we need Yn and Kn as defined by (14)

and (15) respectively. Let JF×F be the numerical inverse of Df (m)(ūF , ν1) and define

the Newton-like operator T by

T (u) = u− Jf(u) (84)
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where

J :=



JF×F 0

0

µ−1
m

µ−1
m+1

. . .


is the block diagonal matrix which we expect to be close to (Df(ū, ν1))−1. Note that

T , J , and f all depend on the parameter ν. Using a Taylor expansion of the Newton-

like operator T (u) = u − Jf(u) around the numerical equilibrium ū = (ūF , 0, 0, . . . )

leads to

DT (ū+ w′)w = [I − J ·Df(ū+ w′)]w

=

(
I − J

(
Df(ū) +D2f(ū)(w′) + · · ·+ Dlf(ū)

(l − 1)!
(w′)l−1 + · · ·+ Ddf(ū)

(d− 1)!
(w′)d−1

))
w

= [I − J ·Df(ū)]w − J
(

d∑
l=2

Dlf(ū)

(l − 1)!
(w′)l−1

)
w

= [I − J ·Df(ū)]w − J
(

d∑
l=2

d∑
p=l

p!cpū
p−l(w′)l−1

(l − 1)!(p− l)!

)
w

= [I − J ·Df(ū)]w − J
(

d∑
l=2

d∑
p=l

l

(
p

l

)
cpū

p−l(w′)l−1

)
w .

In the rest of the section, we will make use of the discrete convolution of bi-infinite

vectors i.e. considering two bi-infinite vectors (aj)j∈Z, (bj)j∈Z, we define their convo-

lution by

(a ∗ b)k =
∞∑

n=−∞

anbk−n =
∑

k1+k2=k

ki∈Z

ak1bk2 , k ∈ Z .

Expanding into Fourier modes, we can write the nonlinear part in terms of con-

volution

DT (ū+ w′)w = [I − J ·Df(ū)]w − J
(

d∑
l=2

d∑
p=l

l

(
p

l

)
cpū

p−l(w′)l−1

)
∗ w

= [I − J ·Df(ū)]w − J
(

d∑
l=2

d∑
p=l

l

(
p

l

)
(cpū

p−l) ∗ (w′)l−1 ∗ w
)

.(85)
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Thus,

(cpū
p−l)∗((w′)l−1)∗w =

∑
n̄

 ∑
P
ni=n̄

(cp)n0ūn1 · · · ūnp−l

 ∑
P
ni=n−n̄

w′n1
· · ·w′nl−1

wnl


n

.

Here, [·]n denotes the bi-infinite vector indexed by n ∈ Z and (·)k denotes the entry

at index k. We use this expansion to compute the bounds

Zk(r) ≥ max
w,w′∈W (r)

|(DT (ū+ w′)w)k|

≥ max

∣∣∣∣∣[I − J ·Df(ū)]w− J
(

d∑
l=2

d∑
p=l

l

(
p

l

)
(cpū

p−l) ∗wl

)∣∣∣∣∣ .
The block-diagonal structure of J allows us to decompose (85) into a finite, m-

dimensional piece and the infinite dimensional tail terms. For the following, we adopt

the notation [·]F to denote the m-vector whose nth entry is computed at index value

n−1 for 1 ≤ n ≤ m, the subscript F̃ to denote the bi-infinite vector in which the kth

entries for |k| ≥ m are set equal to 0, and the subscript Ĩ to denote the bi-infinite

vector in which the kth entries for |k| < m are set equal to 0. We begin with the

following decomposition of the finite part of the linear term.

{[I − J ·Df(ū)]w}F = wF − [J ·Df(ū)w]F

= wF − JF×F [Df(ū)w]F

= wF − JF×F ·DfF (ū)w

= wF − JF×F ·
[
Df (m)(ūF )wF +RF (ū, w)

]
=

[
IF×F − JF×F ·Df (m)(ūF )

]
wF

−JF×F ·RF (ū, w) , (86)

where for k ∈ {0, · · · ,m− 1},

Rk(ū, w) :=
∞∑
i=m

∂fk
∂ui

(ū)wi

=
∞∑

n̄=−∞
|k−n̄|≥m

∣∣∣∣∣∣
d∑
p=1

p
∑
P
ni=n̄

(cp)n0ūn1 . . . ūnp−1

∣∣∣∣∣∣ As
|k − n̄|s . (87)
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It follows that for all w,w′ ∈ W (r),

[DT (ū+ w′)w]F ⊆ [
IF×F − JF×F ·Df (m)(ūF )

]
wF − JF×F ·RF (ū, w)

−
(
JF×F

d∑
l=2

d∑
p=l

l

(
p

l

)
[(cpū

p−l) ∗wl]F

)
. (88)

For k ≥ m,

(DT (ū+ w′)w)k ⊆ −J(k, k)
d∑
l=1

d∑
p=l

l

(
p

l

)
((cpū

p−l) ∗wl)k. (89)

We now focus on finding bounds on the terms given in (88) and (89). First consider

((cpū
p−l) ∗wl)k =

∑
n̄

 ∑
P
ni=n̄

(cp)n0ūn1 · · · ūnp−l

 ∑
P
ni+n̄=k

wn1 · · ·wnl

 (90)

where p is the degree of the original monomial term of f and l ∈ {1, . . . , p} is the

order of the derivative being taken. One upper bound for (90) is given in the following

lemma.

Lemma 4.6.1 Let α = 2
s−1

+ 2 + 3.5 · 2s, ūk ∈ Ā
ks

[−1, 1], (cp)k ∈ Cp
ks

[−1, 1], and

wk ⊂ A
ks

[−1, 1] for all k. Then

((cpū
p−l) ∗wl)k ⊆


αpCpĀp−lAl

|k|s [−1, 1] k 6= 0

αpCpĀ
p−lAl[−1, 1] k = 0.

Proof. Note that

∑
n̄

 ∑
P
ni=n̄

(cp)n0ūn1 · · · ūnp−l

 ∑
P
ni+n̄=k

wn1 · · ·wnl


⊆
∑
P
ni=k

(cp)n0ūn1 · · · ūnp−lwnp−l+1
· · ·wnp

⊆
∑
P
ni=k

Cp
|n0|s

Ā

|n1|s · · ·
Ā

|np−l|s
A

|np−l+1|s · · ·
A

|np|s [−1, 1]

The remainder of the proof is a modification of [7, Lemma 5.8].
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In most cases, especially when l is small relative to p, this bound will be too large

to use for the low modes. In particular, ū may be far from zero, resulting in a large

constant Ā. By taking k sufficiently large, the contraction given by J(k, k) ≈ µk
−1

will overcome the large bound. A more practical approach for obtaining bounds for

the low modes is given by the following lemma. For flexibility in balancing numer-

ical computations (requiring a finite number of operations) with analysis (to obtain

truncation bounds), we choose M ≥ m to be the dimension used to split these sums.

Lemma 4.6.2 For M ≥ m,

((cpū
p−l) ∗wl)k ⊆

(
l∑

j=0

(
l

j

)
Ck(p, j, l,M)rl−j + εk(p, l,M)

)
[−1, 1].

Proof. This lemma is a modification of [7, Lemma 5.10] combined with Lemma 4.6.1.

In [7, Lemma 5.10], the bound is split into finite sums and the tail term, bounded by

pαp−1CpĀ
p−lAl

(M − 1)s−1(s− 1)

[
1

(M − k)s
+

1

(M + k)s

]
[−1, 1].

We obtain a polynomial in r by rewriting the finite sums as follows:

∑
n̄

( ∑
P
ni=n̄

|ni|<M

(cp)n0ūn1 · · · ūnp−l
)( ∑

P
ni+n̄=k

|ni|<M

wn1 · · ·wnl

)

=
∑
n̄

( ∑
P
ni=n̄

|n1|,...,|np−l|<m
|n0|<M

(cp)n0ūn1 · · · ūnp−l
)( ∑

P
ni+n̄=k

|ni|<M

wn1 · · ·wnl

)

=
∑
n̄


∑

P
ni=n̄

|n1|,...,|np−l|<m
|n0|<M

(cp)n0ūn1 · · · ūnp−l




l∑

j=0

(
l

j

) ∑
P
ni+n̄=k

m≤|n1|,...,|nj |<M
|nj+1|,...,|nl|<m

wn1 · · ·wnl



=
∑
n̄


∑

P
ni=n̄

|n1|,...,|np−l|<m
|n0|<M

(cp)n0ūn1 · · · ūnp−l




l∑

j=0

(
l

j

)
rl−j[−1, 1]

∑
P
ni+n̄=k

m≤|n1|,...,|nj |<M
|nj+1|,...,|nl|<m

Ajs
|n1|s · · · |nj|s
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=
l∑

j=0

(
l

j

)
rl−j

∑
|n̄|<(p−l)(m−1)+M

[−1, 1]

∣∣∣∣∣∣∣∣∣∣∣
∑

P
ni=n̄

|n1|,...,|np−l|<m
|n0|<M

(cp)n0ūn1 · · · ūnp−l

∣∣∣∣∣∣∣∣∣∣∣


∑

P
ni+n̄=k

m≤|n1|,...,|nj |<M
|nj+1|,...,|nl|<m

Ajs
|n1|s · · · |nj|s

 .

Remark 4.6.3 Note that in Lemma 4.6.2, Ck(p, j, l,M) captures the contribution to

the (l− j)th polynomial coefficient from the l-th derivative of the p-th monomial term

of f in the Taylor expansion. If M = m, then Ck(p, j, l,M) = 0 for all j > 0 and

Ck(p, 0, l,m) =

∣∣∣∣∣∣∣∣
∑

n0+···+np−l=k
|n0|,...,|np−l|<m

(cp)n0ūn1 · · · ūnp−l

∣∣∣∣∣∣∣∣ .
For M > m there is also a (small) contribution to the coefficients of higher degrees

of r in the polynomials, while simultaneously decreasing the εk term. This offers a

method for using additional computations to decrease the bound εk if this bound proves

to be too large for the validation procedure.

For notational purposes, set εF , CF (p, j, l,M), V
(0)
F and V

(1)
F to be the m-vectors

as defined in Section 4.2. For 0 ≤ k < m, we substitute the bounds from Lemma 4.6.2

into (88),

(DT (ū+W )W )k ⊆ rV
(1)
k [−1, 1] + V

(0)
k [−1, 1]

+

(
−JF×F

d∑
l=2

d∑
p=l

l

(
p

l

)( l∑
j=0

(
l

j

)
(CF (p, j, l,M)rl−j + εF (p, l,M))

)
[−1, 1]

)
k

= (|JF×F |εF )k [−1, 1] + rV
(1)
k [−1, 1] + V

(0)
k [−1, 1]

+

(
d∑
l=2

d∑
p=l

l∑
j=0

rl−jl

(
p

l

)(
l

j

)
|JF×F |CF (p, j, l,M)

)
k

[−1, 1]

=
(
|JF×F |εF + V

(0)
F

)
k

[−1, 1] + rV
(1)
k [−1, 1]

+

 d∑
i=0

ri
d∑

l=max{2,i}

d∑
p=l

l

(
p

l

)(
l

i

)
|JF×F |CF (p, l − i, l,M)


k

[−1, 1]

where | · | denotes entry-wise absolute value. For 0 ≤ k < m, set

Zk(r) :=
d∑
i=0

CZ
k (i)ri ≥ sup

w,w′∈W (r)

|(DT (ū+ w′)w)k|

76



where CZ
k (i) satisfies (60).

To finish the construction of the radii polynomials, we need the bounds for Yk.

Recall that

Yk ≥ |(T (ū)− ū)k|

= |[−Jf(ū)]k|

=

∣∣∣∣∣∣∣∣
−J

µnūn +
d∑
p=0

∑
n0+···+np=n

|n1|,...,|np|<m

(cp)n0ūn1 · · · ūnp


n


k

∣∣∣∣∣∣∣∣ . (91)

Therefore, for k < m, set Yk = CY
k where CY

F is given by (61). Note that these

terms involve the Galerkin projection of f at ū onto the first m modes and, therefore,

are expected to be small.

For 0 ≤ k < m, we now combine our bounds for Yk with the bounds for Zk to

compute the coefficients of the polynomials Pk(r). This leads us to the definition of

the finite radii polynomials presented in Definition 4.2.1.

In modes k ≥ m, we use Lemma 4.6.1 and (89) to obtain that for every w,w′ ∈
W (r),

(DT (ū+ w′)w)k ⊆ −J(k, k)
d∑
l=1

d∑
p=max{2,l}

l

(
p

l

)
((cpū

p−l) ∗wl)k (92)

⊆ 1

|µk|ks
d∑
l=1

d∑
p=max{2,l}

l

(
p

l

)
αpCpĀ

p−lAl[−1, 1].

Therefore, set Zk(r), k ≥ m, such that

Zk(r) ≥ C(Ā, A)

|µk|ks . (93)

Recall (91). For k ≥ m, choose Yk (Compare with (55)) such that

Yk ≥ |(T (ū)− ū)k|

= |−J(k, k)(fk(ū))|

=
|∑d

p=2(cpū
p)k|

|µk| . (94)

77



Using Lemma 4.6.1,

|∑d
p=2(cpū

p)k|
|µk| ⊆

d∑
p=2

αCpĀ
p

|µk||k|s [−1, 1] . (95)

These bounds are overestimates and should only be used for large k. In fact, if the

coefficient functions cp have finite Fourier expansions (as in the examples we consider

in Section 4.4) then Yk = 0 for k sufficiently large.

Suppose the bounds Yk are numerically or analytically computed for m ≤ k < m+.

Then for k ≥ m, the tail radii polynomial (see Definition 4.2.2) satisfies

Pk(r) = Yk + Zk(r)− As
ks

=


|
Pd
p=2(cpūp)k|
|µk|

+ C(Ā,A)
|µk|ks

− As
ks

m ≤ k < m+

C+(Ā,A)
|µk|ks

− As
ks

k ≥ m+.

Checking that Pk < 0 for k ≥ m reduces to checking the inequalities Pm <

0, . . . , Pm+−1 < 0 and, by rearranging terms,

C+(Ā, A) < |µk|As. (96)

Therefore, the assumption that |µk| is growing in k ensures that (96) may be verified

for all k ≥ m with only a finite number of checks. More explicitly, computing a lower

bound on |µk|, k ≥ m+ would allow us to verify all inequalities of type (96), k ≥ m+,

in one step. Indeed, since C+(Ā,A)
|µ̄| − As < 0 and fk(ū) = 0 and |µk| ≥ |µ̄| for all

k ≥ m̄ ≥ m+,

Pk(r̄) = Yk + Zk − As
ks

=
C+(Ā, A)

|µk|ks − As
ks

≤ C+(Ā, A)

|µ̄|ks − As
ks

< 0.
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CHAPTER V

FORCING THEOREMS AND CHAOTIC DYNAMICS

FOR ORDINARY DIFFERENTIAL EQUATIONS

The work presented in this chapter is joint work with Jan Bouwe van den Berg.

5.1 Background

As mentioned in the introduction, we introduce here a new way to prove the existence

of chaos in nonlinear ordinary differential equations. In some sense, this new result

belongs to the class of forcing theorems. An example of a forcing theorem in discrete

dynamical systems is given by Sarkovskii’s theorem [34]

Theorem 5.1.1 Consider a continuous function h : R→ R and consider the follow-

ing ordering of the natural numbers

3 < 5 < 7 < 9 < . . . < 2 · 3 < 2 · 5 < 2 · 7 < . . . < 22 · 3 < 22 · 5 < 22 · 7

. . . < 2k · 3 < 2k · 5 < 2k · 7 < . . . < 24 < 23 < 22 < 2 < 1.

If h has a periodic point of period p and p < q in the above ordering, then h has also

a periodic point of period q.

Example: Consider h : [0, 2]→ [0, 2] defined by h(x) = −3
2
x2 + 5

2
x+1. Observe that

h(0) = 1, h(1) = 2 and h(2) = 0. This means that x0 = 0 is a periodic point of period

3. By Sarkovskii’s theorem, h has periodic orbits of all period. With a little more

work, we can show that h : [0, 2] → [0, 2] is chaotic in the sense that it has positive

topological entropy. The notion of topological entropy will be defined in Section 5.3.

Observe that proving the existence of a single periodic orbit of a certain type forces

the existence of chaos.
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⇒ Chaos

21

1

2

x

f(x)

5/6

Figure 29: The function h : [0, 2] → [0, 2] defined by h(x) = −3
2
x2 + 5

2
x + 1 has

periodic orbits of all period.

We adopt the philosophy of the above example to prove the existence of chaos in

the Swift-Hohenberg equation

−u′′′′ − νu′′ + u− u3 = 0 , ν > 0 (97)

at the energy level E = 0, where

E(u, ν) := u′′′u′ − 1

2
(u′′)2 +

ν

2
(u′)2 +

1

4
(u2 − 1)2. (98)

As mentioned earlier, we look for a particular solution. The periodic solution we are

looking for has to satisfy the following geometric hypotheses

(H)


(1) ũ has exactly four monotone laps and extrema {ũi}4

i=1

(2) ũ1 and ũ3 are minima and ũ2 and ũ4 are maxima

(3) ũ1 < −1 < ũ3 < 1 < ũ2, ũ4

.

Recall from the introduction that

f = (e, g0, g1, · · · ), (99)

where for x := (L, a0, a1, a2, · · · ),

e(x) = −2L2

∞∑
l=1

l2al − 1√
2

[
a0 + 2

∞∑
l=1

al

]2

+
1√
2
,
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gk(x, ν) = [1 + νL2k2 − L4k4]ak −
∑

k1+k2+k3=k

ki∈Z

ak1ak2ak3 , k ≥ 0.

From what was done in the introduction, we rewrite the forcing theorem as follows

Theorem 5.1.2 (Forcing Theorem) Suppose that at the parameter value ν > 0,

there exist x = (L, a0, a1, a2, · · · ) such that f(x, ν) = 0 and ũ given by ũ(y) := a0 +

2
∑∞

k=1 ak cos(kLy) satisfies the geometric hypotheses (H). Choose any finite, but

arbitrarily long sequence a = {aj}Nj=1, with aj ≥ 2 not all equal to 2. Then there

exists a periodic solution ua of (97) at E = 0 that oscillates around the constant

periodic solutions ±1 as follow: a1 times around 1, one time around −1, a2 times

around 1, one time around −1, · · · , aN times around 1 and finally one time around

−1.

The proof will be presented in Section 5.2. We now define the notions of topological

entropy and chaos. The following definition is taken from [8].

Definition 5.1.3 ConsiderX ⊂ Rm compact and d a distance in Rm. Let f : X → X

be a continuous map. A set W ⊂ X is called (n, ε, f)-separated if for any two different

points x, y ∈ W there is an integer j with 0 ≤ j < n so that the d[f j(x), f j(y)] >

ε. Let s(n, ε, f) be the maximum cardinality of any (n, ε, f)-separated set. The

topological entropy of f is the number

htop(f) = lim
ε→0

lim sup
n→∞

log[s(n, ε, f)]

n
. (100)

We say that a map f : X → X is chaotic if htop(f) > 0.

The following will be proved in Section 5.3

Corollary 5.1.4 Suppose that at the parameter value ν > 0, there exist

x = (L, a0, a1, a2, · · · ) such that f(x, ν) = 0 and ũ given by

ũ(y) := a0 + 2
∑∞

k=1 ak cos(kLy) satisfies the geometric hypotheses (H). Then the

Swift-Hohenberg equation (97) is chaotic on the energy level E = 0 in the sense that

there exists a 2-D Poincaré return map T such that htop(T ) > 0.
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⇒ Chaos

−1

+1

ũ

−1

+1

ũ1 ũ1 ũ1

ũ2 ũ2

ũ3 ũ3 ũ3

Figure 30: Periodic solution forcing the existence of chaos.

The hypotheses of Corollary 5.1.4 imply that we need to study the zeros of the

parameter dependent function (99). As pointed out in the introduction, we do this

via validated continuation. Hence, we have to construct the radii polynomials. This

will be done in Section 5.4. The details of how rigorously verify the hypotheses (H)

are given in Section 5.5.

We combine validated continuation and Corollary 5.1.4 to get the main result.

Theorem 5.1.5 For every ν ∈ [1
2
, 2
]
, the Swift-Hohenberg ODE (97) is chaotic at

the energy level at E = 0.

5.2 Proof of the Forcing Theorem

Suppose that at the parameter value ν > 0, there exist x = (L, a0, a1, a2, · · · ) such that

f(x, ν) = 0 and ũ given by ũ(y) := a0 + 2
∑∞

k=1 ak cos(kLy) satisfies the geometric

hypotheses (H). The idea of the proof is that we will code (discretize) periodic

solutions u of (97) at E = 0 by their extrema (see Figure 31). If u′ = 0 then by (98),

u′′ = ± 1√
2
(u2 − 1). Hence extrema are nondegenerate except at u = ±1, and we are

going to avoid those values, so we may for the moment assume all extrema to be non

degenerate.

Lemma 5.2.1 Let ν > 0. There exist nonlinear functions Ri : R3 → R such that

Ri+2 = Ri (so there are really only two different functions in play) andRi ∈ C1(Ωi; R)
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−1

+1

ũ
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b b b b b

b b b

b b b

b b

−1

+1

ũ1 ũ1 ũ1

ũ2 ũ2

ũ3 ũ3 ũ3

Figure 31: Left: sketch of the solution ũ. Right: discretized version {ũi}4
i=1 and a

shift {ũi+2}4
i=1.

with domains

Ωi = {(u, v, w) ∈ R3 | (−1)iu < (−1)iv, (−1)iw < (−1)iv, and u, v, w 6= ±1}

satisfying the following two properties:

(1) Consider any (non degenerate) periodic solution of (97) at E = 0 and discretize

it to get a sequence of non degenerate extrema {ui}i∈Z, where ui represents a local

minimum for odd i and a local maximum for even i. Then Ri(ui−1, ui, ui+1) = 0.

(2) (Ri)i∈Z is a parabolic recurrence relation, i.e. it has the monotonicity property

∂ui−1
Ri > 0 and ∂ui+1

Ri > 0. (101)

Proof. See [3] for all details. The idea is that there is a unique monotone solution

with energy E = 0 going from the extremum ui to the next extremum ui+1. The

functions Ri can then be defined/constructed with the help of a return map, which

turns out to have the Twist property.

For convenience we define

Ω = {(ui)i∈Z | (ui−1, ui, ui+1) ∈ Ωi for all i}.
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The connection between the functions Ri and the original ODE is that (see [3] and

[16, Th. 37]) any 2p-periodic sequence (ui)i∈Z ∈ Ω that satisfies

Ri(ui−1, ui, ui+1) = 0 for all i,

corresponds to a periodic solution u at energy level E = 0 with extrema ui. We

want to exploit the fact that {E = 0} contains the equilibria u = ±1. However,

these solutions do not correspond to a proper sequence of extrema. The linearisation

around the equilibria is going to help us resolve this issue. Namely, for −√8 < ν <
√

8

the equilibria ±1 are saddle-foci, and this leads to the following fact (formulated here

for the equilibrium +1).

Lemma 5.2.2 Let −√8 < ν <
√

8. For any ε > 0 there exists a sequence {uεi}∞i=1,

0 < (−1)i(uεi − 1) < ε

which satisfies

Ri(u
ε
i−1, u

ε
i , u

ε
i+1) = 0 for i ≥ 2.

Note that it obviously does not hold that R1(uε0, u
ε
1, u

ε
2) = 0, since we did not even

define uε0.

Proof. The idea is that the uεi are the extrema of an orbit in the stable manifold of

+1. The fact that uεi −1 alternates sign follows from the fact that the equilibrium +1

is a saddle-focus: it is easy to check that for −√8 < ν <
√

8 the linearised equation

(i.e., u = 1 + v with v′′′′ + νv′′ + 2v +O(v2) = 0) has solutions of the form

1 + Ce−λrx cos(λix+ φ),

with C and φ arbitrary (with λr and λi depending on ν). In particular, the stable

manifold intersects the hyperplane {u′ = 0} in the line

` = {(1 + v, 0,−
√

2v,
√

2λrv) | v ∈ R}.
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For the nonlinear equation we need to invoke the stable manifold theorem. Let

us denote the stable manifold by W s(+1) and the local stable manifold by W s
loc =

W s(+1)∩Bε0(+1) for ε0 > 0 chosen sufficiently small for the following arguments to

hold. We conclude that the local stable manifold intersects the hyperplane {u′ = 0}
in a curve tangent to `, and thus

W s
loc ∩ {u′ = 0} ⊂ {(1 + v, 0,−

√
2v +O(v2),

√
2λrv +O(v2)) | v ∈ R} ∩Bε0(+1).

In particular, in the local stable manifold, if u′ = 0 and u > 1 then u′′ < 0, whereas if

u′ = 0 and u < 1 then u′′ > 0. This shows that all solutions in the local stable manifold

have successive extrema on either side of u = 1. Now pick one orbit in the local stable

manifold and denote its extrema by {uε0i }∞i=1. Then 0 < (−1)i(uε0i − 1) < ε0, and

uε0i → 1 as i → ∞ (exponentially fast in fact). For all ε < ε0 we may choose

uεi = uε0i+2n(ε) for some n(ε) ∈ N sufficiently large.

Obviously, we can use the symmetry to obtain an analogous result near −1. To

be explicit, ūεi = −uεi+1 satisfies 0 < (−1)i(ūεi + 1) < ε. For “technical” reasons to

become clear later, we will need to shift this solution, modulo the 2p-periodicity:

¯̄uεi = ūεi−2 mod 2p .

See Figure 32 for an illustration of uεi and ¯̄uεi . Notice that ¯̄uεi does not “close” at

i = 3. Nevertheless, this will not stop us from putting it to use below.

To study solutions of Ri = 0 we introduce an artificial new time variable s and

consider ui(s) evolving according to the flow u′i = Ri. Clearly, we want to find

stationary points, and we are going to construct isolating neighborhoods for the flow

(any p ∈ N)

u′i = Ri(ui−1, ui, ui+1), i = 1 . . . 2p, (102)

where we identify u0 = u2p. The monotonicity property (101) implies that this flow

has the decreasing-intersection-number property: if two solutions are represented as
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−1

+1

ũ1

ũ3

ũ2

u
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i

¯̄u
ε

i

Figure 32: The “up-down” setting including the oscillating tails in the local stable
manifolds of ±1.

piecewise linear functions (as in most of the figures), then the number of intersections

can only decrease as time s increases.

Consider now the solution ũ associated to the parameter value ν ∈ S. In partic-

ular, we have that

R1(ũ2, ũ1, ũ2) = 0,

R2(ũ1, ũ2, ũ3) = 0,

R1(ũ2, ũ1, ũ2) = 0,

R2(ũ3, ũ2, ũ1) = 0.

Next, we choose

ε =
1

2
max{−1− ũ1, ũ2 − 1, 1− ũ3}.

Although not strictly necessary for understanding the arguments that follow, it is

worth mentioning that in the setting of discretized braids described in [16], we are

going to use a skeleton consisting of four strands (see Figure 31, right, and Figure 32):

v1
i = ũi and v2

i = ũi+2, and v3
i = uεi and v4

i = ūεi . To be precise, both v1 and v2 are

defined for all i ∈ Z and are 4-periodic. Furthermore, v3 is defined for all i ≥ 1

(though not periodic), while v4 is defined for i = 0, . . . 2p + 1, with v4
0 = v4

2p and
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v4
2p+1 = v4

1. All four strands satisfy

Ri(vi−1, vi, vi+1) = 0 for i = 1, . . . , 2p,

with the exception of v4 at i = 2, 3 and v3 at i = 1. In the construction below we will

make sure that these points do not come into play in the construction of isolating

neighborhoods. Recall the finite, but arbitrarily long sequence

a = {aj}Nj=1, aj ≥ 2,

with at least one of the aj satisfying aj > 2. Let the period of the sequences (ui) be

p =
∑N

j=1 aj and define the set of partial sums

A =
{n−1∑
j=1

aj

∣∣∣ n = 1, . . . , N
}
.

Note that 0 ∈ A. Now define the neighborhood U ⊂ R2p as a product of intervals

Ua = {ui ∈ Ii, i = 1, . . . , 2p}

where the intervals are given by

Ii = [uεi , ũ2] if i is even,

Ii = [ũ3, u
ε
i ] if i is odd and

i− 1

2
/∈ A,

Ii = [ũ1, ¯̄uεi ] if i is odd and
i− 1

2
∈ A.

Notice that Ua is contained in the domain of definition Ω of Ri, since ±1 are not in

any of the intervals Ii, and the “up-down” criterion is also satisfied, since the intervals

Ii for odd i are strictly below those for even i. It is useful to review the intervals in

the context of Figure 32, and to look at Figure 33 for an example with a = 243.

We now prove that every Ua contains an equilibrium of (102). It follows from the

general theory in [16] that Ua is an isolating block for the flow in the sense of the

Conley index and that the flow points outwards everywhere on the boundary. In fact,

87



ū
ε
i
≈ −1

u
ε
i ≈ +1

ũ1

ũ3

ũ2

a = 2 4 3

b = 0 1 0 1 1 1 0 1 1

c = 1 3 1 2 2 3 1 2 3

Ua

I18

I1

Figure 33: The set Ua = I1 × · · · × I18 associated to a = 243.

it is easy to check this on the co-dimension 1 boundaries of Ua, i.e., exactly one of the

ui lies on the boundary of Ii, while all the others are in the interior (for the higher

co-dimension boundaries, see [16]). For the following arguments it may be helpful for

the reader to consult Figure 34.

Let us consider one of the sides of the 2p-cube Ua, for example ui = uεi for some

even i, i.e., ui is on the lower boundary of Ii. Since ui−1 < uεi−1, and ui+1 < uεi+1 on

the co-dimension 1 piece of this side, we infer from the monotonicity (101) that

u′i = Ri(ui−1, ui, ui+1) < Ri(u
ε
i−1, u

ε
i , u

ε
i+1) = 0.

Hence the flow points outwards. And when ui = ũ2 for some even i (the upper

boundary point of Ii), then, since aj ≥ 2, either i−1
2
/∈ A or i+1

2
/∈ A, or both. Let us

consider the case i−1
2
/∈ A (the other case is analogous), then ui−1 > ũ3 and ui+1 > ũ1

(assuming again that (ui)
2p
i=1 is in a co-dimension 1 boundary), hence

u′i = Ri(ui−1, ui, ui+1) > R2(ũ3, ũ2, ũ1) = 0,

and thus the flow points outwards again. All other (co-dimension 1) boundaries can be

dealt with analogously. We should note that, by construction of the neighborhoods

in combination with the definition of uε and ¯̄uε, we avoid the three points where

the skeleton does not satisfy the recurrence relation. In particular, no part of the

boundary ∂Ua lies in the hyperplanes u1 = uε1 (since u1 < −1) or u2 = ¯̄uε2 or u3 = ¯̄uε3
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Figure 34: The thin (black and grey) lines denote the skeleton, where we represent
uε and ūε by constants for convenience. The thick free strand is in Ua for a = (4),
p = 4. One can check that on the boundary of Ua the number of crossings with
at least one of the skeletal strands decreases, hence the flow points outwards on the
boundary ∂Ua.

(since a1 ≥ 2, hence u2, u3 > ũ3). We leave the remaining details to the reader. As

said before, for the higher co-dimension boundaries we refer to [16, Prop. 11, Th. 15].

We can now conclude that since Ua is a 2p-cube and the flow points outwards on

∂Ua, its Conley index is homotopic to a 2p-sphere, and the non-vanishing of its Euler

characteristic implies that there has to be a stationary point inside [16, Lem. 36].

This in fact follows because the invariant set of a discrete parabolic flow consists

of stationary points, periodic orbits, and connecting orbits only (i.e., no strange

attractors). That concludes the proof of the forcing theorem.

5.3 Topological Entropy and Chaos

In this section, we give the proof of Corollary 5.1.4. Suppose that at the parameter

value ν > 0, there exist x = (L, a0, a1, a2, · · · ) such that f(x, ν) = 0 and ũ given by

ũ(y) := a0 + 2
∑∞

k=1 ak cos(kLy) satisfies the geometric hypotheses (H).

By Forcing Theorem 5.1.2, we know that given any finite, but arbitrarily long

sequence a = {aj}Nj=1, with aj ≥ 2 not all equal to 2, there exists a periodic solution

ua of (97) that oscillates around the constant periodic solutions ±1 as follow: a1
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times around 1, one time around −1, a2 times around 1, one time around −1, · · · ,

aN times around 1 and finally one time around −1.

To examine the entropy of the system, we first we look at an alternative coding.

To any sequence a = {aj}Nj=1, with aj ≥ 2 not all equal to 2 will correspond a unique

new sequence b defined on two symbols, say 0 and 1. Such a sequence consists of 1’s

interspersed by 0’s, i.e., a 0 can only be followed by a 1, but a 1 can be followed by

a 0 or a 1. Consider a p-periodic sequence b = b1b2 . . . bp of this form, then it can be

written as b = 01d101d20 . . . 01dN for some d1, . . . dN ≥ 1, with periodic extension, and

p = N+
∑N

i=1 di. There is a one-to-one correspondence between sequences a described

above and b via the identification ai = di + 1. We denote this correspondence a ' b.

In terms of b the intervals are given by

Ii = [uεi , ũ2] if i is even,

Ii = [ũ3, u
ε
i ] if i is odd and b i+1

2
= 0,

Ii = [ũ1, ¯̄uεi ] if i is odd and b i+1
2

= 1.

For any sequence b (' a), let ub = ua be the solutions of (97) at E = 0 corre-

sponding to the stationary points in Ub = Ua. The sets of all orbits (varying over

all possible a ' b) is uniformly bounded. Taking the closure of this set, we obtain

a compact invariant set C ⊂ {E = 0} ⊂ R4 for the ODE (note that it may include

u = ±1 as well as ũ). Let us now look at the entropy of a return map associated to

the flow in this invariant set.

The sequence b codes the position of the minima ui of the stationary point in Ub.

The energy level {E = 0} is a three-dimensional subset of the phase-space R4. A

local minimum in {E = 0} is defined by the values of u and u′′′, since u′′ = 1√
2
|u2−1|.

Let us consider the map T going from one minimum to the next (it may degenerate
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ε
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ũ1

ũ3

ũ2

a = 2 4 3
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c = 1 3 1 2 2 3 1 2 3

¯

Figure 35: A schematic example of a pattern in Ua, with at the top the coding a,
and below the corresponding coding b.

at u = ±1, but that is not important here). It is thus a return map on the two-

dimensional subset

P = {(u, 0, 1√
2
|u2 − 1|, u′′′) |u, u′′′ ∈ R} ⊂ {E = 0} ⊂ R4.

By construction, the return map T , defined on P , has an invariant set Λ = P ∩ C.
We will show that the map T : Λ→ Λ is such that htop(T ) > 0.

Define the adjacency matrix

M =

 m00 m01

m10 m11

 =

 0 1

1 1


and consider the symbol space

ΣM := {s = (s0s1s2 · · · ) | msksk+1
= 1, for all k}.

Consider now the shift map σM : ΣM → ΣM defined

σM(s) := s′ , where s′i = si+1.

A theorem from [33] implies that htop(σM) = log(sp(M)), where

sp(M) = max {|λ| | λ is an eigenvalue of M}
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is the spectral radius of the adjacency matrix M.

By construction of Λ, we have that to any x ∈ Λ corresponds a unique bx ∈ ΣM.

Define then ρ : Λ → ΣM by ρ(x) = bx. Note that ρ : Λ → ΣM is a continuous

surjective map.

Definition 5.3.1 A continuous map ρ : X → Y is a topological semi-conjugacy

between f : X → X and g : Y → Y if ρ ◦ f = g ◦ ρ and if ρ is surjective.

ΣMΣM

ΛΛ
T

σM

ρ ρ
!

Figure 36: Topological semi-conjugacy between T : Λ→ Λ and σM : ΣM → ΣM

Proposition 5.3.2 htop(T ) ≥ htop(σM).

Proof. First note that ρ : Λ→ ΣM is a topological semi-conjugacy between T : Λ→ Λ

and σM : ΣM → ΣM. Hence, the result follows from Theorem 2.6 in [8].

Finally, since sp(M) = 1+
√

5
2

, we can conclude by Proposition 5.3.2 that htop(T ) ≥
htop(σM) = log

(
1+
√

5
2

)
, and hence that the ODE is chaotic at energy level E = 0.

5.4 Construction of the Radii Polynomials

To construct the radii polynomials, we need the Yk from (14) and the Zk from (15).

Since we use rigorous numerical methods to find (x, ν) such that f(x, ν) = 0, we need

to consider a finite dimensional projection of (99). Define
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xF = (x−1, x0, · · · , xm−1) = (L, a0, · · · , am−1) ∈ Rm+1,

e(m)(xF ) = −2L2

m−1∑
l=1

l2al − 1√
2

[
a0 + 2

m−1∑
l=1

al

]2

+
1√
2

and

g(m)(xF , ν) = [g0(xF , ν), · · · , gm−1(xF , ν)]T .

The Galerkin Projection of (99) is defined by

f (m)(xF , ν) =

 e(m)(xF )

g(m)(xF , ν)

 . (103)

Suppose now that at the parameter ν0, we found numerically x̄F , x̂F ∈ Rm+1 such

that

f (m)(x̄F , ν0) ≈ 0 and Df (m)(x̄F , ν0)x̂F +
∂f

∂ν

(m)

(x̄F , ν0) ≈ 0 .

Denote x̂F = (L̂, â0, â1, · · · , âm−1) and define µk(L, ν) = 1 + νL2k2−L4k4, Jm×m the

computed numerical inverse of Df (m)(x̄F , ν) and

A =



Jm×m 0

0

µm(L̄, ν0)−1

µm+1(L̄, ν0)−1

. . .


. (104)

Denote 0∞ = (0, 0, · · · ) ∈ R∞. Letting x̄ = (x̄F , 0∞), x̂ = (x̂F , 0∞) and fixing s ≥ 4,

we define

W (r) = [−r, r]2 ×
∞∏
k=1

[
− r

ks
,
r

ks

]
. (105)

Recall that xν = x̄+ ν̂x̂.

5.4.1 Upper bounds for Yk(ν̂)

Recalling (7) and (14), we have

Yk(ν̂) ≥ |[−A · f(xν , ν)]k| .
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Define

ê1 = −2L̄2

m−1∑
l=1

l2âl − 4L̄L̂
m−1∑
l=1

l2āl −
√

2

(
ā0 + 2

m−1∑
l=1

āl

)(
â0 + 2

m−1∑
l=1

âl

)
,

ê2 = −4L̄L̂
m−1∑
l=1

l2âl − 2L̂2

m−1∑
l=1

l2āl − 1√
2

(
â0 + 2

m−1∑
l=1

âl

)2

,

ê3 = −2L̂2

m−1∑
l=1

l2âl

and ê4 = ê5 = 0.

Given aF = (a0, · · · , am−1), bF = (b0, · · · , bm−1) and cF = (c0, · · · , cm−1), we use

the discrete convolution notation

(aF ∗ bF ∗ cF )k =
∑

k1+k2+k3=k

|ki|<m

ak1bk2ck3 ,

where we consider a−k = ak, b−k = bk and c−k = ck in evaluating the sum. Let

āF = (ā0, · · · , ām−1) and âF = (â0, · · · , âm−1). For k = 0, · · · ,m− 1, define

ĝk,1 =
(

2k2ν0L̄L̂+ k2L̄2 − 4L̄3L̂k4
)
āk +

(
1 + ν0L̄

2k2 − L̄4k4
)
âk − 3(āF ∗ āF ∗ âF )k,

ĝk,2 =
(

2k2ν0L̄L̂+ k2L̄2 − 4L̄3L̂k4
)
âk +

(
k2ν0L̂

2 + 2k2L̄L̂− 6L̄2L̂2k4
)
āk − 3(āF ∗ âF ∗ âF )k,

ĝk,3 =
(
k2ν0L̂

2 + 2k2L̄L̂− 6L̄2L̂2k4
)
âk + (k2L̂2 − 4L̄L̂3k4)āk − (âF ∗ âF ∗ âF )k,

ĝk,4 = (k2L̂2 − 4L̄L̂3k4)âk − L̂4k4āk,

ĝk,5 = −L̂4k4âk.

For j = 1, · · · , 5, define

f̂j = (êj ĝ0,j · · · ĝk,j · · · ĝm−1,j)
T ∈ Rm+1 . (106)

Hence,

f
(m)
F (xν , ν0 + ν̂) = f (m)(x̄F , ν0) + ν̂f̂1 + ν̂2f̂2 + ν̂3f̂3 + ν̂4f̂4 + ν̂5f̂5 . (107)
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For the cases k ∈ {−1, 0, 1, · · · ,m− 1}, we then let

YF (ν̂) = |Jm×mf (m)(x̄F , ν0)|+ ν̂|Jm×mf̂1|+ ν̂2|Jm×mf̂2|

+ν̂3|Jm×mf̂3|+ ν̂4|Jm×mf̂4|+ ν̂5|Jm×mf̂5| . (108)

Since for k ≥ m,

fk(xν , ν) = −(āF ∗ āF ∗ āF )k − 3ν̂(āF ∗ āF ∗ âF )k

−3ν̂2(āF ∗ âF ∗ âF )k − ν̂3(âF ∗ âF ∗ âF )k ,

we let

Yk(ν̂) =
|(āF ∗ āF ∗ āF )k|
|µk(L̄, ν0)| + 3ν̂

|(āF ∗ āF ∗ âF )k|
|µk(L̄, ν0)|

+3ν̂2 |(āF ∗ âF ∗ âF )k|
|µk(L̄, ν0)| + ν̂3 |(âF ∗ âF ∗ âF )k|

|µk(L̄, ν0)| . (109)

Note that if k ≥ 3m− 2, then Yk = 0.

5.4.2 Upper bounds for ZF (r, ν̂)

In this section, we fix M ≥ 3m − 2, we define 1 = [−1, 1] and for j ≥ 1 we define

rj = [−rj, rj], where r comes from W (r). Fix s ≥ 4. Let w,w′ ∈ W (r). Fix

k ∈ {−1, 0, · · · ,m− 1} and let hk(t) = [DTν(x̄+ t(w′ + ν̂x̂))w]k. By the mean value

theorem, there exists tk ∈ [0, 1] such that hk(1)− hk(0) = h′k(tk). Hence,

[DTν(w
′ + xν)w]k = [DTν(x̄)w]k (110)

+
[
D2Tν [x̄+ tk(w

′ + ν̂x̂)](w′ + ν̂x̂)w
]
k
.

Recall that the subscript F denotes the entries k ∈ {−1, 0, 1, · · · ,m− 1}. Define RF

such that

DfF (x̄, ν)w = Df (m)(x̄F , ν0)wF +RF .

We then have from (104) that

[DTν(x̄)w]F = [(I − A ·Df(x̄, ν))w]F
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= wF − Jm×m · [Df(x̄, ν)w]F

= wF − Jm×m ·DfF (x̄, ν)w

= wF − Jm×m · [Df (m)(x̄F , ν0)wF +RF ]

= [Im×m − Jm×mDf (m)(x̄F , ν0)]wF − Jm×m ·RF

It’s important to note that since Jm×m is the numerical inverse of DF (m)(x̄F , ν0), the

matrix Im×m−Jm×mDf (m)(x̄F , ν0) should be close to 0 ∈ R(m+1)×(m+1). The quantity

left to compute is then RF ∈ Rm+1. For k = −1, we have

Df−1(x̄, ν)w =
∞∑

i=−1

∂f−1

∂xi
(x̄, ν)wi

=
∂f−1

∂L
(x̄, ν)w−1 +

∂f−1

∂a0

(x̄, ν)w0 +
∞∑
i=1

∂f−1

∂ai
(x̄, ν)wi

=

[
−4L̄

m−1∑
l=1

l2āl

]
w−1 −

√
2

[
ā0 + 2

m−1∑
l=1

āl

]
w0

+
∞∑
i=1

[
−2L̄2i2 − 2

√
2

(
ā0 + 2

m−1∑
l=1

āl

)]
wi

= Df
(m)
−1 (x̄F , ν0)wF +R−1 ,

where

R−1 =
∞∑
i=m

[
−2L̄2i2 − 2

√
2

(
ā0 + 2

m−1∑
l=1

āl

)]
wi .

To simplify the presentation, let

fs1 =
M−1∑
i=m

1

is
, is1 =

1

(M − 1)s−1(s− 1)
,

fs2 =
M−1∑
i=m

1

is−2
, is2 =

1

(M − 1)s−3(s− 3)
.

It’s clear that
∞∑
i=M

1

is
< is1 and

∞∑
i=M

1

is−2
< is2 .

Therefore, we have that for every w ∈ W (r)

R−1 ∈
(

2L̄2(fs2 + is2) + 2
√

2

∣∣∣∣∣ā0 + 2
m−1∑
k=1

āk

∣∣∣∣∣ (fs1 + is1)

)
r .
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Define |ā|M = (|ā0|, · · · , |ām−1|, 0, · · · , 0), v0,{m,M} =
(

0, · · · , 0, 1
ms
, · · · , 1

(M−1)s

)
∈

RM . Fixing k ∈ {0, · · · ,m− 1} and recalling that ν = ν0 + ν̂,

Dfk(x̄, ν)w =
∂fk
∂L

(x̄, ν)w−1 +
∞∑
i=0

∂fk
∂ai

(x̄, ν)wi

= [2(ν0 + ν̂)L̄k2 − 4L̄3k4]ākw−1 + [1 + (ν0 + ν̂)L̄2k2 − L̄4k4]wk

−3
∑

k1+k2+k3=k

āk1 āk2wk3

= Df
(m)
k (x̄F , ν0)wF +Rk ,

where

Rk = −3
∑

k1+k2+k3=k

|k1|,|k2|<m≤|k3|<M

āk1 āk2wk3 + ν̂
[
2L̄k2ākw−1 + L̄2k2wk

]
.

Hence, recalling that w0 = [−r, r] and that wk =
[− r

ks
, r
ks

]
for k ≥ 1, we get that

R0 ∈ 3(|ā|2M ∗ v0,{m,M})0r

and for k ∈ {1, · · · ,m− 1}

Rk ∈
[
3(|ā|2M ∗ v0,{m,M})k + ν̂|L̄|k2

(
2|āk|+ |L̄|

ks

)]
r .

Define v
(0)
F , v

(1)
F ∈ Rm+1 by

v
(0)
k =

 2L̄2(fs2 + is2) + 2
√

2
∣∣ā0 + 2

∑m−1
l=1 āl

∣∣ (fs1 + is1) , k = −1

3(|ā|2M ∗ v0,{m,M})k , k ∈ {0, · · · ,m− 1}

and

v
(1)
k =

 0 , k = −1, 0

|L̄|k2
(

2|āk|+ |L̄|
ks

)
, k ∈ {1, · · · ,m− 1} .

Defining IF = [1, 1, · · · , 1]T ∈ Rm+1, let

V
(0)
F =

∣∣Im×m − Jm×mDf (m)(x̄F , ν0)
∣∣ IF + |Jm×m| · v(0)

F

V
(1)
F = |Jm×m|v(1)

F .
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Hence, for every w ∈ W (r)

[DTν(x̄)w]F ∈
[
V

(0)
F + ν̂V

(1)
F

]
r . (111)

We now need to compute a set enclosure of [D2Tν [x̄+ tk(w
′ + ν̂x̂)](w′ + ν̂x̂)w]k for

every k ∈ {−1, 0, · · · ,m− 1}. We begin by considering the case k = −1.

Lemma 5.4.1 Define

fs3 =
M−1∑
l=1

1

ls−2
, fs4 =

m−1∑
l=1

l2|āl| , fs5 =
m−1∑
l=1

l2|âl| , fs6 =
M−1∑
l=1

1

ls

e(3) = 12(fs3 + is2)

e(2) = 4
(

[fs4 + ν̂fs5] + ν̂|L̂|(fs3 + is2)
)

+ 8(fs3 + is2)
(
|L̄|+ 2ν̂|L̂|

)
+
√

2
[
1 + 4(fs6 + is1) + 4(fs6 + is1)2

]
e(1) = 4ν̂|L̂|[fs4 + ν̂fs5] + 8(fs3 + is2)

(|L̄|+ ν̂|L̄|) ν̂|L̂|
+ν̂
√

2(1 + 2fs6 + 2is1)

[
|â0|+ 2

m−1∑
i=1

|âi|
]
.

Then

[
D2f [x̄+ t−1(w′ + ν̂x̂), ν](w′ + ν̂x̂)w

]
−1

∈ e(3)r3 + e(2)r2 + e(1)r . (112)

Proof. First

[
D2f [x̄+ t−1(w′ + ν̂x̂), ν](w′ + ν̂x̂)w

]
−1

=
∞∑

i=−1

∞∑
j=−1

∂2e

∂xi∂xj
[x̄+ t−1(w′ + ν̂x̂)](w′ + ν̂x̂)iwj

=
∂2e

∂L2
[x̄+ t−1(w′ + ν̂x̂)](w′−1 + ν̂L̂)w−1

+2
∞∑
j=0

∂2e

∂L∂aj
[x̄+ t−1(w′ + ν̂x̂)](w′−1 + ν̂L̂)wj

+
∞∑
i=0

∞∑
j=0

∂2e

∂ai∂aj
[x̄+ t−1(w′ + ν̂x̂)](w′i + ν̂âi)wj .

98



The result follows from computing upper bounds for each of the three sums in the

above expansion and by expressing the resulting upper bounds in powers of r. Indeed

∂2e

∂L2
[x̄+ t−1(w′ + ν̂x̂)](w′−1 + ν̂L̂)w−1

∈ 4(fs3 + is2)r3 + 4
(

[fs4 + ν̂fs5] + ν̂|L̂|(fs3 + is2)
)

r2 + 4ν̂|L̂|[fs4 + ν̂fs5]r

2
∞∑
j=0

∂2e

∂L∂aj
[x̄+ t−1(w′ + ν̂x̂)](w′−1 + ν̂L̂)wj

∈ 8(fs3 + is2)
[
r3 +

(
|L̄|+ 2ν̂|L̂|

)
r2 +

(|L̄|+ ν̂|L̄|) ν̂|L̂|r]
and

∞∑
i=0

∞∑
j=0

∂2e

∂ai∂aj
(·)(w′i + ν̂âi)wj ∈

√
2
[
1 + 4(fs6 + is1) + 4(fs6 + is1)2

]
r2

+ν̂
√

2(1 + 2fs6 + 2is1)

[
|â0|+ 2

m−1∑
i=1

|âi|
]

r .

Consider k ∈ {0, · · · ,m− 1} and recall that ν = ν0 + ν̂. Then

∞∑
i=−1

∞∑
j=−1

∂2fk
∂xi∂xj

(x̄+ tk(w
′ + ν̂x̂), ν)(w′i + ν̂x̂i)wj

=
∂2fk
∂L2

(x̄+ t−1(w′ + ν̂x̂), ν)(w′−1 + ν̂L̂)w−1

+2
∞∑
j=0

∂2fk
∂L∂aj

(x̄+ tk(w
′ + ν̂x̂), ν)(w′−1 + ν̂L̂)wj

+
∞∑
i=0

∞∑
j=0

∂2fk
∂ai∂aj

(x̄+ tk(w
′ + ν̂x̂), ν)(w′i + ν̂âi)wj

=

[
2νk2 − 12

(
L̄+ t−1(w′−1 + ν̂L̂)

)2

k4

]
[āk + tk(w

′
k + ν̂âk)]

[
w′−1 + ν̂L̂

]
w−1

+2

[
2ν
(
L̄+ tk(w

′
−1 + ν̂L̂)

)
k2 − 4

(
L̄+ tk(w

′
−1 + ν̂L̂)

)3

k4

] [
w′−1 + ν̂L̂

]
wk

−6
∑

k1+k2+k3=k

ki∈Z

[
āk1 + tk

(
w′k1

+ ν̂âk1

)] [
w′k2

+ ν̂âk2

]
wk3 .

Denote 0n = (0, · · · , 0) ∈ Rn, 0∞ = (0, 0, · · · ) ∈ R∞ and let

v =

(
1, 1,

1

2s
, · · · , 1

ks
, · · ·

)
, vM =

(
1, 1,

1

2s
, · · · , 1

(M − 1)s

)
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|ā| = (|ā0|, · · · , |ām−1|, 0∞) , |ā|M = (|ā0|, · · · , |ām−1|, 0M−m)

|â| = (|â0|, · · · , |âm−1|, 0∞) , |â|M = (|â0|, · · · , |âm−1|, 0M−m)

Ā = max
k=1,··· ,m−1

{|ā0|, |āk|ks} , Â = max
k=1,··· ,m−1

{|â0|, |âk|ks} .

Remark that for all k ≥ −1, wk ∈ vkr. For the case p = 3, recall ε
(p)
k = ε

(3)
k from (48).

By Corollary 3.5.1,

∑
k1+k2+k3=k

ki∈Z

[
āk1 + tk

(
w′k1

+ ν̂âk1

)] [
w′k2

+ ν̂âk2

]
wk3

∈ (v3)kr
3 +

[
(|ā| ∗ v2)k + 2ν̂(|â| ∗ v2)k

]
r2

+
[
ν̂(|ā| ∗ |â| ∗ v)k + ν̂2(|â|2 ∗ v)k

]
r

⊆
[
(v3
M)k + ε

(3)
k

]
r3

+
[
(|ā|M ∗ v2

M)k + 2ν̂(|â|M ∗ v2
M)k +

(
Ā+ 2ν̂Â

)
ε

(3)
k

]
r2

+
[
ν̂(|ā|M ∗ |â|M ∗ vM)k + ν̂2(|â|2M ∗ vM)k +

(
ν̂ĀÂ+ ν̂2Â2

)
ε

(3)
k

]
r .

Hence, for k = 0,

∞∑
i=−1

∞∑
j=−1

∂2fk
∂xi∂xj

(x̄+ tk(w
′ + ν̂x̂), ν)(w′i + ν̂x̂i)wj

∈
[
(v3
M)0 + ε

(3)
0

]
r3

+
[
(|ā|M ∗ v2

M)0 + 2ν̂(|â|M ∗ v2
M)0 +

(
Ā+ 2ν̂Â

)
ε

(3)
0

]
r2

+
[
ν̂(|ā|M ∗ |â|M ∗ vM)0 + ν̂2(|â|2M ∗ vM)0 +

(
ν̂ĀÂ+ ν̂2Â2

)
ε

(3)
0

]
r .

Let c
(5)
0 = c

(4)
0 = 0, c

(3)
0 = (v3

M)0 + ε
(3)
0 and

c
(2)
0 = (|ā|M ∗ v2

M)0 + 2ν̂(|â|M ∗ v2
M)0 +

(
Ā+ 2ν̂Â

)
ε

(3)
0

c
(1)
0 = ν̂(|ā|M ∗ |â|M ∗ vM)0 + ν̂2(|â|2M ∗ vM)0 +

(
ν̂ĀÂ+ ν̂2Â2

)
ε

(3)
0 .

Now, for k ∈ {1, · · · ,m− 1}, let δ1 = |L̄|+ ν̂|L̂|, δ2 = |āk|+ ν̂|âk| and define

c
(5)
k =

20

ks−4
,
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c
(4)
k = 12k4δ2 +

48δ1 + 20ν̂|L̂|
ks−4

,

c
(3)
k = 12k4δ2

(
ν̂|L̂|+ 2δ1

)
+

1

ks

[
6νk2 + 36δ2

1k
4 + 48ν̂δ1k

4|L̂|
]

+ (v3
M)k + ε

(3)
k ,

c
(2)
k = 2νk2δ2 + 12δ1δ2k

4
(
δ1 + 2ν̂|L̂|

)
+

1

ks

[
2νk2

(
2δ1 + 3ν̂|L̂|

)
+ 4k4δ2

1

(
2δ1 + 9ν̂|L̂|

)]
+(|ā|M ∗ v2

M)k + 2ν̂(|â|M ∗ v2
M)k +

(
Ā+ 2ν̂Â

)
ε

(3)
k ,

c
(1)
k = ν̂

(
2νk2 + 12k4δ2

1

)
δ2|L̂|+ 2δ1ν̂|L̂| 1

ks
(
2νk2 + 4k4δ2

1

)
+ν̂(|ā|M ∗ |â|M ∗ vM)k + ν̂2(|â|2M ∗ vM)k +

(
ν̂ĀÂ+ ν̂2Â2

)
ε

(3)
k .

Then we have that for k ∈ {0, · · · ,m− 1}
∞∑

i=−1

∞∑
j=−1

∂2fk
∂xi∂xj

(x̄+ tk(w
′ + ν̂x̂), ν)(w′i + ν̂x̂i)wj

∈ c
(5)
k r5 + c

(4)
k r4 + c

(3)
k r3 + c

(2)
k r2 + c

(1)
k r .

Let e(5) = e(4) = 0. For i = 1, 2, 3, 4, 5, define c
(i)
F =

(
e(i), c

(i)
0 , c

(i)
1 , · · · , c(i)

m−1

)T
. Let

C
(1)
F = V

(0)
F + ν̂V

(1)
F + |Jm×m|c(i)

F and for i = 2, 3, 4, 5 define C
(i)
F = |Jm×m|c(i)

F . We

then proved that

[DTν(w
′ + xν)w]F ∈ C(5)

F r5 + C
(4)
F r4 + C

(3)
F r3 + C

(2)
F r2 + C

(1)
F r .

Definition 5.4.2 For the cases k ∈ {−1, 0, 1, · · · ,m− 1}, we define

ZF (r, ν̂) = C
(5)
F r5 + C

(4)
F r4 + C

(3)
F r3 + C

(2)
F r2 + C

(1)
F r . (113)

5.4.3 Upper Bound for Zk(r, ν̂) when k ≥ m

Now consider k ≥ m. Then

[DTν(w
′ + xν)w]k = wk − 1

µk(L̄, ν0)
Dfk(w

′ + xν , ν)w ,

where

Dfk(w
′ + xν , ν)w = µk(w

′
−1 + L̄+ ν̂L̂, ν)wk
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−3
∑

k1+k2+k3=k

ki∈Z

(w′ + xν)k1(w′ + xν)k2wk3 .

Define

µ∗k = µk(w
′
−1 + L̄+ ν̂L̂, ν)− µk(L̄, ν0) .

Then

µ∗k ∈ k4r4 +
[
4(|L̄|+ ν̂|L̂|)k4

]
r3 +

[
νk2 + 6(|L̄|+ ν̂|L̂|)k4

]
r2

+
[
2νk2(|L̄|+ ν̂|L̂|) + 4k4(|L̄|+ ν̂|L̂|)3

]
r

+
[
ν̂k2

(
2ν|L̂L̄|+ L̄2 + νν̂|L̂|

)
+ ν̂|L̂|k4

(
4|L̄|3 + 6L̄2ν̂|L̂|+ 4|L̄|ν̂2L̂2 + ν̂3|L̂|3

)]
1 .

Note that

[DTν(w
′ + xν)w]k = − 1

µk(L̄, ν0)

[
µ∗kwk + 3

(
(w′ + xν)

2 ∗ w)
k

]
.

Now, (
(w′ + xν)

2 ∗ w)
k
∈ (v3)kr

3 + 2
[
(|ā| ∗ v2)k + ν̂(|â| ∗ v2)k

]
r2

+
[
(|ā|2 ∗ v)k + 2ν̂(|ā| ∗ |â| ∗ v)k + ν̂2(|â|2 ∗ v)k

]
r

Consider now the cases k ∈ {m, · · · ,M − 1} and recall that wk ∈ 1
ks

r. Consider the

case p = 3 and recall the definition of ε
(p)
k = ε

(3)
k from (48). By Corollary 3.5.1,(

(w′ + xν)
2 ∗ w)

k
∈
[
(v3
M)k + ε

(3)
k

]
r3

+2
[
(|ā|M ∗ v2

M)k + ν̂(|â|M ∗ v2
M)k +

(
Ā+ ν̂Â

)
ε

(3)
k

]
r2

+[(|ā|2M ∗ vM)k + 2ν̂(|ā|M ∗ |â|M ∗ vM)k

+ ν̂2(|â|2M ∗ vM)k +
(
Ā+ ν̂Â

)2

]r .

Recall that δ1 = (|L̄|+ ν̂|L̂|). For every k ∈ {m, · · · ,M − 1}, define

C
(5)
k =

1

ks−4|µk(L̄, ν0)| ,
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C
(4)
k =

4δ1

ks−4|µk(L̄, ν0)| ,

C
(3)
k =

1

|µk(L̄, ν0)|
[
νk2 + 6δ1k

4

ks
+ 3(v3

M)k + 3ε
(3)
k

]
,

C
(2)
k =

1

|µk(L̄, ν0)|
[

2νk2δ1 + 4k4δ3
1

ks

+2(|ā|M ∗ v2
M)k + 2ν̂(|â|M ∗ v2

M)k + 2
(
Ā+ ν̂Â

)
ε

(3)
k

]
,

C
(1)
k =

1

|µk(L̄, ν0)|
[
ν̂k2

ks

(
2ν|L̂L̄|+ L̄2 + νν̂|L̂|

)
+
ν̂|L̂|k4

ks

(
4|L̄|3 + 6L̄2ν̂|L̂|+ 4|L̄|ν̂2L̂2 + ν̂3|L̂|3

)
+3(|ā|2M ∗ vM)k + 6ν̂(|ā|M ∗ |â|M ∗ vM)k + 3ν̂2(|â|2M ∗ vM)k + 3

(
Ā+ ν̂Â

)2

ε
(3)
k

]
.

We then proved that for every k ∈ {m, · · · ,M − 1},

[DTν(w
′ + xν)w]k ∈ C(5)

k r5 + C
(4)
k r4 + C

(3)
k r3 + C

(2)
k r2 + C

(1)
k r .

Definition 5.4.3 For k ∈ {m, · · · ,M − 1}, define

Zk(r, ν̂) = C
(5)
k r5 + C

(4)
k r4 + C

(3)
k r3 + C

(2)
k r2 + C

(1)
k r . (114)

Choose M large enough so that, given L̄, ν0 > 0, we have that

ν0

L̄2k2
− 1

L̄4k4
≤ 1

2
,

for all k ≥ M . In this case, |µk(L̄, ν0)| = L̄4k4
[
1− ( ν0

L̄2k2 − 1
L̄4k4

)]
, for all k ≥ M .

Hence, we have that

1

|µk(L̄, ν0)| ≤
2

L̄4k4

and then

µ∗kwk
|µk(L̄, ν0)| ∈

1

ks

{
2

L̄4
r5 +

8

L̄4

(
|L̄|+ ν̂|L̂|

)
r4 +

2

L̄4

[ ν

M2
+ 6

(
|L̄|+ ν̂|L̂|

)]
r3

+
4

L̄4

[
ν

M2

(
|L̄|+ ν̂|L̂|

)
+ 2

(
|L̄|+ ν̂|L̂|

)3
]

r2

+

[
2ν̂

L̄4M2

(
2ν|L̂L̄|+ L̄2 + νν̂|L̂|

)
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+
2ν̂|L̂|
L̄4

(
4|L̄|3 + 6L̄2ν̂|L̂|+ 4|L̄|ν̂2L̂2 + ν̂3|L̂|3

)]
r

}
.

Recall Theorem 3.3.1 and (46) for p = 3. Then, for k ≥M , we get that

(
(w′ + xν)

2 ∗ w)
k
∈ (v3)kr

3 + 2
[
(|ā| ∗ v2)k + ν̂(|â| ∗ v2)k

]
r2

+
[
(|ā|2 ∗ v)k + 2ν̂(|ā| ∗ |â| ∗ v)k + ν̂2(|â|2 ∗ v)k

]
r

⊆ α
(3)
k

ks

[
r3 + 2

(
Ā+ ν̂Â

)
r2 +

(
Ā+ ν̂Â

)
r
]

⊆ 1

ks

[
α

(3)
M r3 + 2α

(3)
M

(
Ā+ ν̂Â

)
r2 + α

(3)
M

(
Ā+ ν̂Â

)2

r

]
.

Define

C
(5)
M =

2

L̄4
, C

(4)
M =

8δ1

L̄4
, C

(3)
M =

2

L̄4

[ ν

M2
+ 6δ1

]
+

2α
(3)
M

L̄4M4
,

C
(2)
M =

4

L̄4

[ ν

M2
δ1 + 2δ3

1

]
+

4α
(3)
M

L̄4M4

(
Ā+ ν̂Â

)
,

C
(1)
M =

2ν̂

L̄4M2

(
2ν|L̂L̄|+ L̄2 + νν̂|L̂|

)
+

2ν̂|L̂|
L̄4

(
4|L̄|3 + 6L̄2ν̂|L̂|+ 4|L̄|ν̂2L̂2 + ν̂3|L̂|3

)
+

2α
(3)
M

L̄4M4

(
Ā+ ν̂Â

)2

.

We then proved that if M is large enough, then for every k ≥M

[DTν(w
′ + xν)w]k ∈ 1

ks

[
C

(5)
M r5 + C

(4)
M r4 + C

(3)
M r3 + C

(2)
M r2 + C

(1)
M r
]
.

Definition 5.4.4 For k ≥M , define

Zk(r, ν̂) =
1

ks

[
C

(5)
M r5 + C

(4)
M r4 + C

(3)
M r3 + C

(2)
M r2 + C

(1)
M r
]
. (115)

Note that defined like this the Zk satisfies

Zk(r, ν̂) ≤ ZM(r, ν̂) , k ≥M . (116)

5.4.4 Definition of the Radii Polynomials

We are finally ready for the following.
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Definition 5.4.5 Recalling (108), (109), (113) and (114), we define the finite radii

polynomials {pk}k=−1,··· ,M−1 by

pk(r, ν̂) = C
(5)
k r5 + C

(4)
k r4 + C

(3)
k r3 + C

(2)
k r2 +

[
C

(1)
k −

1

ks

]
r + Yk(ν̂) . (117)

We define the tail radii polynomial pM by

p̃M(r, ν̂) = C
(5)
M r4 + C

(4)
M r3 + C

(3)
M r2 + C

(2)
M r + C

(1)
M − 1 . (118)

Combining (115) and (116), we have that

pM(r, ν̂) < 0 =⇒ Yk(ν̂) + Zk(r, ν̂) <
r

ks
, k ≥M .

5.5 Verification of the Geometric Hypotheses (H)

For a fixed s ≥ 4, suppose that using the radii polynomials, we found a set

Wxν (r) = xν +

(
[−r, r]2 ×

∞∏
k=1

[
− r

ks
,
r

ks

])

such that for each ν ∈ [ν0, ν0 + ν̂], Wxν (r) contains a unique zero of (99) at the

parameter value ν. Recall that

(H)


(1) ũ has exactly four monotone laps and extrema {ũi}4

i=1

(2) ũ1 and ũ3 are minima and ũ2 and ũ4 are maxima

(3) ũ1 < −1 < ũ3 < 1 < ũ2 = ũ4.

We need to make sure that the unique zero of f in Wxν satisfies the hypotheses of

(H). The following will help simplifying the verification.

Proposition 5.5.1 Suppose that ũν0 is a periodic solution of (97) at the energy level

E = 0 when ν = ν0. Suppose also that ũν0 satisfies (H). If the set {ũν |ν ∈ [ν0, νmax]}
is a continuous branch of periodic solutions of (97) at E = 0, then automatically, ũν

satisfies (H) for all ν ∈ [ν0, νmax].
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Proof. Denote by ũ2(ν) the moving local maximum as we change ν ≥ ν0 and such

that ũ2(ν0) = ũ2. Then ũ2(ν) does not cross the line u = 1, since otherwise we

would get the existence of ν ∈ [ν0, νmax] such that ũ′2(ν) = ũ′′2(ν) = 0 (since E = 0)

and ũ′′′2 (ν) = 0 (otherwise it is no longer the maximum) which would lead to a

contradiction since uniqueness of the initial value problem for the ODE then says

that u(y) = 1 for all y (which it isn’t). Similarly the minima ũ1(ν) and ũ3(ν) cannot

cross u = −1 or u = 1, since then u′ = 0, u′′ = 0 (since E = 0), and u′′′ = 0 (by

symmetry) and the contradiction follows again. At these extrema, we have that u′ = 0

and hence, the energy is E(u, ν) = −1
2
(u′′)2 + 1

4
(u2 − 1)2 = 0. Since ũi 6= ±1, then

ũ′′i 6= 0 and by the implicit function theorem, we get that extrema vary continuously

as we move ν ∈ [ν0, νmax] and, as already said, they cannot cross ±1.

We now prove that there can’t be any other extrema popping up at some ν ∈
[ν0, νmax]. We argue by contradiction. Suppose for some ν there is an additional

extremum. Then there is a smallest ν∗ > ν0 for which there is an additional extremum.

In particular, there are no additional extrema for ν < ν∗.

For ν = ν∗, there is a point y∗ ∈ (0, π/L) with u′ν∗(y∗) = 0, and not one of the

usual extrema (u1, u2, u3). If u′′(y∗) 6= 0 then by the implicit function theorem this

extremum persists for ν < ν∗, a contradiction. Hence it must be that u′′(y∗) = 0, and

thus u(y∗) = ±1 since E = 0. Finally, u′′′(y∗) 6= 0 for the same reason as before. Let

us consider the case u(y∗) = 1 and u′′′(y∗) > 0, All other (three) cases are analogous.

We thus have

uν∗(y∗) = 1, u′ν∗(y∗) = 0, u′′ν∗(y∗) = 0, u′′′ν∗(y∗) > 0. (119)

Clearly u′ν∗(y) > 0 for y sufficiently close to y∗. Let νn = ν∗ − 1/n be a sequence

approaching ν∗ from below. Then by the implicit function theorem, for large enough

n, there exists points yn such that limn→∞ yn = y and u′′νn(yn) = 0, and u′νn(yn) 6= 0 by

the assumption that ν∗ is the smallest value for which there is an additional extremum;

in fact, for the same reason it follows that u′νn(yn) > 0.
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We conclude from E = 0 and u′′νn(yn) = 0 that[
u′′′νn(yn) +

νn
2
u′νn(yn)

]
u′νn(yn) = −1

4
(uνn(yn)2 − 1)2.

Since u′νn(yn) > 0, this means that

u′′′νn(yn) +
νn
2
u′νn(yn) ≤ 0.

Finally, take the limit n→∞ in the above inequality to obtain

u′′′ν∗(y∗) +
ν∗
2
u′ν∗(y∗) ≤ 0,

which contradicts (119). Hence, for all ν ∈ [ν0, νmax], we have that (H) is always

satisfied.

Hence, we only need to show that (H) is satisfied at ν = ν0. Consider x̄ and

denote by x̃ = (L̃, ã0, ã1, · · · ) the unique element of Wx̄ such that f(x̃, ν0) = 0. The

corresponding periodic function ũ is defined by

ũ(y) = ã0 + 2
∞∑
k=1

ãk cos(kL̃y).

Also, we have that

ũ′(y) = −2L̃
∞∑
k=1

kãk sin(kL̃y)

ũ′′(y) = −2L̃2

∞∑
k=1

k2ãk cos(kL̃y).

Note that L̃ ∈ L̃ := [L̄− r, L̄+ r] and

ãk ∈


ã0 := [ā0 − r, ā0 + r] , k = 0

ãk :=
[
āk − r

ks
, āk + r

ks

]
, k = 1, . . . ,m− 1

ãk :=
[− r

ks
, r
ks

]
, k ≥ m.

Consider y ∈ y := [y−, y+] ⊂
[
0, 2π

L̄−r

]
. Let 1 = [−1, 1]. Then using interval arith-

metic, we can compute rigorous interval enclosures of ũ(y), ũ′(y) and ũ′′(y):

ũ(y) ∈ ũ[y] := ã0 + 2
m−1∑
k=1

ãk cos(kL̃y) +
2r

(m− 1)s−1(s− 1)
1,
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ũ′(y) ∈ ũ′[y] := −2L̃
m−1∑
k=1

kãk sin(kL̃y) +
2r

(m− 1)s−2(s− 2)
L̃,

ũ′(y) ∈ ũ′′[y] := 2L̃2

m−1∑
k=1

k2ãk cos(kL̃y) +
2r

(m− 1)s−3(s− 3)
L̃2.

Note that we a priori know that ũ is symmetric in the lines y = 0 and y = π
L̃

. That

will be useful in the following procedure:

Procedure 5.5.2 To check that (H) is verified at ν0, we proceed as follows.

1. Verify that ũ[0] ⊂ (−∞,−1). That implies that ũ1 < −1.

2. Find the largest y0 > 0 such that ũ′′[0, y0] ⊂ (0,∞). Hence, there is a unique

extremum in [0, y0] namely the minimum ũ1 = 0.

3. Find the largest y1 > y0 such that ũ′[y0, y1] ⊂ (0,∞). Hence, the interval [y0, y1]

does not contain any extremum.

4. Verify that ũ[y1] ⊂ (1,∞).

5. Find the largest y2 > y1 such that ũ[y1, y2] ⊂ (1,∞) and ũ′′[y1, y2] ⊂ (−∞, 0).

6. Verify that ũ′[y2] ⊂ (−∞, 0). That implies that there is a unique extremum in

[y1, y2] namely the maximum ũ2 > 1.

7. Find the largest y3 > y2 such that ũ′[y2, y3] ⊂ (−∞, 0). Hence, the interval

[y2, y3] does not contain any extremum.

8. Verify that ũ[y3] ⊂ (−1, 1).

9. Find the largest y4 > y3 such that ũ[y3, y4] ⊂ (−1, 1) and ũ′′[y3, y4] ⊂ (0,∞).

10. Verify that y4 >
π

L̄−r . That implies that there is a unique extremum in [y3, y4]

namely the minimum −1 < ũ3 < 1.
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Figure 37: Procedure to make sure that the periodic solution ũ satisfies (H).

By symmetry of the periodic solution with respect to the line y = π
L̃

, we can stop the

procedure. Hence, if all steps of Procedure 5.5.2, then ũ satisfies the hypotheses (H).

Therefore, if Procedure 5.5.2 succeed at ν0, then combining Proposition 5.5.1 with

Corollary 5.1.4, we get that for all ν ∈ [ν0, νmax], the Swift-Hohenberg equation (97)

is chaotic at the energy level E = 0.
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CHAPTER VI

PERIODIC SOLUTIONS OF DELAY EQUATIONS

The work presented in this chapter was strongly motivated by helpful discussions

with John-Mallet Paret and Roger Nussbaum.

6.1 Background

Consider the Wright’s equation

ẏ(t) = −αy(t− 1)[1 + y(t)]. (120)

The goal of this section is to transform the study of periodic solutions of (120) into

the study of the zeros of a parameter dependent infinite dimensional problem. Since

we look for periodic solutions of (120) on an a priori unknown time interval
[
0, 2π

L

]
,

we consider the expansion of the periodic solution y in Fourier series

y(t) =
∞∑

k=−∞

cke
ikLt, (121)

where the ck are complex numbers satisfying c−k = ck, since y(·) ∈ R. Let c = {ck}k∈Z.

Substituting

y(t− 1) =
∞∑

k=−∞

cke
−ikLeikLt and ẏ(t) =

∞∑
k=−∞

ckikLe
ikLt

in (120), we get that

∞∑
k1=−∞

[
ik1L+ αe−ik1L

]
ck1e

ik1Lt + α

[
∞∑

k2=−∞

ck2e
−ik2Leik2Lt

][
∞∑

k3=−∞

ck3e
ik3Lt

]
= 0.

Taking the inner product with each eikLt, we get the following countable system of

equations to be satisfied

gk(L, c, α) :=
[
ikL+ αe−ikL

]
ck + α

∑
k1+k2=k

e−ik1Lck1ck2 = 0, k ∈ Z. (122)
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Since g−k = gk and c−k = ck, we only need to consider the cases k ∈ N when solving

for (122). Since we will not a priori know the period L of (120), we leave L as a

variable. Denoting the real part and the imaginary part of ck respectively by ak and

bk, we get that an equivalent expansion for (121) is given by

y(t) = a0 + 2
∞∑
k=1

[ak cos kLt− bk sin kLt] . (123)

Note that ak = a−k and bk = −b−k. Hence, we get that b0 = 0. Given k ∈ N, the real

and the imaginary parts of (122) are respectively given by

(κkak + βkbk) + α
∑

k1+k2=k

(cos k1L)(ak1ak2 − bk1bk2) + (sin k1L)(ak1bk2 + bk1ak2) = 0,

(−βkak + κkbk) + α
∑

k1+k2=k

−(sin k1L)(ak1ak2 − bk1bk2) + (cos k1L)(ak1bk2 + bk1ak2) = 0,

where κk := α cos kL and βk := −kL+ α sin kL. Define

xk =

 [L, a0] , k = 0

[ak, bk] , k > 0

and let x = (x0, x1, · · · , xk, · · · )T . We impose scaling condition y(0) = 0. Hence,

define

f0,1(x) = y(0) = a0 + 2
∞∑
k=1

ak.

Define f0,2(x, α) to be the real part of g0(x, α)

f0,2(x, α) = α

[
a0 + a2

0 + 2
∞∑
k1=1

(cos k1L)
(
a2
k1

+ b2
k1

)]
.

Define

f0(x, α) =

 f0,1(x)

f0,2(x, α)

 (124)

For k ∈ N strictly positive, let

Rk(L, α) =

 κk βk

−βk κk

 =

 α cos kL −kL+ α sin kL

kL− α sin kL α cos kL


111



and for k1 ∈ Z, let

Θk1(L) =

 cos k1L sin k1L

− sin k1L cos k1L

 .

For k ≥ 1, define

fk(x, α) =

 fk,1(x, α)

fk,2(x, α)

 (125)

= Rk(L, α)

 ak

bk

+ α
∑

k1+k2=k

ki∈Z

Θk1(L)

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 .

Finally, define the function f : `2 × [π
2
,∞) → Im(f) : (x, α) 7→ f(x, α) component-

wise by

fk(x, α) =



 a0 + 2
∑∞

k=1 ak

α
[
a0 + a2

0 + 2
∑∞

k1=1(cos k1L)
(
a2
k1

+ b2
k1

)]
 , k = 0

Rk(L, α)

 ak

bk

+ α
∑

k1+k2=k

ki∈Z
Θk1(L)

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 , k ≥ 1

,

(126)

Hence, the problem of finding periodic solutions of (120) is equivalent to finding zeros

of (126). Since the periodic solutions of (120) are analytic (see [27]), it means that

the Fourier coefficients ak and bk have a very fast decay. We are ready to do validated

continuation on the infinite dimensional problem

f(x, α) = 0. (127)

We now have to construct the radii polynomials.

6.2 Construction of the Radii Polynomials

Since we want to do numerics on (127), we first consider a finite dimensional approx-

imation on which we compute. Throughout this section, we use the subscript (·)F to

112



denote the 2m entries corresponding to k = 0, · · · ,m− 1. Let xF = (x0, · · · , xm−1)T

and fF = (f0, · · · , fm−1)T so that we can define the Galerkin projection of f by

f (m) : R2m × R→ R2m : (xF , α) 7→ f (m)(xF , α) := fF ([xF , 0], α) . (128)

To be more explicit, we get that

f
(m)
k (xF , α) =



 a0 + 2
∑m−1

k=1 ak

α
[
a0 + a2

0 + 2
∑m−1

k1=1(cos k1L)
(
a2
k1

+ b2
k1

)]
 , k = 0

Rk(L, α)

 ak

bk

+ α
∑

k1+k2=k

|k1|,|k2|<m
Θk1(L)

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 , k = 1, · · · ,m− 1.

Suppose that at the parameter value α0, we computed using the classical contin-

uation method introduced in Section 1.1, a hyperbolic zero x̄F ∈ R2m of f (m) i.e. a

point such that

f (m)(x̄F , α0) ≈ 0 and Df (m)(x̄F , α0) is invertible.

We then define the tangent x̂F ∈ R2m by

Df (m)(x̄F , α0) · x̂F = −∂f
∂α

(m)

(x̄F , α0)

Let

x̄ =

 x̄F

0∞

 and x̂ =

 x̂F

0∞

 ∈ `2.

For k ≥ m, define Λk = Λk(x̄, α0) by

Λk =
∂fk
∂xk

(x̄, α0)

= Rk(L̄, α0) + α

[Θk(L̄) + Θ0]

 ā0 0

0 ā0

+ [Θ−k(L̄) + Θ2k(L̄)]

 ā2k b̄2k

b̄2k −ā2k




= Rk(L̄, α0) + α0ā0[Θk(L̄) + Θ0],
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since for k ≥ m, ā2k = b̄2k = 0. Let JF×F the computed numerical inverse of

Df (m)(x̄F , α0) and

J :=



JF×F 0

0

Λ−1
m

Λ−1
m+1

. . .


(129)

For every parameter value α ≥ α0, we define the operator Tα by

Tα(x) = x− J · f(x, α) (130)

and the predictor xα by

xα = x̄+ α̂x̂, (131)

where

α̂ := α− α0 ≥ 0.

Fixing s ≥ 2, we define the following set centered at xα

Wxα(r) = xα +W (r)

= xα +

{
[−r, r]2 ×

∞∏
k=1

[
− r

ks
,
r

ks

]2
}

(132)

so that a point w ∈ W (r) can be expressed component-wise like

w =
(
[wL0 , w

a
0 ], [wa1 , w

b
1], · · · , [wak, wbk], · · ·

)T
. (133)

6.2.1 Computation of the Yk(α)

Recalling the definition of Yk in (14) and equations (129) and (130), we get that

Yk(α) ≥ |[Jf(xα, α)]k| ∈ R2.

Definition 6.2.1 Let u, v ∈ Rm. We define the component-wise inequality by ≤cw
and say that u ≤cw v if ui ≤ vi, for all i = 1, · · · ,m.
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For the cases k ∈ {0, · · · ,m− 1},

YF (α) ≥ |JF×F [fF (xα, α)]| ∈ R2m (134)

and for a fixed m ≤ k ≤ 2m− 2,

Yk(α) ≥ ∣∣Λk (x̄, α0)−1 · fk(xα, α)
∣∣ ∈ R2. (135)

Now, remark that since [xα]k = (0, 0)T for k ≥ m then fk(xα, α) = (0, 0)T for k ≥
2m− 1. For k ≥ 2m− 1, we then let Yk(α) = (0, 0)T . In order to construct an upper

bound for Yk, we need to compute fk(xα, α), for k ≥ 0.

Let

r̂0,1 = α̂

[
â0 + 2

m−1∑
k=1

âk

]
,

r̂0,2 = α [ā0 + α̂â0] + α [ā0 + α̂â0]2

+2α
m−1∑
k1=1

cos
(
k1[L̄+ α̂L̂]

)(
[āk1 + α̂âk1 ]2 +

[
b̄k1 + α̂b̂k1

]2
)

−α0

[
ā0 + ā2

0 + 2
m−1∑
k1=1

cos
(
k1L̄
) (
ā2
k1

+ b̄2
k1

)]
.

Then, we get that

f0,1(xα) = [ā0 + α̂â0] + 2
m−1∑
k=1

[āk + α̂âk]

= f0,1(x̄F ) + α̂

[
â0 + 2

m−1∑
k=1

âk

]
and

f0,2(xα, α) = f0,2(x̄F , α0) + r̂0,2.

Let

σ1 =
m−1∑
k1=1

∣∣∣āk1 âk1 + b̄k1 b̂k1

∣∣∣+
m−1∑
k1=1

(k1α0|L̂|+ 1)
(
ā2
k1

+ b̄2
k1

)
,

σ2 =
m−1∑
k1=1

(
â2
k1

+ b̂2
k1

)
, σ3 =

∣∣∣∣∣â0 + 2
m−1∑
k=1

âk

∣∣∣∣∣ .
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By the mean value theorem, we get that

|r̂0,2| ≤ α̂3
[
â2

0 + 2σ2

]
+ α̂2

[|â0|+ α0â
2
0 + 2|â0ā0|+ 4σ1 + 2α0σ2

]
+α̂
[|ā0|+ α0|â0|+ ā2

0 + 2α0|â0ā0|+ 4α0σ1

]
.

Define

r̂0 = (r̂0,1, r̂0,2)T ,

r̂
(3)
0 =

(
0, â2

0 + 2σ2

)T
,

r̂
(2)
0 =

(
0, |â0|+ α0â

2
0 + 2|â0ā0|+ 4σ1 + 2α0σ2

)T
,

r̂
(1)
0 =

(
σ3, |ā0|+ α0|â0|+ ā2

0 + 2α0|â0ā0|+ 4α0σ1

)T
.

Hence, we get that

f0(xα, α) = f
(m)
0 (x̄F , α0) + r̂0 and |r̂0| ≤cw α̂3r̂

(3)
0 + α̂2r̂

(2)
0 + α̂r̂

(1)
0 .

For k ∈ {1, · · · , 2m− 2}, define

r̂k = fk(xα, α)− fk(x̄, α0)

= α̂
∑

k1+k2=k

|k1|,|k2|<m

Θk1(L̄+ α̂L̂)

 āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2



+
[
Rk

(
L̄+ α̂L̂, α

)
−Rk

(
L̄, α0

)] āk

b̄k


+α̂Rk

(
L̄+ α̂L̂, α

) âk

b̂k


+α0

∑
k1+k2=k

|k1|,|k2|<m

[
Θk1(L̄+ α̂L̂)−Θk1(L̄)

] āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2



+α̂α
∑

k1+k2=k

|k1|,|k2|<m

Θk1(L̄+ α̂L̂)

 āk1 âk2 + âk1 āk2 − b̄k1 b̂k2 − b̂k1 b̄k2

āk1 b̂k2 + âk1 b̄k2 + b̄k1 âk2 + b̂k1 āk2
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+α̂2α
∑

k1+k2=k

|k1|,|k2|<m

Θk1(L̄+ α̂L̂)

 âk1 âk2 − b̂k1 b̂k2

âk1 b̂k2 + b̂k1 âk2

 .

For k ∈ {1, · · · , 2m− 2}, let

v̂
(1)
k =

 (
1 + α0k|L̄|

) |āk|+ (1 + (1 + α0)k|L̄|) |b̄k|(
1 + (1 + α0)k|L̄|) |āk|+ (1 + α0k|L̄|

) |b̄k|
 ,

v̂
(2)
k =

 k|L̄b̂k|+ α0

(
|âk|+ |b̂k|

)
k|L̄âk|+ α0

(
|âk|+ |b̂k|

)
 ,

v̂
(3)
k =

 k|L̂b̂k|+ |âk|+ |b̂k|
k|L̂âk|+ |âk|+ |b̂k|

 ,

v̂
(4)
k =

∑
k1+k2=k

|k1|,|k2|<m

[
1 + α0|k1L̂|

] (∣∣āk1 āk2 − b̄k1 b̄k2

∣∣+
∣∣āk1 b̄k2 + b̄k1 āk2

∣∣) I2,

v̂
(5)
k =

∑
k1+k2=k

|k1|,|k2|<m

∣∣∣āk1 âk2 + âk1 āk2 − b̄k1 b̂k2 − b̂k1 b̄k2

∣∣∣ I2

+
∑

k1+k2=k

|k1|,|k2|<m

∣∣∣āk1 b̂k2 + âk1 b̄k2 + b̄k1 âk2 + b̂k1 āk2

∣∣∣ I2,

v̂
(6)
k =

∑
k1+k2=k

|k1|,|k2|<m

(∣∣∣âk1 âk2 − b̂k1 b̂k2

∣∣∣+
∣∣∣âk1 b̂k2 + b̂k1 âk2

∣∣∣) I2.

By the mean value theorem, we get that

|r̂k| ≤cw α̂
(

v̂
(1)
k + v̂

(2)
k + v̂

(4)
k + α0v̂

(5)
k

)
+α̂2

(
v̂

(3)
k + v̂

(5)
k + α0v̂

(6)
k

)
+ α̂3v̂

(6)
k .

Note that for k ∈ {m, · · · , 2m − 2}, we have that v̂
(1)
k = v̂

(2)
k = v̂

(3)
k = (0, 0)T . For

every k ∈ {1, · · · , 2m− 2}, define

r̂
(3)
k = v̂

(6)
k

r̂
(2)
k = v̂

(3)
k + v̂

(5)
k + α0v̂

(6)
k

r̂
(1)
k = v̂

(1)
k + v̂

(2)
k + v̂

(4)
k + α0v̂

(5)
k .
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Recalling (134), we have that

|JF×F [fF (xα, α)]| =
∣∣∣JF×F [f (m)

F (x̄F , α0) + r̂F

]∣∣∣
≤cw

∣∣∣JF×F · f (m)
F (x̄, α0)

∣∣∣+ |JF×F · r̂F |

≤cw
∣∣∣JF×F · f (m)

F (x̄, α0)
∣∣∣+ α̂ |JF×F | r̂(1)

F

+α̂2 |JF×F | r̂(2)
F + α̂3 |JF×F | r̂(3)

F .

Hence, we let

YF (α) =
∣∣∣JF×F · f (m)

F (x̄, α0)
∣∣∣+ α̂ |JF×F | r̂(1)

F + α̂2 |JF×F | r̂(2)
F + α̂3 |JF×F | r̂(3)

F . (136)

For a fixed m ≤ k ≤ 2m− 2,

∣∣Λk (x̄, α0)−1 · fk(xα, α)
∣∣ ≤cw ∣∣Λk (x̄, α0)−1fk(x̄, α0)

∣∣+ α̂
∣∣∣Λk (x̄, α0)−1r̂

(1)
k

∣∣∣
+α̂2

∣∣∣Λk (x̄, α0)−1r̂
(2)
k

∣∣∣+ α̂3
∣∣∣Λk (x̄, α0)−1r̂

(3)
k

∣∣∣ .
Hence, for k ∈ {m, · · · , 2m− 2}, we let

Yk(α) =
∣∣Λk (x̄, α0)−1fk(x̄, α0)

∣∣+ α̂
∣∣∣Λk (x̄, α0)−1r̂

(1)
k

∣∣∣ (137)

+α̂2
∣∣∣Λk (x̄, α0)−1r̂

(2)
k

∣∣∣+ α̂3
∣∣∣Λk (x̄, α0)−1r̂

(3)
k

∣∣∣ .
Remark 6.2.2 Notice that we built the r̂k component-wise monotone increasing in α

which then imply that all the Yk defined in (136) and (137) are also component-wise

monotone increasing in α.

6.2.2 Computation of the Zk(r, α)

Recall that for s ≥ 2 fixed, we defined

Wxα(r) = xα +W (r)

= xα +

{
[−r, r]2 ×

∞∏
k=1

[
− r

ks
,
r

ks

]2
}
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Let w,w′ ∈ W (r). Recall that in order to compute an upper bound on Zk(r, α), we

need to compute [DTα(xα+w)w′]k and recall that the subscript F denotes the entries

k ∈ {0, · · · ,m− 1}. We then have from (129) and (130) that

[DTα(xα + w)w′]F = [{I − J ·Df(xα + w, α)}w′]F
= w′F − JF×F · [Df(xα + w, α)w′]F

= w′F − JF×F ·DfF (xα + w, α)w′ (138)

= w′F − JF×F · [Df (m)(x̄F , α0)w′F + rF ]

= [IF − JF×FDf (m)(x̄F , α0)]wF − JF×F · rF ,

where rF will be computed later. It’s important to note that since JF×F is the nu-

merical inverse of Df (m)(x̄F , α0), the matrix IF −JF×FDf (m)(x̄F , α0) should basically

be 0. For k ≥ m, we have that

[DTα(xα + w)w′]k = [{I − J ·Df(xα + w, α)}w′]k
= w′k − Λ−1

k · [Df(xα + w, α)w′]k

= w′k − Λ−1
k ·Dfk(xα + w, α)w′ (139)

= w′k − Λ−1
k ·

[
∂fk
∂xk

(x̄, α0)w′k + rk

]
= −Λ−1

k rk,

where the rk will be computed later. In order to compute the Zk, we first need to

compute Dfk(xα + w, α)w′. Recalling (132) and (133), we get that for w ∈ W (r),

w0 ∈ [−r, r]2 and wk ∈
[− r

ks
, r
ks

]
, when k ≥ 1. Define ξ := α̂x̂+ w so that xα + w =

x̄+ ξ. Denote

x̄ =
(
[L̄, ā0], [ā1, b̄1], · · · , [ām−1, b̄m−1], [0, 0], [0, 0], · · · )T

x̂ =
(

[L̂, â0], [â1, b̂1], · · · , [âm−1, b̂m−1], [0, 0], [0, 0], · · ·
)T

w′ =
(

[w′0
L
, w′0

a
], [w′1

a
, w′1

b
], · · · , [w′ka, w′kb], · · ·

)T
ξ =

(
[ξL0 , ξ

a
0 ], [ξa1 , ξ

b
1], · · · , [ξak , ξbk], · · ·

)T
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Throughout the rest of the section, we will use the notation 1 = [−1, 1] and rj =

[−rj, rj].
Recalling that f0,1(x) = a0 + 2

∑∞
k=1 ak, we get that

Df0,1(x̄+ ξ)w′ =
∞∑
i=0

∂f0,1

∂xi
(x̄+ ξ)w′i = w′0

a
+ 2

m−1∑
k=1

w′k
a

+ 2
∞∑
k=m

w′k
a

= Df
(m)
0,1 (x̄F )w′F + r0,1. (140)

where r0,1 := 2
∑∞

k=mw
′
k
a. Define

fs1 =
M−1∑
k=m

1

ks
, is1 =

1

(M − 1)s−1(s− 1)
, r

(1)
0,1 = 2(fs1 + is1). (141)

Then we get that

r0,1 ∈ r(1)
0,1r. (142)

Recalling that f0,2(x, α) = α
[
a0 + a2

0 + 2
∑∞

k1=1 cos(k1L)
(
a2
k1

+ b2
k1

)]
, we get

∂f0,2

∂L
(x, α) = −2α

∞∑
k1=1

k1 sin(k1L)
(
a2
k1

+ b2
k1

)
.

Define

s
(1)
0,2,L = −2

m−1∑
k1=1

k1 sin(k1L̄)
(
ā2
k1

+ b̄2
k1

)
w′0

L
,

s
(2)
0,2,L = −2

m−1∑
k1=1

k2
1 cos(sk1)

(
ā2
k1

+ b̄2
k1

)
w′0

L
,

s
(3)
0,2,L = −2

m−1∑
k1=1

k1 sin(tk1)
(
â2
k1

+ b̂2
k1

)
w′0

L
,

s
(4)
0,2,L = −2

m−1∑
k1=1

k1 sin(tk1)
(

2āk1 âk1 + 2b̄k1 b̂k1 + 2âk1w
a
k1

+ 2b̂k1w
b
k1

)
w′0

L
,

s
(5)
0,2,L = −2

∞∑
k1=1

k1 sin(tk1)
(
2āk1w

a
k1

+ 2b̄k1w
b
k1

+ (wak1
)2 + (wbk1

)2
)
w′0

L
,

r0,2,L = α̂s
(1)
0,2,L + α(α̂L̂+ wL0 )s

(2)
0,2,L + α̂2αs

(3)
0,2,L + α̂αs

(4)
0,2,L + αs

(5)
0,2,L.

Hence,

∂f0,2

∂L
(x̄+ ξ, α)w′0

L
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= −2(α0 + α̂)
m−1∑
k1=1

k1 sin(k1L̄)
(
ā2
k1

+ b̄2
k1

)
w′0

L

−2α
m−1∑
k1=1

k1

[
sin(k1L̄+ k1ξ

L
0 )− sin(k1L̄)

] (
ā2
k1

+ b̄2
k1

)
w′0

L

−2α
∞∑
k1=1

k1 sin(k1L̄+ k1ξ
L
0 )
[
2āk1ξ

a
k1

+ 2b̄k1ξ
b
k1

+ (ξak1
)2 + (ξbk1

)2
]
w′0

L

=
∂f

(m)
0,2

∂L
(x̄F , α0)w′0

L − 2α̂
m−1∑
k1=1

k1 sin(k1L̄)
(
ā2
k1

+ b̄2
k1

)
w′0

L

−2α
m−1∑
k1=1

k2
1ξ
L
0 cos(sk1)

(
ā2
k1

+ b̄2
k1

)
w′0

L

−2α
∞∑
k1=1

k1 sin(tk1)
[
2āk1ξ

a
k1

+ 2b̄k1ξ
b
k1

+ (ξak1
)2 + (ξbk1

)2
]
w′0

L

=
∂f

(m)
0,2

∂L
(x̄F , α0)w′0

L
+ r0,2,L.

Let

Σ
(1)
0,2,L = 2

m−1∑
k1=1

k1

(
ā2
k1

+ b̄2
k1

)
, Σ

(2)
0,2,L = 2

m−1∑
k1=1

k2
1

(
ā2
k1

+ b̄2
k1

)
Σ

(3)
0,2,L = 2

m−1∑
k1=1

k1

(
â2
k1

+ b̂2
k1

)
, Σ

(4)
0,2,L = 4

m−1∑
k1=1

k1

∣∣∣āk1 âk1 + b̄k1 b̂k1

∣∣∣ ,
Σ

(5)
0,2,L = 4

m−1∑
k1=1

|âk1|+ |b̂k1|
ks−1

1

, Σ
(6)
0,2,L = 4

m−1∑
k1=1

|āk1|+ |b̄k1|
ks−1

1

,

fs2 =
M−1∑
k1=1

1

ks−1
1

, is2 =
1

(M − 1)s−2(s− 2)
(143)

and define

r
(3)
0,2,L = 4α(fs2 + is2) (144)

r
(2)
0,2,L = αΣ

(2)
0,2,L + α̂αΣ

(5)
0,2,L + αΣ

(6)
0,2,L

r
(1)
0,2,L = α̂Σ

(1)
0,2,L + αα̂|L̂|Σ(2)

0,2,L + α̂2αΣ
(3)
0,2,L + α̂αΣ

(4)
0,2,L.

Then

r0,2,L ∈ r(3)
0,2,Lr3 + r

(2)
0,2,Lr2 + r

(1)
0,2,Lr. (145)
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Now ∂f0,2

∂a0
(x, α) = α(1 + 2a0). Define

r0,2,a0 =
[
2α0w

a
0 + α̂ (2α0â0 + 1 + 2ā0 + 2wa0) + α̂2 (2â0)

]
w′0

a

r
(2)
0,2,a0

= 2α , r
(1)
0,2,a0

= α̂(1 + 2|ā0|) + 2αα̂|â0|. (146)

Hence

∂f0,2

∂a0

(x̄+ ξ, α)w′0
a

= (α0 + α̂)(1 + 2ā0 + 2ξa0)w′0
a

=
∂f

(m)
0,2

∂a0

(x̄F , α0)w′0
a

+ r0,2,a0

and

r0,2,a0 ∈ r(2)
0,2,a0

r2 + r
(1)
0,2,a0

r. (147)

For i ≥ 1, we have that ∂f0,2

∂xi
(x, α) = 4α cos(iL)[ai, bi]. By the mean value theorem,

there exist si, ti ∈ [0, 1] such that

∞∑
i=1

∂f0,2

∂xi
(x̄+ ξ, α)w′i = 4α

∞∑
i=1

cos(iL̄+ iξL0 )
[
āi + ξai , b̄i + ξbi

] w′i
a

w′i
b


= 4(α0 + α̂)

m−1∑
i=1

cos(iL̄+ iξL0 )
[
āi , b̄i

] w′i
a

w′i
b


+4α

∞∑
i=1

cos(iL̄+ iξL0 )
[
ξai , ξ

b
i

] w′i
a

w′i
b


= 4(α0 + α̂)

m−1∑
i=1

cos(iL̄)
[
āiw

′
i
a

+ b̄iw
′
i
b
]

+4α
m−1∑
i=1

[
cos(iL̄+ iξL0 )− cos(iL̄)

] [
āiw

′
i
a

+ b̄iw
′
i
b
]

+4α
∞∑
i=1

cos(iL̄+ iξL0 )
[
ξai w

′
i
a

+ ξbiw
′
i
b
]

=
m−1∑
i=1

∂f
(m)
0,2

∂xi
(x̄F , α0)w′i + r0,2,∞.

where r0,2,∞ is defined by the following

s
(1)
0,2 =

m−1∑
i=1

cos(iL̄)
[
āiw

′
i
a

+ b̄iw
′
i
b
]
, s

(2)
0,2 =

m−1∑
i=1

−i sin(si)
[
āiw

′
i
a

+ b̄iw
′
i
b
]
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s
(3)
0,2 =

m−1∑
i=1

cos(ti)
[
âiw

′
i
a

+ b̂iw
′
i
b
]
, s

(4)
0,2 =

∞∑
i=1

cos(ti)
[
waiw

′
i
a

+ wbiw
′
i
b
]
,

r0,2,∞ = 4α̂s
(1)
0,2 + 4α(α̂L̂+ wL0 )s

(2)
0,2 + 4αα̂s

(3)
0,2 + 4αs

(4)
0,2.

Let

Σ
(1)
0,2 =

m−1∑
i=1

|āi|+ |b̄i|
is

, Σ
(2)
0,2 =

m−1∑
i=1

|āi|+ |b̄i|
is−1

, Σ
(3)
0,2 =

m−1∑
i=1

|âi|+ |b̂i|
is

fs3 =
M−1∑
i=1

1

i2s
, is3 =

1

(M − 1)2s−1(2s− 1)
(148)

and define

r
(2)
0,2,∞ = 8α(fs3 + is3) + 4αΣ

(2)
0,2 (149)

r
(1)
0,2,∞ = 4α̂Σ

(1)
0,2 + 4αα̂|L̂|Σ(2)

0,2 + 4αα̂Σ
(3)
0,2.

Then

r0,2,∞ ∈ r(2)
0,2,∞r2 + r

(1)
0,2,∞r. (150)

Defining

r0,2 = r0,2,L + r0,2,a0 + r0,2,∞

and combining (145), (147) and (150), we get that

Df0,2(xα + w, α)w′

=
∂f0,2

∂L
(x̄+ ξ, α)w′0

L
+
∂f0,2

∂a0

(x̄+ ξ, α)w′0
a

+
∞∑
i=1

∂f0,2

∂xi
(x̄+ ξ, α)w′i

=
∂f

(m)
0,2

∂L
(x̄F , α0)w′0

L
+ r0,2,L +

∂f
(m)
0,2

∂a0

(x̄F , α0)w′0
a

+ r0,2,a0

+
m−1∑
i=1

∂f
(m)
0,2

∂xi
(x̄F , α0)w′i + r0,2,∞

= Df0,2(x̄F , α0)w′F + r0,2.

Recalling (141), (144), (146) and (149), we let

r0 = (r0,1, r0,2)T , r
(1)
0 =

(
r

(1)
0,1, r

(1)
0,2,L + r

(1)
0,2,a0

+ r
(1)
0,2,∞

)T
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r
(2)
0 =

(
0, r

(2)
0,2,L + r

(2)
0,2,a0

+ r
(2)
0,2,∞

)T
, r

(3)
0 =

(
0, r

(3)
0,2,L

)T
, (151)

we get that

Df0(xα + w, α)w′ = Df
(m)
0 (x̄F , α0)w′F + r0. (152)

and

r0 ∈ r(3)
0 r3 + r

(2)
0 r2 + r

(1)
0 r. (153)

In what follows, we will need the following.

Lemma 6.2.3 Suppose that k ≥M ≥ 5 and let s ≥ 2. Then

k−1∑
k1=1

1

ks−1
1 (k − k1)s

≤ 2

ks−1

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2

. (154)

Proof. See the proof Lemma 3.1.2.

Consider now k ≥ 1 and recall that in this case

fk(x, α) = Rk

 ak

bk

+ α
∑

k1+k2=k

Θk1

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 ∈ R2

where

Rk(L, α) =

 α cos kL −kL+ α sin kL

kL− α sin kL α cos kL

 , Θk1(L) =

 cos k1L sin k1L

− sin k1L cos k1L

 .

For k ≥ 1, denote

R′k(L, α) =

 −αk sin kL −k + αk cos kL

k − αk cos kL −αk sin kL

 , (155)

and for k1 ∈ Z, denote

Θ′k1
(L) =

 −k1 sin k1L k1 cos k1L

−k1 cos k1L −k1 sin k1L

 . (156)
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Lemma 6.2.4 Let I2 = (1, 1)T , k1 ∈ Z, a, b, L̂ ∈ R, α̂, L̄ ≥ 0, α0 ≥ π/2, α = α0 + α̂,

w′k ∈ r
ks

I2, ξ = α̂L̂ + wL0 with wL0 ∈ r = [−r, r]. Let M ≥ 2m − 1 and recall that

1 = [−1, 1]. For k ∈ {1, . . . ,M − 1}, define

Σ
(1)
k,L =

∑
k1+k2=k

|k1|
(|āk1 āk2 − b̄k1 b̄k2|+ |āk1 b̄k2 + b̄k1 āk2|

)
I2

Σ
(2)
k,L =

∑
k1+k2=k

k2
1

(|āk1 āk2 − b̄k1 b̄k2 |+ |āk1 b̄k2 + b̄k1 āk2|
)

I2

Σ
(3)
k,L =

∑
k1+k2=k

|k1|
(
|âk1 b̂k2 − b̂k1 b̂k2|+ |âk1 b̂k2 + b̂k1 âk2|

)
I2

Σ
(4)
k,L =

∑
k1+k2=k

|k1|
(
|āk1 âk2 + âk1 āk2 − b̄k1 b̂k2 − b̂k1 b̄k2|

)
I2

+
∑

k1+k2=k

|k1|
(
|āk1 b̂k2 + âk1 b̄k2 + b̄k1 âk2 + b̂k1 āk2 |

)
I2

Σ
(5)
k,L =

m−1∑
k1=−m+1

|k1|+ |k − k1|
|k̂ − k1|s

(
|âk1|+ |b̂k1|

)
I2

Σ
(6)
k,L =

m−1∑
k1=−m+1

|k1|+ |k − k1|
|k̂ − k1|s

(|āk1|+ |b̄k1|
)

I2

Σ
(7)
k,L =

[
M−1∑
k1=1

k + 2k1

ks1(k + k1)s
+

1

[k(M − 1) + (M − 1)2]s−1 (s− 1)
+

k∑
k1=1

1

ks−1
1 (k̂ − k1)s

]
I2.

For k ∈ {1, . . . ,m− 1}, define

rk,L =
[
R′k(L̄+ ξL0 , α)−R′k(L̄, α0)

] āk

b̄k

w′0
L

+R′k(L̄+ ξL0 , α)

 ξak

ξbk

w′0
L

+
∑

k1+k2=k

[
αΘ′k1

(L̄+ ξL0 )− α0Θ′k1
(L̄)
] āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2

w′0
L

(157)

+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1ξ
a
k2

+ ξak1
āk2 + ξak1

ξak2
− b̄k1ξ

b
k2
− ξbk1

b̄k2 − ξbk1
ξbk2

āk1ξ
b
k2

+ ξak1
b̄k2 + ξak1

ξbk2
+ b̄k1ξ

a
k2

+ ξbk1
āk2 + ξbk1

ξak2

w′0
L

and

r
(3)
k,L = 4αΣ

(7)
k,L (158)

r
(2)
k,L = 2α̂αΣ

(5)
k,L +

2α + 1

ks−1
I2 + 2αΣ

(6)
k,L + α0

[
(|āk|+ |b̄k|)k2I2 + Σ

(2)
k,L

]
(159)
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r
(1)
k,L = α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L + α̂2k

(
|âk|+ |b̂k|

)
I2 + α̂Σ

(1)
k,L + α̂α0|L̂|Σ(2)

k,L

+α̂(|āk|+ |b̄k|)(α0k
2|L̂|+ k)I2 + α̂k

 α0|âk|+ (1 + α0)|b̂k|
(1 + α0)|âk|+ α0|b̂k|

 (160)

Then, for k ∈ {1, . . . ,m− 1}, we have that

∂fk
∂L

(x̄+ ξ, α)w′0
L

=
∂fk
∂L

(x̄F , α0)w′0
L

+ rk,L (161)

and

rk,L ∈ r(3)
k,Lr3 + r

(2)
k,Lr2 + r

(1)
k,Lr. (162)

For k ∈ {m, . . . ,M − 1}, we have that

∂fk
∂L

(x̄+ ξ, α)w′0
L ∈

[
αΣ

(1)
k,L + α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L

]
r (163)

+

[
2α̂αΣ

(5)
k,L + 2αΣ

(6)
k,L +

2α + 1

ks−1
I2

]
r2 + 4αΣ

(7)
k,Lr3.

For k ≥M , define

Σ
(5)
M,L =

[
1

M

m−1∑
k1=1

k1

(
1 +

1[
1− k1

M

]s
)(
|âk1 |+ |b̂k1|

)
(164)

+ |â0|+ |b̂0|+
m−1∑
k1=1

(
1 +

1[
1− k1

M

]s−1

)(
|âk1 |+ |b̂k1|

)]
I2

Σ
(6)
M,L =

[
1

M

m−1∑
k1=1

k1

(
1 +

1[
1− k1

M

]s
)(|āk1|+ |b̄k1|

)
(165)

+ |ā0|+ |b̄0|+
m−1∑
k1=1

(
1 +

1[
1− k1

M

]s−1

)(|āk1|+ |b̄k1|
)]

I2

Σ
(7)
M,L =

[
2 +

2

M
+

1

s− 1
+ 2

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2
]

I2.(166)

Then for k ≥M , we have that

∂fk
∂L

(x̄+ ξ, α)w′0
L

∈ 1

ks−1

[
4αΣ

(7)
M,Lr3 +

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L

)
r2
]
. (167)
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Proof. Consider any k ≥ 1.

∂fk
∂L

(x, α) = R′k(L, α)

 ak

bk

+ α
∑

k1+k2=k

Θ′k1
(L)

 ak1ak2 − bk1bk2

ak1bk2 + bk1ak2

 .

Hence

∂fk
∂L

(x̄+ ξ, α)w′0
L

= R′k(L̄+ ξL0 , α)

 āk + ξak

b̄k + ξbk

w′0
L

+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 [āk1 + ξak1
][āk2 + ξak2

]− [b̄k1 + ξbk1
][b̄k2 + ξbk2

]

[āk1 + ξak1
][b̄k2 + ξbk2

] + [b̄k1 + ξbk1
][āk2 + ξak2

]

w′0
L

= R′k(L̄+ ξL0 , α)

 āk

b̄k

w′0
L

+R′k(L̄+ ξL0 , α)

 ξak

ξbk

w′0
L

+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2

w′0
L

+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1ξ
a
k2

+ ξak1
āk2 + ξak1

ξak2
− b̄k1ξ

b
k2
− ξbk1

b̄k2 − ξbk1
ξbk2

āk1ξ
b
k2

+ ξak1
b̄k2 + ξak1

ξbk2
+ b̄k1ξ

a
k2

+ ξbk1
āk2 + ξbk1

ξak2

w′0
L
.

Consider the case k ∈ {1, . . . ,m− 1}.

∂fk
∂L

(x̄+ ξ, α)w′0
L

=

R′k(L̄, α0)

 āk

b̄k

+ α0

∑
k1+k2=k

Θ′k1
(L̄)

 āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2


w′0L + rk,L

=
∂fk
∂L

(x̄F , α0)w′0
L

+ rk,L.

In order to compute a set enclosure of rk,L, it is sufficient to observe that

[
R′k(L̄+ ξL0 , α)−R′k(L̄, α0)

] āk

b̄k

w′0
L

∈ α̂
[
(|āk|+ |b̄k|)(α0k

2|L̂|+ k)
]

r + (|āk|+ |b̄k|)α0k
2r2,
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R′k(L̄+ ξL0 , α)

 ξak

ξbk

w′0
L ∈ (2α + 1)

1

ks−1
I2r

2

+

α̂2k
(
|âk|+ |b̂k|

)
I2 + α̂k

 α0|âk|+ (1 + α0)|b̂k|
(1 + α0)|âk|+ α0|b̂k|


 r,

∑
k1+k2=k

[
αΘ′k1

(L̄+ ξL0 )− α0Θ′k1
(L̄)
] āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2

w′0
L

∈
[
α̂Σ

(1)
k,L + α̂α0|L̂|Σ(2)

k,L

]
r + α0Σ

(2)
k,Lr2,

α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1ξ
a
k2

+ ξak1
āk2 + ξak1

ξak2
− b̄k1ξ

b
k2
− ξbk1

b̄k2 − ξbk1
ξbk2

āk1ξ
b
k2

+ ξak1
b̄k2 + ξak1

ξbk2
+ b̄k1ξ

a
k2

+ ξbk1
āk2 + ξbk1

ξak2

w′0
L

∈
[
α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L

]
r +

[
2α̂αΣ

(5)
k,L + 2αΣ

(6)
k,L

]
r2 + 4αΣ

(7)
k,Lr3.

Consider now the case k ∈ {m, . . . ,M − 1}. Then

∂fk
∂L

(x̄+ ξ, α)w′0
L

= R′k(L̄+ ξL0 , α)

 wak

wbk

w′0
L

+ α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1 āk2 − b̄k1 b̄k2

āk1 b̄k2 + b̄k1 āk2

w′0
L

+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1ξ
a
k2

+ ξak1
āk2 + ξak1

ξak2
− b̄k1ξ

b
k2
− ξbk1

b̄k2 − ξbk1
ξbk2

āk1ξ
b
k2

+ ξak1
b̄k2 + ξak1

ξbk2
+ b̄k1ξ

a
k2

+ ξbk1
āk2 + ξbk1

ξak2

w′0
L

∈
[

2α + 1

ks−1
I2

]
r2 + αΣ

(1)
k,Lr

+
[
α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L

]
r +

[
2α̂αΣ

(5)
k,L + 2αΣ

(6)
k,L

]
r2 + 4αΣ

(7)
k,Lr3.

Consider finally the case k ≥M . Then

∂fk
∂L

(x̄+ ξ, α)w′0
L

= R′k(L̄+ ξL0 , α)

 wak

wbk

w′0
L
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+α
∑

k1+k2=k

Θ′k1
(L̄+ ξL0 )

 āk1w
a
k2

+ wak1
āk2 + wak1

wak2
− b̄k1w

b
k2
− wbk1

b̄k2 − wbk1
wbk2

āk1w
b
k2

+ wak1
b̄k2 + wak1

wbk2
+ b̄k1w

a
k2

+ wbk1
āk2 + wbk1

wak2

w′0
L

∈ 2α + 1

ks−1
I2r

2 + 2α
∑

k1+k2=k

|k1|
[(|āk1 |+ |b̄k1|

)
wk2 + wk1

(|āk2 |+ |b̄k2|
)

+ 2wk1wk2

]
I2r

+2αα̂
∑

k1+k2=k

|k1|
[(
|âk1|+ |b̂k1|

)
wk2 + wk1

(
|âk2|+ |b̂k2|

)]
I2r.

Now,

∑
k1+k2=k

|k1|
[(|āk1|+ |b̄k1|

)
wk2 + wk1

(|āk2 |+ |b̄k2|
)]

=
m−1∑

k1=−m+1

|k1|
(|āk1 |+ |b̄k1|

) r

|k̂ − k1|s
+

m−1∑
k2=−m+1

|k − k2| r

|k̂ − k2|s
(|āk2|+ |b̄k2|

)
=

m−1∑
k1=1

k1

(|āk1|+ |b̄k1|
) [ 1

(k + k1)s
+

1

(k − k1)s

]
r +

r

ks−1

(|ā0|+ |b̄0|
)

+
m−1∑
k1=1

(|āk1|+ |b̄k1|
) [ 1

(k + k1)s−1
+

1

(k − k1)s−1

]
r

⊆ 1

ks−1

[
1

M

m−1∑
k1=1

k1

(
1 +

1[
1− k1

M

]s
)(|āk1|+ |b̄k1|

)
+ |ā0|+ |b̄0|+

m−1∑
k1=1

(
1 +

1[
1− k1

M

]s−1

)(|āk1|+ |b̄k1|
)]

r.

Using in part Lemma 6.2.3, we get that

∑
k1+k2=k

|k1|wk1wk2 =
∞∑
k1=1

(2k1 + k)wk1wk+k1 +
k∑

k1=1

k1wk1wk−k1

=

[
∞∑
k1=1

2k1 + k

ks1(k + k1)s
+

1

ks−1
+

k−1∑
k1=1

1

ks−1
1 (k − k1)s

]
r2

⊆ 1

ks−1

[
2 +

2

M
+

1

s− 1
+ 2

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2
]

r2.

Hence, we finally get that

∂fk
∂L

(x̄+ ξ, α)w′0
L ∈ 1

ks−1

[
4αΣ

(7)
M,Lr3 +

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L

)
r2
]
.
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Lemma 6.2.5 For k ∈ {1, · · · ,m− 1}, define

rk,a0 =
(
α̂Θ0 + αΘk(L̄+ ξL0 )− α0Θk(L̄)

) āk

b̄k

w′0
a

(168)

+α
[
Θ0 + Θk(L̄+ ξL0 )

] α̂âk + wak

α̂b̂k + wbk

w′0
a

and let

r
(2)
k,a0

=
3α

ks
I2 + α0k(|āk|+ |b̄k|)I2 (169)

r
(1)
k,a0

= α̂α

 2|âk|+ |b̂k|
|âk|+ 2|b̂k|


+α̂


 |āk|
|b̄k|

+ (1 + α0k|L̂|)(|āk|+ |b̄k|)I2

 (170)

Then,

∂fk
∂a0

(x̄+ ξ, α)w′0
a

=
∂fk
∂a0

(x̄F , α0)w′0
a

+ rk,a0 (171)

and

rk,a0 ∈ r(2)
k,a0

r2 + r
(1)
k,a0

r. (172)

For k ≥ m, define

r
(2)
k,a0

= α
3

ks
I2.

We get that

∂fk
∂a0

(x̄+ ξ, α)w′0
a ∈ r(2)

k,a0
r2. (173)

Proof. For any k ≥ 1, we have that

∂fk
∂a0

(x, α) = α [Θ0 + Θk(L)]

 ak

bk

 .

Consider the case k ∈ {1, . . . ,m− 1},

∂fk
∂a0

(x̄+ ξ, α)w′0
a

= α
[
Θ0 + Θk(L̄+ ξL0 )

] āk + ξak

b̄k + ξbk

w′0
a
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= α0

[
Θ0 + Θk(L̄)

] āk

b̄k

w′0
a

+
(
α̂Θ0 + αΘk(L̄+ ξL0 )− α0Θk(L̄)

) āk

b̄k

w′0
a

+α
[
Θ0 + Θk(L̄+ ξL0 )

] α̂âk + wak

α̂b̂k + wbk

w′0
a

=
∂fk
∂a0

(x̄+ ξ, α)w′0
a

+ rk,a0 .

To obtain the set enclosure of rk,a0 , it is sufficient to notice that

[
α̂Θ0 + αΘk(L̄+ ξL0 )− α0Θk(L̄)

] āk

b̄k

w′0
a

∈ α̂


 |āk|
|b̂k|

+
(

1 + α0k|L̂|
)

(|āk|+ |b̄k|)I2

 r + α0k(|āk|+ |b̄k|)I2r
2

and

α
[
Θ0 + Θk(L̄+ ξL0 )

] α̂âk + wak

α̂b̂k + wbk

w′0
a ∈ α̂α

 2|âk|+ |b̂k|
|âk|+ 2|b̂k|

 r +
3α

ks
I2r

2.

Lemma 6.2.6 Let I2 = (1, 1)T , a, b, L̂ ∈ R, α̂, L̄ ≥ 0, α0 ≥ π/2, α = α0 + α̂,

w′k ∈ r
ks

I2 for k ≥ 1, ξ = α̂L̂+wL0 with wL0 ∈ r = [−r, r]. Recall that 1 = [−1, 1]. For

k ∈ {1, . . . ,m− 1}, define

Σ
(1)
k =

k+m−1∑
i=1

i+ |k − i|
is

(|āk−i|+ |b̄k−i|) I2, Σ
(2)
k =

k+m−1∑
i=1

(|āk−i|+ |b̄k−i|)
is

I2,

Σ
(3)
k =

k+m−1∑
i=m

(|āk−i|+ |b̄k−i|)
is

I2, Σ
(4)
k =

m−k−1∑
i=1

(k + 2i)

is
(|āk+i|+ |b̄k+i|

)
I2,

Σ
(5)
k =

m−k−1∑
i=1

(|āk+i|+ |b̄k+i|
)

is
I2, Σ

(6)
k =

k+m−1∑
i=1

(
|âk−i|+ |b̂k−i|

)
is

I2,

Σ
(7)
k =

m−k−1∑
i=1

(
|âk+i|+ |b̂k+i|

)
is

I2,

Σ
(8)
k =

[
k−1∑
k1=1

1

ks1(k − k1)s
+

1

ks
+

M−1∑
k1=1

2

ks1(k + k1)s
+

2

(k +M)s(M − 1)s−1(s− 1)

]
I2.
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Consider k ∈ {1, . . . ,m− 1} and define in this case

ρk =
[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

]
w′k (174)

+α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i −b̄k−i
b̄k−i āk−i

w′i

−α0

m−1∑
i=1

[
Θi(L̄) + Θk−i(L̄)

] āk−i −b̄k−i
b̄k−i āk−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] āk+i −b̄k+i

b̄k+i āk+i

w′i

−α0

m−1∑
i=1

[
Θ−i(L̄) + Θk+i(L̄)

] āk+i −b̄k+i

b̄k+i āk+i

w′i

+α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] ξak−i −ξbk−i
ξbk−i ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] ξak+i −ξbk+i

ξbk+i ξak+i

w′i.

Then
∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i =
m−1∑
i=1

∂f
(m)
k

∂xi
(x̄F , α0)w′i + ρk. (175)

Still for the case k ∈ {1, . . . ,m− 1}, letting

ρ
(2)
k =

(2α0 + 1)

ks−1
I2 + 2α0

[
Σ

(1)
k + Σ

(4)
k

]
+ 8αΣ

(8)
k , (176)

ρ
(1)
k = α̂

[
(2α0 + 1)k|L̂|+ 2

] 1

ks−1
I2 + 2α0α̂|L̂|

(
Σ

(1)
k + Σ

(4)
k

)
+4α̂

(
Σ

(2)
k + Σ

(5)
k

)
+ 4αΣ

(3)
k + 4αα̂

(
Σ

(6)
k + Σ

(7)
k

)
. (177)

we get that

ρk ∈ ρ(2)
k r2 + ρ

(1)
k r. (178)

Consider now k ≥ m. Define

ρk =
[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

]
w′k
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+α0

k−1∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α0ā0

[
Θk(L̄+ ξL0 )−Θ0(L̄)

]
w′k

+α0

[
Θk(L̄+ ξL0 ) + Θ0(·)]

 ξa0 −ξb0
ξb0 ξa0

w′k

+α0

∞∑
i=k+1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α̂
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] wak+i −wbk+i

wbk+i wak+i

w′i.

Then for k ≥ m, we have that

∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i = Λkw
′
k + ρk. (179)

For k ∈ {m, . . . ,M − 1}, define

ρ
(2)
k =

2α0 + 1

ks−1
I2 +

2α0|ā0|
ks−1

I2 +
3α

ks
I2 (180)

+8α

[
k−1∑
k1=1

1

(k − k1)sks1
+

M−1∑
k1=1

1

(k + k1)sks1
+

1

(k +M)s(M − 1)s−1(s− 1)

]
I2

ρ
(1)
k =

[
2 + (2α0 + 1)|L̂|k

] α̂
ks

I2 + 4α
m−1∑
k1=1

(|āk1 |+ |b̄k1|
) [ 1

(k − k1)s
+

1

(k + k1)s

]
I2

+ 4αα̂
m−1∑
k1=1

(
|âk1|+ |b̂k1 |

)[ 1

(k − k1)s
+

1

(k + k1)s

]
I2 (181)

+
2α0

ks−1
|ā0|α̂|L̂|I2 +

3α̂

ks
(|ā0|+ α|â0|)I2.

Then for k ∈ {m, . . . ,M − 1}, we have that

ρk ∈ ρ(2)
k r2 + ρ

(1)
k r. (182)
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Define

ρ
(2)
M =

[
(2α0 + 1) + 2α0|ā0|+ 3α

M

]
I2

+
32α

M

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2

I2 (183)

+
8α

M

[
1 +

1

2s
+

1

3s
+

1

3s−1(s− 1)

]
I2

ρ
(1)
M = α̂

[
2

M
+ (2α0 + 1)|L̂|

]
I2 +

4α

M

m−1∑
k1=1

(|āk1|+ |b̄k1|
) [ 1(

1− k1

M

)s + 1

]
I2

+
4α

M
α̂
m−1∑
k1=1

(
|âk1|+ |b̂k1|

)[ 1(
1− k1

M

)s + 1

]
I2 (184)

+ 2α0|ā0|α̂|L̂|I2 +
3α̂

M
(|ā0|+ α|â0|)I2.

Then for k ≥M ,

ρk ∈ 1

ks−1

[
ρ

(2)
M r2 + ρ

(1)
M r
]
. (185)

Proof. For all k ≥ 1, we have that

∂fk
∂xj

(x, α) = δk,jRk+α [Θj + Θk−j]

 ak−j −bk−j
bk−j ak−j

+α [Θ−j + Θk+j]

 ak+j bk+j

bk+j −ak+j

 .

Hence, recalling that ξ = α̂x̂+ w and still considering any k ≥ 1,

∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i

= Rk(L̄+ ξL0 , α)w′k

+α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] āk+i + ξak+i −b̄k+i − ξbk+i

b̄k+i + ξbk+i āk+i + ξak+i

w′i.

Consider now the case k ∈ {1, . . . ,m− 1}. Hence

∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i
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= Rk(L̄, α0)w′k +
[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

]
w′k

+α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i −b̄k−i
b̄k−i āk−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] āk+i −b̄k+i

b̄k+i āk+i

w′i

+α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] ξak−i −ξbk−i
ξbk−i ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] ξak+i −ξbk+i

ξbk+i ξak+i

w′i

=
m−1∑
i=1

∂f
(m)
k

∂xi
(x̄F , α0)w′i + ρk.

In order to compute a set enclosure of ρk, we apply the mean value theorem several

times.

[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

] w′k
a

w′k
b


∈ (2α0 + 1)

1

ks−1
I2r

2 + α̂
[
(2α0 + 1)k|L̂|+ 2

] 1

ks−1
I2r,

α
∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i −b̄k−i
b̄k−i āk−i

w′i

−α0

m−1∑
i=1

[
Θi(L̄) + Θk−i(L̄)

] āk−i −b̄k−i
b̄k−i āk−i

w′i

∈ 2α0Σ
(1)
k r2 +

[
2α0α̂|L̂|Σ(1)

k + 4α̂Σ
(2)
k + 4α0Σ

(3)
k

]
r

and

α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] āk+i −b̄k+i

b̄k+i āk+i

w′i
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−α0

m−1∑
i=1

[
Θ−i(L̄) + Θk+i(L̄)

] āk+i −b̄k+i

b̄k+i āk+i

w′i

∈ 2α0Σ
(4)
k r2 +

[
2α0α̂|L̂|Σ(4)

k + 4α̂Σ
(5)
k

]
r.

Finally,

α

∞∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] ξak−i −ξbk−i
ξbk−i ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] ξak+i −ξbk+i

ξbk+i ξak+i

w′i

∈ 4αα̂
(

Σ
(6)
k + Σ

(7)
k

)
r + 8αΣ

(8)
k r2

Now consider k ≥ m. Then

∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i

= Rk(L̄, α0)w′k + α0ā0

[
Θk(L̄) + Θ0(·)]w′k

+
[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

]
w′k

+α
k−1∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α0ā0

[
Θk(L̄+ ξL0 )−Θk(L̄)

]
w′k + α̂ā0

[
Θk(L̄+ ξL0 ) + Θ0(·)]w′k

+α
[
Θk(L̄+ ξL0 ) + Θ0(·)]

 ξa0 −ξb0
ξb0 ξa0

w′k

+α
∞∑

i=k+1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] wak+i −wbk+i

wbk+i wak+i

w′i

= Λkw
′
k + ρk.
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Still considering k ≥ m, observe that

[
Rk(L̄+ ξL0 , α)−Rk(L̄, α0)

]
w′k ∈

2α0 + 1

ks−1
I2r

2 + α̂
[
2 + (2α0 + 1)|L̂|k

] 1

ks
I2r,

α
k−1∑
i=1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

+α
∞∑

i=k+1

[
Θi(L̄+ ξL0 ) + Θk−i(L̄+ ξL0 )

] āk−i + ξak−i −b̄k−i − ξbk−i
b̄k−i + ξbk−i āk−i + ξak−i

w′i

∈ 4α
m−1∑
k1=1

(|āk1 |+ |b̄k1|
) [ 1

(k − k1)s
+

1

(k + k1)s

]
I2r

+4αα̂
m−1∑
k1=1

(
|âk1|+ |b̂k1|

)[ 1

(k − k1)s
+

1

(k + k1)s

]
I2r

+8α

[
k−1∑
k1=1

1

(k − k1)sks1
+

∞∑
k1=1

1

(k + k1)sks1

]
I2r

2,

α0ā0

[
Θk(L̄+ ξL0 )−Θk(L̄)

]
w′k + α̂ā0

[
Θk(L̄+ ξL0 ) + Θ0(·)]w′k

+α
[
Θk(L̄+ ξL0 ) + Θ0(·)]

 ξa0 −ξb0
ξb0 ξa0

w′k

∈
[

2α0|ā0|
ks−1

I2 +
3α

ks
I2

]
r2 +

[
2α0

ks−1
|ā0|α̂|L̂|I2 +

3α̂

ks
(|ā0|+ α|â0|)I2

]
r

and

α
∞∑
i=1

[
Θ−i(L̄+ ξL0 ) + Θk+i(L̄+ ξL0 )

] wak+i −wbk+i

wbk+i wak+i

w′i

∈ 8α
∞∑
k1=1

1

(k + k1)sks1
I2r

2.

Hence, for k ≥ m,

ρk ∈
(

2α0 + 1

ks−1
+ 8α

[
k−1∑
k1=1

1

(k − k1)sks1
+

∞∑
k1=1

1

(k + k1)sks1

]
+

2α0|ā0|
ks−1

+
3α

ks

)
I2r

2

+

([
2 + (2α0 + 1)|L̂|k

] α̂
ks

+ 4α
m−1∑
k1=1

(|āk1|+ |b̄k1|
) [ 1

(k − k1)s
+

1

(k + k1)s

]
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+ 4αα̂
m−1∑
k1=1

(
|âk1|+ |b̂k1|

)[ 1

(k − k1)s
+

1

(k + k1)s

]
+

2α0

ks−1
|ā0|α̂|L̂|+ 3α̂

ks
(|ā0|+ α|â0|)

)
I2r.

Hence, for k ∈ {m, . . . ,M − 1}, we get that

ρk ∈ ρ(2)
k r2 + ρ

(1)
k r.

Consider now k ≥M . Then first observe that by Lemma 6.2.3,

k−1∑
k1=1

ks

ks1(k − k1)s
= 2

k−1∑
k1=1

ks−1

ks1(k − k1)s

≤ 4

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2

.

Hence, for k ≥M ,

k−1∑
k1=1

1

ks1(k − k1)s
≤ 1

ks−1
· 4

M

[
2

M
[1 + ln(M − 1)] +

π2

6

] [
2

M
+ 1

]s−2

.

Therefore, we finally get that for every k ≥M

ρk ∈ 1

ks−1

[
ρ

(2)
M r2 + ρ

(1)
M r
]
.

For k ∈ {1, · · · ,m− 1}, recall (157), (168), (174) and define

rk = rk,L + rk,a0 + ρk. (186)

Then

Dfk(xα + w, α)w′ = Df
(m)
k (x̄F , α0)w′F + rk (187)

Recalling (158), (159), (160), (169), (170), (176) and (177), we define

r
(3)
k = r

(3)
k,L

r
(2)
k = r

(2)
k,L + r

(2)
k,a0

+ ρ
(2)
k

r
(1)
k = r

(1)
k,L + r

(1)
k,a0

+ ρ
(1)
k .
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Recalling (162), (172) and (178), we have that

rk ∈ r(3)
k r3 + r

(2)
k r2 + r

(1)
k r. (188)

Combining (151) and (186), we define

rF = [r0, r1, · · · , rm−1]T ∈ R2m. (189)

Hence,

DfF (xα + w)w′ = Df (m)(x̄F , α0)wF + rF . (190)

Also, for i = 1, 2, 3, we define

r
(i)
F = [r

(i)
0 , r

(i)
1 , · · · , r(i)

m−1]T ∈ R2m. (191)

Hence, by (153) and (188), we get that

rF ∈ r(3)
F r3 + r

(2)
F r2 + r

(1)
F r. (192)

Define

vF =

[
(1, 1), (1, 1),

(
1

2s
,

1

2s

)
, · · · ,

(
1

(m− 1)s
,

1

(m− 1)s

)]T
∈ R2m.

Recalling (138), we have that

[DTα(xα + w)w′]F = [IF − JF×FDf (m)(x̄F , α0)]wF − JF×F · rF
∈ ∣∣IF − JF×FDf (m)(x̄F , α0)

∣∣ vF r

+ |JF×F |
(
r

(3)
F r3 + r

(2)
F r2 + r

(1)
F r
)
.

Definition 6.2.7 For k ∈ {0, . . . ,m− 1}, we define Zk(r, α) by

ZF (r, α) =
[
|JF×F | r(3)

F

]
r3 +

[
|JF×F | r(2)

F

]
r2

+
[∣∣IF − JF×FDf (m)(x̄F , α0)

∣∣ vF + |JF×F | r(1)
F

]
r. (193)
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For k ≥ m, define

rk =
∂fk
∂L

(x̄+ ξ, α)w′0
L

+
∂fk
∂a0

(x̄+ ξ, α)w′0
a

+ ρk. (194)

Hence,

Dfk(xα + w, α)w′ = Dfk(x̄+ ξ, α)w′

=
∂fk
∂L

(x̄+ ξ, α)w′0
L

+
∂fk
∂a0

(x̄+ ξ, α)w′0
a

+
∞∑
i=1

∂fk
∂xi

(x̄+ ξ, α)w′i

= Λkw
′
k +

[
∂fk
∂L

(x̄+ ξ, α)w′0
L

+
∂fk
∂a0

(x̄+ ξ, α)w′0
a

+ ρk

]
= Λkw

′
k + rk. (195)

Consider now k ∈ {m, . . . ,M − 1}. By (163), (173) and (182), we get that

rk ∈ 4αΣ
(7)
k,Lr3 +

[
2α̂αΣ

(5)
k,L + 2αΣ

(6)
k,L +

2α + 1

ks−1
I2 + r

(2)
k,a0

+ ρ
(2)
k

]
r2

+
[
αΣ

(1)
k,L + α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L + ρ

(1)
k

]
r

Combining (139) and (195), we get that for k ∈ {m, . . . ,M − 1}

[DTα(xα + w)w′]k = −Λ−1
k rk

∈ ∣∣Λ−1
k

∣∣ [4αΣ
(7)
k,L

]
r3

+
∣∣Λ−1

k

∣∣ [2α̂αΣ
(5)
k,L + 2αΣ

(6)
k,L +

2α + 1

ks−1
I2 + r

(2)
k,a0

+ ρ
(2)
k

]
r2

+
∣∣Λ−1

k

∣∣ [αΣ
(1)
k,L + α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L + ρ

(1)
k

]
r.

Definition 6.2.8 For k ∈ {m. . . ,M − 1}, we define Zk(r, α) by

Zk(r, α) =
∣∣Λ−1

k

∣∣ [4αΣ
(7)
k,L

]
r3

+
∣∣Λ−1

k

∣∣ [2α̂αΣ
(5)
k,L + 2αΣ

(6)
k,L +

2α + 1

ks−1
I2 + r

(2)
k,a0

+ ρ
(2)
k

]
r2

+
∣∣Λ−1

k

∣∣ [αΣ
(1)
k,L + α̂2αΣ

(3)
k,L + α̂αΣ

(4)
k,L + ρ

(1)
k

]
r. (196)

Consider now k ≥M . In order to compute the Zk(r, α), we need the following.

140



Lemma 6.2.9 Let L̄, α0 > 0 and ā0 ∈ R. Fix m ∈ N, s ≥ 2 and let M ∈ N such

that M > α0|1+ā0|
L̄

and M ≥ 2m− 1. Define

CM =
M

ML̄− α0|1 + ā0| > 0

and

ΨM =

 C2
M

M
α0 (|ā0|+ |1 + ā0|) CM

CM
C2
M

M
α0 (|ā0|+ |1 + ā0|)

 . (197)

Then for all k ≥M , we have that

∣∣Λk
−1
∣∣ ≤cw 1

k
ΨM . (198)

Proof. First observe that

Λk = Rk(L̄, α0) + α0ā0[Θk(L̄) + Θ0]

=

 α0 cos kL̄ −kL̄+ α0 sin kL̄

kL̄− α0 sin kL̄ α0 cos kL̄

+ α0ā0

 cos kL̄+ 1 sin kL̄

− sin kL̄ cos kL̄+ 1


=

 α0ā0 + α0(1 + ā0) cos kL̄ −kL̄+ α0(1 + ā0) sin kL̄

kL̄− α0(1 + ā0) sin kL̄ α0ā0 + α0(1 + ā0) cos kL̄


=

 τk δk

−δk τk


where τk := α0ā0 + α0(1 + ā0) cos kL̄ and δk := −kL̄+ α0(1 + ā0) sin kL̄. Then

Λk
−1 =

1

τ 2
k + δ2

k

 τk −δk
δk τk

 .

Recalling that M > α0|1+ā0|
L̄

and that k ≥M , we have that

|δk| = kL̄− α0(1 + ā0) sin kL̄

≥ kL̄− α0|1 + ā0|

= k

(
L̄− α0|1 + ā0|

k

)
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≥ k

(
L̄− α0|1 + ā0|

M

)
=

k

CM
> 0.

Therefore, we get that

1

|δk| ≤
CM
k

which implies that ∣∣∣∣ δk
τ 2
k + δ2

k

∣∣∣∣ ≤ |δk|δ2
k

=
1

|δk| ≤
1

k
CM .

Finally, since |τk| ≤ α0 (|ā0|+ |1 + ā0|), we get that∣∣∣∣ τk
τ 2
k + δ2

k

∣∣∣∣ ≤ α0 (|ā0|+ |1 + ā0|)
γ2
k + δ2

k

≤ α0 (|ā0|+ |1 + ā0|)
δ2
k

≤ C2
Mα0 (|ā0|+ |1 + ā0|)

k2
≤ 1

k

[
C2
Mα0 (|ā0|+ |1 + ā0|)

M

]
.

Recall (164), (165), (166), (183) and (184). By (168), (173) and (185), we get that

for all k ≥M ,

rk ∈ 1

ks−1

[
4αΣ

(7)
M,Lr3 +

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r2 + ρ

(1)
M r

]
.

Combining (139), (195) and Lemma 6.2.9, we have that for any k ≥M

[DTα(xα + w)w′]k = −Λ−1
k rk

∈ ∣∣Λ−1
k

∣∣ 1

ks−1

[
4αΣ

(7)
M,Lr3 +

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r2 + ρ

(1)
M r

]
⊆ r

ks
ΨM

[
4αΣ

(7)
M,Lr2 +

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r + ρ

(1)
M 1

]
.

Definition 6.2.10 For k ≥M , we define Zk(r, α) by

Zk(r, α) =
r

ks
ΨM

[
4αΣ

(7)
M,Lr

2 (199)

+

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r + ρ

(1)
M

]
.

6.2.3 Radii Polynomials of the Wright equation

Recall YF from (136). For a fixed m ≤ k ≤ 2m− 2, recall Yk given by (137). Recall

also that we fixed Yk = 0, for any k ≥ 2m− 1. Consider now M ≥ 2m− 1 and recall

the definition of the Zk(r, α) given by (193), (196) and (199).
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Definition 6.2.11 Consider k ∈ {0, . . . ,M − 1}. The finite radii polynomials of the

Wright equation are given by

pk(r, α̂) = Yk + Zk(r, α)− r

ks
I2. (200)

Consider k ≥M . The tail radii polynomials of the Wright equation are given by

pk(r, α̂) = Zk(r, α)− r

ks
I2. (201)

Remark 6.2.12 Suppose that we found an r0 and α̂ such that

pM(r0, α̂) = ZM(r0, α)− r0

M s
I2 <cw 0.

Then for any k ≥M , we have that

pk(r0, α̂) = Zk(r0, α)− r0

ks
I2

=
r0

ks
ΨM

[
4αΣ

(7)
M,Lr

2
0

+

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r + ρ

(1)
M

]
− r0

ks
I2

=
M s

ks

{ r0

M s
ΨM

[
4αΣ

(7)
M,Lr

2
0

+

(
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

)
r + ρ

(1)
M

]
− r0

M s
I2

}
=

M s

ks
pM(r0, α̂) <cw 0.

When solving for the tail radii polynomials, we only need to study pM . Define

p̃M(r, α̂) := ΨM

[
4αΣ

(7)
M,L

]
r2

+ΨM

[
2α̂αΣ

(5)
M,L + (2α + 1)I2 + 2αΣ

(6)
M,L +

3α

M
I2 + ρ

(2)
M

]
r

+ΨMρ
(1)
M − I2.

Since we look for (r, α̂) such that pM(r, α̂) < 0, we can modify pM observing that

pM(r, α̂) =
r

ks
p̃M(r, α̂).

Therefore, p̃M(r, α̂) <cw (0, 0)T implies that pk(r, α̂) <cw (0, 0)T for all k ≥M .
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CHAPTER VII

CONCLUSION

The purpose of this thesis is to communicate the essential ideas of our proposed

validation continuation method. As such we have presented it in a somewhat lim-

ited setting. Thus, we conclude with a range of comments, beginning with obvious

generalizations, describing ongoing work, and ending with some open questions.

• We first believe that generalizing this technique to pseudo-arclength continua-

tion should be fairly straightforward.

• As is pointed out in Section 4.4, the floating point errors are many orders of

magnitude smaller than the magnitude of the radii polynomials evaluated at

the validation radius. This suggests that it might be possible to compute a

priori bounds on the floating point errors from which one could conclude that

the validation computations are in fact rigorous computations. The techniques

in [26] might prove useful for this purpose.

• The particular choice of the abstract expression for the expansion of the partial

differential equation (52) was chosen because it was appropriate for the appli-

cation to Cahn-Hilliard (71) and Swift-Hohenberg (73). Hopefully it is clear

that a different choice of boundary conditions or symmetries does not affect the

essential estimates. It is expected, but remains to be checked, that the form of

the estimates can be lifted to parabolic PDEs on rectangular domains (see [?]

where similar estimates were used to study the equilibria of the Cahn-Hilliard

equation on the unit square) and to systems of such PDEs.

• In all the applications of validated continuation presented in this thesis, we used
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Fourier expansion. We would like to develop the theory of validated continuation

for problems where the discretization comes from finite element methods.

• In Chapter 6, we presented an example of rigorous continuation of periodic

solution of a scalar delay equation with a state independent delay. We would

like to try to apply the idea of validated continuation to delay equations with

multiple delays and to delay equations with state dependent delays.
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