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#### Abstract

Perturbation techniques are described for the computation of the imaginary part of the horizontal wave number ( $k_{I}$ ) for modes of propagation. Nanerical studies were carried out for a model atmosphere terminated by a constant sound speed ( $478 \mathrm{~m} / \mathrm{sec}$ ) half space above an altitude of 125 km . I:e $G R{ }_{0}$ and $G R_{1}$ modes have lower frequency cutoffs. It was found that for frequencies less than 0.0125 radian $/ \mathrm{sec}$, the $\mathrm{GR}_{1}$ mode has complex phase TElocity; $k_{I}$ varying from near zero up to a maximum of $3 \times 10^{-4}$ with aralogous results for the $G R_{0}$ mode. There is an extremely small frequency GEp for each mode for which no poles in the complex $k$ plane corresponding to that mode exist. These mark the transition from undamped propagation to damped propagation. In the complete Fourier synthesis, branch line contrioutions compensate for the absence of poles in these gaps. Computational procedures are described which facilitate the inclusion of the low Irequency portions of these modes in the waveform synthesis.


## INTRODUCTION

One of the standard mathematical problems in acoustic wave propagation is that of predicting the acoustic field at large horizontal distances from a localized source in a medium whose properties vary only with height. This problem, as well as its counterpart in electromagnetic theory, has received considerable attention in the literature, ${ }^{1}$ is reviewed extensively in various texts ${ }^{2-7}$, and, for the most part, may be considered to be well understood.

A typical formulation of, say, the transient propagation problem 8-9 leads (at sufficiently large horizontal distance r) to an intermediate result which may be expressed as a double Fourier integration over angular frequency $\omega$ and horizontal wave number $k$; i.e. for, say, the acoustic pressure, one has

$$
\begin{equation*}
P=S(r) \operatorname{Re}\left\{\int_{0}^{\infty} \underset{\left.f(\omega) e^{-i \operatorname{sit}}[Q / D(\omega, k)] e^{i k r} d k d \omega\right\}}{\infty} \int_{\infty}^{\infty}\right\} \tag{1}
\end{equation*}
$$

Here $S(r)$ is a geometrical spreading factor, $1 / \sqrt{r}$ for horizontally stratified media, $1 /\left[a_{e} \sin \left(r / a_{e}\right)\right]^{1 / 2}$ if the earth curvature ( $a_{e}=r a d i u s$ of earth) is to be approximately taken into account. The quantity $\hat{f}(\omega)$ is a Fourier transform of some function characterizing the time dependence of the source; $Q\left(\omega, k, z, z_{0}\right)$ is a function of receiver and source heights $z$ and $z_{o}$ as well as of $\omega$ and $k$, possibly also of horizontal direction of propagation if, say, winds are included in the formulation, but, in any event, should have no poles in the complex $k$ plane for given real positive $\omega$, and given $z$ and $z_{0^{\circ}}$. The denominator $D(\omega, k)$ is independent of $z$ and $z_{0}$, may be zero for certain values $k_{n}(\omega)$ of $k$, and is termed the eigenmode dispersion function.

Typically, in order to uniquely specify both $Q$ and $D(\omega, k)$ for all complex
values of $k$ (given $\omega$ real and positive), branch points must be identified and branch cuts must be placed in the complex $k$ plane. The general rule may be taken to be that no branch cut should cross the real axis, and, if a branch point should lie on the real axis (when $\omega$ is positive real), the branch cut either extends into the upper or lower half plane depending on whether the branch point moves up or down when $\omega$ is given a small positive imaginary part. The integration contour for the $k$ integration goes nominally along the real axis but skirts below or above (see Fig. 1a) those poles lying on the real axis which move up or down, respectively, when $\omega$ is given a small positive imaginary part. The placing of the branch cuts and the selection of the contour in this manner is one method of guaranteeing causality in the solution, or, equivalently, of guaranteeing that the solution dies out at large distances if a slight amount of damping (Rayleigh's virtual viscosity) is added in the mathematical formulation. The necessity of branch cuts only occurs if the medium is unbounded either from above or below and a choice of phases can always be made such that (given, say, that the medium is unbounded from above) Q dies out exponentially as $z \rightarrow \infty$ when $\omega$ has a small positive imaginary part and when $k$ is real.

The so-called guided mode description of the far field waveform arises when the contour for the $k$ integration is deformed (permissible because of Cauchy's theorem and of Jordan's lemma ${ }^{10}$ ) to one such as is sketched in Fig. 1b. The poles above the initial contour are encircled in the counterclockwise manner. There are also contour segments which encircle each branch cut lying above the real axis in the counterclockwise sense. The integrals around each pole are evaluated by Cauchy's residue theorem and one is left with a sum of residue terms plus branch line integrals. Each residue term may be considered as corresponding to a particular guided mode of propagation. The branch line contributions in some contexts are considered as corresponding to what may be termed lateral waves. ${ }^{11}$ (The term may be unappropriate unless there is a


1. Contours in the complex $k$ (wavenumber) plane for evaluation of individual frequency contributions to waveform synthesis. (a) Original contour. (b) Deformed contour.
sharply defined interface separating two types of media, such as a watermuddy bottom interface in shallow water propagation.)

In regards to the guided mode description, one type of approximation frequently made is to neglect all poles (i.e. roots $k_{n}(\omega)$ of $D(\omega, k)$ ) which are above the real axis, the argument being that the corresponding $e^{i k r}$ factors in the residues will die out rapidly with increasing $r$, the bulk of the contribution at large $r$ expected to come from the poles which lie on the real axis. In a similar manner, it is argued that the branch line contour contribution also dies out relatively rapidly (a factor of $1 / r^{3 / 2}$ in addition to the geometrical spreading) so it too may be neglected at large $r$ compared to the terms coming from the real roots. The net result for Eq. (1) would then be

$$
\begin{equation*}
p=\sum_{n} S(r) \int_{\omega_{L n}}^{\omega_{U_{n}}(\omega) \cos \left[\omega t-k_{n}(\omega) r+\phi_{n}(\omega)\right] d \omega t}{ }_{n} \tag{2}
\end{equation*}
$$

where $A_{n}(\omega)$ and $\phi_{n}(\omega)$ are defined in terms of the magnitude and phase of the residues of the integrand in Eq. (1); the $k_{n}(\omega)$ being the real roots of $D(\omega, k)=0$, numbered in some order with the index $n=1,2,3$, etc., and it being understood that, for fixed $n, k_{n}(\omega)$ should be a continuous function of $\omega$ over some range of $\omega$ from a lower 1 imit $\omega_{\text {Ln }}$ up to an upper limit $\omega_{\text {Un }}$. The remaining integral over $\omega$ can then be approximately evaluated by the method of stationary phase or integrated by suitable numerical methods.

In the present paper, a somewhat subtle set of circumstances intrinsic to low frequency infrasound propagation in the atmosphere is discussed for which the arguments leading to the approximation of Eq. (1) by (2) are not wholly valid, even at distances of the order of more than a quarter of the earth's circumference. We suspect that comparable circumstances may arise in other contexts, but the present discussion is, for simplicity, illustrated only
by examples from atmospheric infrasound propagation.

## I. INFRASOUND MODES

An atmosphere model frequently adopted for infrasound studies is one in which the sound speed $c$ varies continuously with height $z$ in a more or less realistic manner (Fig.2a) but is constant $\left(=c_{T}\right)$ for all heights above some specified height $z_{T}$. [If winds are included in the formulation, their velocities are also assumed constant in the upper half space, $z>z_{T}$.] Conceivably, one has some latitude in the choice of $z_{T}$ and of the upper halfspace sound speed $c_{T}$, although computations of factors such as $Q\left(\omega, k, z, z_{o}\right)$ and $D(\omega, k)$ in Eq. (1) become more lengthy with increasing $z_{T}$. Also, it would seem that the most logical choice of $c_{T}$ would be that which would realistically correspond to height $z_{T}$, so the profile $c(z)$ would be continuous with height across $z_{T}$, as in Fig. 2a. Another conceivable choice would be one (Fig. 2b) in which $\mathrm{c}_{\mathrm{T}} \rightarrow \infty$, such that the surface of air nominally at $z_{T}$ would be a free surface or pressure release surface (corresponding to the model generally adopted for the water-air interface in underwater sound studies). A somewhat intuitive premise which may be adopted is that, if the source and receiver are both near the ground and if the energy actually reaching the receiver travels via propagation modes channeled primarily in the lower atmosphere, then the actual value of the integral in Eq. (1) would be somewhat insensitive to the choices of $z_{T}$ and $c_{T}$. This, however, remains to be justified in any riggorous sense, so we would be somewhat hesitant to take $c_{T}=\infty$ at the outset. In typical calculations performed in the past, $z_{T}$ is taken as $225 \mathrm{~km}, \mathrm{c}_{\mathrm{T}}$ is taken as the sound speed ( $\approx 800 \mathrm{~m} / \mathrm{sec}$ ) at that altitude. Since one is often interested in frequencies (typically corresponding to periods greater than, say, 1 to 5 minutes) at which gravitational effects are important, the formulation leading to the infrasound version of Eq. (1) is based on the fluid dynamic equations with gravitational body forces and the associated nearly exponential decrease of ambient density and pressure with height included.

2. Idealizations of model atmospheres (altitude profiles of sound speed) used in acoustic-gravity wave studies. (a) Atmosphere terminated by an upper half space with constant sound speed. (b) Atmosphere temperature formally going to infinfty at some finite altitute corresponding to a free surface ( $p \sim 0$ ) at that altitude.

The incorporation of gravity leads, among other effects, to a somewhat complicated dispersion relation for plane type waves in the upper half space when $c_{T}$ is finite, i.e. one can have solutions of the linearized fluid dynamics equations for $z>z_{T}$ of the form ${ }^{8,9}$

$$
\begin{equation*}
p / \sqrt{\rho}_{o}=\left(\text { Constant) } e^{-i \omega t} e^{i k x} e^{i k_{z} z}\right. \tag{3}
\end{equation*}
$$

where the vertical wave number $k_{z}$ (alternately written as $i G$ for inhomogeneous plane waves) and the horizontal wave number $k$ are related by the dispersion relation (neglecting winds)

$$
\begin{equation*}
k_{z}^{2}=-G^{2}=\left[\omega^{2}-\omega_{A}^{2}\right] / c^{2}-\left[\omega^{2}-\omega_{\mathrm{B}}^{2}\right] k^{2} / \omega^{2} \tag{4}
\end{equation*}
$$

where $\omega_{A}=(\gamma / 2) g / c, \quad \omega_{B}=(\gamma-1)^{\frac{1}{2}} \mathrm{~g} / \mathrm{c}$ are two characteristic frequencies $\left[\omega_{A}>\omega_{B}\right.$ ] for wave propagation in an isothermal atmosphere ( $\mathrm{g} \simeq 9.8 \mathrm{~m} / \mathrm{s} 2$ is acceleration due to gravity, $\gamma \approx 1.4$ is specific heat ratio). Here, for brevity, the subscript $T$ on $c_{T}$ has been omitted. For given real positive $\omega$, real $k$, one can have $k_{z}^{2}$ positive or negative ( $G^{2}$ negative or positive). The values of $k$ at which $k_{z}^{2}$ or $G^{2}$ go to zero turn out, as might well be expected, to be the branchpoints in the $k$ integration in Eq. (1), i.e., synonymous with the branch points of $G$. Along the real axis, $G$ is either real and positive ( $e^{i k_{z} z}$ or $e^{-G z}$ dying out with increasing $z$ ) or else $G$ is a positive or negative imaginary quantity. In the latter case, the phase of $G$ may be either $\pi / 2$ or $-\pi / 2$, in accordance with the well known fact that, for acoustic-gravity waves, wavefronts may be moving obliquely downwards (negative $k_{z}$ ) when energy is flowing obliquely upwards. In particular, for $0<\omega<\omega_{B}$, one has $G$ real and positive for $k$ in between the two branch points on the real axis, the phase of $G$ is $\pi / 2\left(k_{z}<0\right)$ on the remainder of the real axis; the two branch
points are, from Eq. (4), at

$$
\begin{equation*}
k_{B R}^{+},-(\omega)= \pm \frac{\omega\left[\omega_{A}^{2}-\omega^{2}\right]^{\frac{1}{2}}}{c\left[\omega_{B}^{2}-\omega^{2}\right]^{\frac{1}{2}}} \tag{5}
\end{equation*}
$$

The branch lines extend upwards and downwards from the positive and negative branch points, respectively. [See Fig, 1.]

The dispersion function $D(\omega, k)$ in the atmospheric infrasound case can be written in the general form

$$
\begin{equation*}
\mathrm{D}(\omega, \mathrm{k})=\mathrm{A}_{12} \mathrm{R}_{11}-\mathrm{A}_{11} \mathrm{R}_{12}-\mathrm{R}_{12} \mathrm{G} \tag{6}
\end{equation*}
$$

where $R_{11}$ and $R_{12}$ are elements of a transmission matrix $[R]$, these depend on the atmosphere's properties only in the altitude range 0 to $\dot{z}_{\mathrm{T}}$, they are independent of what is assumed for the upper half space. In general, their determination requires numerical integration over height of two simultaneous ordinary differential equations (termed the residual equations $8,9,12$ in previous literature). They do depend on $\omega$ and $k$ (or, alternately, on $\omega$ and phase velocity $v$ ) but are free from branch cuts, they are real when $\omega$ and $k$ are real and are finite for all finite values of $\omega$ and $k$. The other parameters $A_{12}$ and $A_{11}$ depend only on the properties of the upper half space (in addition to $\omega$ and $k$ ). Specifically, these are given (for the no wind case and with the subscript $T$ omitted on $c_{T}$ )

$$
\begin{align*}
& A_{11}=g k^{2} / \omega^{2}-\gamma g /\left[2 c^{2}\right]  \tag{7a}\\
& A_{12}=1-c^{2} k^{2} / \omega^{2} \tag{7b}
\end{align*}
$$

One may note that, since every quantity in Eq. (6) is necessarily real when $\omega$ and $k$ are real (with the possible exception of $G$ ), the poles lying on the real $k$ axis (real roots of $D$ ) must be in the regions of the ( $\omega, k$ ) plane [or ( $\omega, v$ ) plane] where $G^{2}>0$. Since the integrand of Eq. (1) divided by $\sqrt{\rho_{0}}$ should vary with $z$ above $z_{T}$ as $e^{-G z} T$ one may call the corresponding modes fully ducted modes. There is no net leakage of energy for such natural modes into the upper halfspace. If one considers $D$ as a function of $\omega$ and phase velocity $v_{p}(o r \operatorname{simply} v)$, where $v=\omega / k$, the locus of real roots versus $\omega$ (dispersion curves) has (as has been found by numerical calculation) the general form sketched in Fig. 3. The nomenclature for labeling the modes (GR for gravity, $S$ for sound) is due to Press and Harkrider. One may note from Eq. (4) that there are two "forbidden regions" in the v vs. $\omega$ piane, i.e.

$$
\begin{equation*}
v<c\left[\omega_{\mathrm{B}}^{2}-\omega^{2}\right]^{\frac{1}{2}} /\left[\omega_{\mathrm{A}}^{2}-\omega^{2}\right]^{\frac{1}{2}} \tag{8a}
\end{equation*}
$$

for $\omega<\omega_{B}$ and

$$
\begin{equation*}
v>c\left[\omega^{2}-\omega_{B}^{2}\right]^{\frac{1}{2}} /\left[\omega^{2}-\omega_{A}^{2}\right]^{\frac{1}{2}} \tag{8b}
\end{equation*}
$$

for $\omega>\omega_{A}$. Within either of these regions $G$ would have to be imaginary and there would accordingly be no real roots for $v$ of $D(\omega, v)=0$. In the high frequency limit, this simply implies that the phase velocities of propagating modes are always less than the sound speed of the upper halfspace, the branch points in the $k$ plane are simply at $\pm \omega / c_{T}$. The low frequency lower phase velocity "forbidden region" appears to be due to the incorporation of gravity effects into the formulation. However, if $c_{T}$ is allowed to approach $\infty$, this lower left hand corner region disappears. We have done numerical studies on the effects of varying $c_{T}$ on the dispersion curves. Briefly, the result is that the form of the predicted curves for $G R_{o}$ and $G R_{1}$ change very little


## ANGULAR FREQUENCY, (rad/soc)

3. Numerically derived plots of phase velocity $v$ versus angular frequency $\omega$ for infrasonic modes in a model atmospherc corresponding to Fig. 2. The labeling of modes is with the convention introduced by Press and Harkrider (J. Geophy. Res. 67, 3889-3908 (1962). The lines $G^{2}=0$ delimit regions of the $v$ versus $\omega$ plane where a real root of the eigenmode dispersion function cannot be found.
with increasing $c_{T}$; the lower forbidden regions shrink insofar as frequency range is concerned and the curves extend to successively lower frequencies. Thus we see that the fully ducted modes $G R_{o}$ and $G R_{1}$ both have a lower frequency cutoff $\left[\omega_{L}\right.$ in Eq. (2)] which depends on $c_{T}$. The larger one makes $c_{T}$, the smaller is this cutoff frequency.

We thus have the following apparent paradoxes. Given that frequencies below $\omega_{B}$ may be important for the synthesis of the total waveform, an apparently plausible computation scheme based on the reasoning leading to our Eq. (2) will omit much of the information conveyed by such frequencies. Also, in spite of the plausible premise that energy ducted primarily in the lower atmosphere should be insensitive to the choice for $c_{T}$, one sees that this choice governs the cutoff frequencies for certain modes and that certain important frequency ranges could conceivably be omitted entirely by a seemingly logical and proper choice for $C_{T}$. The resolution of these paradoxes would seem to lie in the nature of the approximations made in going from Eq. (1) to Eq. (2). The latter may not be as nearly correct as earlier presumed and it may be necessary to include contributions from poles off the real axis and from the branch line integrals. Even if $r$ is undisputably large, it may be that the imaginary parts of the complex wavenumbers are sufficiently small that $\left|e^{i k r}\right|$ is still not small compared to unity. A1so, a branch line integral may be appreciable in magnitude at large $r$ if there should be a pole relatively close to the branch cut.

## II. ROOTS OF DISPERSION FUNCTION

In order to understand the manner in which the solution represented by Eq. (2) should be modified in order to remove the apparent artificial low frequency cutoffs of the $G R_{0}$ and $G R_{1}$ modes, we first examine the nature of the dispersion function $D$ at points in the vicinity of a particular mode's dispersion curve. The curve $v_{n}(\omega)$ of phase velocity $v$ versus $\omega$ for a given ( $n-t h$ ) mode is known at points to the right of the lower cutoff frequency $w_{L}$. Given this, one can find analogous curves $v_{a}(\omega)$ and $v_{b}(\omega)$ for values of the phase velocity $\omega / k$ at which the functions $R_{11}(\omega, v)$ and $R_{12}(\omega, v)$ in $E q$. ( 6 ), respectively, vanish. Since there may be more than one such curve in each case, we pick $v_{a}(\omega)$ and $v_{b}(\omega)$ such that these curves are the closest of all such curves to the curve $v_{n}(\omega)$ for $\omega>\omega_{L}$. One may note, however, that one may apparently define and identify $v_{a}(\omega)$ and $v_{b}(\omega)$ for frequencies much less than $\omega_{L}$, simply from analytical continuation.

A premise which we have checked numerically (see Fig. 4) for a specific case is that the curves $v_{n}(\omega), v_{a}(\omega), v_{b}(\omega)$ defined above with reference to a particular given mode all lie substantially closer to each other than to the corresponding curves for a different mode. In retrospect, this is obvious, although it took some time for us to realize that it was so. Briefly, the argument goes that, if the mode is predominantly guided in the lower atmosphere, then there should be a decay of modal height profiles beyond some point substantially lower than $z_{I}$. Thus, both the $p / \sqrt{\rho_{o}}$ and $\rho_{o} v_{z}$ profiles for a guided mode would have values at $z_{T}$ substantially less than their peak values at lower altitudes. The same would be true for the profiles of the auxiliary functions $\Phi_{1}$ and $\Phi_{2}$ which satisfy the residual equations. Consequently, if guided waves are excited, the inverse transmission matrix connecting $\Phi_{1}$ and $\Phi_{2}$ at the ground to those at height $z_{T}$ would have to have very small $[1,2]$ and $[2,2]$ components.

4. Curves in phase velocity $\left(v_{n}, v_{a}, v_{b}\right)$ versus angular frequency ( $\omega$ ) plane along which $R_{11}=0$ (giving $v_{a}(\omega)$ ), $R_{12}=0$ (giving $v_{b}(\omega)$, and $D(\omega, k)=0$ (giving $v_{n}(w)$ ). Curves are shown for (a) the $G R_{0}$ mode and (b) the $G R_{1}$ mode. N te the changes in scale and the relatively close suacing of curves corresponding to the same mode. The lincs along whici $G^{2}=0$ are also indicated; $v_{n}(\omega)$ is not a real quantity for $\omega$ values below the indicated lower cutoff frequency.
(Recall that $\Phi_{1}=0$ at the ground.) Since the transmission matrix has unit determinant, it follows that elements $R_{12}$ and $R_{11}$ of the transmission matrix proper [from height $\mathrm{Z}_{\mathrm{T}}$ down to the ground and whose elements appear in Eq. (6)] have to be small.

Given the definitions $v_{a}(\omega)$ and $v_{b}(\omega)$, the dispersion relation $D=0$ for a single mode may be written

$$
\begin{equation*}
D=\left(A_{12}\right)(\alpha)\left(v-v_{a}\right)-\left[A_{11}+G\right](\beta)\left(v-v_{b}\right)=0 \tag{9}
\end{equation*}
$$

where $\alpha=\mathrm{dR}_{11} / \mathrm{dv}, \beta=\mathrm{dR}_{12} / \mathrm{dv}$, evaluated at $\mathrm{v}=\mathrm{v}_{\mathrm{a}}$ and $\mathrm{v}_{\mathrm{b}}$, respectively. (For simplicity, we here consider $D$ as a function of $\omega$ and $v=\omega / k$ rather than of $\omega$ and k.) The above equation may also equivalently be written in the form

$$
\begin{align*}
& v=v_{a}+\left(v_{a}-v_{b}\right) x /[1-X]  \tag{10a}\\
& x=(\beta / \alpha)\left(A_{11}+G\right) / A_{12} \tag{10b}
\end{align*}
$$

which may be considered as a starting point for an iterative solution which in essence develops $v$ in a power series in $v_{a}-v_{b}$; $G$ may be considered as a defined function of $\omega, v$. One starts with $v=v_{a}$ as the zeroth iteration, evaluates the right: hand side for the value of $v$ to find the starting point for the next iteration, etc. The considered procedure should converge provided $v_{a}$ or $v_{b}$ is not near a point at which $G$ vanishes and providing $G$ in the vicinity of $V_{a}$ or $v_{b}$ is not such that the variable $X$ is close to unity. Among other limitations, the iteration scheme would be inappropriate for values of $\omega$ in the immediate vicinity of $\omega_{L}$.

In regards to establishing the general trends represented by the iterative type solutions, two relatively general theorems may be of use. These (whose
proof follows along lines previously used by one of the authors ${ }^{13}$ in deriving an integral expression for group velocity) are that for real positive $\omega$ and $v$,

$$
\begin{align*}
& \mathrm{R}_{12} \partial \mathrm{R}_{11} / \partial \mathrm{v}-\mathrm{R}_{11} \partial \mathrm{R}_{12} / \partial \mathrm{v}>0  \tag{11a}\\
& \mathrm{R}_{12} \partial \mathrm{R}_{11} / \partial \omega-\mathrm{R}_{11} \partial \mathrm{R}_{12} / \partial \omega>0 \tag{Ilb}
\end{align*}
$$

or, alternately, if one inserts $R_{11}=(\alpha)\left(v-v_{a}\right), R_{12}=(\beta)\left(v-v_{b}\right)$, he finds

$$
\begin{equation*}
\alpha \beta\left(v_{a}-v_{b}\right)>0 \tag{12a}
\end{equation*}
$$

$$
\begin{equation*}
\left(v-v_{b}\right)\left(v-v_{a}\right)\left(\beta \alpha^{\prime}-\beta^{\prime} \alpha\right)+\beta \alpha\left[v_{b}^{\prime}\left(v-v_{a}\right)-v_{a}^{\prime}\left(v-v_{b}\right)\right]>0 \tag{12b}
\end{equation*}
$$

where the primes represent derivatives with respect to $\omega$. The second of these should hold for arbitary $v$ in the vicinity of $v_{a}$ and $v_{b}$ and lead, upon setting $\mathrm{v}=\mathrm{v}_{\mathrm{a}}, \mathrm{v}=\mathrm{v}_{\mathrm{b}}$, or $\mathrm{v}=\left(\mathrm{v}_{\mathrm{a}} \mathrm{v}_{\mathrm{b}}{ }^{\prime}-\mathrm{v}_{\mathrm{a}}{ }^{\prime} \mathrm{v}_{\mathrm{b}}\right)\left(\mathrm{v}_{\mathrm{b}}{ }^{\prime}-\mathrm{v}_{\mathrm{a}}{ }^{\prime}\right)$, along with the use of Eq. (12a), to

$$
\begin{align*}
& \mathrm{v}_{\mathrm{b}}^{\prime}<0  \tag{13a}\\
& \mathrm{v}_{\mathrm{a}}^{\prime}<0  \tag{13b}\\
& (\alpha / \beta)^{\prime}>0 \tag{13c}
\end{align*}
$$

Equation (12a) implies that as long as $\alpha$ or $\beta$ do not vanish (which would seem unlikely) the two curves $v_{a}(\omega)$ and $v_{b}(\omega)$ do not intersect. If $\alpha$ and $\beta$ have the same sign the $v_{a}$ curve lies above the $v_{b}$ curve; the converse is true if $\alpha$ and $\beta$ increases with $\omega$.

To demonstrate the general utility of the perturbation approach, a brief
table of values $\omega, \nabla_{a}, \nabla_{b}, a, \beta, v^{(1)}$, and $v_{n}$ are given in Table $I$ for the $G R_{o}$ and $G R_{I}$ modes for the case of a U.S. Standard Atmosphere without winds terminated at a height of 125 km by a halispace with a sound speed of $478 \mathrm{~m} / \mathrm{sec}$. Here $\mathrm{v}^{(1)}$ is the result of the first iteration for the phase velocity and $v_{n}$ is the actual numerical result obtained (only if the phase velocity is real) by explicit numerical search for roots of the eigenmode dispersion function. One may note that, for those frequencies where $v_{n}$ is computed, the agreement between $v^{(1)}$ and $v_{n}$ is excellent. A nore detailed listing of the perturbation calculation results is given in Figs. $5 a$ and $b$. The plots there give $\omega / k_{R}$ or the reciprocal of the real part of $1 / v^{(1)}$ (i.e., $\omega$ divided by the real part of the horizontal wave number $k$ ) and the inaginary part $k_{I}$ of $k=\omega / v$ versus angular frequency. Note that $k_{I}$ is zero above the corresponding cutoff frequencies. The relatively small values of the $k_{I}$ are comented upon in Sec. IV.

## III. RARISITION FROM NONLEAKING TO LEAKING

The iteration process described by Eqs. (10) in the preceeding section may fail to converge when $G$ is near zero and in any event gives relatively little insight into what happens to a modal dispersion curve in the immediate vicinity of $\omega_{L}$. To explore this transition region, it would appear sufficient to approximate G in Eq. (9) by

$$
\begin{equation*}
G=\left[(p)\left(\omega-\omega_{L}\right)+(q)\left(v-v_{L}\right)\right]^{1 / 2} \tag{14}
\end{equation*}
$$

where $p$ and $q$ are readily identifiable [from Eq. (4)] positive numbers taken independent of $w$ and $v ; v_{L}$ is the phase velocity on the dispersion curve in the limit as $\omega \rightarrow \omega_{L}$ frow above. The bracketed quantity in Eq. (14) may be regarded as a double Taylor series expansion (truncated at first order) of $\mathrm{G}^{2}$ about the point $\omega_{L}, v_{L}$ at which $G^{2}$ vanishes (hence no zeroth order term). The fact that both $p$ and $q$ are positive follows since $G^{2}$ is positive to the upper right of the


5. Numerically derived plots of phase velocity $\omega / k_{R}$ and of the imaginary part $k_{I}$ of the complex wavenumber $k$ versus angular frequency for the $G R_{0}$ and $G R_{1}$ modes. Previous theoretical lower frequency cutoffs for these modes are as indicated. Note that $k_{I}$ is identically zero above the cutoff frequency.


Frequency dependent parameters corresponding to $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$ modes; $\omega$ is angular frequency in rad/sec, $v_{a}$ is phase velocity root of $R_{J .1}=0$, in $\mathrm{kma} / \mathrm{sec}, \mathrm{v}_{\mathrm{b}}$ is analogous root of $\mathrm{R}_{12}=0, \alpha$ is $\mathrm{dR}_{11} / \mathrm{dv}$ at $\mathrm{v}=\mathrm{v} \mathrm{v}_{\mathrm{a}}$ in sec/km $\beta$ is $d R_{12} / d v$ at $v=v_{b}$ in sec, $v^{(1)}$ is first order perturbation solution for phase velocity from equations given in the text (units are $\mathrm{km} / \mathrm{sec}$ ), $\mathrm{v}_{\mathrm{n}}$ is the real root determined by direct numerical solution for zeros of eigenmocie dispersion function. Note that $v_{\eta}$ (defined only when phase velocity is real) agrees exceptionally well with $\mathrm{v}^{(1)}$.
line in the $\omega, v$ plane where $G^{2}=0$ and also since the $G^{2}=0$ line slopes obliquely downwards. (See Fig. 3).

Let us next note that, in the vicinity of the point $\omega_{L}$, $v_{L}$, the denominator D given by Eq. (9) may be further approximated as

$$
\begin{equation*}
D \approx\left(A_{12}{ }^{\alpha-A} 11^{B}\right)\left\{(\Delta v+\mu \Delta \omega)+\varepsilon(\Delta v+v \Delta \omega)^{\frac{3}{2}}\right\} \tag{15}
\end{equation*}
$$

where we have abbreviated $\Delta v=v-v_{L}, \Delta \omega=\omega-\omega_{L}, v=p / q$; the quantity $\mu$ is either $-\mathrm{dv}{ }_{a} / \mathrm{d} \omega$ or $-\mathrm{dv}_{\mathrm{b}} / \mathrm{d} \dot{\mathrm{w}}$, the two being assumed to be approximately equal. (The use of the minus sign here assumes that $\mu$ be positive.) The remaining quantity $\varepsilon$ is

$$
\begin{equation*}
\varepsilon=\frac{\left(q^{\frac{1}{2}}\right)(B)\left(v-v_{b}\right)}{\beta A_{11}-\alpha A_{12}} \tag{16}
\end{equation*}
$$

One should note that $\varepsilon$ depends on $v$, although, for purposes of initial analytical investigation, one may set $v=v_{L}$ here. All of the above quantities may be considered to be evaluated at $\omega=\omega_{L}$ and $v=v_{L}$. Note that $\mu$ and $\nu$ are both positive quantities. Furthernore, it should also be noted that $\nu>\mu$ since the $G^{2}=0$ curve slopes downards more rapidly than the lines along which $\mathrm{R}_{11}$ or $\mathrm{R}_{12}=0$ in the v vs is plane. (See Fig. 4.)

The roots of Eq. (15) without regard to the sign of the radical are readily found to be

$$
\begin{equation*}
\Delta v=-\mu \dot{\omega}+\left(\frac{1}{2}\right) \varepsilon^{2} \mp \varepsilon(v-\mu)^{\frac{1}{2}}[\Delta \omega+\sigma]^{\frac{1}{2}} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=\varepsilon^{2} /[4(\nu-\mu)] \tag{18}
\end{equation*}
$$

Alternately, if $|\Delta \omega| \ll \sigma$, the above may be approximated by the binomial theorem to give

$$
\begin{equation*}
\Delta v=-v \Delta \omega+\left[(v-\mu)^{2} / \varepsilon^{2}\right](\Delta \omega)^{2} \tag{19a}
\end{equation*}
$$

or

$$
\begin{equation*}
\Delta v=+\varepsilon^{2}-(2 \mu-v) \Delta \omega-\left[(\nu-\mu)^{2} / \varepsilon^{2}\right](\Delta \omega)^{2} \tag{19b}
\end{equation*}
$$

for the upper and lower signs, respectively. The first of these (since $\Delta v=0$ when $\Delta \omega=0$ ) is clearly the description of the disperson curve in the vicinity of $\omega=\omega_{L}, v=v_{L}$.

Equation (19a) shows that, as $\Delta \omega \rightarrow 0$ from above, the dispersion curve becomes tangential to the line $G^{2}=0$. The two curves do not intersect. The general trend is as indicated in Fig. 6. The solution represented by Eq. (19b) is not a proper root of Eq. (15); it corresponds to the wrong sign of the radical and accordingly lies on the second branch. Furthermore, one can readily show that, for values of $\Delta \omega$ slightly less than zero, both roots lie on the second branch. Hence, there must be a gap of finite frequency range in which, for the choice of branch cuts represented by Fig. 1, there are no poles in the $k$ (or v) plane corresponding to the $n$-th mode.

To determine the order of magnitude of this frequency gap, it is appropriate to consider the trajectory of the second branch roots in some detail and to determine just where one of them should cross the branch cut, reappearing on the first branch. As long as $\Delta v$ is real and $\Delta v+v \Delta \omega>0$ the criterion for a root to be identified with the first branch is $\Delta v+\mu \Delta \omega>0$. According to Eq. (17), this would automatically place the second root on the second branch for all $\Delta \omega>-\sigma$ and would place the first root on the second branch for $-\sigma<\Delta \omega<0$. Consequently, if either root is to reappear on the first branch, it must be at a value of $\Delta \omega<-\sigma$.

One should note from Eq. (17) that at $\Delta \omega=-\sigma$ the two real roots on the second branch coalesce. For values of $\Delta \omega<-\sigma$ the two roots separate again, but

6. Sketch illustrating nature of a single mode's dispersion curve in the vicinity of the $G^{2}=0$ line. At point A (angular velocity $\omega_{L}$, phase velocity $v_{L}$ ) the dispersion curve is tangent to the $G^{2}=0$ line; for frequencies below $\omega_{L}$ down to that corresponding to point $B$ in the sketch there are two real roots for $v$ of the eigenmode dispersion function on the second branch. For frequencies lower than that corresponding to point $B$, there is a complex root for $v$ on the first branch (which is the complex conjugate of a second root on the second branch).
are now complex conjugates. The root in the upper half of the $v$ plane (lower half of $k$ plane) can never cross the branch cut so it remains on the second branch indefinitely. The one in the lower half of the $v$ plane will cross the branch cut at a point which may be approximately estimated as that where $\operatorname{Re}(\Delta v)=-v \Delta \omega \quad$ or where

$$
\Delta \omega=\frac{-\left(\frac{1}{2}\right) \varepsilon^{2}}{(\nu-\mu)}=-2 \sigma
$$

with a corresponding value of $\Delta v$ of

$$
\Delta v=\left(\varepsilon^{2} / 2\right)\{[\nu /(\nu-\mu)]-i\}
$$

For subsequent frequencies successively lower than $\omega_{L}-2 \sigma$ there is a complex root on the first branch with a negative imaginary part which increases with decreasing frequency.

The discussion up to now has assumed that $|\Delta v| \ll\left|v_{L}-v_{b}\right|$ and hence that $\varepsilon$ may be taken as constant. This would seem appropriate for describing the transition region since all values of $\Delta v$ of interest in this region are of second order of $\varepsilon^{2}$. However, if an improved numerical estimate is required, we recommend that one regard Eqs. (16) and (17) as a iterative pair. Successfully computed values of $\Delta v$ may be used to recalculate $\varepsilon$ and the new value of $\varepsilon$ may then be used in obtaining the next higher estimate for $\Delta v$.

In Table II the values of $\omega_{L}, v_{L}, p, q, \nu, \nu, \varepsilon$, and $\sigma$ are given for the $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$ modes for the model atmosphere corresponding to Fig. 2a. The extremely small values of $\sigma$ should be noted. The corresponding plot of $\Delta v$ versus $\Delta \omega$ (i.e., both branches of Eq. (17)) corresponding to their values for the $\mathrm{GR}_{0}$ mode is given in Fig. 7. For simplicity, this is plotted in a nondimensional form, i.e.

$$
\begin{equation*}
v=-\{\mu /[2(\nu-\mu)]\} \Omega \mp[1+\Omega]^{1 / 2} \tag{20}
\end{equation*}
$$

TABLE TI

|  | $\mathrm{GR}_{\mathrm{o}}$ | $\mathrm{GR}_{1}$ |
| :--- | :--- | :--- |
| $\omega_{\mathrm{L}}(\mathrm{rad} / \mathrm{s})$ | 0.0118 | 0.0125 |
| $\mathrm{v}_{\mathrm{L}}(\mathrm{km} / \mathrm{s})$ | 0.31188 | 0.2323 |
| $\mathrm{p}^{\left(\mathrm{s} / \mathrm{km}^{2}\right)}$ | 0.14 | 0.35 |
| $\mathrm{q}\left(\mathrm{s} / \mathrm{km}^{3}\right)$ | $1.84 \times 10^{-3}$ | $1.86 \times 10^{-3}$ |
| $\mu(\mathrm{~km})$ | $2.94 \times 10^{-2}$ | 4.15 |
| $\nu(\mathrm{~km})$ | 76 | 190 |
| $\varepsilon\left(\mathrm{~kg}^{1 / 2} / \mathrm{s}^{1 / 2}\right)$ | $9.6 \times 10^{-6}$ | $1.02 \times 10^{-3}$ |
| $\sigma(\mathrm{rads} / \mathrm{s})$ | $3.04 \times 10^{-13}$ | $1.41 \times 10^{-9}$ |
|  |  |  |

Parameters characterizing the eigenmode dispersion function near points in the phase velocity versus engular frequency plane at which the $G R_{o}$ and $\mathrm{GR}_{1}$ modes undergo transition from leaking to non-leaking.

7. Graph of normalized phase velocity versus normalized frequency in the vicinity of the point $\left(v_{L}, \omega_{L}\right)$ for the $G R_{0}$ mode. The imaginary and real parts are both plotted. The dashed line corresponds to real roots on the second Riemann sheet.
where $v=\Delta v /[2(\nu-\mu) \sigma]$ and $\Omega=\Delta \omega / \sigma$. Both real and imaginary parts are shown on the same graph. The corresponding plots for the $G R_{1}$ mode differ only slightly from those in the Fig. 7 because of a different value of the parameter $\mu /[2(\nu-\mu)]$ in Eq. (20); in both cases this parameter is small compared to unity, i.e. $\mu \ll \nu$ as may be seen from Table II.

## IV. THE BRANCH LINE INTEGRAL

Since there is a gap in the range of frequencies for which a pole corresponding to a mode may exist, it is evident that evaluation of the $k$ integration in Eq. (1) by merely including residues may be insufficient for certain frequencies. Thus it would seem appropriate in such cases to include a contribution from the branch line integral. It may be anticipated that such branch line integrals are significant at larger values of $r$ only when $\omega$. is close to some mode's $\omega_{L}$ (say the n-th mode), in which case the branch point of greatest interest (i.e., that which may have a pole in its imediate vicinity) is at $k=\omega / v_{L}$. Consequently, it would appear that an adequate approximation to the branch line integral would be

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { Branch line } \\
\text { contribution of }
\end{array}\right\} \int_{-\infty}^{\infty}[Q / D(\omega, k)] e^{i k r} d k \\
= & \frac{Q}{A_{12} 2^{\alpha-A} 11^{B}} \int_{C_{8}} \frac{e^{i k r_{d k}}}{x+(\mu-v) \Delta \omega+\varepsilon x^{1 / 2}} \tag{21}
\end{align*}
$$

where the denominator $D(\omega, k)$ has been approximated by Eq. (15) with the abbreviation $x$ for $\Delta v+v \Delta w$. The quantity outside the integral is assumed to be evaluated at $\omega=\omega_{L}$ and $k=\omega / v_{L}$. The contour $C_{B}$ runs down the left side of the branch cut, around the branch point (where $x=0$ ), and then up the right side. If one next changes the variable of integration from $k$ to $x$, nothing that for small $x / v$, noting

$$
\begin{equation*}
k \approx k_{B}-\left(\omega_{L} / v_{L}^{2}\right) x \tag{22}
\end{equation*}
$$

he finds approximately that

$$
\left\{\begin{array}{l}
\text { Branch line }  \tag{23}\\
\text { contribution })
\end{array}=\text { (Residue) } \int_{0} \frac{e^{-i\left(\omega_{L} / v_{L}^{2}\right) x}}{x+(\mu-v) \Delta \omega+\varepsilon x^{\frac{1}{2}}} d x\right.
$$

where (Residue) ${ }_{o}$ is that residue which the integrand ( $Q / D$ ) $e^{i k r}$ would be expected to have at the n-th mode's pole in the $k$ plane were the parameter $\varepsilon$ identically equal to zero. The mapped contour $c_{B}^{\prime}$ in the $x$ plane may be considered to go up on the right and then down on the left of a branch cut extending vertically downwards from the origin in the $x$ plane. If we set $x=-i \xi$, then, on the right side of the cut, $x^{1 / 2}$ should be $e^{-i \pi / 4} \xi^{1 / 2}$ while, on the left side, it is $-e^{-i \pi / 4} \xi^{1 / 2}$. Consequently, the total integral combines to

$$
\left\{\begin{array}{l}
\text { Branch lines }  \tag{24}\\
\text { contribution }
\end{array}\right\}=- \text { (R.esidue) } \int_{0}^{\infty} \frac{2 \varepsilon e^{+i \pi / 4} e^{-\left(\omega_{L} / v_{L}^{2}\right) \xi r} \sqrt{\xi} d \xi}{[-i \xi+(\mu-\nu) \Delta \omega]^{2}+i \varepsilon^{2} \xi}
$$

This in turn, with an obvious change of integration variable, may be expressed as

$$
\left\{\begin{array}{l}
\text { Branch line }  \tag{25}\\
\text { contribution }
\end{array}\right\}=(\text { Residue }) ~ 2 K \int_{0}^{\infty} \frac{e^{i \pi / 4} e^{-\eta^{1} / 2} d n}{\left(n-n_{1}\right)\left(n-n_{2}\right)}
$$

where

$$
\begin{align*}
& K=\varepsilon V_{L} /\left(\omega_{L} r\right)^{1 / 2}  \tag{26a}\\
& \eta_{1}, \quad \eta_{2}=i\left(K^{2} / 2\right)(1+[\Delta \omega / 2 \sigma]) \\
&  \tag{26b}\\
& \quad \pm i\left(K^{2} / 2\right)(1+[\Delta \omega / \sigma])^{1 / 2}
\end{align*}
$$

with $\sigma$ as defined by Eq. (18).
In regards to the $\eta$ integration, the integral can be expressed in general in terms of Fresnel integrals of complex argument after some considerable mathematical manipulation. One may note, moreover, that $\left|\eta_{1}\right|$ and $\left|\eta_{2}\right|$ are, for most cases of interest, considerably less than unity. In this case, the appropriate approximate result (derivation omitted for brevity) is

$$
\begin{equation*}
\int_{0}^{\infty} \frac{e^{-n} \sqrt{n} d n}{\left(n-n_{1}\right)\left(n-n_{2}\right)}=\frac{i \pi}{n_{1}^{1 / 2}+n_{2}^{1 / 2}} \tag{27}
\end{equation*}
$$

where the choice of square root should be such that the imaginary part is positive. The net result in this limit then is that the branch line contribution is independent of the parameter K . (The dependence on range r comes only in the residue.) Thus one may write

$$
\left\{\begin{array}{l}
\text { Branch line }  \tag{28}\\
\text { contribution }
\end{array}\right\}=2 \pi i(\text { Residue }){ }_{\circ} B_{r h}(\Delta \omega / \sigma)
$$

where the function $B_{r h}(\Delta \omega / \sigma)$ is given by

$$
\begin{equation*}
\mathrm{B}_{\mathrm{rh}}(\Omega)=\frac{\sqrt{2}}{\left[1+(1 / 2) \Omega+(1+\Omega)^{1 / 2}\right]^{1 / 2}+\left[1+(1 / 2) \Omega-(1+\Omega)^{1 / 2}\right]^{1 / 2}} \tag{29}
\end{equation*}
$$

Here any consistent choice may be made for the sign of the inner square roots but the outer square roots should be taken such that the resulting phases are between $-\pi / 4$ and $3 \pi / 4$. The quantities in square brackets turn out to be the squares of $(1 / \sqrt{2})\left[(1+\Omega)^{1 / 2} \pm 1\right]$, respectively. The phase restriction then gives

$$
\begin{align*}
\mathrm{B}_{\mathrm{rh}}(\Omega) & =(1+\Omega)^{1 / 2} \text { if } \Omega>0  \tag{30a}\\
& =1 \text { if } 0>\Omega>-2  \tag{30b}\\
& =-i(-\Omega-1)^{-1 / 2} \text { if } \Omega<-2 \tag{30c}
\end{align*}
$$

where here all square roots are understood to be positive!
To completely describe the transition it is appropriate to add to Eq. (28) that contribution (which is zero for $0>\Delta \omega\rangle-2 \sigma$ ) from the pole on the first branch in Eq. (21) which lies in the general vicinity of $k=\omega_{L} / v_{L} \ldots$ If the pole is present, its contribution to the integration over $k$ is $2 \pi i$ times the residue (which is not what we have been referring to as (Residue) ${ }_{o}$ unless $\varepsilon$ is identically zero). The evaluation of the residue is moderately straightforward and omitted here for brevity. The net result is that

$$
\begin{align*}
& \left\{\begin{array}{l}
\text { Branch line } \\
\text { contribution }
\end{array}\right\}+\left\{\begin{array}{c}
\text { Pole } \\
\text { contribution }
\end{array}\right\} \\
& =2 \pi i(\text { Residue })\left\{B{ }_{r h}(\Delta \omega / \sigma)+\mathrm{P}_{\mathrm{o} \ell}(\Delta \omega / \sigma)\right\} \tag{31}
\end{align*}
$$

where the "pole function" $\mathrm{P}_{\mathrm{o} \mathrm{\ell}}(\Delta \omega / \sigma)$ turns out to be given by

$$
\begin{equation*}
\mathrm{P}_{\mathrm{o} \mathrm{\ell}}(\Delta \omega / \sigma)=1-\mathrm{B}_{\mathrm{rh}}(\Delta \omega / \sigma) \tag{32}
\end{equation*}
$$

We accordingly have the remarkable (although, in retrospect, not unexpected) result that

$$
\left\{\begin{array}{l}
\text { Branch line }  \tag{33}\\
\text { contribution }
\end{array}\right\}+\left\{\begin{array}{c}
\text { Pole } \\
\text { contribution }
\end{array}\right\}=2 \pi i \text { (Residue) }_{0}
$$

The above gives one a relatively simple prescription for evaluating a given mode's contribution to the $k$ integration in Eq. (1). First, all branch line integrals are formally neglected. If a pole exists on the first branch, the residue which would normally be utilized is replaced by

$$
\begin{equation*}
\operatorname{Res}\left\{\frac{Q e^{i k r}}{D}\right\} \rightarrow\left\{\frac{Q e^{i k r}}{d^{\prime} D / d k}\right\} \tag{34}
\end{equation*}
$$

where

$$
\begin{gather*}
\frac{\mathrm{d}^{\prime} \mathrm{D}}{\mathrm{dk}}=\frac{\mathrm{d}}{\mathrm{dk}}\left(\mathrm{~A}_{12} \mathrm{R}_{11}-\mathrm{A}_{11} \mathrm{R}_{12}\right) \\
-\mathrm{G} \frac{\mathrm{~d}}{\mathrm{dk}}\left(\mathrm{R}_{12}\right) \tag{35}
\end{gather*}
$$

i.e. it differs from the actual derivative of $D$ in that $G$ is formally considered as constant. Doing this when $\omega$ is somewhat removed from the transition region near $\omega_{L}$ should make very little difference since $R_{12}$ is small at values of $k$ which are poles. Near the transition, this neglect should almost exactly compensate for the neglect of the branch line integral.
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Refinement of previous theoretical iormulations and numerical computations of pressure waveforms as applied to atmospheric traveling infrasonic waves could include a desoription of their asympotic behavior at hith frequencios. In the present paper, calculations based on the W. K. I. J. amproximation and similar to those introduced by Haskell 6 . Appl. Phys. 22, 157-167 (1951)] are perfoimed to deseribe the asymptotic behavior of infrasonic suided modes as ginerated by a nuclear explosion in the atmospinere. The results of these calculations aie then matciled onto numerical solutions which have been given by Ifarkrider, Pierce and Posey, and others. It is demonstrated that the use of these asymptotic formulas in conjunction with a computer prouram when synthesizes infrasonic pressure waveforns has anabled the elimination of problems assonated with high-frequency truncation of numerical integration over frequency. In this way, small spurious high-froquacy oscillations in the omputer solutions have leen avoided. WWott sponsored by Air Force Cambridge Rescarch Lalboratory.]


Recently, Allan D. Pierce, Christopher Y. Kapper and Wayne A. Kinney at the Georgia Institute of Technology have been working to refine a computer program which synthesizes infrasonic pressure waveforms at the ground as generated by large explosions in a wind- and temperature- stratified atmosphere. 1 Shown in Fig. 1 are three such pressure waveforms along with the modal waveforms from which each of the three individual total waveforms has been superposed. Corresponding to each modal waveform is a particular dispersion curve (i.e., a plot of phase velocity versus angular frequency). Any given dispersion curve defines what is referred to as a mode. Fig. 2 shows dispersion curves as they are generated by a portion of the computer program. The labels given to these correspond to the labels given to the modal waveforms in Fig. 1.

Due to temperature stratification, the earth's atmosphere possesses sound speed channels with associated relative sound speed minima. Fig. 3 shows a standard reference atmosphere wherein two such sound speed channels are indicated; one with a minimum occurring at approximately 16 km altitude and the second with a minimum occurring at approximated 86 km altitude. Given the presence of such a channel, an acoustic ducting phenomenon can occur, as is demonstrated in, Fig. 4, wherein the energy associated with an acoustic disturbance can become trapped in the region of a relative sound speed minimum. ${ }^{1}$ It is this mechanism of propagation only that is of interest here.

In the computer program, the computation of modal waveforms involves the numerical integration over angular frequency of a Fourier transform of acoustic pressure where this integration is truncated at the high-frequency end. ${ }^{1}$ It has been speculated that this abrupt truncation leads to the


Fig. 1 Superposed infrasonic pressure waveforms (with contributing mod al waveforms shown) as generated by the computer model for ground locations $10,000 \mathrm{~km}$ upwind, crosswind and downwind from a nuclear explosion.


Fig. 2. Dispersion curves generated by the computer model. The labels given these curves correspond to the labels given the modal waveforms of Fig. 1.


Fig. 3. Standard reference model atmosphere showing two sound speed channels.

## SOUND CHANNEL DUCTING



Fig. 4. Graphic illustration of acoustic ducting in a sound speed channel. The energy of an acoustic disturbance can concentrate in the region of a relative sound speed minimum. 1
generation of what might be called "numerical noise" in the computer output. It was felt useful, therefore, to extend this integration beyond the heretofore upper angular frequency limit by means of some appropriate high-frequency approximation.

The approximations associated with the W.K.B.J. method of solution ${ }^{2}$ apply to the analytical model on which the computer program is based at frequencies above approximately 0.1 radian $/ \mathrm{sec}$. Below that limit, effects due to density stratification in the atmosphere and gravitational forces cannot be neglected. Such effects therefore are not germaine to the discussion here.

To the best of the authors' present knowledge, the application of the W.K.B.J. method of solution to the problem of describing propagation of acoustic disturbances in an atmosphere that contains two adjacent sound speed channels has not been approached in the literature to date in the manner to be presented. To be specific, the approach taken here is to seek a W.K.B.J. model for each of the sound speed channels separately, then to combine the results rather than to treat the problem with a single model.

The W.K.B.J. model for propagation of acoustic disturbances in a single sound speed channel consists of solving for the acoustic pressure divided by the square root of the ambient density expressed as

$$
\frac{P}{\rho_{o}^{\frac{1}{2}}}=\psi(z) e^{-i \omega t} e^{i k x}
$$

where $\omega$ is angular frequency, $k$ is the wave number associated with the horizontal dimension $x, z$ is altitude, and where $\psi(z)$ satisfies the reduced wave equation,

$$
\frac{d^{2} \psi}{d z^{2}}+\left[\frac{\omega^{2}}{c^{2}(z)}-k^{2}\right] \psi=0
$$

where $c(z)$ is sound speed as a function of altitude. The W.K.B.J. approximation as applied to this model would appear to be valid provided

$$
\frac{C}{|\nabla C|} \ll \lambda
$$

where $\lambda$ is some representative wavelength of interest. This approximation states that substantial changes in sound speed should not occur within distances corresponding to a typical wavelength of interest if the model is to apply.

Particular insight into the high-frequency behavior of guided infrasonic modes was gained when the following integral was solved numerically by computer

$$
\int_{z_{\text {bottom }}}^{z}\left[\frac{1}{c^{2}(z)}-\frac{1}{v_{p}^{2}}\right]^{\frac{1}{2}} d z=\frac{\left(n+\frac{1}{2}\right) \pi}{\omega}
$$

where $v_{p}$ is phase velocity, $n=0,1,2,3, \ldots$, and where $z_{\text {bottom }}$ and $z_{\text {top }}$ identify the lower and upper bounds of the sound speed channel, respectively. This integral is a direct result of the W.K.B.J. method of solution ${ }^{2}$, and its numerical solution enabled the plotting of high-frequency dispersion curves.

In the lower portion of Fig. 5 are shown two sets of dispersion curves generated by integrals of the above form; one set (the dashed curves) is appropriate to the W.K.B.J. model for the lower channel and the other set (the solid curves) is appropriate to the W.K.B.J. model for the upper channel.


Fig. 5. Comparative dispersion curves as generated by the computer model and the W.K.B.J. models.

In the upper portion of the same figure are shown again dispersion curves as generated by the computer model. It should be mentioned that the computer model solves a more complex problem in the sense that the simplifications inherent in the W.K.B.J. model are not present.

As is illustrated in the lower portion of Fig. 5, the two sets of dispersion curves generated by the W.K.B.J. models intersect with one another at various points. A comparison of the dispersion curves shown in both the upper and lower portions of Fig. 5 reveals that these points of intersection mark regions of resonant interaction in the phase velocity-angular frequency plane between adjacent modes of the computer model. To better illustrate this observation, in the right hand portion of Fig. 6 is shown one such region of interaction with its corresponding point of intersection between two dispersion curves of the W.K.B.J. models shown to the left. It should be mentioned that the dispersion curves of the computer model never intersect with one another. An analytical explanation of this fact is given in reference 1.

The above observation may be stated differently by saying that, for relatively high angular frequencies, the dispersion curve corresponding to a given mode of the computer model is comprised of portions of dispersion curves from both sets of the curves generated by the W.K.B.J. models. Two important inferences about the asymptotic high-frequency behavior of guided infrasonic modes can be drawn from this statement. First, for some frequency ranges, and depending on how dispersion curve portions match between curves of the computer model and the W.K.B.J. models, it can be inferred that the acoustic energy associated with a given mode is comprised of energy associated more with propagation of acoustic disturbances in one sound speed channel than in the other. Also, with increasing frequency, this association alternates back and forth

## DISPERSION CURVES DO NOT CROSS



Fig. 6. Blow-up of a section of Fig. 5 showing a region of resonant interaction between two adjacent modes of the computer model. To the left are shown the corresponding intersecting curves of the W.K.B.J. models.
between channels. To illustrate, if for a small range of frequencies a portion of a dispersion curve of the computer model matches (in the phase velocityangular frequency plane) a portion of one of the W.K.B.J. model curves for the upper channel, then that implies that, for that mode and for that small frequency range, the acoustic energy density associated with that mode is greater In the upper channel than in the lower channel. Secondly, in standard reference atmospheres the sound speed minimum for the upper channel is shown to be less in magnitude than the sound speed minimum for the lower channel. It can be inferred therefore that those acoustic disturbances for which phase velocities are less in magnitude than the sound speed minimum for the lower channel are associated more with acoustic energy trapped in the upper channel than in the lower channel, and thus for this reason do not contribute significantly to the acoustic energy at the ground. This inference implies that care must be taken as to which modes are chosen to superpose in the attainment of the final pressure waveform at the ground, as some may not contribute.

In addition to providing a new analytical tool, the manner in which the W.K.B.J. method of solution has been applied to the two-channel problem has clarified the physical interepretation of a mode as defined in the computer model. It is hoped that the computer program can now be modified accordingly to gain better high-frequency resolution in the pressure waveform output.
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Appendix C

```
    PROGRAM MAIN (INPUT,OUTRIIT, VAPES=INPUT,TAPFG=OUTPUT)
    -DIMEISTON ZTS(10)
    COMMON VP,I1,NCS,ZI(100),CI(100),ASOLI100),ZLOW,ZUP
    REAJ(5,*)NCS,(ZI(T),I=1,NCS),(CI(I),I=1,NCS),VO,ZGL,ZBU,NSCAN
    NPITE(6,*)NCS,(ZI(I),I=1,NDS),(CI(I),I=1,NCS),VO,ZBL,ZBU,NSCAN
    QEAO*, (ZTS(I),I=1,10)
    WPITE*, (ITS(I),I=1,10)
    CALL DASOL
    PRINT*,"ASOL=",ASOL
    nO 5 I=1.10
    5 PRINT***CSP=*,CSP{ZTS(I))
    CALL TNPNT(VO,ZOL,ZRU,NSCAN,NPTS,ZLON,ZUP)
    PRINT*,"NRTS=",NRTS
    CALL SHIFT(ZLON.ZUP)
    PRINT*,*ZLOM=**"ZCW,"ZUP=** Z!"?
    CALL RANG (NTLAE,RLNTH:ZLOW,ZUP)
    PRINT*,*RTINE=", RTIME,*RLNT"=", RLNTH
    I = i
    Z=ZI(5)
    CALL DRUTNPII,Z,VP,DXOVPU,DTDVPU,TLON,ZUPJ
    DRINT*,*OXDUPU=*, EXDVFU,"CTTYPU=*"OTDYPU
    I =-1
    Z = ZI(3)
    CALL DPVTNP{I,Z,VP,DXDVFL,DTOVPL,TLOW,ZUD)
    ORINT*,"DXTJPPL=**CXDVPL,"GTOVPL=",DTOVPL
    Z1= ZI(3)
    Z2 = ZI(5)
    CALL MDLINT(Z1,Z2,AMXIN,AMIIN)
    PRINT*,"AMXIN=**,A*XIN,"ANTIN=",A*TIN
    CALL DSUVFII,Z,VP,OXDVP,OTDVP,ZLOW,ZUP,AT1XIN,AMTIN,
    10XOVOT,DTOVOTI
    PRINT*,"DXDVOT=",DXOVFT:"DTDVPT=",OTDUPT
    CALL EXIT
    ENT
    SUBQOUTINE SHIFT(ZLOW,ZUP)
    N=0
    5 \text { CHKL = CMVP(TLOW)}
    IF(CHKL .LE. D.D) GO rO 10
    ZLOW = 2LOW + 1.E-3
    N=N+1
    IF(N.GE. 1000) RETURN
    G0 ro 5
10 CHKU = CMVP(ZUP)
    IF(CHKU .LE. O.O) RETURN
    ZUP = ZUP - 1.E-8
    N=N+1
    IF(N.GE. 1000) RETURN
    GO TO.10
    END
    FUNCTION CMVP(Z)
    COMMON VO
    CMVP = CSP(Z) - Vp
    RETURN
    END
    SURZOUTINE TNPNT(UP,ZBL,ZBU,NSCAN,NRTS,ZA,ZB)
    EXTERNAL CMVP
    DIMENSION GUESS(3+1),ANS(1),FANS(1)
    COMMON VPC
    VPC = VP
    OELTA = (ZBU - ZBL)/(NSCAN + 1)
    F1 = CMYP(ZAL)
    Z1 = ZAL
    NRTS = 0
```

    F2=GMVP(Z2)
    .TEST = F1*FZ
    IF(TEST GT. 0.0) 00 TO 15
    GZ = 21 - F1*DELTA/(F2 - F1)
    GUESS(1.1)=G2
    GUESS(2.1)=21-1.E-6
    GUESS(3.1)= =22+1.E-6
    CALL ZAFUR(1,GUESS,10,1,E-7,1.E-7,CNVO,-1,ANS,FANS)
    NRTS = NRTS + 1
    IF(NRTS EQ. 1) ZA = ANS(1)
    IF(NRTS EQ. 2) ZM = ANS(1)
    IF(NRTS.EQ. 2) GO TO 20
    15 Z1 = Z2
F1 = F2
IF(Z3U .GE. Z1) GO TO 10
20 RETUPN
ENO
SUBROUTINE RANG (RTIME,RLNTH.ZLOW,ZUO)
EXTERNAL ROTDZ.ROXDZ
RTIME = RAINY(RDTDZ,ZLOW,ZUP)
RLNTH= RAINT(ROXOZ,ZLON,ZUD)
PETIJRN
END
Sugroutine dasol
COMMON VP,I1,NCS,TI(100),CI(100),ASOL(100)
N = 1
BELZ = 1.0
DELC = 0.0
AKM2 = 0.0
ALMZ = 0.0
AKM1 = 0.0
ALM1 = 1.0
NSTP = NCS - 1
10 OELZP = ZI(N\&1) - ZI(N)
DELCP = CI(N+1)-CI(N)
ALPHA = OELZ
GAMMA = DELZP
BETA = 2.O*(ALPHA + GAMNA)
OEE = (DELCO/DELZP) - (DELC/DELZ)
IF(N .EQ. 1) GO TO 30
AK = (DEE - ALPHA*AKM2 - DETA*AKM1)/GAMMA
AL = ( - ALPHA*ALM2 - BETA*ALM1)/GAMMA
IF(N .ET. NSTP) GO TO 100.
AKM2 = AKM1
ALM2 = ALM1
AKM1 = AK
ALM1 = AL
30N=N+1
DELZ = DELZP
OELC = DELCP
GO TO 10
.00 ASOL(1) = 0.0
ASOL(2) = -AK/AL
DELZ = 1.0
DELC = 0.0
N = 1
10 DELZP = ZI(N+1) - ZI(N)
DELCP = CI(N+1) - CI(N)
alpha = 9elz.
gamMa = Delzo
BETA = 2.0*(ALPHA + GAMMA)
dEE = (delcp/DELzp) - (oElC/dElz)
IF(N .EO. 1) GO TO 130
M=N+1

```
```

    ASOL(M) = (DEE - ALPHA*ASOL(N-1) - TETA*ASOLTN)\GAMMA
    IF(N.E?. NSTP) GOTO 2UO
    130N=N+1
3FLZ = OELZO
DELC = OELCF
G0 TO 110
200 RETUPN
ENDD
FUNETION CSP(Z)
COMMON VO,I1,NCS,TI(100),CI(100), ASOL(100)
ZL}=ZT(1
Zp=2I{NCS)
IF (Z LT. ZL) GO TO 50
IF (Z.GT. ZP) GOTO 60
I = NCS
10 J = I-1
ZTEST = ZI(J)
IF (Z GT. ZTEST) GO 1O 40
I = J
G0 ro 10
4 0 ~ C O N T I N J E ~
Z IS BETWEEV ZI(I-I) ANO ZI(I)
DELZ = TI(I) - ZI(J)
W=17-7I(J))/DELZ
WBAR = 1.0 - W
TERM1 = WRAR*CI(J) + W*CI(I)
GUT1 = WOAR*F3 - WBAR
G|r2 = W**3-W
TERM2 = (DELZ**2)*(ASOL(J)*GUT1 + ASOL(I)*GUT2)
CSP = TEQM1 + TERM2
RETURN
50 CSP = CI(1)
RETURN
50 CSO = CI(NCS)
RETURN
ENO
FUNOTION DCOZ(Z)
COMMON VP,I1,NCS,ZI(1001,CI(100),ASOL(100)
ZL=ZI(1)
ZP=ZI(NCS)
IF(Z.LT. ZL) GO TO 50
IF(Z.GT. ZO) GO TO 50
I = NCS
10 J=I-1
ZTEST = ZI(J)
IF(7. .GT. ZTEST) GO TO 40
I = J
GO TO 10
40 CONTINIJE
Z IS BETWEEN ZI(I-1) AND ZI(I)
OELZ = ZI(I) - ZI(J)
OFLCI = (CI(I) - CI(J))/QFLZ
W = (Z - ZI(J))/DELZ
WBAR = 1.0 - W
TRM3A = ASOL(I)* ({3.0*(W**2))-1.0)
TRM33 = ASOL (J)*((3.0*(WBAR**2))-1.0)
TRM3 = DELZ* (TRM3A - TRM3\#)
OCDZ = DELCI + TRMB
RETURN
50 DCDZ = 0.0
RFTURN
END
SUBROUTINE DRVTNP(I,Z,VP, DXDVP,DTDVP,ZLOW,ZUP)

```

```

    EXTERNAL FOTDVP,FOXDUP,CMVP
    YOA = VO
    A = 2LOW
    3=2
    IF(T LTT.0) GO TO 100
    A = ZUP
    3=7
    PRINT*,*"A="*A
    .00 VPST = VP**2
csps? = csp(B)**2
DNTR = (CSP(B)* ECNZ(O))* (SQRT (VPSQ - CSPSQ) %
TRMOUT = VP/ONTR
O= i.E-5
CALL QUAD(A, Q,O,REL,1,AINTX,FOXDYF,NERR,O)
IF (I LT. D) GO TO 200
OXDVP = -TRYOUT + AINTX
OO DXDVP = TRMOUT - AINTX
CALL QUAD{A,B,D,RFL,1,AINTT,FOTOVP,NERR,0)
IF (I LT. 0) GO TO 300
DTOVP = -TRYOUT - AINTT
OOD DTOVP = TRMOUT + AINTT
RETURN
END
SUBPOUTINE MDLINT(ZI,Z2,AMXIN,AMTIN)
EXTERNAL FAMXIN,FAMTIN
A = 21
9=22
D=1.E-G
CALL QUAD(A,B,D,REL,O,ANXIN,FAMXIN,NEPR,0)
CALL QUAD(A,O,D,REL,O,ANTIN,FAMTIN,NERR,O)
RETURN
END
SUBROUTINE JSOVP(I,Z,VP,DXOVP,DTDVD,ZLOW,ZUP,AMXIN,AMTIN,
1OXDVPT,DTOVPT)
COMMON VPA,I1,NCS,ZI(100),CI(100),ASOL(100)
EXTERNAL FOTOVD,FQXOVP,FAKXIN,FAMTIN
I=1
Z = ZI(5)
CALL DRVTAP(I,Z,VO,OXDVPU,OTGVOU,ZLON,ZUO)
I = -i
Z = ZI(3)
CALL DRVTNP(I,Z,VP,DXOVPL,OTDVPL,7LOW,ZUP)
Z1=7I(3)
Z2 = ZI(5)
CALL MOLINT(Z1,Z2,AMXIN,AMTIN)
DXDVPT = DXDVPL + AMXIN + OXDVOU
DTDVPT = DTDVPL + AMTIN + DIOVOU
RETURN
ENO
FUNCTION FAMXIN(Z)
COMMON VP,K
VPSQ = VP**2
CSPST = CSP(Z)**2
IF (VOSQ .GE. CSPSQ) GO TO 20
K = 1
10 TRM1 = 1.E-50
TC TO 30
20K=0
TRM1 = (SORT (VPSQ - CSPSQ))**3
IF (TRM1 .LT. 1.E-50) G0 T0 10
TRM2 = GSP(Z)*VP
30 FA:1XIN = -TRM2/TRN1
RETURN
END

```
```

    FUNCTION FAMTIN(Z)
    , COMMON VP,K
    VPSD= VO**2
    CSPSQ = CSP(Z)**2
    IF (VPSO .GE. CSPSQ) GO TO 20
    K = 1
    10 TRMA = 1.E-50
    GO TO 30
    20k=0
    TRMA = SQRT(VPSO - CSPSO)
    IF (TRMA .LT. 1.F-50) G0 TO 10
    TRM3 = 1.0/(CSP(Z)*TRMA)
    TRM4 = VPSO/(CSP(7)*(TRMA**3))
    30 FAMTIN = TRM3 - TRM4
RETURN
SMO
FUNETION DCDZS(Z)
COMMON VO,II.NCS.ZI(100),OI(100),ASOL(100)
ZL = ZI(1)
ZF=ZI(NCS)
IF(Z .LT. ZL) GO TO 50
IF(Z .GT. Z?) GO TO 50
I = N C S
10 J = I-1
ZTEST = ZI(N)
IF(Z.GT. ZTEST) GO TO 40
I=J
GO ro 10
40 CONTINUE
Z IS BETWEEN ZI(I-1) ANO ZI(J)
DELZ = ZI(I) - ZI(J)
W = (Z - ZI(J))/DELZ
WBAR = 1.0 - W
OCOZS = 6.0*((NEAR*ASOL(J)) + (W*ASOL(I)))
RETIRN
50 DCDZS = 0.0
RETURN
END
FUNGTION FOXDVP(Z)
COMMON VO,K
CSPSQ = CSP(Z)**2
yPSQ = vP**2
DCOZSQ = DCDZ(Z)**2
IF(VPSQ .GE. CSPSN) GO TO 50
K=1
40 DN=1.E-50
Go ro60
50K=0
ON = OCOZSQ* (SQRT (VDSQ - CSPSQ))
IF(DN .LT. 1.E-50) GO TO 40
6 0 ~ F D X O V O ~ = ~ ( V P * D C D Z S ( Z ) ) / O N
RETURN
ENT
FUNCTION FOTOUP(Z)
COMMON VP,K
REAL NMA,NM3,NFIC,NM
CSPSQ = CSP(Z)**2
VFSQ = VP**2
DCDZSQ = DCDZ (Z)**2
CSPCUB = CSP(Z)**3
IF(VPSQ .GE. CSPSO) GO TO 70
K=1
60 ON=1.E-50
GO TO 80

```
```

7uK=0
ON = SNRT(VOSO - CSPSO)
IFIDN .LT. 1.E-503 GO T0 60
NMA = 1.0/CSP(z)
NNB = (2.0*ypSQ}/cspcue
HMC = (YPSQ*DCUZS(Z))/(CSPSO*CODZSO)
NM = NMA - IMAR - NMC
30 FDTOVP = NM/DON
QETIJRN
ENO
FUNCTION POXOZ(Z)
COMHON VP,K
CSFSQ = CSP(Z)**2
VPS\ = VD**2
IF. (CSPSO .LE. VPSQ) GO ro 10
k = 1
5 DSQ = 1.E-50
go ro 20
10k=0
DSQC = 1./CSPSQ
DSQV = 1./VPSO
DSQ = DSQC - DSOV
IF (DSQ .LT. 1.E-50) GO TO 5
20 ROXOZ = (1./VP)/SORT(OSO)
RETURN
END
FUNCTION ROTOZ(Z)
COMMON VP,K
CSPSQ = csp(Z)**2
VPSQ = VP**2
IF (CSPSO .LE. VPSO) GO ro 30
k = 1
20 3SQ = 1.E-50
GO TO 40
30 k = 0
DSQC = 1./CSPSQ
DSQU = 1.NYPSO
DSQ = OSQC - OSOV
IF (DSQ .LT. 1.F-50) GO TO 20
40 ROTDZ = (1./CSPSO)/SQRT (OSQ)
RETJRN
END
FUNGTION RAINT(OSCZR,ZLOW,ZLF)
EXTERNAL CSOZR
ZAVE = (ZUP + ZLOW)/2.0
D = 1.E-6
CALL QUJAD(ZLOW,ZAVE,D,REL,1,ANS1,OSOZR,NERR,O)
CALL QUAD(ZUP,ZAVE,D,REL,1,ANS2,DSDZR,NERR,0)
RAINT = (ANS1 - ANS2)
RETURN
ENO

```
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\begin{abstract}
Perturbation techniques are described for the computation of the imaginary part of the horizontal wave number ( \(k_{I}\) ) for modes of propagation. Numerical studies were carried out for a model atmosphere terminated by a constant sound speed ( \(478 \mathrm{~m} / \mathrm{sec}\) ) half space above an altitude of 125 km . The \(G R_{0}\) and \(G R_{1}\) modes have lower frequency cutoffs. It was found that for frequencies less than 0.0125 radian/sec, the \(\mathrm{GR}_{1}\) mode has complex phase velocity; \(k_{I}\) varying from near zero up to a maximum of \(3 \times 10^{-4}\) with analogous results for the \(G R_{0}\) mode. There is an extremely small frequency gap for each mode for which no poles in the complex \(k\) plane corresponding to that mode exist. These mark the transition from undamped propagation to damped propagation. In the complete Fourier synthesis, branch line contributions compensate for the absence of poles in these gaps. Computational procedures are described which facilitate the inclusion of the low frequency portions of these modes in the waveform synthesis.
\end{abstract}

One of the standard mathematical problems in acoustic wave propagation is that of predicting the acoustic field at large horizontal distances from a localized source in a medium whose properties vary only with height. This problem, as well as its counterpart in electromagnetic theory, has received considerable attention in the literature, \({ }^{1}\) is reviewed extensively in various texts \({ }^{2-7}\), and, for the most part, may be considered to be well understood.

A typical formulation of, say, the transient propagation problem 8-9 leads (at sufficiently large horizontal distance \(r\) ) to an intermediate result which may be expressec as a double Fourier integration over angular frequency \(\omega\) and horizontal wave numer \(k\); i.e. for, say, the acoustic pressure, one has
\[
\begin{equation*}
p=S(r) \quad \operatorname{Re}\left\{\int_{0}^{\infty} \underset{\sim}{\infty}(\dot{\infty}) e^{-i \omega t}[0 / D(\omega, k)] e^{i k r} d k d \omega\right\} \tag{1}
\end{equation*}
\]

Here \(S(r)\) is a geonetrical spreading factor, \(1 / \sqrt{r}\) for horizontally stratified media, \(I /\left[a_{e} \sin \left(r / a_{e}\right)\right]^{1 / 2}\) if the earth curvature ( \(a_{e}=r a d i u s\) of earth) is to be approximately taken into account. The quantity \(\hat{f}(\omega)\) is a Fourier transform of some function characterizing the time dependence of the source; \(Q\left(\omega, k, z, z_{0}\right)\) is a function of receiver and source heights \(z\) and \(z_{o}\) as well as of \(\omega\) and \(k\), possibly also of horizontal direction of propagation if, say, winds are included in the formulation, but, in any event, should have no poles in the complex \(k\) plane for given real positive \(\omega\), and given \(z\) and \(z_{0}\). The denominator \(D(\omega, k)\) is indepencent of \(z\) and \(z_{o}\), may be zero for certain values \(k_{n}(\omega)\) of \(k\), and is termed the eigenmode dispersion function.

Typically, in oreer to uniquely specify both \(Q\) and \(D(\omega, k)\) for all complex
values of \(k\) (given \(\omega\) real and positive), branch points must be identified and branch cuts must be placed in the complex \(k\) plane. The general rule may be taken to be that no branch cut should cross the real axis, and, if a branch point should lie on the real axis (when \(\omega\) is positive real), the branch cut either extends into the upper or lower half plane depending on whether the branch point moves up or down when \(\omega\) is given a small positive imaginary part. The integration contour for the \(k\) integration goes nominally along the real axis but skirts below or above (see Fig. 1a) those poles lying on the real axis which move up or down, respectively, when \(\omega\) is given a small positive imaginary part. The placing of the branch cuts and the selection of the contour in this manner is one method of guaranteeing causality in the solution, or, equivalently, of guaranteeing that the solution dies out at large distances if a slight amount of damping (Rayleigh's virtual viscosity) is added in the mathematical formulation. The necessity of branch cuts only occurs if the medium is unbounded either from above or below and a choice of phases can always be made such that (given, say, that the medium is unbounded from above) \(Q\) dies out exponentially as \(z \rightarrow \infty\) when \(\omega\) has a small positive imaginary part and when \(k\) is real.

The so-called guided mode description of the far field waveform arises when the contour for the \(k\) integration is deformed (permissible because of Cauchy's theorem and of Jordan's lemma \({ }^{10}\) ) to one such as is sketched in Fig. 1b. The poles above the initial contour are encircled in the counterclockwise manner. There are also contour segments which encircle each branch cut lying above the real axis in the counterclockwise sense. The integrals around each pole are evaluated by Cauchy's residue theorem and one is left with a sum of residue terms plus branch line integrals. Each residue term may be considered as corresponding to a particular guided mode of propagation. The branch line contributions in some contexts are considered as corresponding to what may be termed lateral waves. \({ }^{11}\) (The term may be unappropriate unless there is a

1. Contours in the complex \(k\) (wavenumber) plane for evaluation of individual frequency contributions to waveform synthesis. (a) Original contour. (b) Deformed contour.
sharply defined interface separating two types of media, such as a watermuddy bottom interface in shallow water propagation.)

In regards to the guided mode description, one type of approximation frequently made is to neglect all poles (i.e. roots \(k_{n}(\omega)\) of \(D(\omega, k)\) ) which are above the real axis, the argument being that the corresponding \(e^{i k r}\) factors in the residues will die out rapidly with increasing \(r\), the bulk of the contribution at large \(r\) expected to come from the poles which lie on the real axis. In a similar manner, it is argued that the branch line contour contribution also dies out relatively rapidly (a factor of \(1 / r^{3 / 2}\) in addition to the geometrical spreading) so it too may be neglected at large \(\mathbf{r}\) compared to the terms coming from the real roots. The net result for Eq. (1) would then be
\[
\begin{equation*}
p=\sum_{n} S(r) \int_{\omega_{L n}}^{\omega_{n} U_{n}}(\omega) \cos \left[\omega t-k_{n}(\omega) r+\phi_{n}(\omega)\right] d \omega \tag{2}
\end{equation*}
\]

Where \(A_{n}(\omega)\) and \(\phi_{n}(\omega)\) are defined in terms of the magnitude and phase of the residues of the integrand in Eq. (1); the \(k_{n}(\omega)\) being the real roots of \(D(\omega, k)=0\), numbered in some order with the index \(n=1,2,3\), etc., and it being understood that, for fixed \(n, k_{n}(\omega)\) should be a continuous function of \(\omega\) over some range of \(\omega\) from a lower limit \(\omega_{\text {Ln }}\) up to an upper limit \(\omega_{U n}\). The remaining integral over \(\omega\) can then be approximately evaluated by the method of stationary phase or integrated by suitable numerical methods.

In the present paper, a somewhat subtle set of circumstances intrinsic to low frequency infrasound propagation in the atmosphere is discussed for which the arguments leading to the approximation of Eq. (1) by (2) are not wholly valid, even at distances of the order of more than a quarter of the earth's circumference. We suspect that comparable circumstances may arise in other contexts, but the present discussion is, for simplicity, illustrated only
by examples from atmospheric infrasound propagation.

\section*{I. INFRASOUND MODES}

An atmosphere model frequently adopted for infrasound studies is one in which the sound speed \(c\) varies continuously with height \(z\) in a more or less realistic manner (Fig.2a) but is constant ( \(=c_{T}\) ) for all heights above some specified height \(z_{T}\). [If winds are included in the formulation, their velocities are also assumed constant in the upper half space, \(\left.z^{>}>\mathbf{z}_{\mathbf{T}}{ }^{\cdot}\right]\) Conceivably, one has some latitude in the choice of \(z_{T}\) and of the upper halfspace sound speed \(c_{T}\), although computations of factors such as \(Q\left(\omega, k, z, z_{o}\right)\) and \(D(\omega, k)\) in Eq. (1) become more lengthy with increasing \(z_{T}\). Also, it would seem that the most logical choice of \(c_{T}\) would be that which would realistically correspond to height \(z_{T}\), so the profile \(c(z)\) would be continuous with height across \(z_{F}\), as in Fig. 2a. Another conceivable choice would be one (Fig. 2 b ) in which \(c_{T} \rightarrow \infty\), such that the surface of air nominally at \(z_{T}\) would be a free surface or pressure release surface (corresponding to the model generally adopted for the water-air interface in underwater sound studies). A somewhat intuitive premise which may be adopted is that, if the source and receiver are both near the ground and if the energy actually reaching the receiver travels via propagation modes channeled primarily in the lower atmosphere, then the actual value of the integral in Eq. (1) would be somewhat insensitive to the choices of \(z_{T}\) and \(c_{T}\). This, however, remains to be justified in any rigorous sense, so we would be somewhat hesitant to take \(c_{T}=\infty\) at the outset. In typical calculations performed in the past, \(z_{T}\) is taken as \(225 \mathrm{~km}, \mathrm{C}_{\mathrm{T}}\) is taken as the sound speed ( \(\approx 800 \mathrm{~m} / \mathrm{sec}\) ) at that altitude. Since one is often interested in frequencies (typically corresponding to periods greater than, say, 1 to 5 minutes) at which gravitational effects are important, the formulation leading to the infrasound version of Eq. (1) is based on the fluid dynamic equations with gravitational body forces and the associated nearly exponential decrease of ambient density and pressure with height included.


The incorporation of gravity leads, among other effects, to a somewhat complicated dispersion relation for plane type waves in the upper half space when \(c_{T}\) is finite, i.e. one can have solutions of the linearized fluid dynamics equations for \(z>z_{T}\) of the form 8,9
\[
\begin{equation*}
p / \sqrt{o}_{o}=\left(\text { Constant) } e^{-i \omega t} e^{i k x} e^{i k_{z} z}\right. \tag{3}
\end{equation*}
\]
where the vertical wave nuber \(k_{z}\) (alternately written as iG for inhomogeneous plane waves) and the horizontal wave number \(k\) are related by the dispersion relation (neglecting winds)
\[
\begin{equation*}
k_{z}^{2}=-G^{2}=\left[\omega^{2}-\omega_{A}^{2}\right] / c^{2}-\left[\omega^{2}-\omega_{B}^{2}\right] k^{2} / \omega^{2} \tag{4}
\end{equation*}
\]
where \(\omega_{A}=(\gamma / 2) g / c, \quad \omega_{B}=(\gamma-1)^{\frac{1}{2}} g / c\) are two characteristic frequencies \(\left[\omega_{A}>\omega_{B}\right]\) for wave propagation in an isothermal atmosphere ( \(g \simeq 9.8 \mathrm{~m} / \mathrm{s}^{2}\) is acceleration due to gravity, \(\gamma \approx 1.4\) is specific heat ratio). Here, for brevity, the subscript \(T\) on \(c_{T}\) has been omitted. For given real positive \(\omega\), real \(k\), one can have \(k_{z}^{2}\) positive or negative ( \(G^{2}\) negative or positive). The values of \(k\) at which \(k_{z}^{2}\) or \(G^{2}\) go to zero turn out, as might well be expected, to be the branchpoints in the \(k\) integration in Eq. (1), i.e., synonymous with the branch points of \(G\). Along the real axis, \(G\) is either real and positive ( \(e^{i k} z^{z}\) or \(e^{-G z}\) dying out with increasing \(z\) ) or else \(G\) is a positive or negative imaginary quantity. In the latter case, the phase of \(G\) may be either \(\pi / 2\) or \(-\pi / 2\), in accordance with the well known fact that, for acoustic-gravity waves, wavefronts may be moving obliquely downwards (negative \(k_{z}\) ) when energy is flowing obliquely upwards. In particular, for \(0<\omega<\omega_{B}\), one has \(G\) real. and positive for k in between the two branch points on the real axis, the phase of \(G\) is \(\pi / 2\left(k_{z}<0\right)\) on the remainder of the real axis; the two branch
points are, from Eq. (4), at
\[
\begin{equation*}
k_{B R}^{+,-}(\omega)= \pm \frac{\omega\left[\omega_{A}^{2}-\omega^{2}\right]^{1 / 2}}{c\left[\omega_{B}^{2}-\omega^{2}\right]^{\frac{1}{2}}} \tag{5}
\end{equation*}
\]

The branch lines extend upwards and downwards from the positive and negative branch points, respectively. [See Fig. 1.]

The dispersion function \(D(\omega, k)\) in the atmospheric infrasound case can be written in the general form
\[
\begin{equation*}
D(\omega, k)=A_{12} R_{11}-A_{11} R_{12}-R_{12} G \tag{6}
\end{equation*}
\]
where \(R_{11}\) and \(R_{12}\) are elements of a transmission matrix [R], these depend on the atmosphere's properties only in the altitude range 0 to \(z_{T}\), they are independent of what is assumed for the upper half space. In general, their determination requires numerical integration over height of two simultaneous ordinary differential equations (termed the residual equations \(8,9,12\) in previous literature). They do depend on \(\omega\) and \(k\) (or, alternately, on \(\omega\) and phase velocity \(v\) ) but are free from branch cuts, they are real when \(\omega\) and \(k\) are real and are finite for all finite values of \(\omega\) and \(k\). The other parameters \(A_{12}\) and \(A_{11}\) depend only on the properties of the upper half space (in addition to \(\omega\) and \(k\) ). Specifically, these are given (for the no wind case and with the subscript \(T\) omitted on \(C_{T}\) )
\[
\begin{align*}
& A_{11}=g k^{2} / \omega^{2}-\gamma g /\left[2 c^{2}\right]  \tag{7a}\\
& A_{12}=1-c^{2} k^{2} / \omega^{2} \tag{7b}
\end{align*}
\]

One may note that, since every quantity in Eq . (6) is necessarily real when \(\omega\) and \(k\) are real. (with the possible exception of \(G\) ), the poles lying on the real \(k\) axis (real roots of \(D\) ) must be in the regions of the ( \(\omega, k\) ) plane [or ( \(\omega, v\) ) plane] where \(G^{2}>0\). Since the integrand of Eq. (1) divided by \(\sqrt{\rho_{0}}\) should vary with \(z\) above \(z_{T}\) as \(e^{-G_{Z_{T}}}\) one may call the corresponding modes fully ducted modes. There is no net leakage of energy for such natural modes into the upper halfspace. If one considers \(D\) as a function of \(\omega\) and phase velocity \(v_{p}(o r \operatorname{simply} v)\), where \(v=\omega / k\), the locus of real roots versus \(\omega\) (dispersion curves) has (as has been found by numerical calculation) the general form sketched in Fig. 3. The nomenclature for labeling the modes (GR for gravity, \(S\) for sound) is due to Press and Harkrider. One may note from Eq. (4) that there are two "forbidden regions" in the v vs. \(w\) plane, i.e.
\[
\begin{equation*}
v<c\left[\omega_{\mathrm{B}}^{2}-\omega^{2}\right]^{\frac{1}{2}} /\left[\omega_{\mathrm{A}}^{2}-\omega^{2}\right]^{\frac{1}{2}} \tag{8a}
\end{equation*}
\]
for \(\omega<\omega_{B}\) and
\[
\begin{equation*}
v>c\left[\omega^{2}-\omega_{B}^{2}\right]^{\frac{1}{2}} /\left[\omega^{2}-\omega_{A}^{2}\right]^{\frac{1}{2}} \tag{8b}
\end{equation*}
\]
for \(\omega>\omega_{A}\). Within either of these regions \(G\) would have to be imaginary and there would accordingly be no real roots for \(v\) of \(D(\omega, v)=0\). In the high frequency limit, this simply implies that the phase velocities of propagating modes are always less than the sound speed of the upper halfspace, the branch points in the \(k\) plane are simply at \(\pm \omega / c_{T}\). The low frequency lower phase velocity "forbidden region" appears to be due to the incorporation of gravity effects into the formulation. However, if \(c_{T}\) is allowed to approach \(\infty\), this lower left hand corner region disappears. We have done numerical studies on the effects of varying \(c_{T}\) on the dispersion curves. Briefly, the result is that the form of the predicted curves for \(G R_{o}\) and \(G R_{1}\) change very little


\section*{ANGULAR FREQUENCY, (rad/sec)}
3. Numerically derived plots of phase velocity versus angular frequency \(\omega\) for infrasonic modes in a model atmospherc corresponding to Fig. 2. The labeling of modes is with the convention introduced by Press and Harkrider (J. Geophy. Res. 67, 3889-3908 (1962). The lines \(G^{2}=0\) delimit regions of the \(v\) versus \(\omega\) plane where a real root of the eigenmode dispersion function cannot be found.
with increasing \(c_{T}\); the lower forbidden regions shrink insofar as frequency range is concerned and the curves extend to successively lower frequencies. Thus we see that the fully ducted modes \(G R_{o}\) and \(G R_{1}\) both have a lower frequency cutoff [ \(\omega_{\mathrm{L}}\) in Eq. (2)] which depends on \(c_{T}\). The larger one makes \(c_{T}\), the smaller is this cutoff frequency.

We thus have the following apparent paradoxes. Given that frequencies below \(\omega_{B}\) may be important for the synthesis of the total waveform, an apparently plausible computation scheme based on the reasoning leading to our Eq. (2) will omit much of the information conveyed by such frequencies. Also, in spite of the plausible premise that energy ducted primarily in the lower atmosphere should be insensitive to the choice for \(c_{T}\), one sees that this choice governs the cutoff frequencies for certain modes and that certain important frequency ranges could conceivably be omitted entirely by a seemingly logical and proper choice for \(c_{T}\). The resolution of these paradoxes would seem to lie in the nature of the approximations made in going from Eq. (1) to Eq. (2). The latter may not be as nearly correct as earlier presumed and it may be necessary to include contributions from poles off the real axis and from the branch line integrals. Even if \(r\) is undisputably large, it may be that the imaginary parts of the complex wavenumbers are sufficiently small that \(\left|e^{i k r}\right|\) is still not small compared to unity. Also, a branch line integral may be appreciable in magnitude at large \(r\) if there should be a pole relatively close to the branch cut.

\section*{II. ROOTS OF DISPERSION FUNCTION}

In order to understand the manner in which the solution represented by Eq. (2) should be modified in order to remove the apparent artificial low frequency cutoffs of the \(G R_{0}\) and \(G R_{1}\) modes, we first examine the nature of the dispersion function \(D\) at points in the vicinity of a particular mode's dispersion curve. The curve \(v_{n}(\omega)\) of phase velocity \(v\) versus w for a given ( \(n-t h\) ) mode is known at points to the right of the lower cutoff frequency \(\omega_{L}\). Given this, one can find analogous curves \(v_{a}(\omega)\) and \(v_{b}(\omega)\) for values of the phase velocity \(\omega / k\) at which the functions \(R_{11}(\omega, v)\) and \(R_{12}(\omega, v)\) in Eq. (6), respectively, vanish. Since there may be more than one such curve in each case, we pick \(v_{a}(\omega)\) and \(v_{b}(\omega)\) such that these curves are the closest of all such curves to the curve \(v_{n}(\omega)\) for \(\omega>\omega_{L}\). One may note, however, that one may apparently define and identify \(v_{a}(\omega)\) and \(v_{b}(\omega)\) for Erequencies much less than \(\omega_{L}\), simply from analytical continuation.

A premise which we have checked numerically (see Fig. 4) for a specific case is that the curves \(v_{n}(\omega), v_{a}(\omega), v_{b}(\omega)\) defined above with reference to a particular given mode all lie substantially closer to each other than to the corresponding curves for a different mode. In retrospect, this is obvious, although it took some time for us to realize that it was so. Briefly, the argument goes that, if the mode is predominantly guided in the lower atmosphere, then there should be a decay of modal height profiles beyond some point substantially lower than \(z_{I}\). Thus, both the \(p / \sqrt{\rho_{o}}\) and \(\rho_{0} v_{z}\) profiles for a guided mode would have values at \(z_{T}\) substantially less than their peak values at lower altitudes. The same would be true for the profiles of the auxiliary functions \(\Phi_{1}\) and \(\Phi_{2}\) which satisfy the residual equations. Consequently, if guided waves are excited, the inverse transmission matrix connecting \(\Phi_{1}\) and \(\Phi_{2}\) at the ground to those at height \(z_{T}\) would have to have very small \([1,2]\) and \([2,2]\) components.

4. Curves in phase velocity ( \(v_{n}, v_{a}, v_{b}\) ) versus angular frequency ( \(\omega\) ) plane along which \(R_{11}=0\) (giving \(v_{a}(\omega)\) ), \(R_{12}=0\) (giving \(\left.v_{b}(\omega)\right)\), and \(D(\omega, k)=0\) (giving \(v_{n}(\omega)\) ). Curves are shown for (a) the \(G R_{0}\) mode and (b) the \(G R_{1}\) mode. N te the changes in scale and the relatively close spacing of curves corresponding to the same mode. The lines alcng which \(\mathrm{G}^{2}=0\) are also indicated; \(\mathrm{v}_{\mathrm{n}}(\omega)\) is not a real quantity for \(\omega\) values below the indicated lower cutoff frequency.
(Recall that \(\Phi_{1}=0\) at the ground.) Since the transmission matrix has unft determinant, it follows that elements \(R_{12}\) and \(R_{11}\) of the transmission matrix proper [from height \(Z_{T}\) down to the ground and whose elements appear in Eq. (6)] have to be small.

Given the definitions \(v_{a}(\omega)\) and \(v_{b}(\omega)\), the dispersion relation \(D=0\) for a single mode may be written
\[
\begin{equation*}
D=\left(A_{12}\right)(\alpha)\left(v-v_{a}\right)-\left[A_{11}+G\right](B)\left(v-v_{b}\right)=0 \tag{9}
\end{equation*}
\]
where \(\alpha=\mathrm{dR}_{11} / \mathrm{dv}, \beta=\mathrm{dR}_{12} / \mathrm{dv}\), evaluated at \(\mathrm{v}=\mathrm{v}_{\mathrm{a}}\) and \(\mathrm{v}_{\mathrm{b}}\), respectively. (For simplicity, we here consider \(D\) as a function of \(\omega\) and \(v=\omega / k\) rather than of \(\omega\) and \(k\).) The above equation may also equivalently be written in the form
\[
\begin{align*}
& v=v_{a}+\left(v_{a}-v_{b}\right) x /[1-X]  \tag{10a}\\
& X=(\beta / \alpha)\left(A_{11}+G\right) / A_{12} \tag{10b}
\end{align*}
\]
which may be considered as a starting point for an iterative solution which in essence develops \(v\) in a power series in \(v_{a}-v_{b}\); \(G\) may be considered as a defined function of \(\omega, v\). One starts with \(v=v_{a}\) as the zeroth iteration, evaluates the right: hand side for the value of \(v\) to find the starting point for the next iteration, etc. The considered procedure should converge provided \(v_{a}\) or \(v_{b}\) is not near a point at which \(G\) vanishes and providing \(G\) in the vicinity of \(V_{a}\) or \(v_{b}\) is not such that the variable \(X\) is close to unity. Among other limitations, the iteration scheme would be inappropriate for values of \(\omega\) in the immediate vicinity of \(\omega_{L}\).

In regards to establishing the general trends represented by the iterative type solutions, two relatively general theorems may be of use. These (whose
proof follows along lines previously used by one of the authors \({ }^{13}\) in deriving an integral expression for group velocity) are that for real positive \(\omega\) and \(v\),
\[
\begin{align*}
& R_{12} \partial R_{11} / \partial v-R_{11} \partial R_{12} / \partial v>0  \tag{11a}\\
& R_{12} \partial R_{11} / \partial \omega-R_{11} \partial R_{12} / \partial \omega>0 \tag{11.b}
\end{align*}
\]
or, alternately, if one inserts \(R_{11}=(\alpha)\left(v-v_{a}\right), R_{12}=(\beta)\left(v-v_{b}\right)\), he finds
\[
\begin{equation*}
\alpha \beta\left(v_{a}-v_{b}\right)>0 \tag{12a}
\end{equation*}
\]
\[
\begin{equation*}
\left(v-v_{b}\right)\left(v-v_{a}\right)\left(\beta \alpha^{\prime}-\beta^{\prime} \alpha\right)+\beta \alpha\left[v_{b}^{\prime}\left(v-v_{a}\right)-v_{a}^{\prime}\left(v-v_{b}\right)\right]>0 \tag{12b}
\end{equation*}
\]
where the primes represent derivatives with respect to \(\omega\). The second of these should hold for arbitary \(v\) in the vicinity of \(v_{a}\) and \(v_{b}\) and lead, upon setting \(\mathrm{v}=\mathrm{v}_{\mathrm{a}}, \mathrm{v}=\mathrm{v}_{\mathrm{b}}\), or \(\mathrm{v}=\left(\mathrm{v}_{\mathrm{a}} \mathrm{v}_{\mathrm{b}}{ }^{\prime}-\mathrm{v}_{\mathrm{a}}{ }^{-} \mathrm{v}_{\mathrm{b}}\right)\left(\mathrm{v}_{\mathrm{b}}{ }^{\prime}-\mathrm{v}_{\mathrm{a}}{ }^{\prime}\right)\), along with the use of Eq. (12a), to
\[
\begin{align*}
& \mathrm{v}_{\mathrm{b}}^{-}<0  \tag{13a}\\
& \mathrm{v}_{\mathrm{a}}^{-}<0  \tag{13b}\\
& (\alpha / \beta)^{-}>0 \tag{13c}
\end{align*}
\]

Equation (12a) implies that as long as or \(\beta\) do not vanish (which would seem unlikely) the two curves \(v_{a}(\omega)\) and \(v_{b}(\omega)\) do not intersect. If \(\alpha\) and \(\beta\) have the same sign the \(v_{a}\) curve lies above the \(v_{b}\) curve; the converse is true if \(\alpha\) and \(\beta\) increases with \(\omega\).

To demonstrate the general utility of the perturbation approach, a brief
table of values \(\omega, v_{a}, v_{b}, \alpha, \beta, v^{(1)}\), and \(v_{n}\) are given in Table \(I\) for the \(G R_{0}\) and \(\mathrm{GR}_{1}\) modes for the case of a U.S. Standard Atmosphere without winds terminated at a height of 125 km by a halfspace with a sound speed of \(478 \mathrm{~m} / \mathrm{sec}\). Here \(\mathrm{v}^{(1)}\) is the result of the first iteration for the phase velocity and \(v_{n}\) is the actual numerical result obtained (only if the phase velocity is real) by explicit numerical search for roots of the eigenmode dispersion function. One may note that, for those frequencies where \(v_{n}\) is computed, the agreement between \(v^{(1)}\) and \(v_{n}\) is excellent. A more detailed listing of the perturbation calculation results is given in Figs. 5a and b. The plots there give \(\omega / k_{R}\) or the reciprocal of the real part of \(1 / v^{(1)}\) (i.e., \(\omega\) divided by the real part of the horizontal wave number \(k\) ) and the imaginary part \(k_{I}\) of \(k=\omega / v\) versus angular frequency. Note that \(k_{I}\) is zero above the corresponding cutoff frequencies. The relatively small values of the \(k_{I}\) are commented upon in Sec. IV.

\section*{III. TRANSITION FROM NONLEAKING TO LEAKING}

The iteration process described by Eqs. (10) in the preceeding section may fail to converge when \(G\) is near zero and in any event gives relatively little insight into what happens to a modal dispersion curve in the immediate vicinity of \(\omega_{L}\). To explore this transition region, it would appear sufficient to approximate \(G\) in Eq. (9) by
\[
\begin{equation*}
G \simeq\left[(p)\left(w-\omega_{L}\right)+(q)\left(v-v_{L}\right)\right]^{1 / 2} \tag{14}
\end{equation*}
\]
where \(p\) and \(q\) are readily identifiable [from Eq. (4)] positive numbers taken independent of \(\omega\) and \(v ; v_{L}\) is the phase velocity on the dispersion curve in the limit as \(\omega \rightarrow \omega_{L}\) from above. The bracketed quantity in Eq. (14) may be regarded as a double Taylor series expansion (truncated at first order) of \(G^{2}\) about the point \(\omega_{L}, V_{L}\) at which \(G^{2}\) vanishes (hence no zeroth order term). The fact that both \(p\) and \(q\) are positive follows since \(G^{2}\) is positive to the upper right of the

5. Numerically derived plots of phase velocity \(\omega / k_{R}\) and of the imaginary part \(k_{I}\) of the complex wavenumber \(k\) versus angular frequency for the \(G R_{0}\) and \(G R_{1}\) modes. Previous theoretical lower frequency cutoffs for these modes are as indicated. Note that \(k_{I}\) is identically zero above the cutoff frequency.


Frequency dependent parameters corresponding to \(G R_{o}\) and \(C R_{1}\) modes; \(\omega\) is angular frequency \(i_{n}\) rad/sec, \(\mathrm{v}_{\mathrm{a}}\) is phase velocity root of \(\mathrm{R}_{11}=0\), in \(\mathrm{kra} / \mathrm{sec}, \mathrm{v}_{\mathrm{b}}\) i.s analogous root of \(\mathrm{R}_{12}=0, \alpha\) is \(\mathrm{dR}_{11} / \mathrm{dv}\) at \(\mathrm{v}=\mathrm{v}_{\mathrm{a}}\) in \(\mathrm{sec} / \mathrm{km}\) \(\beta\) is \(o R_{12} / d v\) at \(v=v_{b}\) in sec, \(v^{(1)}\) is first order perturbation solution for phase velocity from equations given in the text (units are \(\mathrm{km} / \mathrm{sec}\) ), \(\mathrm{v}_{\mathrm{n}}\) is the real root determined by direct numerical solution for zeros of eigenmode dispersion function. Note that \(v_{\eta}\) (defined only when phase velocity is real) acrees exceptionally well with \({ }^{(1)}\).
line in the \(\omega, v\) plane where \(G^{2}=0\) and also since the \(G^{2}=0\) line slopes obliquely downwards. (See Fig. 3).

Let us next note that, in the vicinity of the point \(\omega_{L}\), \(v_{L}\), the denominator D given by Eq. (9) may be further approximated as
\[
\begin{equation*}
D=\left(A_{12}\left(a-A_{11} B\right)\left\{(\Delta v+\mu \Delta \omega)+\varepsilon(\Delta v+v \Delta \omega)^{\frac{1}{2}}\right\}\right. \tag{15}
\end{equation*}
\]
where we have abbreviated. \(\Delta v=v-v_{L}, \Delta \omega=\omega-\omega_{L}, v=p / q\); the quantity \(\mu\) is either \(-\mathrm{dv} \mathrm{e}_{2} / \mathrm{d} \omega\) or \(-\mathrm{dv}_{\mathrm{b}} / \mathrm{d} \omega\), the two being assumed to be approximately equal. (The use of the minus sign here assumes that \(\mu\) be positive.) The remaining quantity \(\varepsilon\) is
\[
\begin{equation*}
\varepsilon=\frac{\left(q^{\frac{1}{2}}\right)(\beta)\left(v-v_{b}\right)}{\beta A_{11}-\alpha A_{12}} \tag{16}
\end{equation*}
\]

One should note that \(\varepsilon\) depends on \(v\), although, for purposes of initial analytical investigation, one may set \(v=v_{L}\) here. All of the above quantities may be considered to be evaluated at \(\omega=\omega_{L}\) and \(v=v_{L}\). Note that \(\mu\) and \(v\) are both positive quantities. Furthermore, it should also be noted that \(\nu>\mu\) since the \(G^{2}=0\) curve slopes dowwards more rapidly than the lines along which \(\mathrm{R}_{11}\) or \(\mathrm{R}_{12}=0\) in the v vs \(\omega\) plane. (See Fig. 4.)

The roots of Eq. (15) without regard to the sign of the radical are readily found to be
\[
\begin{equation*}
\Delta v=-\mu \omega \omega+\left(\frac{1}{2}\right) \varepsilon^{2} \mp \varepsilon(\nu-\mu)^{\frac{1}{2}}[\Delta \omega+\sigma]^{\frac{1}{2}} \tag{17}
\end{equation*}
\]
where
\[
\begin{equation*}
\sigma=\varepsilon^{2} /[4(\nu-p)] \tag{18}
\end{equation*}
\]

Alternately, if \(|\Delta \omega| \ll \sigma\), the above may be approximated by the binomial theorem to give
\[
\begin{equation*}
\Delta v=-v \Delta \omega+\left[(v-\mu)^{2} / \varepsilon^{2}\right](\Delta \omega)^{2} \tag{19a}
\end{equation*}
\]
or
\[
\begin{equation*}
\Delta v=+\varepsilon^{2}-(2 \mu-v) \Delta \omega-\left[(v-\mu)^{2} / \varepsilon^{2}\right](\Delta \omega)^{2} \tag{19b}
\end{equation*}
\]
for the upper and lower signs, respectively. The first of these (since \(\Delta v=0\) when \(\Delta \omega=0\) ) is clearly the description of the disperson curve in the vicinity of \(\omega=\omega_{L}, v=v_{L}\).

Equation (19a) shows that, as \(\Delta \omega \rightarrow 0\) from above, the dispersion curve becomes tangential to the line \(G^{2}=0\). The two curves do not intersect. The general trend is as indicated in Fig. 6. The solution represented by Eq. (19b) is not a proper root of Eq. (15); it corresponds to the wrong sign of the radical and accordingly lies on the second branch. Furthermore, one can readily show that, for values of \(\Delta \omega\) slightly less than zero, both roots lie on the second branch. Hence, there must be a gap of finite frequency range in which, for the choice of branch cuts represented by Fig. 1, there are no poles in the \(k\) (or v) plane corresponding to the \(n\)-th mode.

To determine the order of magnitude of this frequency gap, it is appropriate to consider the trajectory of the second branch roots in some detail and to determine just where one of them should cross the branch cut, reappearing on the first branch. As long as \(\Delta v\) is real and \(\Delta v+v \Delta \omega>0\) the criterion for a root to be identified with the first branch is \(\Delta v+\mu \Delta \omega>0\). According to Eq. (17), this would automatically place the second root on the second branch for all \(\Delta \omega>-\sigma\) and would place the first root on the second branch for \(-\sigma<\Delta \omega<0\). Consequently, if either root is to reappear on the first branch, it must be at a value of \(\Delta \omega<-\sigma\).

One should note from Eq. (17) that at \(\Delta \omega=-\sigma\) the two real roots on the second branch coalesce. For values of \(\Delta \omega<-\sigma\) the two roots separate again, but

6. Sketch illustrating nature of a single mode's dispersion curve in the vicinity of the \(G^{2}=0\) line. At point \(A\) (angular velocity \(\omega_{L}\), phase velocity \(v_{L}\) ) the dispersion curve is tangent to the \(G^{2}=0\) line; for frequencies below \(\omega_{L}\) down to that corresponding to point \(B\) in the sketch there are two real roots for \(v\) of the eigenmode dispersion function on the second branch. For frequencies lower than that corresponding to point. \(B\), there is a complex root for \(v\) on the first branch (which is the complex conjugate of a second root on the second branch).
are now complex conjugates. The root in the upper half of the \(v\) plane (lower half of \(k\) plane) can never cross the branch cut so it remains on the second branch indefinitely. The one in the lower half of the v plane will cross the branch cut at a point which may be approximately estimated as that where \(\operatorname{Re}(\Delta v)=-v \Delta \omega \quad\) or where
\[
\Delta \omega=\frac{-\left(\frac{1}{2}\right) \varepsilon^{2}}{(\nu-\mu)}=-20
\]
with a corresponding value of \(\Delta v\) of
\[
\Delta v=\left(\varepsilon^{2} / 2\right)\{[v /(v-\mu)]-i\}
\]

For subsequent frequencies successively lower than \(\omega_{L}-20\) there is a complex root on the first branch with a negative imaginary part which increases with decreasing frequency.

The discussion up to now has assumed that \(|\Delta v| \ll\left|v_{L}-v_{b}\right|\) and hence that \(\varepsilon\) may be taken as constant. This would seem appropriate for describing the transition region since all values of \(\Delta v\) of interest in this region are of second order of \(\varepsilon^{2}\). However, if an improved numerical estimate is required, we recommend that one regard Eqs. (16) and (17) as a iterative pair. Successfully computed values of \(\Delta v\) may be used to recalculate \(\varepsilon\) and the new value of \(\varepsilon\) may then be used in obtaining the next higher estimate for \(\Delta v\).

In Table II the values of \(\omega_{L}, v_{L}, p, q, \mu, \nu, \varepsilon\), and \(\sigma\) are given for the \(\mathrm{GR}_{0}\) and \(\mathrm{GR}_{1}\) modes for the model atmosphere corresponding to Fig. 2 a . The extremely small values of \(\sigma\) should be noted. The corresponding plot of \(\Delta v\) versus \(\Delta \omega\) (i.e., both branches of Eq. (17)) corresponding to their values for the \(G R_{0}\) mode is given in Fig. 7. For simplicity, this is plotted in a nondimensional form, i.e.
\[
\begin{equation*}
V=-\{\mu /[2(\nu-\mu)]\} \Omega \mp[1+\Omega]^{1 / 2} \tag{20}
\end{equation*}
\]

TABLE TII
\begin{tabular}{l|l|l} 
& \multicolumn{1}{l|}{\(\mathrm{GR}_{\mathrm{O}}\)} & \(\mathrm{GR}_{1}\) \\
\hline\(\omega_{\mathrm{L}}(\mathrm{rad} / \mathrm{s})\) & 0.0118 & 0.0125 \\
\(\mathrm{v}_{\mathrm{L}}(\mathrm{km} / \mathrm{s})\) & 0.31188 & 0.2323 \\
\(\mathrm{p}\left(\mathrm{s} / \mathrm{km}^{2}\right)\) & 0.14 & 0.35 \\
\(q\left(\mathrm{~s} / \mathrm{km}^{3}\right)\) & \(1.84 \times 10^{-3}\) & \(1.86 \times 10^{-3}\) \\
\(\mu(\mathrm{~km})\) & \(2.94 \times 10^{-2}\) & 4.15 \\
\(\nu(\mathrm{~km})\) & 76 & 190 \\
\(\varepsilon\left(\mathrm{~km}^{1 / 2} / \mathrm{s}^{1 / 2}\right)\) & \(9.6 \times 10^{-6}\) & \(1.02 \times 10^{-3}\) \\
\(\sigma(\mathrm{racs} / \mathrm{s})\) & \(3.04 \times 10^{-13}\) & \(1.41 \times 10^{-9}\) \\
& &
\end{tabular}

Parameters characterizing the eigenmode dispersion function near points in the phase velocity versus angular frequency plane at which the \(G R_{0}\) and \(\mathrm{GR}_{1}\) modes undergo transition frow leaking to non-leaking.

7. Graph of normalized phase velocity versus normalized frequency in the vicinity of the point ( \(v_{L}, \omega_{L}\) ) for the \(G R_{0}\) mode. The imaginary and real parts are both plotted. The asked line corresponds to real roots on the second Riemann sheet.
where \(v=\Delta v /[2(\nu-\mu) \sigma]\) and \(\Omega=\Delta \omega / \sigma\). Both real and imaginary parts are shown on the same graph. The corresponding plots for the \(\mathrm{GR}^{\prime}\) mode differ only slightly from those in the Fig. 7 because of a different value of the parameter \(\mu /[2(v-\mu)]\) in Eq. (20); in both cases this parameter is small compared to unity, i.e. \(\mu \ll v\) as may be seen from Table II.
IV. THE BRANCH LINE INTEGRAL

Since there is a gap in the range of frequencies for which a pole corresponding to a mode may exist, it is evident that evaluation of the \(k\) integration in 펴. (1) by merely including residues may be insufficient for certain frequencies. Thus it would seem appropriate in such cases to include a contribution from the branch line integral. It may be anticipated that such branch line integrals are significant at larger values of \(r\) only when \(w\) is close to some mode's \(\omega_{L}\) (say the \(n\)-th mode), in which case the branch point of greatest interest (i.e., that which may have a pole in its immediate vicinity) is at \(k=\omega / v_{L}\). Consequently, it would appear that an adequate approximation to the branch line integral would be
\[
\begin{align*}
& \left\{\begin{array}{l}
\text { Branch line } \\
\text { contribution of }
\end{array}\right\} \int_{-\infty}^{\infty}[Q / D(\omega, k)] e^{i k r} d k \\
= & \frac{Q}{A_{12^{a-A}} 11^{\beta}} \int_{C} \frac{e^{i k r} d k}{x+(1-v) \Delta a+\varepsilon x^{1 / 2}} \tag{21}
\end{align*}
\]
where the denominator \(D(\omega, k)\) has been approximated by Eq. (15) with the abbreviation \(x\) for \(\Delta v+v \Delta \omega\). The quantity outside the integral is assumed to be evaluated at \({ }^{\omega=\omega_{L}}\) and \(k=\omega / v_{L}\). The contour \(C_{B}\) runs down the left side of the branch cut, around the branch point (where \(x=0\) ), and then up the right side. If one next changes the variable of integration from \(k\) to \(x\), nothing that for small \(x / v\), noting
\[
\begin{equation*}
k \approx k_{B}-\left(\omega_{L} / v_{L}^{2}\right) x \tag{22}
\end{equation*}
\]
he finds approximately that
\[
\left\{\begin{array}{l}
\text { Branch line }  \tag{23}\\
\text { contribution }
\end{array}\right\} \text { (Residue) } \int_{0} \frac{e^{-i\left(\omega_{L} / v_{L}^{2}\right) x}}{x+(\mu-v) \Delta \omega+\varepsilon x^{\frac{1}{2}}} d x
\]
where (Residue) \({ }_{0}\) is that residue which the integrand ( \(Q / D\) ) \(e^{i k r}\) would be expected to have at the \(n\)-th mode's pole in the \(k\) plane were the parameter \(\varepsilon\) identically equal to zero. The mapped contour \(c_{B}^{\prime}\) in the \(x\) plane may be considered to go up on the right and then down on the left of a branch cut extending vertically downards from the origin in the \(x\) plane. If we set \(x=-i \xi\), then, on the right side of the cut, \(x^{1 / 2}\) should be \(e^{-i \pi / 4} \xi^{1 / 2}\) while, on the left side, it is \(-e^{-i \pi / 4} \xi^{1 / 2}\). Consequently, the total integral combines to
\[
\left.\left\{\begin{array}{l}
\text { Branch lines) }  \tag{24}\\
\text { contribution }
\end{array}\right)=- \text { (Residue }\right)_{0} \int_{0}^{\infty} \frac{2 \varepsilon e^{+i \pi / 4} \mathrm{e}^{-\left(\omega_{L} / v_{L}^{2}\right) \xi r} \sqrt{\xi} \mathrm{~d} \xi}{[-i \xi+(\mu-\nu) \Delta \omega]^{2}+i \varepsilon^{2} \xi}
\]

This in turn, with an obvious change of integration variable, may be expressed
as
\[
\left\{\begin{array}{l}
\text { Branch line }  \tag{25}\\
\text { contribution }
\end{array}\right\}=\text { (Residue) }{ }_{0} 2 \mathrm{~K} \int_{0}^{\infty} \frac{e^{i \pi / 4} e^{-n \eta^{1 / 2}} \mathrm{dn}}{\left(\eta-\eta_{1}\right)\left(\eta-\eta_{2}\right)}
\]
where
\[
\begin{align*}
& K=\varepsilon v_{L} /\left(\omega_{L} r\right)^{1 / 2}  \tag{26a}\\
& n_{1}, \quad \eta_{2}=i\left(K^{2} / 2\right)(1+[\Delta \omega / 2 \sigma]) \\
& \quad \pm i\left(K^{2} / 2\right)(1+[\Delta \omega / \sigma])^{1 / 2} \tag{26b}
\end{align*}
\]
with \(\sigma\) as defined by Eq. (18).
In regards to the \(\eta\) integration, the integral can be expressed in general in terms of Fresnel integrals of complex argument after some considerable mathematical manipulation. One may note, moreover, that \(\left|\eta_{1}\right|\) and \(\left|\eta_{2}\right|\) are, for most cases of interest, considerably less than unity. In this case, the appropriate approximate result (derivation omitted for brevity) is
\[
\begin{equation*}
\int_{0}^{\infty} \frac{e^{-n} \sqrt{n} d n}{\left(n-n_{1}\right)\left(n-n_{2}\right)}=\frac{i \pi}{n_{1}^{1 / 2}+\pi_{2}^{1 / 2}} \tag{27}
\end{equation*}
\]
where the choice of square root snould be such that the imaginary part is positive. The net result in this limit then is that the branch line contribution is independent of the parameter K . (The dependence on range r comes only in the residue.) Thus one may write
\[
\left\{\begin{array}{l}
\text { Branch line }  \tag{28}\\
\text { contribution }
\end{array}\right\}=2 \pi i \text { (Residue) }{ }_{0} \mathrm{~B}_{\mathrm{rh}}(\Delta \omega / \sigma)
\]
where the function \(B_{r h}(\Delta \omega / \sigma)\) is given by
\[
\begin{equation*}
B_{r h}\left(\Omega_{6}\right)=\frac{\sqrt{2}}{\left[1+(1 / 2) \Omega+(1+\Omega)^{1 / 2}\right]^{1 / 2}+\left[1+(1 / 2) \Omega-(1+\Omega)^{1 / 2}\right]^{1 / 2}} \tag{29}
\end{equation*}
\]

Here any consistent choice may be made for the sign of the inner square roots but the outer square roots should be taken such that the resulting phases are between \(-\pi / 4\) and \(3 \pi / 4\). The quantities in square brackets turn out to be the squares of \((1 / \sqrt{2})\left[(1+\Omega)^{1 / 2} \pm 1\right]\), respectively. The phase restriction then gives
\[
\begin{align*}
\mathrm{B}_{\mathrm{rh}}(\Omega) & =(1+\Omega)^{1 / 2} \text { if } \Omega>0  \tag{30a}\\
& =1 \text { if } 0>\Omega>-2  \tag{30b}\\
& =-i(-\Omega-1)^{-1 / 2} \text { if } \Omega<-2 \tag{30c}
\end{align*}
\]
where here all square roots are understood to be positive,
To completely describe the transition it is appropriate to add to Eq. (28) that contribution (which is zero for \(0>\Delta \omega\rangle-2 a\) ) from the pole on the first branch in Eq. (21) which lies in the general vicinity of \(k=\omega_{L} / v_{L}\). .If the pole is present, its contribution to the integration over \(k\) is \(2 \pi i\) times the residue (which is not what we have been referring to as (Residue) \({ }_{o}\) unless \(\varepsilon\) is identically zero). The evaluation of the residue is moderately straightforward and omitted here for brevity. The net result is that
\[
\begin{align*}
& \left\{\begin{array}{l}
\text { Branch line } \\
\text { contribution }
\end{array}\right\}+\left\{\begin{array}{c}
\text { Pole } \\
\text { contribution }
\end{array}\right\} \\
& =2 \pi i(\text { Residue })  \tag{31}\\
& \circ\left\{B_{r h}(\Delta \omega / \sigma)+P_{o l}(\Delta \omega / \sigma)\right\}
\end{align*}
\]
where the "pole function" \(P_{o l}(\Delta \omega / \sigma)\) turns out to be given by
\[
\begin{equation*}
P_{o \ell}(\Delta \omega / \sigma)=1-B_{r h}(\Delta \omega / \sigma) \tag{32}
\end{equation*}
\]

We accordingly have the remarkable (although, in retrospect, not unexpected) result that
\(\left\{\begin{array}{l}\text { Branch line } \\ \text { contribution }\end{array}\right\}+\left\{\begin{array}{c}\text { Pole } \\ \text { contribution }\end{array}\right\}=2 \pi i\) (Residue) \(。\)
The above gives one a relatively simple prescription for evaluating a given mode's contribution to the \(k\) integration in Eq. (1). First, all branch line integrals are formally neglected. If a pole exists on the first branch, the residue which would normally be utilized is replaced by
\[
\begin{equation*}
\operatorname{Res}\left\{\frac{Q e^{i k r}}{D}\right\} \rightarrow\left\{\frac{q e^{i k r}}{d^{\prime} D / d k}\right\}_{k=p o 1 e} \tag{34}
\end{equation*}
\]
where
\[
\begin{gather*}
\frac{d^{\prime} D}{d k}=\frac{d}{d k}\left(A_{12} R_{11}-A_{11} R_{12}\right) \\
-G \frac{d}{d k}\left(R_{12}\right) \tag{35}
\end{gather*}
\]
i.e. it differs from the actual derivative of \(D\) in that \(G\) is formally considered as constant. Doing this when \(\omega\) is somewhat removed from the transition region near \(\omega_{L}\) should make very little difference since \(R_{12}\) is small at values of \(k\) which are poles. Near the transition, this neglect should almost exactly compensate for the neglect of the branch line integral.
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\section*{I. INTRODUCTION}

The present report is concerned with the development of a computational model for the prediction of long range infrasound propagation in the at=osphere. The computational model discussed here is one which is partly based on ray acoustic concepts; it should be applicable to \(h \exists v e\) periods less than three minutes and is intended to complement the guiced gode model of acoustic gravity wave propagation which has been extensively discussed in previous reports and papers.

The ray acoustic בetnod has a sizable literature pertaining to it; most of the published work is concerned with applications to underwater sound. (A brief bibliography of relevant papers is given in Appendix A.) Discussions of ray acoustics which are particularly germane to infrasound propagation in the atmosphere are an article published in 1951 by N. Haske116, a 1966 AFCRL report by Pierce \({ }^{7}\), and a 1973 AFCRL report by Pierce, Moo, and Posey. \({ }^{4}\) In the present report, the details of the pertinent theory are assumed to be already known; the emphasis is on the computational implementation of the theory. Particular innovations discussed here, not generally included in ray acoustic models, are (1) the presence of many rays which connect source and receiver, (2) a method of computing ray amplitudes based on analytical differentiation of ray formulas appropriate to a stratified rediug, (3) the inclusion of caustics into the formulation, and (4) the inclusion of Lamb's atmospheric edge mode.

The general model used as a starting point may be taken (Fig. 1) as a height stratified atmosphere above a flat rigid ground. The sound speed \(c(z)\) and anbient density \(\rho_{0}(z)\) are assumed to be continuous functions of height \(z\) above the ground. For simplicity, winds are not incluced in the present formulation, although we believe that this licitation can easily be overcome with only a modest degree of effort. The pertinent governing equations are taken as the linearized equations of atrospheric compressible fluid dynamics (gravity included). \({ }^{3}\) Nonlinear eifects are neglected other than in the selection of a source term. How such a source term appropriate to nuclear explosions may be selected has previously been discussed in some detail by Pierce, Posey,
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Figure 1.
Sketches illustrating general model used in the analysis. (a) Typical sound speed versus height profile. (b) Sketch of point source above a flat rigid ground, with a height stratified atmosphere.
and Iliff. \({ }^{8}\) It suffices here to only state that the source is assumed localized at a point whose coordinates may be taken as \(x=0, y=0\), \(z=Z S C\)

A modest analysis of the governing equations suggests that the wave portion with periods less than approximately three minutes may be described at moderate distances from the source (greater than, say, 50 kilometers) by an acoustic pressure which is separable as follows
\[
\begin{equation*}
\mathrm{p}(\vec{r}, \mathrm{t})=\{\text { Lamb mode portion }\}+\{\text { ordinary acoustic portion }\} \tag{1.1}
\end{equation*}
\]
where the Lamb mode portion may be computed by techniques such as discussed by Pierce and Posey \({ }^{9}\) and by Posey. \({ }^{10}\) The ordinary acoustic portion (which is the only portion considered here) may be taken as the ray acoustic (excluding the edge mode) solution of the wave equation
\[
\begin{equation*}
\nabla^{2}\left(p / \sqrt{\rho_{0}}\right)-\left(1 / c^{2}\right) \partial^{2}\left(p /{\sqrt{\rho_{0}}}\right) / \partial t^{2}=-4 \pi f(t) \delta\left(\vec{r}-\vec{r}_{S C}\right) \tag{1.2}
\end{equation*}
\]
where the function \(f(t)\) is characteristic of the source. In addition, \(p / \sqrt{\rho}_{0}\) satisfies approximately the boundary condition \(\partial p / \partial z+\left(g / c^{2}\right) p=0\) at the ground \((z=0)\). The justification for separating out the Lamb mode portion at the outset follows from a 1963 paper by Pierce \({ }^{1 l}\) which may be construed as showing, for the special case of an isothermal atmosphere, that such a separation is possible at the frequencies of interest here.

The rays proceeding from the source are lines, each of which lies in a vertical plane including the source (Fig. 2). Since.the geometry is circularly symetric, we may limit our consideration to rays which lie in the \(x, z\) plane. A typical ray path passes through the source, bends downwards when the ray is proceeding up and the sound speed is increasing with height, bends upwards when the sound speed is decreasing, etc. This phenomenon of ray bending is known as refraction and makes it possible for more than one ray to pass
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Figure 2.
Sketch of acoustic ray paths emanating from a source in an atmosphere in which the sound speed varies with height.
through a given far field point. For distances and receiver locations of interest, one may regard this possibility of multi-ray arrivals as typical rather than the exception. The equations for computing such ray paths are mell known and are discussed in particular in the 1966 report by Pierce. 7 Cozouter programs which compute such paths are also in widespread use, especially in underwater sound studies. However, most such programs do not compute ray amplitudes.

A somewhat lower order (or, strictly speaking, nonuniform) ray acoustic approximation to the solution of Eq. (1.2) is that
\[
\begin{equation*}
p=\sum_{\text {rays }} P_{r a y} \tag{1.3}
\end{equation*}
\]
where the sum extends over all rays which connect the source and receiver. Here individual terms have signatures and amplitudes which may be computed from the eikonal approximation \({ }^{12,13}\) and from the condition that \(p\) reduces to
\[
\begin{equation*}
p / / \rho_{0} \rightarrow f(t-R / c) / R \tag{1.4}
\end{equation*}
\]
in the immediate vicinity of the source. However, the straightforward application oz this procedure leads into difficulties if ray tube area, along any ray comnecting source and listener, should vanish at any intermediate point along the ray. This difficulty, however, may be largely overcone \({ }^{14,15}\) ( 1 lthough this seems to be rarely done) by simply adding a phase shife of \(\pi / 2\); ie.
\[
\begin{equation*}
f(t)=\operatorname{Re} \int_{0}^{=} \hat{E}(\omega) e^{-i \omega t} d \omega \tag{1.5}
\end{equation*}
\]
is replaced by
\[
\begin{equation*}
f_{\text {Shift }}(t)=\operatorname{Re} \int_{0}^{x} e^{-i \pi / 2} \hat{f}(\omega) e^{-i \omega t} d \omega \tag{1.6}
\end{equation*}
\]
this shift being applied each time the ray tube area goes to zero along the ray. This is in addition to the normal shift due to travel time along the ray from source to listener. The successive shifting of phase by intervals of \(\pi / 2\) is a relatively simple matter; the principal challenge in the application is that of determining the number of such phase shifts to be applied.

There are two further modifications to Eq. (1.3) which, if incorporated into a computational model, should guarantee that results be good approximations down to relatively low frequencies and for large propagation distances of the order of \(1000-18,000 \mathrm{~km}\). These modifications include the explicit taking into account of caustics and lacunae (voids, skip zones, shadow zones, etc.) in the vicinity of the receiver. A caustic is a surface formed by a locus of points at which ray tube areas vanish or, alternately, at which adjacent rays intersect. The eikonal approximation breaks down at any point on a caustic and should be suspect near a caustic. The manner in which the computational method may be revised to incorporate an accurate theoretical model valid near caustics is one of the central topics in the present report.

Examples of lacunae (see Fig. 3) occur whenever two adjacent rays split. The splitting leaves a shadow zone or a region in which there is one less ray than in adjacent regions. Lacunae occur in particular if there is a maximum in the profile of sound speed versus height. They also occur near the ground when the sound speed near the ground decreases with height. (The consideration of an image source and an image medium indicates the latter may also be regarded as a case where adjacent rays split.) The present report does not consider the lacuna problem. This is a limitation we hope to overcome in subsequent studies. The inclusion of caustics is regarded as a higher priority and it seems appropriate to thoroughly check out the techniques for including caustics beffore proceeding to the development of a method for including lacunae. In this regard, it is possible to conceive of a hypothetical model atmosphere in which caustics occur but lacunae do not. This would be a model in which there is no ground, the sound speed has a single minimum but no maxima. This is admittedly
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Examples of the occurrence of lacunae in the propagation of rays from a source in a stratified atmosphere. The lacuna A occurs because of the splitting of ray patis at the height of a sound speed maximum, lacuna \(B\) occurs because of the presence of the ground and the fact that the sound speed initially decreases with height.
not a realistic model, jut it nevertheless should serve as a vehicle for checking out the computational method.

The present report does not give a complete computer program for the prediction of acoustic waveforms via the ray acoustic model. Such a program is still nicer development. However, we do include in Appendix Ba number of Fortran subroutines which have been developed to date, which nay be incorporated into such a program, and which exemplify the computational techniques. The emphasis in our discussion is on these techniques.

\section*{II. SOUND SPEED PROFILE}

Sound speed data typically supplied in any computation scheme takes the form of individual values \(c_{i}(i=1,2, \ldots\), NS \()\) at heights \(z_{i}(i=1,2, \ldots, N C S)\). Eowever, in the types of calculations pertinent to geometrical acoustical predictions, one needs to know values of \(c(z), d c / d z\), and \(d^{2} c / \mathrm{cz}^{2}\) at heights not necessarily coinciding with one of the \(z_{i}\). To this purpose, we use an interpolation scheme known as cubic splines and wrench was recently introduced into the underwater sound propagation literature by Mole and Solomon \({ }^{16}\). In these authors' notation, one lets
\[
\begin{align*}
\Delta z_{i} & =z_{i}-z_{i-1}  \tag{2.1a}\\
\Delta c_{i} & =\left(c_{i}-c_{i-1}\right) / \Delta z_{i} \quad i=1, \ldots, N C S  \tag{2.1b}\\
w & =\left(z-z_{i-1}\right) / \Delta z_{i}  \tag{2.1c}\\
\vec{W} & =1-w \tag{2.1d}
\end{align*}
\]
and takes the sound speed \(c(z)\) for \(z\) between \(z_{i-1}\) and \(z_{i}\) to be of the form of a cubic polyoonia!
\[
\begin{equation*}
c(z)=\vec{w} c_{i-1}+w c_{i}+\left(\Delta z_{i}\right)^{2}\left[a_{i-1}\left(\bar{w}^{3}-\bar{w}\right)+a_{i}\left(3 w^{2}-1\right)\right] \tag{2.2}
\end{equation*}
\]
where the coefficients \(a_{i}\) are constants chosen as described below. When \(z=z_{i-1}\) and \(z=z_{i}\), this automatically reduces to \(c_{i-1}\) and \(c_{i}\), respectively, so continuity of sound speed is automatically provided.

The first, second, third, derivatives of sound speed according to the Moler-Solomon equation above are
\[
\begin{align*}
d c / d z & =\Delta c_{i}+\Delta z_{i}\left[-a_{i-1}\left(3 w^{2}-1\right)+a_{i}\left(3 w^{2}-1\right)\right]  \tag{2.3a}\\
d^{2} c / d z^{2} & =6\left(\text { wa }_{i-1}+w a_{i}\right)  \tag{2.3b}\\
d^{3} c / d z^{3} & =6\left(a_{i}-a_{i-1}\right) / \Delta z_{i} \tag{2.3c}
\end{align*}
\]
so
\[
\begin{align*}
\mathrm{dc} / \mathrm{d} z & =\Delta c_{i}-\Delta z_{i}\left(a_{i}+2 a_{i-1}\right) & & \text { at } z_{i-1}  \tag{2.4a}\\
& =\Delta c_{i}+\Delta z_{i}\left(2 a_{i}+2 a_{i-1}\right) & & \text { at } z_{i}  \tag{2.4b}\\
d^{2} c / d z^{2} & =6 a_{i-1} & \text { at } z_{i-1} &  \tag{2.5a}\\
& =6 a_{i} & \text { at } z_{i} & \tag{2.5b}
\end{align*}
\]

Thus continuity of \(\mathrm{d}^{2} \mathrm{c} / \mathrm{dz}{ }^{2}\) is automatically insured while continuity of \(\mathrm{dc} / \mathrm{dz}\) requires
\[
\begin{equation*}
\Delta c_{i}+\Delta z_{i}\left(2 a_{i}+a_{i-1}\right)=\Delta c_{i+1}-\Delta z_{i+1}\left(a_{i+1}+2 a_{i}\right) \tag{2.6}
\end{equation*}
\]
for all values of \(i\). Continuity of the third derivative is not imposed on the function.

To determine appropriate values of the \(a_{i}\) which insure continuity of the first derivative ve note that Eq. (2.6) above implies
\[
\begin{gather*}
a_{i+1}=\left(\Delta c_{i+1}-\Delta c_{i}\right) / \Delta z_{i+1}-2 a_{i}\left[1+\Delta z_{i} / \Delta z_{i+1}\right] \\
-a_{i-1} \Delta z_{i} / \Delta z_{i+1} \tag{2.7}
\end{gather*}
\]
and that, given \(a_{1}\) and \(a_{2}\), one could in principle generate all of the succeeding \(a_{i}\) 's. The Iinear nature of these difference equations implies furthermore trat
\[
\begin{equation*}
a_{i}=K_{i}+L_{i} a_{2}+M_{i} a_{1} \tag{2.8}
\end{equation*}
\]
for \(i>2\), where
\[
\begin{align*}
& R_{i+1}=A_{i}-B_{i} K_{i}-C_{i} K_{i-1}  \tag{2.9a}\\
& L_{i+1}=-3_{i} L_{i}-C_{i} L_{i-1}  \tag{2.9b}\\
& M_{i+1}=-3_{i} M_{i}-C_{i} M_{i-1}  \tag{2.9c}\\
& A_{i}=\left(\underline{c}_{i+1}-\Delta c_{i}\right) / \Delta z_{i+1}  \tag{2.10a}\\
& B_{i}=2\left[1+\Delta z_{i} / \Delta z_{i+1}\right]  \tag{2.10b}\\
& C_{i}=\Delta z_{i} / L_{i+1}  \tag{2.10c}\\
& K_{2}=0 ; \quad K_{3}=A_{2} ; \quad K_{4}=A_{3}-B_{3} A_{2}  \tag{2.11a}\\
& L_{2}=1 ; \quad L_{3}=-B_{2} ; \quad L_{4}=B_{3} B_{2}-C_{3}  \tag{2.11b}\\
& M_{2}=0 ; \quad M_{3}=-C_{2} ; \quad M_{4}=B_{3} B_{2} \tag{2.11c}
\end{align*}
\]

Thus, if one starts with the values \(K_{2}\) and \(K_{3}\) given above, he may generate all of the stccessive \(K_{i}\), etc.

Boundary conditions on the \(a_{i}\) may be taken as \(a_{i}=a_{\text {NCS }}=0\). These are somewhat arbitrary but inply that the sound speed profile should be linear above \(z_{\text {ziCs }}\) and Selow \(z_{1}\). With this choice, one has
\[
\begin{equation*}
a_{2}=-\mathrm{K}_{\mathrm{scs}} / \mathrm{T}_{\mathrm{NCS}} \tag{2.12}
\end{equation*}
\]
and the \(a_{i}\) for \(i=3, \ldots \ldots\), rCS are then computed according to Eq. (2.7). In this manner all of tie \(a_{i}\) may be computed.

The computation just described is realized by a computer subroutine DASOL whose decis listing is given in Appendix B. The \(c_{i}\) and \(z_{i}\) are presuned storea in COMON when this subroutine is called and the conputed \(a_{i}\) (denoted \(\operatorname{SSOL}\) ) are stored in COMMON after this subroutine returns. The number cE points \(^{\text {is }}\) denoted by NCS (number of \(c\) 's).

The sound spead \(\varepsilon\) a an arbitrary value of \(z\) is computed by a function subroutine \(C S P(Z)\). Given the value of \(z\), this uses the values of the \(a_{i}\), the \(c_{i}\) and the \(z_{i}\) (stored in COMMON) in Eq. (2.2) to compute the sound speec. (The deck listing is also given in Appendix B.) Analogous function subroutines are \(\operatorname{DCDZ}(Z)\) and \(\operatorname{DCDZS}(Z)\) which coepute the \(d c / c z\) and \(d^{2} c / d z^{2}\) at a given value of \(z\) according to Eqs. (2.3a) and (2.33).
III. RAY PARAMETERS

For a height stratified atmosphere without winds, the ray èquations of geonetricei acoustics predict that
\[
\begin{equation*}
\mathrm{dx} / \mathrm{dz}= \pm \mathrm{c} /\left(\mathrm{v}_{\mathrm{p}}^{2}-\mathrm{c}^{2}\right)^{1 / 2} \tag{3.1}
\end{equation*}
\]
where \(x\) is horizoatal cistance of the ray, \(z\) is vertical distance. Here, \(v_{p}\), the horizont \([\) ? phase velocity of the ray, is a constant for any given ray. S=ell's law (a corollary of the ray equations) predicts that
\[
\begin{equation*}
v_{p}=c /(\sin \hat{\xi})=\text { constant } \tag{3.2}
\end{equation*}
\]
\[
6
\]
witere \(c\) is the local sounc speed, \(\theta\) is the angle between the momentary rey cirection and the vertical. The choice of sign in Eq. (3.1) above depencs on whether th: \(=a \underset{y}{ }\) is presently moving obliquely upwards or obliouely downaris.

In a similar manger, the ray tracing equations predict that the rate of change of net travel time \(t\) along a ray with respect to height is
\[
\begin{equation*}
\mathrm{d} t / \mathrm{d} z= \pm\left(\mathrm{v}_{\mathrm{p}} / \mathrm{c}\right) /\left(\mathrm{v}_{\mathrm{p}}^{2}-\mathrm{c}^{2}\right)^{1 / 2} \tag{3.3}
\end{equation*}
\]

The magnitudes \(|\mathrm{c} x / \mathrm{d} z|\) and \(|\mathrm{dt} / \mathrm{d} z|\) are computed by function subroutines \(\operatorname{BXXDZ}(Z)\) and \(3 D \operatorname{IDZ}(Z)\). Both of these use the subroutine \(\operatorname{CSP}(Z)\) to find the sowad speed at height \(z\). The phase velocity \(v_{p}\) is assumed to be stored in COMON.

A turning point for a ray is a value of \(z\) at which \(c(z)=v_{p}\). In general if the sound speed profile has a minimum then there is an upper \(z_{U}\) and a lower turning point \(\mathrm{z}_{\mathrm{L}}\). These are found by calling a subroutine TNPNT. This subroutine takes as inputs the phase velocity VP and the lower and upper bounds ZBL and ZBU for the search. The search proceeds by dividing the interval (ZBU,ZBL) into NCS+4 intervals, each of width
\[
\begin{equation*}
\Delta=(Z 3 \mathrm{C}-\mathrm{ZBL}) /(\mathrm{NSCAN}+1) \tag{3.4}
\end{equation*}
\]

It successivaly examines the sign of the function CMVP \((Z)=\operatorname{CSP}(Z)-V P\) at points \(2 B C, Z B U \div 2, Z B U+2 \Delta\), etc., until an interval is found at which the signs at the two intervals are opposite, suggesting that a root is bracketed in tiat interval. The actual value of the root is found by a library subroutine ZREAL2. The search then goes on to succeeding intervals until a maximum of two roots is found. Output is NRTS tine nubber of roots ( 0,1 , or 2 ) and the values \(Z A\) and \(Z B\) of the roots; \(Z A\) is the first root (smallest \(z\) ) and \(Z B\) is the second root (larger z). Iypically, we would expect ZA to correspond to the lower turaing point, 23 to the upper turning point.

In successive applications of integration between limits, one or both of which are turzing points, it is important that one not overshoot a turning point since then the square root in the denominator in Eqs. (3.i)anc (3.3) would be imaginary. For this reason we have devised anotiner sujroutine called SHIFT which adjusts the values

ZLOW and ZUP corresponding to a numerical approximation for the actual turning points to values which are in the immediate neighborhood of the input values but which are such that \(\operatorname{CSP}\) (ZLOW) < VP and \(\operatorname{CSP}\) (ZUP) < VP The adjustments are carried out in units of \(10^{-8}\) until these criteria. are satisfied.

Integrals of \(|d x / d z|\) and \(|d t / d z|\) (or of any other \(z\) dependent quantity) between arbitrary values ZLOW and ZUP (not necessarily turning points) are accoaplished by an integration function subroutine RAINT. This performs such that
\[
\begin{align*}
& \operatorname{RAINT}(R D X D Z, Z L O W, Z \mathbb{P})=\int_{Z L O W}^{Z L P}|d x / d z| d z  \tag{3.5}\\
& \operatorname{RAINT}(R D T D Z, Z L O W, Z P)=\int_{Z L O W}^{Z W P}|d t / d z| d z \tag{3.6}
\end{align*}
\]

In the execution of this integration, the range of integration is broken into integrals from ZLOW to ZAVE and from ZAVE to ZUP where ZAVE \(=(1 / 2)(Z L O W+2 U P)\), i.e.
\[
\begin{equation*}
\text { INTE RAL }=\int_{Z L O W}^{Z A L E} \text { (INTEG RAND) } d z-\int_{Z W}^{Z A E} \text { (INTEGRAND) } d z \tag{3.7}
\end{equation*}
\]

The reason for this is that the library subroutine QUAD used to perform the integration is most efficient when it integrates away from a singularity and we anticipate the possibility that the integrand may be singular at either ZLON or ZUP; these could be ray turning points.

The integrals of \(|d x / d z|\) and \(|d t / d z|\) between lower and upper turning points are performed by a subroutine named RANG. The values of \(z\) corresponding to the turning point values are supplied as inputs, the other information needed is presumed stored in COMMON. Outputs are RTIME and RLNTH for the integrals over \(|d t / d z|\) and \(|d x / d z|\) respectively. The significance of these parameters is that the rays are periodic in path. The time required to go \(N\) half ray cycles is just
(N) (RTIME) while the horizontal distance traveled is (N) (RLITTH). Ray paths going from a given source location to a far field point may be characterized by (1) the horizontal phase velocity VP, (2) an index parameter IT which is 1 if the ray is proceding initially obliquely upwards, -1 if proceding initially obliquely downwards,
(3) another index parameter JT whose values +1 or -1 give the sign of \(d x / d z\) at the final point on the ray, (4) the number NUP of upper turning points which the ray passes through, (5) the number NDOWN of lower turning points, (6) the initial height ZSC of the ray, and (7) the final height ZLIS of the ray. These parameters are further explained in Fig. 4. One should note that if \(I T=J T\), then NUP=NDOWN, if \(\mathrm{IT}=1\), \(\mathrm{JT}=-1\), then \(\mathrm{NDOW}=\mathrm{NUP}-1\); if \(\mathrm{IT}=-1, \mathrm{JT}=1\) then \(\mathrm{NUP}=\mathrm{NDOWN}-1\). The total horizontal distance \(R\) which the ray travels is
\[
\begin{equation*}
R=(N)(R L N T H)+R S T+R E N D \tag{3.8}
\end{equation*}
\]
1.
where \(N\) is the number of complete half cycles the ray makes, given by
\[
\begin{equation*}
N=N L P+\text { NOWN }-1 \tag{3.9}
\end{equation*}
\]
while
\[
\begin{array}{rlr}
\mathrm{RST} & =\int_{\mathrm{ZSC}}^{\mathrm{ZU}}|\mathrm{dx} / \mathrm{d} z| \mathrm{d} z & I T=1 \\
& =\int_{\mathrm{ZLOH}}^{\mathrm{ZSC}}|\mathrm{dx} / \mathrm{d} z| \mathrm{d} z & \mathrm{IT}=-1 \\
\text { REND } & =\int_{Z L I S}^{Z U}|\mathrm{dx} / \mathrm{d} z| \mathrm{d} z & J T=-1 \\
& =\int_{Z L O W}^{Z L I S}|\mathrm{dx} / \mathrm{d} z| \mathrm{d} z & J T=1 \tag{3.11b}
\end{array}
\]
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Parameters describing a guided ray's path through the atmosphere; RLNTH is the half cycle ray repetition length, \(I T=1\) or -1 if the ray is initially proceeding obliquely upwards or obliquely downards, respectively, JT=1 or -1 describes slope at end point, ZUP and ZLOW are heights of upper and lower turning points, NUP is the number of upper turning points, NLOW is the number of lower turning points, RST is horizontal distance to first turning point, REND is corresponding distance from last turning point to receiver, ZSC is height of source, ZLIS is height of receiver.

The above formulas hold even should both NUP and NDOWN be zero, the computation giving for, say, \(I T=J T=1\)
\[
R=\left\{\int_{Z S C}^{Z L P}+\int_{Z L O H}^{Z L I S}-\int_{Z L O W}^{Z I P}\right\}|d x / d z| d z
\]
\(=\int_{\text {ZSC }}^{\text {ZLIS }}|\mathrm{dx} / \mathrm{d} z| \mathrm{d} z\)
The computation oi total range with the above listed inputs is accomplished by a subroutine named TOTRAN. It calls TNPNT first to find the turning points, then SHIFT to adjust the turning points so that the integrands exist throughout the integration range, then RANG to determine the ray half cycle length RLNTH and uses the library subroutine QUAD to Eini the initial and final integrals RST and REND.

The above copputation algorithms implicitly assume the lower point on any given ray is a lower turning point rather than the ground. The method may be easily extended tó include ground reflections although we have not yet done so.

\section*{IV. RAYS COSNECTING SOURCE AND LISTENER}

Of pertinent interest in any ray acoustic calculation is the tabulation of rays whicin connect given source and listener (receiver) locations. Let us denote source and listener heights by ZSC and ZLIS, the horizontal ©istance of listener from source by RANGE. Then, given a ray type denoted by parameters IT, JT, NUP, NDOWN as defined previously, and given z pizse velocity VP we may define a function REPAYD(VP) as the difierence between actual range \(R\) and the range which would correspond to tine given values VP, ZSC, ZLIS, IT, JT, NUP, and NDON: If this function is zero, then the ray being considered does pass through the listerer location. Otherwise, it does not. The function subroutine \(\mathfrak{R S L i D}\) computes this difference, VP is an input, the remaining necessary parameters are stored in COMMON.

To find the values of VP at which
\[
\begin{equation*}
\operatorname{RIRAYD}(\mathbb{V})=0 \tag{4.1}
\end{equation*}
\]
given fixed ZSC, ZLIS, IT, JT, NUP, and NDOWN, a subroutine FRDVP is used. This scans values of VP between VPHST and VPHEND at intervals of SDELT until an interval is bracketed within which RMRAYD changes sign. Once such an interval is found, a library subroutine ZREAL2 is used to find the precise value of the root. Up to NMAX such roots are found, the number actually found is denoted NFND, the roots being


By use of FNDVP, one can, in principle, find all rays of a given type which connect source and listener. A systematic variation of ray types (IT, JT, NUP, and NDOWN) will in this manner give all the rays connecting source and listener.

\section*{V. RAY SPREADING}

Two coplanar rays, both proceeding initially either obliquely upwards or obliquely downwards, may be characterized by phase velocities \(\mathrm{v}_{\mathrm{p} 1}\) and \(\mathrm{v}_{\mathrm{p} 2}\). Assuming that \(\mathrm{v}_{\mathrm{p} 2}\) is arbitrarily close (but not identically equal to) \(v_{p l}\) we may characterize the separation of the rays by a parameter \(\Delta s\) which (see Fig. 5) is the perpendicular distance from a point on the first ray to the second ray. We consider \(\Delta s\) as positive if the second ray lies above the first, negative if below the first. The parameter \(\Delta s\) smayb be considered a function of horizontal distance \(x\) and also of the phase velocity. The limit
\[
\begin{equation*}
\mathrm{ds} / \mathrm{dv} v_{p}=\lim _{\mathrm{l}_{\mathrm{p} 2} \rightarrow \mathrm{v}_{\mathrm{p} 1}}\left\{\Delta \mathrm{~s} /\left(\mathrm{v}_{\mathrm{p} 2}-\mathrm{v}_{\mathrm{p} 1}\right)\right\} \tag{5.1}
\end{equation*}
\]
may be considered a uniquely defined function of range \(x\), phase velocity \(\mathrm{v}_{\mathrm{p}}\), ray type (IT=1 or -1 ) and ray initial height ZSC . We term this derivative the ray spreading function. One mav note that within anv


Figure 5.
Definition of parameter \(\Delta\) s characterizing two adjacent rays with horizontal phase velocities \(v_{p 1}\) and \(v_{p 2}\). Note that \(\Delta s\) changes sign when the rays cross.
ray segment (i.e. between turning points)
\[
\begin{align*}
d s / d v_{p} & = \pm\left(d x / d v_{p}\right) /\left\{1+(d x / d z)^{2}\right\}^{1 / 2} \\
& = \pm\left(d x / d v_{p}\right)\left\{1-\left(c / v_{p}\right)^{2}\right\}^{1 / 2} \tag{5.2}
\end{align*}
\]
where the plus sign applies if the ray is proceeding obliquely downwards ( \(J T=-1\) ), the minus sign if it is proceeding obliquely upwards ( \(J T=1\) ), \(d x / d v_{p}\) is the rate of change of horizontal distance traveled with respect to phase velocity at fixed \(z\) and fixed ray initial position.

The derivative \(d x / d v_{p}\) may in turn be calculated if one knows the general ray type. For a ray proceeding initially upwards (IT=1) and going through NUP upper turning points and NDOWN=NUP lower turning points and ending with direction obliquely upwards, one has, for example,
\[
\begin{equation*}
x=\int_{Z S C}^{Z L P}|d x / d z| d z+N \int_{Z L O W}^{Z W P}|d x / d z| d z+\int_{Z L O W}^{Z}|d x / d z| d z \tag{5.3}
\end{equation*}
\]
where \(N=\) NUP + NDOWN \(-1=2(N U P)-1\). Here the integrand \(|d x / d z|\) is given by Eq. (3.1). To differentiate this expression with respect to \(v_{p}\), one must take into account the fact that ZLOW and ZUP as well as \(|\mathrm{dx} / \mathrm{dz}|\) depend on \(\mathrm{v}_{\mathrm{p}}\). A formal application of the rules for differentiating an integral with respect to a parameter leads to singularities and some tricks are required to avoid this. In particular, it is convenient to rewrite the above as
\[
\begin{align*}
& x=I(Z S C, Z L I)+(N+1) I(Z U, Z I P)+(N+1) I(Z L O W, Z L I) \\
&+(N+1) I(Z L O W, Z L I)+(N) I(Z L I, Z I I)+I(Z L I, Z) \tag{5.4}
\end{align*}
\]
where \(I(Z 1, z 2)\) represents the integral of \(|d x / d z|\) between the indicated limits, ZUI is a fixed ( \(\underline{v}_{p}\) independent) value of \(z\) slightly less than ZUP, ZLI is slightly larger than ZLOW. (See Fig.6.) One may also note that \(\qquad\)


Figure 6.
Definition of parameters ZUI (slightly below upper turning point ZUP) and ZLI (slightly above lower turning point ZLOW) used in the calculation of ray spreading paraneter \(d s / d v_{p}\).
\[
\begin{align*}
& I(\mathrm{ZU}, \mathrm{zuP})=\int_{Z U I}^{\infty} \llbracket(\mathrm{ZUP-z)|dx/dz|dz}  \tag{5.5}\\
& |\mathrm{d} x / \mathrm{d} z|=-(\mathrm{c} c / \mathrm{dz})^{-1}(\mathrm{~d} / \mathrm{d} z)\left(v_{P}^{2}-c^{2}\right)^{1 / 2} \tag{5.6}
\end{align*}
\]
so an 'integration by parts gives
\[
\begin{align*}
I(Z U, Z U P)= & \left\{(d c / d z)^{-1}\left(v_{p}^{2}-c^{2}\right)^{1 / 2}\right\} Z U \\
& +\int_{Z U I}^{\infty}\left(v_{p}^{2}-c^{2}\right)^{1 / 2} L(Z U P-z)(d / d z)(d c / d z)^{-1} d z \tag{5.7}
\end{align*}
\]
and, consequently, one has
\[
\begin{align*}
&\left(\mathrm{d} / \mathrm{d} v_{\mathrm{p}}\right) I(Z U, Z \mathrm{Z})=\left\{\left(\mathrm{v}_{\mathrm{p}} / \mathrm{c}\right)(\mathrm{dc} / \mathrm{dz})^{-1}|\mathrm{dx} / \mathrm{dz}|\right\} \\
& Z U I  \tag{5.8}\\
&+\int_{Z U \mathrm{P}}^{\mathrm{ZU}}(\mathrm{c})|\mathrm{dx} / \mathrm{dz}|(\mathrm{d} / \mathrm{dz})(\mathrm{dc} / \mathrm{dz})^{-1} \mathrm{dz}
\end{align*}
\]

Providing \(\mathrm{dc} / \mathrm{dz}\) does not vanish in the interval between ZII and \(\mathrm{z} \mathbb{T}\), both af these terms should be finite. In a similar manner, one can show that
\[
\left(d / d v_{p}\right) I(Z I O W, Z L I)=-\left\{\left(v_{p} / c\right)(d c / d z)^{-1}|d x / d z|\right\}_{Z L I}
\]
\[
\begin{equation*}
+\int_{Z L O W}^{Z \mathrm{P}}\left(\mathrm{v}_{\mathrm{p}} / \mathrm{c}\right)|\mathrm{dx} / \mathrm{dz}|(\mathrm{d} / \mathrm{dz})(\mathrm{dc} / \mathrm{dz})^{-1} \mathrm{dz} \tag{5.9}
\end{equation*}
\]

The derivatives of the remaining terms in the expression (5.4) are relatively simple since the integration limits are independent of \(\mathrm{v}_{\mathrm{p}}\). In particular one has
\[
\begin{equation*}
\left(\mathrm{d} / \mathrm{d} v_{\mathrm{p}}\right) I(\mathrm{ZSC}, Z \mathrm{Z})=-\int_{Z S C}^{Z U}\left(v_{p} c\right)\left(v_{p}^{2}-\mathrm{c}^{2}\right)^{-3 / 2} d z \tag{5.10}
\end{equation*}
\]

Thus one obtains the expression ( \(I T=1, J T=1\) )
\[
\begin{align*}
\mathrm{dx} / \mathrm{dv} \mathrm{p}_{\mathrm{p}}= & \mathrm{II}(\mathrm{ZSC}, \mathrm{ZUI})+(\mathrm{N}+1) \mathrm{JI}(\mathrm{ZUI})+(\mathrm{N}+1) \mathrm{I} 2(\mathrm{ZU}, \mathrm{Z} \mathrm{P}) \\
& -(\mathrm{N}+1) \mathrm{J} 1(\mathrm{ZLI})+(\mathrm{N}+1) \mathrm{I} 2(\mathrm{ZLOW}, \mathrm{ZLI})+(\mathrm{N}) \mathrm{II}(\mathrm{ZLI}, \mathrm{ZU}) \\
& +\mathrm{II}(\mathrm{ZLI}, \mathrm{Z}) \tag{5.11}
\end{align*}
\]
where we have abbveviated
\[
\begin{align*}
& I 1(Z A, Z B)=-\int_{Z A}^{Z B} v_{p}\left(v_{p}^{2}-c^{2}\right)^{-3 / 2} d z  \tag{5.12a}\\
& J 1(Z A)=\left\{\left(v_{p} / c\right)(d c / d z)^{-1}|d x / d z|\right\}  \tag{5.12a}\\
& I 2(Z A, Z B)=\int_{Z A}^{Z B}\left(v_{p} / c\right)|d x / d z|(d / d z)(d c / d z)^{-1} d z \tag{5.12c}
\end{align*}
\]

In general, for a ray of specified type (IT, JT, NUP, NDOWN), the corresponding expression for \(d x / d v_{p}\) is
\[
\begin{align*}
& d x / d v_{p}=\left\{\begin{array}{l}
I 1(Z S C, Z U) \\
I I(Z L I, Z S C)
\end{array}\right\}+(2)(N \Psi) J I(Z I I)+(2)(N I P) I 2(Z U, Z \Psi P) \\
& \text { - (2) (KDOWN) JI (ZLI) + (2) (NDOWN) I2 (ZLOW, ZLI) } \\
& +\left(N[P+N D O W N-1) I 1(Z L I, Z I I)+\left\{\begin{array}{l}
I I(Z L I, Z) \\
I I(Z, Z I I)
\end{array}\right\}\right. \tag{5.13}
\end{align*}
\]

The two possibilities for the first term correspond to \(\mathrm{IT}=1\) and -1 , respectively, while two possibilities for the second term correspond to \(\mathrm{JT}=1\) and -1 , respectively.

The integrand for the integrals of type Il is computed by a function subroutine FIRM ( \(Z\) ), while twice the values of those of type I2 are computed by a function subroutine FIRMUL ( \(Z\) ), i.e.
\[
\begin{align*}
& \mathrm{II}(\mathrm{ZA}, \mathrm{ZB})=\text { RAYINT(FIRM,ZA,ZB) }  \tag{5.14a}\\
& \mathrm{II}(\mathrm{ZA}, \mathrm{ZB})=\text { RAYINT(FIRMUL, } \mathrm{ZA}, \mathrm{ZB}) / 2 \tag{5.14b}
\end{align*}
\]

Also the quantity \(2[J 1(Z)]\) is denoted in the program by \(\operatorname{TRNPT}(Z)\), i.e.
\[
\begin{equation*}
\operatorname{TRNPT}(z)=2 v_{p}(d c / d z)^{-1}\left(v_{p}^{2}-c^{2}\right)^{-1 / 2} \tag{5.15}
\end{equation*}
\]
so the expression for \(d x / d v_{p}\) becomes
\[
\begin{align*}
& \text { - (NDOWN)TRNPT (ZLI) + (NDOWN)RAYINT( HRM せ, ZLOW,ZLI) } \\
& +(N \mathrm{P}+\mathrm{NDOWN}-1) \text { RAYINT( FIRM, ZLI }, \mathrm{ZII})+ \text { TERMLT } \tag{5.16}
\end{align*}
\]
where the first and last terms are
\[
\begin{align*}
& \text { TERMST }=\text { RAYINT (FIRM, ZSC, } \mathrm{ZIT}) \quad \text { IT }=1  \tag{5.17a}\\
& =\text { RAYINT ( HRM , ZLI , ZSC) } \quad \text { IT }=-1  \tag{5.17b}\\
& \text { TERMLT }=\text { RAYINT }(\text { FRM }, Z, Z U) \quad J T=-1  \tag{5.18b}\\
& =\text { RAYINT (FIM ,ZLI, Z) } \quad \mathrm{JT}=1 \tag{5.18b}
\end{align*}
\]

One may then calculate \(d s / d v_{p}\) from Eq. (5.2), i.e.
\[
\begin{equation*}
\operatorname{DSD} \mathrm{P}=-\mathrm{SEN}(\mathrm{JT})(\mathbb{I X D T P})\left(1-\left\{\mathrm{c} / \mathrm{v}_{\mathrm{p}}\right\}^{2}\right)^{1 / 2} \tag{5.19}
\end{equation*}
\]

The sequence of computations just described is carried out by a subroutine CDSDVP. The parameters VP, \(\mathrm{ZSC}, \mathrm{Z}, \mathrm{IT}, \mathrm{JT}, \mathrm{NUP}, \mathrm{AND}\) NDOWN are inputs, the output is DSDVP. The parameters ZLI and ZUI are computed internally and set to
\[
\begin{align*}
& \mathrm{ZLI}=\mathrm{ZLOW}+.01(\mathrm{Z} \mathrm{P}-\mathrm{ZLOW})  \tag{5.20a}\\
& \mathrm{ZII}=\mathrm{ZLP}-.01(\mathrm{Z} \mathrm{P}-\mathrm{ZLOW}) \tag{5.20b}
\end{align*}
\]

The choice of .01 is of course arbitrary. The chief constraint is that dc/dz should not vanish between ZLOW and ZLI and between ZUI and ZUP.

If one considers the variation of \(d s / d v{ }_{p}\) with \(x\) along a single ray (say with \(I T=1\) ) it is apparent that up to the first upper turning point \(d s / d v_{p}\) should be positive since \(\operatorname{FIRM}(Z)\) is negative; JT is positive. At the turning point one has
\[
\begin{align*}
& =\{1 /(\mathrm{dc} / \mathrm{d} z)\}_{\mathrm{Z} \mathrm{P}} \tag{5.21}
\end{align*}
\]
which, interestingly, is independent of ZSC. This follows if one breaks the integral above into integrals from ZSC to ZUI and from ZUI to Z , given \(\mathrm{ZUI}<\mathrm{Z}<\mathrm{ZUP}\), and expands c in a power series about its value \(v_{p}\) at \(z=Z \mathbb{P}\).

Between the first upper turning point and the first lower turning point the function \(d s / d v_{p}\) is given by
\[
\begin{align*}
& \mathrm{d} s / \mathrm{dv}_{\mathrm{p}}=\left\{1-\left(\mathrm{c} / \mathrm{v}_{\mathrm{p}}\right)^{2}\right\}^{1 / 2}\{\operatorname{RAYINT}(\mathrm{HIRM}, \mathrm{ZSC}, \mathrm{ZII}) \\
& +\operatorname{TRNPT}(\mathrm{Z} \mathrm{U})+\text { RAYINT (FIRM } \mathrm{W}, \mathrm{ZLI}, \mathrm{Z} \mathrm{~W}) \\
& +\operatorname{RAYINT}(\text { HiRM }, z, z U) \boldsymbol{3} \tag{5.22}
\end{align*}
\]

A brief analysis indicates that this can be put in a form independent of ZUI, i.e.
\[
\begin{align*}
& \frac{d s}{d v_{p}}=\left\{I-\left(c / v_{p}\right)^{2}\right\}^{1 / 2}\left\{\frac{\left(v_{p} / 2\right)^{1 / 2} / \alpha^{3 / 2}}{(Z \Psi-Z S C)^{1 / 2}}+\frac{\left(v_{p} / 2\right)^{1 / 2} / \alpha^{3 / 2}}{\left(Z P^{\cdot}-z\right)^{1 / 2}}\right. \\
& \left.-\int_{Z S C}^{Z \Psi P} A g^{(1)}\left(z_{0}, Z \Psi\right) d z_{o}-\int_{Z}^{Z P} \operatorname{Arg}(1)\left(z_{0}, Z \Psi P\right) d z_{o}\right\} \tag{5.23}
\end{align*}
\]
where
\[
\begin{equation*}
\operatorname{Arg}^{(I)_{(z, z P)}}=\frac{{ }^{c v_{p}}}{\left(v_{p}^{2}-c^{2}\right)^{3 / 2}}-\frac{v_{p}^{2}}{(Z \Psi P-z)^{3 / 2}\left(2 \alpha v_{p}\right)^{3 / 2}} \tag{5.24}
\end{equation*}
\]
and we have abbreviatez \(m\) for \(\mathrm{dc} / \mathrm{dz}\) at ZUP. The subtracted term in the arguments insures that the integrals exist. Also, as \(\mathrm{Z} \rightarrow \mathrm{ZUP}\), the second tera in the brackets cianinates and one has
\[
\begin{equation*}
\left\{1-\left(c / v_{p}\right)^{2,1 / 2} \rightarrow\left(2 \alpha / v_{p}\right)^{1 / 2}(Z \underline{p}-z)^{1 / 2}\right. \tag{5.25}
\end{equation*}
\]
and \(d s / d v_{p} \rightarrow 1 / \alpha\) in aceoriance with Eq. (5.21). On this basis, we zay conclude that the guartity in braces in Eq. (5.22) starts out large and positive for \(Z\) close to ZUP, decreases monotonically (since FIRM(Z) is always negative) aEi eventually goes to - \(\infty\) when \(Z \rightarrow\) ZDOWN. Thus there is one and only one point on the ray between the first turning point and the second turning point at which \(d s / d y=0\). This point is identified as a point oz a caustic. (where adjacent rays intercept).

At the second turaing point (first lower turning point) the same sort of̂ liaiting process aescribed above gives
\[
\begin{equation*}
\mathrm{ds} / \mathrm{dv}_{\mathrm{p}}=\{I /(\mathrm{dc} / \mathrm{dz})\}_{\mathrm{ZLOW}} \tag{5.26}
\end{equation*}
\]
hinich as mentioned à̀ore is a negative number.
Betreen the firsE lcwer (second overall) and second upper (third overall) turning poir: \(s\), one may similarly argue that ds/dv.p goes to zero at one and \(0=1\) ore point, etc., before that point \(d s / d v p\) is
negative, after that point it is positive, it approaches \([1 /(\mathrm{dc} / \mathrm{dz})]_{\text {ZUP }}\) at the next upper turning point, etc. The general situation is as sketched in Fig. 7.

The number of times \(d s / d v_{p}\) goes to zero along a ray path (i.e., the number of caustics encountered) is just

Number of caustics \(=\) (Number of complete half ray cycles)
\[
\begin{equation*}
+ \text { (zero or one) } \tag{5.27}
\end{equation*}
\]

The second term is zero if \(\mathrm{JT}=1\) (upgoing ray) and the current value of \(d s / d_{p}\) is negative or if \(J T=-1\) (downgoing ray) and the current value of \(d s / d v_{p}\), is positive. Otherwise, it is one.

The number of complete half ray cycles, one may note, is just NUP + NDOWN -1 if either NUP or NDOWN are greater than one. Thus, it is a simple matter to determine, at a given point on a ray, just how many caustics the ray has encountered in passing from source to that point.

\section*{VI. RAY AMPLITUDES}

Given that the acoustic pressure in the immediate vicinity of the source is of the form implied by Eq. (1.4), the Fourier transform \(\hat{p}(\omega, \vec{r})\) defined such that
\[
\begin{equation*}
p(\vec{r}, t)=\operatorname{Re} \int_{0}^{\infty} \hat{p}(\omega, \vec{r}) e^{-i \omega t} d \omega, \tag{6.1}
\end{equation*}
\]
of the acoustic pressure may be inferred from the geometrical acoustics model \({ }^{7}\) to be (in first approximation) given by a sum over rays. . The contribution from any particular ray connecting source and receiver is simply
\[
\begin{align*}
\hat{P}_{\text {ray }}= & \hat{f}(\omega) \rho_{o}^{1 / 2}\left(z_{S C}\right) \text { Atmosphere factor }\{\text { Spreading factor }\} \\
& \times\left\{(-i)^{N} c^{i}\right\} e^{i \omega t_{r a y}} \tag{6.2}
\end{align*}
\]


Figure 7.
Values of \(d s / d v_{p}\) along two adjacent guided rays, illustrating the conclusion that the number of caustics encountered is the number of complete half ray cycles traversed plus 0 or 1.
where \(N_{c}\) is the number of times the ray has touched (tangentially) a caustic, \(t_{\text {ray }}\) is net travel time along the ray. The atmosphere factor is given by
\[
\begin{equation*}
\{\text { Atmosphere factor }\}=\left\{\left(\rho_{0} c\right)_{z} /\left(\rho_{0} c\right)_{S C}\right\}^{1 / 2} \tag{6.3}
\end{equation*}
\]
while the spreading fartor is the inverse square root of the ray tube area normalized such that this factor reduces to \(1 / R\) near the source (i.e., at the beginning of the ray). The criterion for determination of these factors is that
\[
\begin{equation*}
\left.\left\{\left|\hat{\mathrm{p}}_{\text {ray }}\right|^{2} / \rho_{0} c\right\} \text { ray tube area }\right\}=\text { constant } \tag{6.4}
\end{equation*}
\]
along a ray, that the limit (1.4) be realized and that the net phase thange from source to receiver be -wt ray \(+N_{c} \mathrm{c}^{\pi / 2}\).

A consideration of a cylindrically symetric bundle of rays leaving the source at angles between \(\theta\) and \(\theta+d \theta\) with respect to the vertical leads one to the conclusion that the ray tube area should be a constant times \(\left|\left(d s / d v_{r}\right) r_{\text {Hor }}\right|\) where \(d s / d v_{p}\) is the quantity discussed in the previous section, fhor is horizontal distance from source to listener. One can also show, by considering a medium in which the sound speed is constant, that near the source
\[
\begin{equation*}
r_{\text {Hor }}\left|d s / d v_{p}\right|=\frac{R^{2} c^{2} / v_{p}^{3}}{\left\{1-\left(c / v_{p}\right)^{2}\right\}^{1 / 2}} \tag{6.5}
\end{equation*}
\]
so one identifies the spreading factor as the square root of
\[
\begin{equation*}
\{\text { Spreading factor }\}^{2}=\frac{c^{2} / v_{p}^{3}}{\left\{1-\left(c / v_{p}\right)^{2}\right\}^{1 / 2}} \frac{1}{r_{\text {Hor }}\left|d s / d v_{p}\right|} \tag{6.6}
\end{equation*}
\]
where \(c\) is here taken as the sound speed of the source.
One may note that the spreading factor goes to \(\infty\) whenever \(d s / d v_{p}\) goes to zero, i.e., at a caustic. This is one indication that the general formula may not be applicable everywhere. The modification
of the method to take into account proximities to caustics is discussed in the remaining portions of the report.

\section*{VII. G̣EOMETRY NEAR CAUSTICS}

When viewed in a vertical plane containing the source, caustic surfaces appear locally as arcs of circles, the rays which touch it also appear locally as arcs of circles; the situation is as sketched In 3ig: 8. Each caustic has a shadow side and an illuminated side. If a receiver is on the illuminated side, then one may expect in general that two rays touching the caustic tangentially will also pass through a point \(A\) on the illuminated side, both of these rays will have approximately the same radius of curvature \(R_{\text {ray }}\) and will touch the caustic at points \(B\) and \(C\), such as indicated in fig. 9. Parameters of interest here are (1) the radius \(\mathrm{R}_{\mathrm{c}}\) of curvature of the caustic, (2) the distance \(\delta\) from point \(A\) to the caustic, (3) the arc length \((\Delta \theta) R_{c}=\ell\) along the caustic between points \(B\) and \(C\); and (4) the angle \(\phi\) between the two rays at point \(A\); as well as (5) the radius \(R_{\text {ray }}\) of curvature of the two rays. These parameters are related and it is a challenging exercise in analytical geometry to determine their interrelationships. Fortunately, the end results are relatively simple in the case of interest where \(\delta \ll R_{c}, \delta \ll R_{r a y}\). One finds, in particular
\[
\begin{align*}
& \delta=(1 / 8)\left(R_{c}^{-1}+R_{\text {ray }}^{-1}\right) \ell^{2}  \tag{7.1}\\
& \phi=\left(R_{c}^{-1}+R_{\text {ray }}^{-1}\right) \ell \tag{7.2}
\end{align*}
\]

Another quantity of interest is the separation \(\Delta\) s between two rays which touch the caustic at Doints \(\theta=-\Delta \theta / 2\) and \(\Delta \theta / 2\) (Fig. 9). If we internret \(\Delta s\) as positive if the second ray lies above the first, then
\[
\begin{equation*}
\Delta s /\left(R_{c} \Delta \theta\right) \cong-\xi\left(R_{c}^{-1}+R_{r a y}^{-1}\right) \tag{7.3}
\end{equation*}
\]

\section*{ILLUMinated side}


Figure 8.
Sketch of rays in the vicinity of a caustic. The caustic is approxfmately an arc of a circle, the rays are also locally arcs of circles. Note that the caustic has an illuminated side and a shadow side.


\section*{Figure' 9.}

Detailed sketch of two rays which cross on the illuminated side of a caustic at a point \(A\) and which touch the caustic at points \(B\) and \(C\) respectively; \(R_{c}\) is the radius of curvature of the caustic, \(R_{\text {ray }}\) is the radius of curvature of either ray; \(\delta\) is the distance of \(A\) from the caustic, \(\phi\) is the angle between the two rays where they cross, \(\ell\) is arc distance along caustic between points \(B\) and \(C, \xi\) is arc length along either ray, \(\Delta s\) is the separation distance between the two rays.
where \(\xi\) is distance along either ray in the positive sense from the caustic. Thus, if the upgoing ray in Fig. 9 is characterized by phase velocity \(\mathrm{v}_{\mathrm{p} 1}\), the downgoing ray by phase velocity \(\mathrm{v}_{\mathrm{p} 2 \text {, we may character- }}\) ize their respective \(d s / d v_{F}\) at the point \(A\) by
\[
\begin{align*}
& \left(\mathrm{ds} / \mathrm{d} v_{\mathrm{p}}\right)_{1}=-\left(\mathrm{d} 2 / \mathrm{d} v_{\mathrm{p}}\right)(\ell / 2)\left(\mathrm{R}_{\mathrm{c}}^{-1}+\mathrm{R}_{\text {ray }}^{-1}\right)  \tag{7.4a}\\
& \left(\mathrm{ds} / \mathrm{d} v_{\mathrm{p}}\right)_{2}=\left(\mathrm{d} 2 / \mathrm{d} v_{\mathrm{p}}\right)(l / 2)\left(\mathrm{R}_{\mathrm{c}}^{-1}+\mathrm{R}_{\text {ray }}^{-1}\right) \tag{7.4b}
\end{align*}
\]
where
\[
\begin{equation*}
\mathrm{d} \ell / \mathrm{dv}_{\mathrm{p}}=2 /\left(\mathrm{v}_{\mathrm{p} 2}-\mathrm{v}_{\mathrm{p} 1}\right) \tag{7.4c}
\end{equation*}
\]

It should be noted that ( \(\left.\mathrm{ds} / \mathrm{dv} v_{\mathrm{p}}\right)_{1}\) is equal and opposite to ( \(\mathrm{ds} / \mathrm{dv}_{\mathrm{p}}\) )
In typical applications, such as are discussed in the next section, it may be presumed that the point \(A\) is known, the phase velocities and slopesodf the two rays and therefore \(\phi\) aee know, the ray radius \(\mathrm{R}_{\text {ray }}\) is know, the parameters \(\left(d s / d v_{p}\right)_{1}\) and \(\left(d s / d v_{p}\right)_{2}\) are known and are equal and opposite, but \(R_{c}\), \(\delta\), and \(\ell\) are not known. A successive solution of Eqs. (7.1-4) for the unknowns in terms of the knowns gives
\[
\begin{align*}
& \delta=-(1 / 4)\left(v_{p 2}-v_{p 1}\right)\left(d_{s} / \mathrm{dv}_{\mathrm{p}}\right)_{1}=(1 / 4)\left(v_{\mathrm{p} 2^{-v}} \mathrm{v}_{\mathrm{p} 1}\right)\left(\mathrm{ds} / \mathrm{dv}_{\mathrm{p}}\right)_{2} \\
& \left.=(1 / 8)\left(v_{p 2^{-}} \mathrm{v}_{\mathrm{p} 1}\right)\left[(\mathrm{ds} / \mathrm{dv})_{\mathrm{p}}^{2} 2^{-(\mathrm{ds} / \mathrm{dv}} \mathrm{p}_{\mathrm{P}}\right]\right]  \tag{7.5a}\\
& \ell=\left(v_{p 2}-v_{p 1}\right)\left[\left(\Theta_{s} / d v_{p}\right)_{2}-\left(d s / d v_{p}\right)_{1}\right] / \phi  \tag{7.5b}\\
& R_{c}^{-1}+R_{\text {ray }}^{-1}=\left\{\left(v_{\rho 2^{-1}} v_{p 1}\right)\left[\left(\mathrm{ds} / \mathrm{dv}_{\mathrm{p}}\right)_{2}-\left(\mathrm{ds} / \mathrm{dv} \mathrm{p}_{\mathrm{p}}\right)_{1}\right\}^{-1}\right. \tag{7.5c}
\end{align*}
\]

If we wish to characterize the distance of the point A from the caustic by a relevant dimensionless parameter, the natural choice (as explained subsequently) is the caustic proximity parameter whose definition may be taken to be
\[
\begin{equation*}
n=-2^{1 / 3}(\omega / \mathrm{c})^{2 / 3}\left[\left(1 / \mathrm{R}_{\mathrm{ray}}\right)+\left({\underset{1}{1 / R}}_{\mathrm{c}}\right)\right]^{1 / 3} \delta \tag{7.6}
\end{equation*}
\]

1

This is negative on the illuminated side and, as may be noted, depends on the angular frequency \(w\). In terms of the ray parameters described above, one may state that \(\eta\) for the point \(A\) on the illuminated side is
\[
\begin{equation*}
\left.n=-2^{1 / 3}(\omega / \mathrm{c})^{2 / 3}(1 / 8)\left(\mathrm{v}_{\mathrm{p} 2}-\mathrm{v}_{\mathrm{p} 1}\right)\left[\left(\mathrm{ds} / \mathrm{dv}_{\mathrm{p}}\right)_{2}-\left(\mathrm{ds} / \mathrm{dv} \mathrm{p}_{1}\right)_{1}\right]\right)^{2 / 3} \tag{7.7}
\end{equation*}
\]
which should always be negative (i.e., \([-|£|]^{2 / 3}=[|f|]^{2 / 3}\) ).

\section*{VIII. THE SEARCH FOR CAUSTICS}

To explore the possibility of the receiver being near but on the illuminated side of \(a^{\text {a caustic, all of the rays connecting source and }}\) receiver are ordered according to increasing phase velocity, those initially going obliquely upwards and obliquely downwards being considered as separate groups. For each successive pair of rays (i,i+1), one computes the corresponding values of \(d s / d v_{p}\) and determines the number of times each ray has touched a caustic according to the prescription in Sec. \(V\). If the signs are the same or if the \(N_{c}{ }^{\mathrm{P}} \mathrm{s}\) differ by a quantity other than one, no action is taken and one proceeds to the next pair ( \(i+1 \rightarrow i, i+2 \rightarrow i+1\) ). Once the above criteria are satisfied, one terms the two rays as a possible caustic pair. They are temporarily reordered such that the one with the larger \(N_{c}\) is called "the first ray" the one with \(\mathrm{N}_{c}\) being 1 less is called "the second ray". The slopes of the two rays are determined from Eq. (3.1) and the angle \(\phi\) (which could be negative) is computed in accordance with the correspondence in Fig. 9. One also computes \(\delta\) from Eq. (7.5a). Then one checks to see if \(f\) and \(o\) have the same sign. If not, the process starts over with the next pair. If they do have the same sign, then one computes the caustic proximity parameter \(\eta\) according to Eq. (7.7). If \(|n|>4\), one would decide that the caustic is too far away for any special modifications. However, if one finds \(|\eta| \leqslant 4\), the contribution
to the sum over rays from those two rays is deleted from the sum and replaced by a new composite term involving Airy functions. (The method of doing this is explained in the next section.)

The second possibility is that the receiver lies near a caustic but on its shadow side. The following type of search is contemplated. First one examines the function RMRAYD (VP) described in Sec. IV. If the absolute value of this function has a local minimum (not zero) for some value of the phase velocity, then the possibility of the receiver being near the caustic is indicated. The search for such local minima is similar to that described in the discussion of FNDVP: one scans successive values of RMRAYD until one finds three successive phase velocities such that (1) all three RMRAYn's have the same sfon and (2) the magnitude of the middle one is less than either of the two end ones. One then breaks this bracketed interval down into, say, 20 subintervals, calls FNDVP to see if there are any roots in the interval. If FNDVP finds two roots, these are considered as rays connecting source and listener and the process stops. If FNDVP finds only one, the subdivision is made progressively smaller until two roots are found (if there is one, there must be two) and these roots are added to the overall group of rays connecting source and listener. If FNDVP finds no roots, then the local minimum is found by the above scanning process and one continues this iteration until the location of the minimum is accurately bracketed. Its precise location is found by fitting a parabola to the final triplet of points and then finding the minimum of this parabola. The parameters IT, JT, VP, NUP, NDOWN are then considered as defining a near miss ray.

To locate the point on the considered caustic which is closest to the actual receiver location, one considers the two equations
\[
\begin{align*}
x & =x\left(v_{p}, z\right)  \tag{8.1a}\\
d s / d v_{p} & =Y\left(v_{p}, z\right) \tag{8.1b}
\end{align*}
\]
with IT, JT, NUP, NDOTN considered fixed. The two indicated functions may be considered as defined by subroutines TOTRAN and CDSDVP. The caustic is the locus of points at which \(d x / d v_{p}=0\). The scheme outlined above gives one such point. Successive points are determined from
\[
\begin{aligned}
& \partial \mathrm{F} / \partial v_{\mathrm{p}}=-(\partial \mathrm{F} / \partial \mathrm{z})\left(\mathrm{dz} / \mathrm{d} v_{\mathrm{p}}\right) \\
& \mathrm{dx} / \mathrm{d} v_{\mathrm{p}}=\left(\partial \mathrm{x} / \partial v_{\mathrm{p}}\right)+(\partial \mathrm{x} / \partial z)\left(\mathrm{dz} / \mathrm{dv} v_{\mathrm{p}}\right)
\end{aligned}
\]
or
\[
\begin{align*}
& d z / d v_{p}=-\left(\partial F / \partial v_{p}\right) /(\partial F / \partial z)  \tag{8.2a}\\
& d x / d v_{p}=\left(\partial x / \partial v_{p}\right)-(\partial x / \partial z)\left(\partial F / \partial v_{p}\right) /(\partial F / \partial z) \tag{8.2b}
\end{align*}
\]

One may note that these two functions on the right hand side are easily programed. One now simply numerically integrates these differential equations until he reaches a point at which the distance of ( \(x, z\) ) from the actual receiver location is a minimum. The scanning regime must, however, be restricted to points at which \(\partial F / \partial z\) is nonzero, the other quantities on the right hand sides should be finite. The minimum distance is that corresponding to the allowable scanning region. Once this minimum distance point has been found, one varies \(x\) and \(z\) until a neighboring point is found at which two rays pass through with approximately the same value of \(v_{p}\) as that corresponding to the caustic point. Parameters corresponding to these two rays at this new point are tabulated and one determines the approximate circle which describes the caustic in their vicinity according to the equations given in Sec. VI. The caustic proximity parameter corresponding to the receiver location is then computed according to Eq. (7.6) only with \(\left(1 / R_{c}\right)+\left(1 / R_{\text {ray }}\right)\) replaced by Eq. (7.5c), \(\delta\) is replaced by the negative of the distance of the receiver location to the caustic circle. The parameter \(\eta\) so computed should be positive, otherwise the search in this instance stops. If \(\eta\) is greater than, say, 5, the presence of the caustic is disregarded.

Otherwise, it is taken into account by the method described in the next section.

\section*{IX. FIELD NEAR A CAUSTIC}

The method we adopt for incorporating caustics into the computation is based on results derived by Haskel1 \({ }^{6}\) in 1951. While Haskell was primarily concerned with the nature of guided modes near turning points, his analysis may easily be reinterpreted as implying that, near a caustic, the contribution due to the two rays which intersect at a point A on the illuminated side (see Fig. 9) should be replaced by
\[
\begin{equation*}
\hat{p}=(G) \exp \left\{i \omega t_{c}\right\} A i(\eta) \tag{9.i}
\end{equation*}
\]
where
\[
\begin{equation*}
\eta=-(3 / 2)\left\{\int_{0}^{\delta} k_{\perp} d \delta\right\}^{2 / 3} \tag{9.2}
\end{equation*}
\]

Here Ai \((\eta)\) is the Airy function \({ }^{17}\) defined by
\[
\begin{equation*}
\operatorname{Ai}(\eta)=(1 / \pi) \int_{0}^{\infty} \cos \left[\left(s^{3} / 3\right)+\eta s\right] d s \tag{9.3}
\end{equation*}
\]

Also, \(t_{c}\) is ray travel time from the source to the point on the caustic - closest to the receiver point; \(k_{\perp}\) is the component, normal to caustic, of either ray's wave number vector ( \(\omega / \mathrm{c}\) times unit vector in ray direction); \(\delta\) is the perpendicular distance from the caustic. The function \(G\) is a slowly varying function of position chosen such that Eq. (9.1) matches on to the corresponding ray theory expression when \(\eta \ll-1\).

As regards the matching on, one may note that, if \(\eta \ll-1\), the Airy function approaches an asymptotic limit \({ }^{17}\)
\[
\begin{equation*}
\operatorname{Ai}(-|n|) \cong \pi^{-1 / 2}|\eta|^{-1 / 4} \sin \left[(2 / 3)|\eta|^{2 / 3}+\pi / 4\right] \tag{9.4}
\end{equation*}
\]
so Eq. (9.1) above approaches
\[
\begin{equation*}
\hat{\mathbf{p}} \rightarrow[G /(2 \sqrt{ } \pi)]\left[e^{i \pi / 4} /|\eta|^{1 / 4}\right]\left\{\exp \left[i \omega t t_{c}-i \int_{0}^{\delta} k_{\perp} d \delta\right]-i \exp \left[i \omega t c_{c}+i \int_{0}^{\delta} k_{1} d \delta\right]\right\} \tag{9.5}
\end{equation*}
\]
the first term is identified, with \(k_{\perp}>0\), as the contribution from the ray which has not yet touched the caustic, the second from the ray which has already touched the caustic. This follows since the
\[
\begin{equation*}
t_{\text {ray }}=t_{c} \mp \int_{0}^{\delta}\left(k_{\perp} / \omega\right) d \delta \tag{9.6}
\end{equation*}
\]
correspond to the travel times of the two rays, respectively, to the point under consideration on the illuminated side. A verification of this latter statement may be given from consideration of the fact that the \(t_{\text {ray }}\) for rays coming into the caustic may be considered as a continuous function of position which satisfies the eikonal equation \({ }^{7}\)
\[
\begin{equation*}
\left(\nabla t_{\mathrm{ray}}\right)^{2}=1 / c^{2} \tag{9.7}
\end{equation*}
\]
where \(t_{\text {ray }}\) reduces to \(t_{c}\) at the caustic. Consequently, if the component of \(\nabla t_{\text {ray }}\) normal to the caustic is \(-k_{\perp} / \omega\) (wave number vector divided by \(\omega\) is gradient of the eikonal function)
then
\[
\begin{equation*}
t_{\text {ray }}=t_{c}+\int_{0}^{\delta} \nabla t_{r a y} \cdot \vec{n} d \delta \tag{9.8}
\end{equation*}
\]
which is just Eq. (9.7) with the minus sign. Similar considerations apply for the eikonal function \(t_{\text {ray }}\) of rays leaving the caustic and the identification corresponding to the plus sign is recovered.

In the vicinity of the caustic, given the respective geometry sketched in Fig. 9 , the value of \(k_{\perp}\) may be readily shown to be approxi=ately
\[
\begin{equation*}
k_{1}=(\omega / c) r^{\prime} 2\left[\left(1 / R_{\text {ray }}\right)+\left(1 / R_{c}\right)\right]^{1 / 2} \delta^{1 / 2} \tag{9.9}
\end{equation*}
\]
this holding to a high relative appooximation very close to the caustic. Consequently, the value of \(\eta\) is given by
\[
\begin{equation*}
\eta=-(\omega / \mathrm{c})^{2 / 3} 2^{1 / 3}\left[\left(1 / \mathrm{R}_{\mathrm{ray}}\right)+\left(1 / \mathrm{R}_{\mathrm{c}}\right)\right]^{1 / 3} \delta \tag{9.10}
\end{equation*}
\]
which as might be expected is exactly the same as given in Eq. (7.6) for the caustic proximity parameter

Also, one should note, on eliminating \& from Eqs. (7.1) and (7.4), that
\[
\begin{align*}
\left(\mathrm{ds} / \mathrm{dv}{ }_{\mathrm{p}}\right)_{1} & =-\left(\mathrm{d} / / \mathrm{d} v_{\mathrm{p}}\right) / 2\left[\left(1 / \mathrm{R}_{\mathrm{c}}\right)+\left(1 / \mathrm{R}_{\text {ray }}\right)\right]^{1 / 2} \delta_{\delta}^{1 / 2}  \tag{9.11a}\\
& =-\left(\mathrm{ds} / \mathrm{dv} v_{\mathrm{p}}\right)_{2} \tag{9.11b}
\end{align*}
\]
so
\[
\begin{equation*}
1 /|\eta|^{1 / 4}=(2 c / \omega)^{1 / 6}\left[\left(1 / R_{c}\right)+\left(1 / R_{\text {ray }}\right)\right]^{1 / 6}\left|\mathrm{~d} / / \mathrm{dv}_{\mathrm{p}}\right|^{1 / 2} /\left|\mathrm{ds}^{\left(\mathrm{dv}_{\mathrm{p}}\right.}\right|^{1 / 2} \tag{9.12}
\end{equation*}
\]

The Eact that the two individual terms in Eq. (9.5) must correspond to Eq. (6.2) allows us to identify the parameter \(G\) in the former as
\(\varepsilon=\hat{f}(\mathbb{U}) \rho_{0}^{1 / 2}\) At=osphere factor \(\left\{\right.\) Spreading factor with \(|d s / d v|_{p}^{-1 / 2}\) omitted \(\}\)
\[
\begin{equation*}
(2 c / \omega)^{-1 / 6_{[ }}\left[\left(1 / R_{c}\right)+\left(1 / R_{r a y}\right)\right]^{-1 / 6}\left|d \ell / d_{p}\right|^{-1 / 2}(2 / \pi) e^{i \pi / 4}(-i)^{N}{ }^{\mathrm{pc}} \tag{9.13}
\end{equation*}
\]
where \(N_{p c}\) is the number of prior caustics encountered by the two rays.
These formulas developed above give one a straightforward method for incorporating caustic corrections when the receiver lies on the illuminated side of the caustic. Given the parameters describing two rays which touch the caustic, these parameters being appropriate to the receiver location, one first computes \(\eta\) according to Eq. (7.7), computes \(1 / R_{c}+1 / R_{\text {ray }}\) according to Eq. (7.5c), computes \(\ell\) according to Eq. (7.5b), then \(\mathrm{d} \dot{\mathrm{i}} / \mathrm{dv}\) p from Eq. (7.4c). These numbers are then used to calculate the factor \(G\) in Eq. (9.13). The parameter \(t_{c}\) is just the average travel time of the two rays from the source to the receiver location.

As regards the calculation of the Airy function \(A i(n)\), subroutines capable of evaluating this function are given by Posey \({ }^{10}\) in his thesis, so there is no real computation problem involved.

If the receiver is on the shadow side of the caustic, the process is similar, but one must first find two rays passing through a point (on a line from the receiver normal to the caustic) on the flluminated side in order to determine \(d \ell / d v_{p},\left[\left(1 / R_{c}\right)+\left(1 / R_{\text {ray }}\right)\right]\), and \(t_{c}\). once this is done, the parameter \(\eta\) is computed from Eq. (9.10), only with o replaced by the negative of the distance from the receiver to the caustic. The function \(G\) is computed just as described previously. Since the Airy function decreases as
\[
\begin{equation*}
A i(n)=(1 / 2) \pi^{-1 / 2} n^{-1 / 4} e^{-(2 / 3) n^{3 / 2}} \tag{9.14}
\end{equation*}
\]
for large positive \(n\), we may anticipate the contribution from the caustic on the shadow side to decrease relatively rapidly. Since \(A i(0)=.355\), \(A i(5) \approx 1.1 \times 10^{-4}\), one can certainly ignore values when \(\eta\) is greater than 5 .

\section*{X. CONCLUDING REMARKS}

The computational method outlined here is still under development and, at present, computer subroutines are available for performing only part of the steps envisioned for the overall waveform synthesis.

The computer subroutines presently available are given in Appendix B along with a sample MAIN program which calls them and which may be used in studying acoustic propagation with the use of these subroutines.

The project is being continued as a Ph.D. dissertation by Mr. Kinney and it is expected that an operational and comprehensive computer program based on the computation method should be available by summer 1976.

It should also be stressed that the overall method described here is expected to avoid many of the limitations one customarily associates with ray theory computations. The fact that the method produces amplitudes and phases rather than merely finding ray paths and travel times is significant. Also the fact that it allows for the possibility of more than one ray connecting source and receiver is important for realistic infrasound applications. The method of taking the presence of caustics into account should extend the applicability of the geometrical acoustics theory down to frequencies formerly considered to be the sole domain of guided mode theory and should be regarded as an important extension of the geometrical acoustics theory.

There are still some unsatisfactory features in the theory which might be given additional attention. One of these is the neglect of lacunae previously mentioned in the Introduction. While some work has been done on propagation into a shadow zone, e.g. by Pekeris \({ }^{18}\) and by Ingard and Pridmore-Brown, \({ }^{19}\) the results are difficult to interpret in the generalized sense required for incorporation into a computation scheme such as described here. Thus, some considerable intellectual effort probably remains to be exerted before one may satisfactorily handle lacunae.

Closely related to the lacunae problem is the coupling of two adjacent sound channels. The present theory assumes, in particular, that energy trapped in one channel stays in that channel. In reality, there is always some penetration of energy from one channel to the other and one may envision that a satisfactory description may be found by using an extended KKB approximation, matching at turning points on both sides of the barrier comprised of the region where the sound speed is higher than the horizontal phase velocity.

There is also the problem of arêtes \({ }^{20}\) formed by the meeting and termination of caustic surfaces. Here the idealization of a caustic having a radius of curvature much larger than a wavelength breaks down and the theory developed here becomes inapplicable. However, we believe arêtes to be so isolated in occurrence that the possibility of a random receiver location being close to an arete or of lying on a ray which touched a caustic close to an arête is relatively small. Thus, there would sees to be little urgency in taking such phenomena into account.

The incorporation of winds, additional dispersion due to gravity, earth curvature, sound absorption due to dissipative processes, and of phase shift on ground reflection would seem to be relatively minor problems since the theory for doing so is relatively well developed and is discussed in particular in previous reports written under this project. We have chosen not to include such effects in the discussion here prinarily because of the premise that one may make faster progress in the long run if he first starts out with a simpler model, checks this model out thoroughly, and then adds the embellishments needed for a more nearly accurate simulation of nature in a sequential fashion.
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 New Yor:

\section*{APPENDIX B}

\section*{DECK IISTING OF FORTRAN SUBROUTINES}

FOR GEOYETRICAL ACOUSTICS COMPUTATIONS

IT A YEDIUM WHERE SOUND SPEED

VARIES WITH HEIGHT
```

    DDOGEAM N:I'N (INPIT,GLIFLT,IGUZ5=INCUT.TATEG=OUTPUT)
    COM4DH VF,IL,NCS,7I(IOD),CI(ICJ),ASOL(100)
    OIMENSION ZTS(13)
    REAC(5,*)NCS,(7I(I),I={,ACS).(CI(I),I=1,NCS),
    1IT,JT,NUQ,NJON':,7SC.7LIE,NMSX,FANEE,VPHST,VPHENO,SDELIA,VF
    HPITE(G,*):%S,(EI(I),I=:,NOS), (CI(I),I=1,NOS),
    IIT,JT,N!JF,NJOWH,?SC,ZLIS,NY:X,QAN「E,VZHST,VFHENO,SDELTA,VF
    REAJ(5,*)(ZTS(I),I=1,ic)
    WRIIE(6,*)(7TS(I),I=:,1¢)
    CALL BASCL
    2O 5 I=1,19
    ZC = ZTS(I)
    CALL COSCVD(VO,ZC,ZSC,IT,JT,NUP,NCOWN,OSOYP)
    5 PRI:\T*,"OSDYP=",OSOVF
CALLEXIT
END

| MAIN | 1 |
| :--- | ---: |
| MAIN | 2 |
| MAIN | 3 |
| MAIN | 4 |
| HAIN | 5 |
| MAIN | 6 |
| MAIN | 7 |
| MAIN | 8 |
| MAIN | 9 |
| MAIN | 10 |
| MAIN | 11 |
| MAIN | 12 |
| MAIN | 13 |
| MAIN | 14 |
| MAIN | 15 |
| MAIN | 16 |

    SUGPOUTIFE TGTREN(VP,IT,JT,MMF,NOCNN,ZSC,ZLIS,R)
    CCMmON Vat
    EXTERNAL FGXJZ
    C&LL INFNT(VF,ZEL,ZBU,NSCAN.!?TS,ZLOW,ZUP)
    CALL SHIFT(ZLON,Z('P)
    C&LL ?ANG(RTINE,FLMTH,ZLGH,ZUE)
    D=1.E-E
    IF IIT LT, 0) EOTO 5
    CALL GUSO(ZUN,ZSC,O,REL,A,FNSI,NEXDZ,NERR,O)
    RST = -4NS1
    GO 10 10
    5 contimuE
CALL FUAD{ZLCH,ZSC,D,REL,1,ANS2,REXOZ,NERR,D)
RST = A:S?
10 IF (JT .LT. È) EO TO 20
CELL DUNG(ZLGM,ZLIS,E,DEL,1,AASZ,FOXOZ,NERR,O)
REND = ANSZ
GO TO }3
20 COMTINUE
CALL SUCE(ZUP,ZLIS,D,REL,I,ANS4,F[XDZ,NERR,O)
RENT = -4NS4
30 N = NJO + NCOWN - 1
R = Fi*RLNTH + RST + RENE
RETJRN
ENO

| TOTRAN | 1 |
| :--- | ---: |
| TOTRAA！ | 2 |
| TOTRAN | 3 |
| TOTPAN | 4 |
| TOTRAN | 5 |
| TOTRAN | 6. |
| TOTRAN | 7 |
| TOTRAN | 8 |
| TOTRAN | 9 |
| TOTRAN | 10 |
| TOTRAN | 11 |
| TOTRAN | 12 |
| TOTRAN | 13 |
| TOTRAN | 14 |
| TOTRAN | 15 |
| TOTRAN | 16 |
| TOTRAN | 17 |
| TOTRAN | 18 |
| TOTRAN | 19 |
| TOTRAN | 20 |
| TOTRAN | 21 |
| TOTRAN | 22 |
| TOTRAN | 23 |
| TOTRAN | 24 |
| TOTRAN | 25 |

```

``` IVEHENO，SEELTA，NFAT，YNFR． C ）
```



```
    1ZSCC,ZLISC,?*:&GEC,ITC,jre.:U?O,NECNNC
        OI:AENSI=N V=F:NO({),X(1)
    EXTEマVAL FHRZYO
    ZSCE= ZSC
    ZLİC= ?LIS
    RA:4ラミC = F^゙いま
    ITC = IT
    JTC = JT
    ALOC = NHO
    NCO:NNC = NDOM:1
    NFND = 0
    VO! = VawsT
    Fi = ¢y.:^YO(V:1)
3VFZ = V-i + SDELTA
\begin{tabular}{|c|c|}
\hline FNOVP & 1 \\
\hline FNOVP & 2 \\
\hline FNOVP & 3 \\
\hline Fiovo & 4 \\
\hline Figyp & 5 \\
\hline Fanvo & 6 \\
\hline Frove & 7 \\
\hline Finyo & 8 \\
\hline FNOV！ & 9 \\
\hline Flisve & 10 \\
\hline Fanvi & 11 \\
\hline FNO：P & 12 \\
\hline fndup & 13 \\
\hline FNOVF & 14 \\
\hline FNJVP & 15 \\
\hline Finve & 16 \\
\hline FHOVP & 17 \\
\hline
\end{tabular}
```

```
    F2 = N:124Y0(y.2こ)
    IF (F1*F?) 10,5,5
5 IF (VPZ &FT. YOFENC) FETLZM
    VP1 = vכ2
    FI=F2
    GO TO 3
10GZ=VP1 - F1*SEELTA/{FE = =: )
    XII)=GZ
```



```
    NFAS = NFAD + 1
    VFF::J(:SFNC) = X(I)
```



```
    GC ro }
```

    ENO
    | Fnove | 18 |
| :---: | :---: |
| FiJova | 19 |
| frigup | 20 |
| FNDYF | 21 |
| friove | 22 |
| FHCVO | 23 |
| Fiove | 24 |
| FNOVP | 25 |
| FNOVP | 26 |
| FNDVP | 27 |
| FNOVP | 28 |
| FNDVP | 29 |
| FNOV： | 30 |
| FNOVF | 31 |

    FUNCTIGN FNP:YO:Vニ:
    RMPAYC

IZSCC,ZLISC, PA: SEC,ITC, JTC, :U:
RMRAYE
RMRAYO
ZSC = ZミCC
ZLIS = ZLISO
RCOM = RLTGEC
IT $=$ ITC
$J T=J T C$
NLO = Nunc
NEOHA = N:EOM:C

PMPAYO $=$ ECJH $-R$
RETURN
ENO
PMRAYD
RMRAYO
2

| RMRAYO | 1 |
| :--- | ---: |
| RMRAYO | 2 |
| RHRAYD | 4 |
| RMRAYO | 5 |
| RMRAYO | 6 |
| RMRAYO | 7 |
| RMPAYD | 8 |
| RHRAYO | 9 |
| RMRAYO | 10 |
| RMRAYO | 11 |
| RMRAYD | 12 |
| RMPAYD | 13 |
| RMRAYO | 14 |

SUSEOUTIAE SHIFT(ZLOH,ZL二)

SHIFT

$: 1=0$
SHIFT
5
SHIFT

SHIFT

SHIFT
11

IF(CHKL.i5. こ.J) GJTE: 3
TO ZLOAANE COMIIVE DJEAGEE UTIL THE SOJNC SFEED IS LESS THAN VP. SHIFT 13
12
SHIFT
13
卫LOA $=2$ LCN $+1 . E-3$
14
SHIFI
$\begin{array}{ll}\mathrm{V}=4+1 & \text { SHIFT }\end{array}$
15
IF SHIET IS U:OSUCCESSFUL $\therefore \therefore$ if.: TEIES. WE HANT ITTTC STOP. SHIFI 17

16

17
18
so ro 5 SHIFI
19


SHIFI
SHIFT
21

SHIF
SHIFT

22
SHIFT
SHIFT
23
ZUP = ZUJ - 1.Eー.
$N=N+1$
SHIFT
24

go ro 10
SHIFT
25
26
SHIFT
END • SHIFT

27
28

```
    FUHITTION ©MVつ(Z)CMVF
THIS F|NOTICA PJUTISE SIFFLY GMLOHLATES TH:Z DIFFERENCE CHVF
(AS a FUHCTIC:! OF HETTHT 7.) rET:HEN THE PHASE VELOCITY
CMVP
3
(HHICH IJ [ADUT) A:SE THE SOLROJ SJEEJ (WHICH IS A FIJNCTION
(WHICH IJ IADUT) A:OE THE SOLNOS SJESJ (WHICH IS A FINCTION
CMVP
4
cmVP
    costran v=
    CMVO = CSF(7) - Ve
    RETURH
CMVP
    ENO
CMVF
7
cmyF

```

TNPNT 1

```



```

ARE THE LO:HEC ANO UFEER SCLONSS, RESFFCTIVELY, BETNEEN hHICH THE
SEARCY FOR THE TURNIAG FCIAIS IS SCNCUCTEO. NSEAN i 1 IS THE
HMPAER OF SUQINTEPVALS IATE :HECY THE INTEPVAL OF SEARCH IS
SUЭכIVIOED. NPTS IS THE NL:3ミ? OF TUPNING PCINTS FOUNO (HE
HOP?A\&LY EXOECI TNOS. ZA IE TFE LOWER TUZNING POINT (IF FOUND)
ANO 23 IS THE UFFE= CNE (IF FOUND).
EXTERNAL CMID
DIMERSION X(1)
CO:140N %=6,II,NCS,ZI(102)
VEC = VO
ZPL = ZI(1)
ZQU = ZI(ACS)
NSCAN = NCSS + 3
CALCULATE THE HIETH GF THE SUIIMTERVALS
OELTA = (Z3U-Z?L)/(ASSNA + 1)
CALCULATE CSF(ZBi) - yp
F1 = CMV: (23L)
START. THE SEARCH AT ZBL
Z1 = ZBL
MRTS = 0
FINS THE UFPER LIMET OF THE SUBIMTEFVAL
10 22 = 71 + SELTA
CALCULATE CSF(72)-y0
F2 = CMVF(Z?)
TAKE TYE PRCDUCT OF FI ANC F2, AND IF IT IS POSITIVE, HE HAVEN*T
FOUNO THE SUEINTEPYEL :ITH A TUPEING POINT INIT YET, SO WE GO TO 15
AND START AT THE בSTTEY OF THE NEXT SUEINTERVAL.
TEST = FI*F?
IF(TEST .ET, \&.0) [0 TO 1E
IF F!*F2 IS AEJATIVE-NE•VE GOT A SUEINTEPVAL NITH A TUPNIVG
DOIVT IN IT, AT THIS POIMT, NE MA<E ONE GUESS FOR THE
TURNING`OSINI.
GZ=Z1-FI*OELTA/(FZ - FI)
X(1) = %2
TOEALZ IS AN: IMTERN:TIONAL MATH SGIEACE LIGAARY ROITINE FOR
FIHDIHG THE ?E」OES CF A SFECIF:ES EUACTION

```

```

    NRTS = NOTS + :
    IF WE HavE ?G:N% THECISHH THIS LCOE SLCCESSFULLY ONCE, TMEN 'AE HAVE

```


```

    IF(NOTS :ER.:) Z: = X(!)
    IFPNRTS .FR. Z) 7% = x(1)
    IF(\Lambda२TS.ER. 引) GC TO 2!
    1571=72
Fi= F2
IF HE HAVE SEADPHER. ALL THE MAY TO ZEU, WE*RF, DONE. OTHEFINISE, WE

```

```

    IF(Z\OmegaU .GE.Z1) GC TO 10 TNPNT 53
    20 RETURN 53
RETURN TNONT SN

```
    ENO . TNPNT
55

SUCPCUTIRE PARG (FTIME,FLATH,7:GU,ZUD)
RANGGTY IHTEGOATIO: OF OT/DZ AAE OKノJZ ESTWEEN THE TURNING POINTS.ZLOA E ZUD) GF THE GAY REEEIITICH TIRE AND LENGTH, RTIME A:UO

PANG
    EXTEPNGL COTOZ,FOXJZ
    RTIME = 2AINT(EOTCZ, ZLOA, Z!J=)
    PLHTH = OAINT(REXEZ,ZLCH,ZU=)
RETURN - RANG
RANG5
RANG69
9
ENO ... .
10

    EミTA = 2.C* (2LPHA + GLMMA) DASOL 45
    こミミ = (「ミしこ?パミレフf) - (CELCノOELて)
    DASOL
        46
IE (i: ET. il GJ TC \(1: 5\)
OASOL
DASOL
DASOL
47
\begin{tabular}{ll}
\(\mu=:\) \\
\hline
\end{tabular}\(\quad\) DASOL
48

DASOL
49

DASOL 49

OASOL
50
```

130 if = A + !

```
DASOL
51

52
こELC = EミLC.
DASOL
53
5010 :1:
DASOL54
2ちコ RET:アリ DASOL D . 55
ミロロ DASOL
```

    ミリ:OこTIOR CSO(\geq)
    ```

```

THE SOUND SPEET WITH RESFETG TO HEIGHT Z, ANC ACCOROINT
TO THE ECUATION
OCD7(Z)= OELC(I) + \operatorname{ELZ}(I)*(-ASOL(I-I)*(3*MロAF**2 - 1) +
* ASOL(I)*(3*i**? -1))
PLEASE SEE F!JIOTICA CSF(Z) FC? A MCFE OETAILEC EXFLANATICN OF THE
CALCULATIONAL DROCECLRE THAT FOLLONS, AS THE THC دROCEOURES ARE
NEA?LY IDENTICBL.
COMMCN VC,I1,NOS.7I(1(C),CI(100),FSOL(170)
OEFIAE THE LOWER AAC UPFEE GCUNDS CF TME SOUNO-SPEED PRCFILE.
ZL = 7I(1)
ZF= ZI(!CS)
OUTSIOE O= THESE BJUNOS, LET OC/OZ = 0.
IF(? .LT. ZL) GC TO 50
IF(Z .GT. ZO) GC TO 50
I = NCS
10 J=I-1
ZTEST = ZI(J)
IF(Z .GT. ZTEST).GO rO 4E
I=J
GO TO }1
-0 CORTIf:UE
Z IS 足THEEH ZI(I-1) AAC ZI(I)
コミロZ = 7III) - ZI(J)
DELCI = (CI(I) - OI(J))/CELZ
H=(Z * ZI(J))/CTLZ
n彐ap = I.0 - K
TP:43A = ASOL(I)*((3.0*(n**2)) - 1.0)
TRMS日 = ASCL(J)*((3.0*(AEAR**Z)) - 1.0)
TPM3 = EELZ*(TRN3S - TR,SE)
OCD? = DELCI + TRN3
RETURH
50 EcOz = 0.0
?ETURN
ENO

```
    SUBPOUTINE COSOUPRVP,ZC,ZSC,IT,JT,NUP,NDGKN, CSOVPI
    comysid Vot
    ミXTミスNAL FTRMUL,FTPM
    \(\mathrm{VOT}=\mathrm{Va}\)
    CALL T:NERT(VO, ZRL, ZRU,AECAN,NRTS,ZLOW,ZUO)
    OALL SHIFT(ZLOH, ZUP)
    \(\rightarrow=1 . E-E\)
    \(Z I U=Z U D-0 . j 1 *(Z J F-Z(O X)\)
    ZTL = ZLO\& + 0.CI* (ZUF - ZLCh
    EALL SUAE(ZIL, ZIU, J,REL, J, TRMF,FTGM, NERQ, O)
    IF (IT - (T. O) CO TO ic

    GC Ta 15
10 EILL ZUAJ(ZIL,ZSC, D, EEL, J, TSNI,FTFM,NERR, J)
15 E 5 (JT LT. 0) GOTO CL

    50 1025

25 ccatju!
    TOMUI = T:MPT(ZIU)
    TEMLI = TARPOT(こIL)



    1 MSOHN* (-TRMLL + TRMLZ) + TRMF
\begin{tabular}{|c|c|}
\hline cosove & 1 \\
\hline coscyp & 2 \\
\hline cosayf & 3 \\
\hline cosovo & 4 \\
\hline coscy & 5 \\
\hline coscuf & 6 \\
\hline cosuip & 7 \\
\hline cosoyf & 8 \\
\hline cosoyp & 9 \\
\hline cosoyp & 10 \\
\hline casoue & 11 \\
\hline cqsovp & 12 \\
\hline coscep & 13 \\
\hline cosovp & 14. \\
\hline coscy & 15 \\
\hline cosayp & 16 \\
\hline cosoyp & 17 \\
\hline cosevo & 18 \\
\hline cosivo & 19 \\
\hline cosevo & 20. \\
\hline cosuvp & 21． \\
\hline coscup & 22 \\
\hline cosour & 23 \\
\hline cosojo & 24 \\
\hline coscye & 25 \\
\hline
\end{tabular}
```

    VPST = VF**2 COSOVR CO
    CSP7C = CSP(TC)
    cosovo27

```
\(\operatorname{cSPZSO}=\operatorname{CSP}(Z C) * * 2\)
```

cISOyP28

```
IF（JT LT．©）GO TO 30
```cosove．29
```

OSDVF $=-(C S P Z C *(S J P T(V E S A-C S F Z S Q) / V P S O)) * C E X D V F$

```coscya30
    50 10 35
30 OSO%F=(CSPZC*(STRTTVFSC - CSOZSO)/VPSTI)*COXDVP
35 CONTINUE
cosOvF31
RETURN
ENO
coseve
32
cosovF 33
COSCVP 34
cosOvo35
```


function ocozs（z）

```DCDZS 1
```

funictick ocezs（z）calculatés the seccne jerivative of the ocezs

```DCOZS1
```



```2
3souation
```

DCOZS（Z）＝E＊（HEAS＊ASOL（I－1）＋H＊ASCL（I））
DLEASE SEE PUNOTICN CSP（Z）FCP A YOPE DETAILED EXFLANATION OF THE

```：\(:\) EAPLY IDENTICAL．
    COMYON VE,I:NS.7I(100), ここ(10J), ASJL(100)
JEFIAE THE UFPER ANQ LCNEAN EOJNOS GF THE SOUND-SFEEO PROFILE.
zL=2I(1)
```



```
OUTSIDE OF THESE gOUNOS, LET JCRZS(Z) = 0.
    IF(Z .LT. ZL) S.C to 50
    IF(Z.GT. ZO) GC TO 5C
    I = NCS
10 J = I-1
    ZTEST = 7I(j)
    IF(Z.GT. ZTEST) GOTC 40
    I= J
    50 TO 10
40 Echtinue
    Z IS EETHFE: ZI(I-I) ANE ?I(J).
    orl? = 2!(I) - 2!(J)
    h= 17 - 71%J!)/OELZ
DCOZS
ocozs4
5ocozs6DCOZS7
```

DCezs ..... 3
DCDzs ..... 9
CALEULATIONAL OROCEOUPE THIT FELLONS，AS THE THC PROCECURES ARE C02s ..... 10

```JEFIAE THE UFPER ANE LCNEA EOJMOS GF THE SOUND－SFEEO PROFILE．
        11
```



```
    12
```

```
    HAAR = 1.0 - W DCOZS
        DCDZS = 5.0*((HOCO*:SSCL(J)) + (U*&SOL(I))) OCOZS
        29
        30
        RETIJPV DCOZS
    0CD7S
    DCDZS
EKO
34
50 ocozs=0.0
32
32
RETURN
FUNCTION FTPM:IL(T)
-2.*VfFccols
ETRMLL(Z)=
(ccoz**2)*(VF**2-rsf**2)**0.5
    CCMYCN VJ,K
    CSPS2 = CSP(Z)**2
    ves! = vo**2
    DCOZ50 = ccoz(Z)**2
    IF(YPSA .rE. CSOEr.) GO TC 50
    K = 1
40 DK = 1.E-50
    G0 Tu 60
50k=0
    OA = CCOTSG*(SONT(VPSO - CSESO)}
    IF(TM - IT. 1.E-5C) GO IC 40
50 FTOMUL = -2.*(VP*[COZS(7))/EN
    RET\RV
    END
    FTPMLL - 1
FIRMUL
2
FIRMUL }
FFOPLL 4
FTRPLL 5
FTRMUL 6
FTRMUL }
FTRMUL O
FTRYUL }
FITRMUL 10
FTRMUL 11
FIRNUL 12
FTRYUL 13
FIRMUL 14
FIRPUL 15
FIRMUL 16
FYRHUL 17
FTRYUL 18
FTRMUL 19
FTRHUL . 20
    FONCTION TRNPT(Z)
TRNOT
TRNPT
    CCMNGN YP,K
    VFST = VO**2
    IF (YOS!. .GE. CSFSO) GO TO 50
    k = 1
40 ON = 1.E-50
    GC 10 60
50 < = 0
    DA = ECNZ(Z)*(SGOT(VOSG - cspsn))
    IF (AこS(CN) LT. 1.E-50) 50 TO 40
60 TRN:PT = (2.*VF)/0*
    マETリマN
TPNPT23
```

TRNFT ..... 4

```
TPNFT 5
TRNPT
TRNOT TRNOT7
TRNDT B
TRNPT 9
TRNFT . 10
TRNDT (10
    ENO
TRNFT
12
TRNOT13
```

```FUNETION FOXOZ（Z）ROXCZ1
```



```
FUNCTISN REXQZ:ZI C:LCULGTES THE INTEGRAND USEO GY SLBROLITNES
1 4
RA:GG ANE PAIAT TC CILCULATE T:AE EAY EEFETIFIGN LENGTH, RLNTH.
THE SCOJTICN FOR PCYCZ(Z) IS
                                    1/vo
```




```
CCMMON VP,K
CSPSG = CSP(7)**2
V#S?= V=a*?
```



```
JRNFT
    FUNETION FOXET(Z)
K=1
ROYOZ
2
80\times27
ROXOZ910
```

```HBAR \(=1.0-\mathrm{W}\)DCOZS29
```

```0COZS30
```

ocnzs

```31EKO
DCNZS33
```

```34
```




FUncticy fotaz（Z）
FUNCTICN RCTEZ（Z）CLLCULATES THE INTEGRAHN USEO GY SUBRCUTINES PANG LHO PAIAT TO CLLCULETE THE FAY GEFETITION TIHE，RTIME． THE EQUATICN FOR POTCZ（Z）IS

```
マロTgZ(7) - JCSP**
                        (IfCSE**E - i/V \(=* * 2\) )**0.5
```

    COMEON VO,
    \(\operatorname{csosf}=\operatorname{csp}(7) * * 2\)
    \(v=5 \mathrm{~s}=\mathrm{va**}\) ?
    IF (CSPS゙: •LE. UFSDl GO 1030
    \(x=1\)
    $20 \operatorname{cso}= \pm . \overline{-2}-50$
GO TO 40
$K=0$
DSOC $=1 . / \operatorname{CSPSO}$
DSEV = 1./VOS!
$0 \leq 0=0 \leq r c-\csc \theta$

RCTOZ $=$ (1./ESPSC)/SOPT(EST)
RETURN
ENO
Roroz 1
ROTCZ 2
ROTAR 3
ROTOL 4
ROTCZ 5
ROTEZ 6
ṘDTCZ - 7
ROTEZ 8
ROTOZ 9
ROTCZ 10
ROTDZ 11
ROTOZ 12
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## ABSTRACT

A discussion is given of theoretical studies on infrasound propagation through the atmosphere which were carried out under the contract. Topics discussed include (1) the modification and adaptation of a computer program for the prediction of pressure signatures at large distances from nuclear explosions to include leaking guided modes, (2) the nature of guided infrasonic modes at higher infrasonic frequencies and the methods of extending waveform synthesis procedures to include higher frequencies, and
 (over halfway around the giobe). Summaries are included of all papers, theses, and reports written under the contract and conclusions and recommendations for future stidies are given. An updated version of the computer program INERASONIC FAVEFORMS originally given by Pierce and Posey in the report AFCRL-70-0134 is included as an appendix.

## Chapter I

## INTRODUCTION

### 1.1 SCOPE OF THE REPORT

The present report sumarizes investigations carried out by the authors during the years 1973-1976 on the propagation of low frequency pressure disturbances under Air Force Contract No, F19628-74-C-0065 with the Air Force Cambridge Research laboratories, Bedford, Massachusetts. The study performed was theoretical in nature.

The central topic of this study was the generation and propagation of infrasonic waves in the atmosphere. The principal emphasis was on waves from man made nuclear explosions although certain aspects of the study pertain to waves generated by natural phenomena including, in particular, severe weather.

Specific topics considered during the study include the following:
1.) The adaptation of the computer program INERASONIC WAVEFORMS to include leaking modes and to improve its accuracy in synthesizing early long period arrivals. (INFRASONIC WAVEFORMS is a digital computer program for the prediction of pressure signatures as would be detected at large horizontal distances following the detonation of a nuclear device in the atmosphere. The original version of this program was developed by Pierce and Posey ${ }^{1}$ under a previous Air Force Contract [F19628-67-C-0217].) The developed theory for this adaptation has already been explained ${ }^{2}$ in Scientific Report No. 1 of the present contract; the present report describes the numerical implementation of this theory (Chapter III), and gives some specific numerical examples. The complete current version of INFRASONIC WAVEFORMS is included here as Appendix A.
2.) The development of a ray acoustic model for the synthesis of higher frequency portions of infrasonic waveforms. The theory developed during
this study is given ${ }^{3}$ in some detail in Scientific Report No. 2 and a discussion of this phase of the work is accordingly not repeated here.
3.) The modification of the multi-modal synthesis method to avoid truncation of upper limits on frequency integration. The method developed is presented here in Chapter IV and represents an extension of the W.K.B.J. technique to the case when the atmosphere has two sound channels. The resulting theory clarifies the problem of selection of modes for inclusion into the synthesis and leads to a relatively simple method for revising the synthesis program. (This revision, however, has not yet been carried out.)
4.) Study of infrasonic waveform synthesis for propagation near and past the antipodes. The method for doing this was briefly mentioned in the 1973 AFCRL report (pages 25 and 26) by Pierce, Moo, and Posey ${ }^{4}$. In Chapter $V$ of the present report the theory underlying this is given and . some numerical examples are given.

In Chapter II, we list all of the reports, papers, and theses which were written during the course of this study. The abstracts given there plus the abstract of the present report should be considered as a comprehensive summary of the accomplishments during the contracting period. In subsequent chapters of the present report, detailed discussions are given of some of the topics described above. In Chapter VI, some recommendations are made for future work in the field.

### 1.2 BACKGROUND OF THE REPORT

The general topics of infrasonic wave propagation, generation, and detection have been of considerable interest to a large segment published bibliography (the existence of which allows us to omit extensive citations here) lists [Thomas, Pierce, Flinn, and Craine, 1971] ${ }^{5}$ over 600 titles, most of which are directly encerned with infrasound. Literature pertaining to the infrasonic detection of nuclear explosions constitutes a considerable portion of these. Earlier work by Rayleigh $[1890]^{6}$, Lamb $[1908,1910]^{7}$, G. I. Taylor $[1929,1936]^{8}$, Pekeris [1939,

1938] ${ }^{9}$ and Scorer [1950] ${ }^{10}$, among others, which was concerned with waves from the Krakatoa eruption [Symond, 1888] ${ }^{11}$ and from the great Siberian meteorite [Whipple, 1930] ${ }^{12}$ is also directly applicable to the understanding and interpretation of nuclear explosion waves.

The present report thus merely summarizes a continuation of a small number of facets of a lengthy pattern of research which has been carried on by a large number of investigators in the past. In a more restricted sense, the work reported here represents a continuation of work done in three previous studies performed under contract for Air Force Cambridge Research Laboratories. The first of these was Air Force Contract No. AF19(628)-3891 with Avco Corporation during 1964-1966; the second was Air Force Contract No. AF19628-67-C-0217 with the Massachusetts Institute of Technology during 1967-1969, the third was AF19628-70-C-0008 (also with M.I.T) during 1970-1972. Summaries of the earlier work may be found in the appropriate final reports by Pierce and Moo [1967] $^{13}$, by. Pierce and Posey [1970] ${ }^{1}$, and by Pierce, Moo, and Posey [1973] ${ }^{4}$.

One of the principal results of the first two aforementioned previous contracts was a computer program INFRASONIC WAVEFORMS; the deck listing of the then current version of which is given in the report by Pierce and Posey [1970] ${ }^{1}$. This program enables one to compute the pressure waveform at a distant point following the detonation of a nuclear explosion in the atmosphere. The primary limitation on the program's applicability to realistic situations is that the atmosphere is assumed to be perfectly stratified. However, the temperature and wind profiles may be arbitrarily specified. The general theory underlying this program is somewhat similar to that developed by Harkrider [ 1964] ${ }^{14}$ but fiffers from his in that it incorporates background winds and in that it has a. different source model for a nuclear explosion.

## PAPERS, THESES AND REPORTS

The following gives author, title, and abstract of papers, theses, and reports written during the course of this project.
2.1 A. D. Pierce, "Theory of Infrasound Generated by Explosions," Colloque International sur les Infra-Sons, Proceedings (Centre National de la Recherche Scientifique (CNRS) 15, quai Anatole France, 75700 Paris, September, 1973).

A review is given of recent studies by the author and his colleagues on infrasound generation by explosions and the subsequent propagation through the atmosphere. These studies include (i) development of computer programs for the prediction of pressure signatures at large distances from nuclear explosions, (ii) development of an alternative approximate model for waveform synthesis based on Lamb's edge mode, (iii) development of a geometrical acoustics' theory incorporating nonlinear effects, dispersion, and wave distortion at caustics, and (iv) theoretical models for the mechanisms of wave generation by explosions. The basic theory is briefly outlined in each case and some of the more significant results are explained in terms of simplified physical models. Such results include the predicted dependence of far field waveforms on energy yield and burst height, suggested techniques for estimating energy yield from waveforms, and an explanation of amplitude anomalies in terms of focusing and defocusing of horizontal ray paths.
2.2 W. A. Kinney, C. Y. Kapper, and A. D. Pierce, "Acoustic Gravity Wave Propagation Post the Antipode," J. Acoust. Soc. Amer. 55, S75 (A) (1974).

The previous theoretical formulations and numerical computations of pressure waveforms (such as described by Harkrider, Pierce, and Posey, and others) apply only to atmospheric traveling waves which have traveled less than $1 / 2$ the distance around the earth. In the
present paper, a technique resembling that previously introduced by Brune, Nafe, and Alsop [Bull. Seismol. Soc. Am. 51, 247-257 (1961)] for elastic surface waves on the earth is discussed and applied to the acoustic-gravity wave propagation past the antipode problem. The principal modification to the older theory is a shift in phase of $\pi / 2$ to the Fourier transform of the wave after it has traveled over halfway round the globe from the source. The source of the wave is presumed to be a nuclear explosion of given energy $E$. Numerically synthesized waveforms of antipodal arrivals are exhibited and compared with those for direct arrivals. The necessary modifications to the Lambmode model theory of Pierce and Posey [Geophys. J. Roy. Astron. Soc. 26, 341-368 (1971)] are also described.
2.3 C. Y. Kapper, "Leaky Infrasonic Guided Waves in the Atmosphere," J. Acoust. Soc. Amer. 56, S2 (A) (1974).

Prior theoretical formulations and computational techniques for the prediction of pressure waveforms generated by large explosions in the atmosphere have considered only fully ducted modes. In the present paper, a technique for including weakly leaking guided modes in concert with fully ducted modes is developed. Modification of previous theory includes the extension of the boundary condition at the upper halfspace to include a complex horizontal wavenumber. The major alterations to the computer program infrasonic Waveforms (as described in report by Pierce and Posey, 1970) incurred consist of the computation of the imaginary part of the newly incorporated complex wavenubber, extension of the normal-mode dispersion function to lower frequencies, and a second-order correction factor to the phase velocity.
2.4 W. A. Kinney, "Asymptotic High-Frequency Behavior of Guided Infrasonic Modes in the Atcosphere," J. Acoust. Soc. Amer. 56, S2 (A) (1974). Refinement of previous theoretical formulations and numerical computations of pressure waveforms as applied to atmospheric traveling infrasonic waves could include a description of their asymptotic behavior at high frequencies. In the present paper, calculations based on the W.K.B.J. approximation and similar to those introduced by

Haskell [J. Appl. Phys. 22, 157-167 (1951)] are performed to describe the asymptotic behavior of infrasonic guided modes as generated by a nuclear explosion in the atmosphere. The results of these calculations are then matched onto numerical solutions which have been given by Harkrider, Pierce and Posey, and others. It is demonstrated that the use of these asymptotic formulas in conjunction with a computer program which synthesizes infrasonic pressure waveforms has enabled the elimination of problems associated with highfrequency truncation of numerical integration over frequency. In this way, small spurious high-frequency oscillations in the computer solutions have been avoided.
2.5 C. Y. Kapper, Computational Techniques in Infrasound Waveform Synthesis, M. S. Thesis, School of Mechanical Engineering, Georgia Institute of Technology (December, 1974).

This thesis is concerned with two major theoretical and programming modifications to the digital computer program INFRASONIC WAVEFORMS for the synthesization of acoustic-gravity pressure waveforms generated by large explosions in the atmosphere. The first modification involves the extension of the guided mode approximation for pressure waveforms in the atmosphere into leaking mode regions and a consequent search for the imaginary part of the complex horizontal wave number. Particular results include a plot of phase velocity versus angular frequency showing the extension of the normal mode dispersion function into a leaky mode region for a multilayer atmosphere and a report on the search for the imaginary part of the complex horizontal wave number of a leaky mode for a two layer atmosphere. The second modification involves the extension of the systhesis of acousticgravity pressure waveforms to distances beyond the antipode. A phase shift is noted for waves passing through the antipode and a comparison of pre and post antipodal waveforms is presented.
2.6 W. A. Kinney, A. D. Pierce, and C. Y. Kapper, "Atmospheric Acoustic Gravity Modes Near and Below Low Frequency Cutoff Imposed by Upper Boundary Conditions," J. Acoust. Soc. Amer. 58, Sl (A) (1975).

Perturbation techniques are described for the computation of the imaginary part of the horizontal wavenumber ( $k_{\mathrm{I}}$ ) for modes of
propagation. Numerical studies were carried out for a model atmosphere terminated by a constant sound-speed ( $478 \mathrm{~m} / \mathrm{sec}$ ) half space above an altitude of 125 km . The $G R_{0}$ and $G R_{1}$ modes have lower-frequency cutoffs. It was found that for frequencies less than $0.0125 \mathrm{rad} / \mathrm{sec}$, the $\mathrm{GR}_{1}$ mode has complex phase velocity; $\mathrm{k}_{\mathrm{I}}$ varying from near zero up to a maximum of $3 \times 10^{-4} \mathrm{~km}^{-1}$ with analogous results for the $G R_{0}$ mode. There is an extremely small frequency gap for each mode for which no poles in the complex $k$ plane corresponding to that mode exist. These mark the transition from undamped propagation to damped propagation. In the complete Fourier synthesis, branch line contributions compensate for the absence of poles in these gaps. Computational procedures are described which facilitate the inclusion of the low-frequency portions of these modes in the waveform sysnthesis.
2.7 A. D. Pierce, and W. A. Kinney, Atmospheric Acoustic Gravity Modes at Frequencies Near and Below Low Frequency Cutoff Imposed by Upper Boundary Conditions, Report AFCRL-TR-75-0639, Air Force Cambridge Research Laboratories, Hanscom AFB, Mass. (March, 1976).

Perturbation techniques are described for the computation of the imaginary part of the horizontal wavenumber ( $k_{I}$ ) for modes of propagation. Numerical studies were carried out for a model atmosphere terminated by a constant sound-speed ( $478 \mathrm{~m} / \mathrm{sec}$ ) half space above an altitude of 125 km . The $G R_{0}$ and $G R_{1}$ modes have lower-frequency cutoffs. It was found that for frequencies less than $0.0125 \mathrm{rad} / \mathrm{sec}$, the $G R_{1}$ mode has complex phase velocity; $k_{I}$ varying from near zero up to a maximum of $3 \times 10^{-4} \mathrm{~km}^{-1}$ with analogous results for the $G R_{0}$ mode. There is an extremely small frequency gap for each mode for which no poles in the complex $k$ plane corresponding to that mode exist. These mark the transition from undamped propagation to damped propagation. In the complete Fourier synthesis, branch line contributions compensate for the absence of poles in these gaps. Computational procedures are described which facilitate the inclusion of the lowfrequency portions of these modes in the waveform sysnthesis.
2.8 A. D. Pierce, and W. A. Kinney, Geometric Acoustics Techniques in Far Field Infrasonic Waveform Synthesis, Report AFCRL-TR-76- , Air

Force Cambridge Research Laboratories, Hanscom AFB, Mass. (1976). A ray acoustic computational model for the prediction of long range infrasound propagation in the atmosphere is described. A cubic spline technique is used to approximate the sound speed versus height profile when values of sound speed are input for discrete height intervals. Techniques for finding ray paths, travel times, ray turning points, and rays connecting source and receiver are described. A parameter characterizing the spreading of adjacent rays (or ray tube area) is defined and methods for its computation are given. A method of determining the number of times a given ray touches a caustic is also described. Formulas are given for the computation of acoustic amplitudes and waveforms which involve a superposition of contributions from individual rays connecting source and receiver and which incorporate phase shifts at caustics. The possibility of a receiver being in the proximity of a caustic is considered in some detall and distinction is made between cases where the receiver is on the illuminated or shadow sides of a caustic. It is shown that a knowledge of parameters characterizing two rays at a point in the vicinity of a caustic provides sufficient information concerning the caustic to allow one to give a relatively accurate description of the acoustic field in its vicinity. The resulting theory involves Airy functions and uses concepts extrapolated from a theory published in 1951 by Haskell. The net result is a detailed computational scheme which should accurately cover the contingency of the receiver being near a caustic in the calculation of amplitudes and waveforms. A number of FORTRAN subroutines illustrating the method are given in an appendix. Limitations of the theory and suggestions for future developments are also given.

## NUMERICAL SYNTHESIS OF WAVEFORMS

INCLUDING LEAKING MODES

### 3.1 INTRODUCTION

The computer program INFRASONIC WAVEFORMS has been modified to allow inclusion of the contribution at low frequencies from leaking modes (specifically the $G R_{0}$ and $G R_{1}$ modes) to numerically synthesized infrasonic pressure waveforms. The procedure incorporated in this modification involves a partly manual calculation of the imaginary and real parts of the horizontal wavenumber, $k_{I}$ and $k_{R}$, respectively) as discussed in Scientific Report No. 1. ${ }^{2}$ That calculation is outlined in more detail here. The numbers presented for illustration are appropriate to the case of observations at $15,000 \mathrm{~km}$ distance from a 50 megaton explosion, where the explosion is at 3 km altitude, and where the atmosphere is assumed to contain no winds. (This restriction is just for illustrative purposes, but is not a limitation on the method.)

### 3.2 CALCULATION OF COMPLEX WAVENUMBERS

The first step in the calculation is to obtain values for the phase velocities $v_{n}(\omega), v_{a}(\omega)$, and $v_{b}(\omega)$ for the $G R_{0}$ and $G R_{1}$ modes, and to obtain values for the elements $R_{11}(\omega, v)$ and $R_{12}(\omega, v)$ of the transmission matrix [R]. These calculations should be done, in particular, for all frequencies extending below the mode's nominal lower cutoff frequency. As mentioned in the previous report ${ }^{2}, R_{11}$ and $R_{12}$ depend on the atmospheric properties only in the altitude range 0 to $z_{T}$ (the bottom of the upper halfspace), and these are independent of what is assumed for the upper halfspace. Also, $\mathrm{v}_{\mathrm{n}}(\omega)$ is the phase velocity for a given ( n -th) mode for values of $\omega$ greater than the lower cutoff frequency $\omega_{L}$; here $\mathbf{v}_{\mathrm{a}}(\omega)$ and $\mathbf{v}_{\mathrm{b}}(\omega)$ are values of the phase velocity $\omega / k$ at which the functions

```
\$NAMI NSTART=1, \(\quad\) PPRVT \(=1\), \(\mathrm{NPNCH}=-1, \quad\) NCMPL \(=-1\) \$END
\$NAM2 \(\mathrm{IMAX}=24\),
```



```
    65., 75., 85.,95., 105., 115., 125.,
\(\mathrm{T}=292 ., 288 ., 270 ., 260 ., 249 ., 236 ., 225 ., 215 ., 205 ., 198 ., 205 ., 215 ., 227 .\),
    237.,249., 265., 260., 240., 205., 185. ,184.,200., 250. ,400., 570.,
LAVGLE=1,
IIINDY \(=25 * 0.0\),
WANGLE \(=25 \div 0.0\)
\$END
\$NAM4
THETKD = 35.,
\(\mathrm{V} 1=0.143, \mathrm{~V} 2=0.3318\),
\(\mathrm{ONL}=0.001, \quad \mathrm{OM2}=0.031\),
\(\mathrm{NO}: I \mathrm{I}=30, \mathrm{NVPI}=80\),
MAXMOD \(=10\)
\$END
\$NAMI NSTART=6, NPRNT=1, NPNCH=-1, NCMPL=-1 \$END
```

Figure 1. Listing of input data required to generate tabulations of $\mathrm{R}_{11}$ and $R_{12}$ versus piase velocity and angular frequency in the vicinity of the dispersion curves for the $G R_{0}$ and $G R_{1}$ modes.


Flgure 2. Model atmosphere showing sound speed versus altitude for numerical example treated in the present chapter. The atmosphere is bounded by an isothermal upper half space beginning at 125 km altitude.
$\mathrm{R}_{11}$ and $\mathrm{R}_{12}$, respectively, vanish. For a given mode, the values of $\mathrm{v}_{\mathrm{a}}$ and $v_{b}$ chosen are those from the curves $v_{a}(\omega)$ and $v_{b}(\omega)$ which lie the closest of all such curves to the curve $v_{n}(\omega)$ for $\omega>\omega_{L}$.

As regards the calculation of $\mathrm{R}_{11}$ and $\mathrm{R}_{12}$, the computer program INFRASONIC WAVEFORMS may be used, only with an alternate version of the subroutine TABLE. A copy of subroutine TABLE with the appropriate modifications incorporated and indicated is given in Appendix B. A deck listing of all of the input data that is required to obtain $R_{11}$ and $R_{12}$, and that is appropriate to the running example, follows in Fig. 1. Values for $R_{11}$ and $R_{12}$ need only be calculated for phase velocities bețween, say, 0.143 and $0.3318 \mathrm{~km} / \mathrm{sec}$, and for frequencies between $0.001 \mathrm{rad} / \mathrm{sec}$ (as close to zero as would seem necessary and corresponding to a period of $6,283 \mathrm{sec}$ or 1.75 hr ) and the value of $\omega_{B}$ for the upper halfspace (. $0128 \mathrm{rad} / \mathrm{sec}$ in our numerical example). In the calculations reported here, the upper frequency was taken as . 031 $\mathrm{rad} / \mathrm{sec}$ in order to confirm the continuity of the dispersion curves. A sample portion of the printout of $\mathrm{R}_{11}$ and $\mathrm{R}_{12}$ corresponding to the model atmosphere of Fig. 2 is given in Fig. 3 . The same set of output from a computer run which lists the $R_{11}$ and $R_{12}$ also includes the $v_{n}(\omega)$ for the $G R_{0}$ and $G R_{1}$ modes.

Values of $v_{a}(\omega)$ and $v_{b}(\omega)$ for these modes are obtained by two successive runs of INFRASONIC WAVEFORMS using in sequence two modified versions of the subroutine NDPN. These modifications are so minor that the deck listing is omitted and we describe here the nature of the modifications.

To obtain $\mathrm{v}_{\mathrm{a}}(\omega)$, one need only change the third from end executable FORTRAN statement of subroutine NMDEN from

$$
\begin{equation*}
\operatorname{FPP}=\operatorname{RPP}(1,1) * A(1,2)-\operatorname{RPP}(1,2) *(G U+A(1,1)) \tag{3.1}
\end{equation*}
$$

to

$$
\begin{equation*}
F P P=\operatorname{RPP}(1,1) . \tag{3.2}
\end{equation*}
$$

| $\mathrm{v}_{\mathrm{p}}$ | $\mathrm{R}_{11}$ | $\mathrm{R}_{12}$ |
| :---: | :---: | :---: |
| OMEGA= | . 30928-02 |  |
| -14300+00 | $.21671+01$ | -. $65152+02$ |
| -14539+90 | -.72953-31 | -. $22523+02$ |
| . $14778+00$ | $-.19992+01$ | . $16898+02$ |
| - $15017+00$ | -. $34415+01$ | . $49336+02$ |
| - $15256+00$ | -. $43203+01$ | . $72532+02$ |
| -15495+00 | -. $46324+01$ | $.85619+02$ |
| . $15734+00$ | -. $44356+01$ | -88883+02 |
| -15973+00 | -. $38270+01$ | $.83475+02$ |
| -16212+00 | --29260+01 | . $71114+02$ |
| . $16451+00$ | $-.18579+01$ | . $53814+02$ |
| -16690+00 | -. $74204+00$ | - $33657+32$ |
| -16929+00 | . $31761+00$ | . $12611+02$ |
| -17168+00 | -12376+01 | -. $75995+01$ |
| . $17407+00$ | $.19579+01$ | -. $25568+02$ |
| . $17646+00$ | $.24418+01$ | -. $40247+02$ |
| . $17885+00$ | . $26746+01$ | -. $50952+02$ |
| -18124+00 | . $26605+01$ | -.57340+02 |
| - $18363+00$ | $.24195+01$ | -. $59371+02$ |
| -18602+00 | $.19834+91$ | -. $57251+02$ |
| - $18841+00$ | $.13917+01$ | -.51424+02 |
| -19080+00 | $.63860+00$ | -.42421+02 |
| -19319+00 | -. 80574-01 | $-.30906+02$ |
| -19558+00 | -.87165+00 | -. $17582+22$ |
| -19797+00 | -. 16447+01 | -. $31561+01$ |
| -20036+00 | -. $23637+01$ | $.11690+02$ |
| -20275+00 | -. $29996+01$ | . $26326+02$ |
| -20514+00 | -. $35295+01$ | $.40198+02$ |
| -20753+00 | $-.39379+01$ | . $52832+02$ |
| -20992+00 | -. $42153+01$ | $.63849+03$ |

Figure 3. Sample printout of $R_{11}$ and $R_{12}$ versus phase velocity for various fixed values of angular frequency. Output generated with the input data of Fig. 1.

To obtain $v_{b}(\omega)$ ，one need only change the same statement to

$$
\begin{equation*}
F P P=\operatorname{RPP}(1,2) \tag{3.3}
\end{equation*}
$$

The same limits for phase velocity and angular frequency as are used for the calculation of $R_{11}^{-}$and $R_{12}$ should be used in the calculations for $v_{n}$ ， $v_{a}$ ，and $v_{b}$ ．In our example，when these limits are used，the $G R_{1}$ mode corresponds to mode $⿰ ⿰ 三 丨 ⿰ 丨 三 ⿻ ⿻ 一 𠃋 十 一, ~$ ，and the $G R_{0}$ mode corresponds to mode $\# 4$ for the case when $v_{n}(\omega)$ is calculated．For the cases when $v_{a}(\omega)$ and $v_{b}(\omega)$ are calculated，the $G R_{1}$ mode corresponds to mode $\mathbb{F}_{4} 4$ and the $G R_{0}$ mode corre－ sponds to mode \＃6．A sample output listing of $v_{n}(\omega), v_{a}(\omega)$ and $v_{b}(\omega)$ for the two modes is given in Fig．4．An additional listing of $v_{n}(\omega)$ ， $v_{a}(\omega)$ ，and $v_{b}(\omega)$ for the two modes versus various values of $\omega$ is given in Table 1.

## 3．3 CALCULATION OF $\alpha$ AND $\beta$

The next step in the procedure is to manually calculate values for the variables $\alpha$ and $\beta$ which enter into an approximate version［Eq．（9）in Scientific Report No．1］of the eigenmode dispersion function．These parameters represent the partial derivatives of $R_{11}$ and $R_{12}$ ，respectively， with respect to phase velocity $v$ evaluated at $v=v_{a}$ and $v=v_{b}$ ，respectively． Since $R_{11}$ and $R_{12}$ also depend on $\omega, \alpha$ and $\beta$ may be considered as functions of angular frequency（but not of phase velocity）．

It may be recalled that $v_{a}(\omega)$ and $v_{b}(\omega)$ are values for the phase velocity at which $R_{11}$ and $R_{12}$ ，respectively，vanish．From the listing of，say，$R_{11}$ versus $v$ and $\omega$ ，let the adjacent values $R_{111}, R_{211}, R_{311}$ and $R_{411}$ for $R_{11}$ corresponding to the values for phase velocity $v_{11}, v_{21}, v_{31}$ and $v_{41}$ ，respectively（for same chosen $\omega$ ），such that $v_{21}$ and $v_{31}$ brackett a value for $v_{a} ; R_{211}$ and $R_{311}$ would then be of opposite sign．In the listing of $v, R_{11}, R_{12}$ for various $\omega$ ，the values for $v$ should all turn out to be equally spaced．Given this fact，it is possible to reasonably approximate $\alpha$ from the listings of $R_{11}$ by the formula

$$
\begin{equation*}
\dot{\alpha}=\left(1 / \Delta v_{1}\right)\left([5 / 6] e_{11}+[1 / 12] \mathrm{f}_{11}+[1 / 4] \mathrm{g}_{11} \mathrm{~h}_{11}\right) \tag{3.4}
\end{equation*}
$$

Table 1. Tabulation of frequency dependent parameters for the $\mathrm{GR}_{0}$ and $\mathrm{GR}_{\mathrm{f}}$ modes. Tabulation is for frequencies below cutoff ${ }^{+}$definitions of the various quantities are given in the text and in Scientific Report No. 1.
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Flgure 4. A sample output listing of $v_{n}(\omega), v_{a}(\omega)$, and $v_{b}(\omega)$ for the $G R_{0}$ and $G R_{1}$ modes.

Table 1. Tabulation of frequency dependent parameters for the $G R_{0}$ and $\mathrm{GR}_{7}$ modes. Tabulation is for frequencies below cutoff $\ddagger$ definitions of the various quantities are given in the text and in Scientific Report No. 1.
where

$$
\begin{align*}
& \Delta v_{1}=v_{41}-v_{31}=v_{31}-v_{21}+v_{21}-v_{11}  \tag{3.5a}\\
& e_{11}=R_{311}-R_{211}  \tag{3.5b}\\
& f_{11}=R_{411}-R_{311}+R_{211}-R_{111}  \tag{3.5c}\\
& g_{11}=\left(R_{211}-R_{311}\right) / e_{11}  \tag{3.5d}\\
& h_{11}=R_{311}+R_{211}-R_{111}-R_{411} \tag{3.5e}
\end{align*}
$$

In like manner, from the listing of $R_{12}$ versus $v$ and $\omega$, if one lets the adjacent values $\mathrm{R}_{112}, \mathrm{R}_{212}, \mathrm{R}_{312}$, and $\mathrm{R}_{412}$ for $\mathrm{R}_{12}$ correspond to the values for phase velocity $\mathrm{v}_{12}, \mathrm{v}_{22}, \mathrm{v}_{32}$, and $\mathrm{v}_{42}$, respectively (for some chosen $\omega$ ), such that $v_{22}$ and $v_{32}$ bracket a value for $v_{b}$, then one can approximate $\beta$ by the formula

$$
\begin{equation*}
\beta=\left(1 / \Delta \mathrm{v}_{2}\right)\left([5 / 6] \mathrm{e}_{12}+[1 / 12] \mathrm{f}_{12}+[1 / 4] \mathrm{g}_{12} \mathrm{~h}_{12}\right) \tag{3.6}
\end{equation*}
$$

where $\Delta v_{2}, e_{12}, f_{12}, g_{12}$, and $h_{12}$ are defined by equations analogous to Eqs. (3.5) (last subscript changed from 1 to 2).

Because we use a numerical method (i.e., that described above) to calculate a derivative (it would be preferable to have an explicit formula), there is a small amount of numerical noise in the tabulation versus $\omega$ of $\alpha$ and $\beta$ computed in the above manner. This noise is noticable only for the $\mathrm{GR}_{1}$ mode and may for all practical purposes be filtered out by plotting $\alpha$ and $B$ versus $\omega$ and then drawing smooth curves through the respective sets of points. (See Figs. 5 and 6.) While this procedure is somewhat laborious, it circumvents doing additional runs of the program to get values of $\mathrm{R}_{11}$ and $\mathrm{R}_{12}$ at more closely spaced values of phase velocity. It also circumvents a somewhat elaborate computer programming chore which would do

Higure 5. A plot of the parameter $\alpha$ versus $\omega$ for the $G R_{1}$ mode. The parameter $\alpha$ is $\partial R_{11} / \partial v_{p}$ evaluated at the phase velocity where $\mathrm{R}_{11}=0$ 。

Figure 6. A plot of the parameter $\beta$ versus $\omega$ for the $G R_{1}$ mode. The parameter $\beta$ is $\partial R_{12} / \partial v_{p}$ evaluated at the phase vefocity where $\mathrm{R}_{12}=0$.
such steps automatically. (We suspect that the programming time would surpass all time which would ever actually be spent on manual circulations such as described above.) In any event, in view of the relatively small values of $k_{I}$ which are actually obtained (as described further below) and in view of the recommendations (also given further below) concerning the use of the same $k_{I}$ in many different types of calculations, the accuracy of the $\alpha$ and $\beta$ so obtained is more than sufficient.

### 3.4 CALCULATION OF COMPLEX PHASE VELOCITY

The applicable expression for calculation of a mode's phase velocity (real above cutoff frequency, complex below) is Eq. (10a) in Scientific Report ${ }^{2}$ No. 1 (which for brevity is not repeated here). This involves parameters $v_{a}$ and $v_{b}$ (whose computation is described in Sec. 3.1), and $X$, which may be considered as a function of $\omega$ and which is defined by Eq. (10b) in the prior report. This latter quantity $X$ depends on $\beta / \alpha$, $A_{11}, G$ and $A_{12}$. The latter three are computed by taking the phase velocity as $v_{a}$ and using Eqs. (4), (7a), and (7b) of the prior report. These calculations are straight forward, and do not require detailed explanation. Listings of $G, A_{11}, A_{12}$, and $X$ for various values of $\omega$ and for the $G R_{1}$ and $G R_{0}$ modes are given in Table 1.

As explained in the prior report, below cutoff (that is, below $\omega_{L}=$ $0.0125 \mathrm{rad} / \mathrm{sec}$ for $\mathrm{GR}_{1}$ and below $\omega_{L}=0.0118 \mathrm{rad} / \mathrm{sec}$ for $\mathrm{GR}_{0}$, in the running example) the real part $k_{R}$ of the horizontal wavenumber is the real part of $\omega / v^{(1)}$, and the imaginary part $k_{I}$ is of course zero. Finally, the extension by first iteration of the normal mode dispersion curves below cutoff is obtained by simply calculating $\omega / k_{R}$. Listing of $v^{(1)}$, $k_{I}, k_{R}$, and $\omega / k_{R}$ for various $\omega$ for the $G R_{0}$ and $G R_{1}$ modes are given in Table 1. Plots of $k_{I}$ and $\omega / k_{R}$ are given in Fig. 7.

### 3.5 INPUT DATA FOR $\mathrm{GR}_{0}$ AND $\mathrm{GR}_{1}$

The present version of INFRASONIC WAVEFORMS allows for the possibility of phase velocity $\omega / k_{R}$, imaginary component $k_{I}$, and source free amplitude AMP to be input as functions of angular frequency $\omega$ for any given


Fgure 7. Numerically derived plots of phase velocity $\omega / k_{R}$ and of the imaginary part $k_{I}$ of the complex horizontal wavenumber $k$ versus angular frequency $\omega$ for the $G R_{0}$ and $G R_{1}$ modes. Nominal lower frequency cutoffs for these modes are as indicated. Note that $k_{I}$ is identically zero above the cutoff frequency.
mode. The only modes for which this is necessary are $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$. This input data is partly obtained by the procedure described above. Here we describe how the remaining portion of the input data is obtained.

To obtain values of phase velocity and source free amplitude at frequencies above cutoff one uses the current version of INFRASONIC WAVEFORMS with the variable NCMPL of NAMELIST NAM51 set less than zero. This gives an output essentially identical to what would be obtained with the original version of the program. The input data for this run would be the same as if one were computing waveforms without consideration of leaky modes. A sample listing of such input data is given in Fig. 8. The run will give mode numbers and tabulations of phase velocity VPHSE and amplitude AMP versus angular frequency OMEGA for the $\mathrm{CR}_{0}$ and $\mathrm{GR}_{1}$ modes at frequencies, above cutoff. The only output which need be retained for future use are the tabulations of VPHSE versus OMEGA for these two modes, since amplitudes at frequencies above cutoff are computed automatically in the run which utilizes this information as input data. A sample tabulation of the pertinent output (for the running example considered here) is given in Fig. 9.

Input data of phase velocity VPHSE and amplitude AMP for frequencies below cutoff are obtained by a second run of the program, again with NCMPL < 0 , only with the original model atmosphere replaced by one which has a thick intermediate layer plus on upper half space replacing the original upper half space. Thus, in the NAM2 input list, IMAX is increased by one, the original $2 I$ and $T$ are unchanged, but one adds a ZI for the new value of IMAX which is, say 100 km larger than the largest ZI for the original model atmosphere; the temperature $T$ for the new IMAX +1 layer (i.e. for the new upper half space) is set equal to an arbitrarily very large value (say, $2 \times 10^{7}{ }^{\circ} \mathrm{K}$ ). Doing this will artificially shift the cutoff frequencies for $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$ down to values which are, for all practical purposes, equal to zero. The input data for this run should Include choices of angular frequency and phase velocity limits (V1, V2, OM1, and OM2 of NAM4) which are appropriate for an exploration of the properties of $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$ at frequencies below their original cutoff frequencies. It is imperative that $O M 2$ not be too large since INFRASONIC WAVEFORMS will
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Figure 8. Input data to citain phase velocity versus angular frequency above cutoff frequency for the $G R_{0}$ and $G R_{1}$ modes.

## $\mathrm{GR}_{1} \mathrm{MODE}$
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Figure 9．Sample output of phase velocity versus angular frequency at frequencies above cutoff for the $G R_{0}$ and $G R_{1}$ modes corres－ ponding to the input data of Fig． 8 ．
encounter numerical difficulties at higher frequencies when the height of the upper halfspace is as high as considered here. (If it were not for this fact, this run could be used to generate essentially the same information as in the previous run.) For comparison, Fig. 10 indicates the types of atmospheric profiles used in the two runs with NCMPL $<0$.

The second run gives values for the source free amplitudes AMP and phase velocities VPHSE for the $\mathrm{GR}_{0}$ and $\mathrm{GR}_{1}$ modes for frequencies below cutoff. The latter of these are expected to be virtually identical to the $\omega / k_{R}$ which are obtained by the method described in Sec. 3.4. Also, the source free amplitudes are expected to match on smoothly to those obtained from the prior run for high frequencies even though the two model atmospheres are not identically the same. (This is because the energy transported by the $G R_{0}$ and $G R_{1}$ modes is predominantly in the lower atmosphere.) Furthermore, we expect these amplitudes to be virtually the same as would be obtained by the modified residue method described in Scientific Report No. 1 for the original model atmosphere. The actual amplitudes should have a small imaginary part, but in view of the relatively small values of the $\mathrm{k}_{\mathrm{I}}$ (less than $10^{-3}$ nepers $/ \mathrm{km}$ ) obtained, we are confident that this inaginary part may be neglected to an excellent approximation. The only aspect of the leaking phenomena which conceivably could be of significance is the accumulative exponential decay represented by the factor $\exp \left(-k_{I} r\right)$, which is retained in subsequent calculations.

Sample input data for this second run with NCMPL < 0 are given in Fig. 11; a listing of the output values for OMEGA, VPHSE, and AMP below the original cutoff frequencies for the $G R_{0}$ and $G R_{1}$ modes of the running example is given in Fig. 12.

### 3.6 WAVEFORM SYNTHESIS

The final step in the waveform synthesis is to run the program INFRASONIC WAVEFORMS with input data including the information concernIng the $G R_{0}$ and $G R_{1}$ modes computed as described in the preceding two sections. The essential difference between this run and the first such


Eigure 10. Two model atmosphere profiles; the first is the same as in Fig. 2; the second has the original upper halfspace replaced by a layer of finite but large thickness with a halfspace above it of extremely high temperature and sound speed. Second atmosphere is used to generate phase velocities and source free amplitudes at frequencies below nominal cutoff frequencies.

```
$NAMI NSTART=1, NPR\T=1, NPNCFI=-1, NCMPL=-1 $END
$NAM2 IMAX=25,
ZI=1.,2.,4.,6.,8.,10.,12.,14.,16.,18.,20. ,25.,30.,35.,40.,45.,55.,
    65.,75.,85.,95.,105.,115.,125.,225.,
T=292.,288.,270.,260.,249.,236.,225.,215.,205.,198., 205., 215.,227.,
    237. ,249. ,265. ,260.,240. ,205. ,185. ,184. ,200. ,250. ,400. , 570., 2.E7,
LANGLE=1,
WINDY=26*0.0,
WANGLE=26*0.0
$END
$NAN4
THETKD= 35.,
V1 =0.18, V2 = 0.34,
OM1 = 0.001, OM2 = 0.02,
NOMI = 30, NCPI = 30,
MAXTOD = 8
$END
$NAMI NSTART=6 $ELD
```

Figure 11. Input data to obtain phase velocity and source free amplitudes below nominal cutoff frequencies for the $G R_{0}$ and $G R_{1}$ modes.

run described in Sec. 3.5 is that one sets NCMPL $>0$, and that one supplies values for the parameters in the input list NAM51. A listing of the input data for the run, allowing for the leaking modes, and appropriate to our running example is given in Fig. 13. The phase velocities input for the $G R_{0}$ and $G R_{1}$ modes are those derived from the two computer runs described in Sec. 3.5. The source free amplitudes for these modes are supplied only for frequencies below cutoff and these are derived from the second run of Sec. 3.5. The imaginary parts of the wave number are the numbers whose computation is described in Sec. 3.5. The reason we use the phase velocities below cutoff as computed in Sec. 3.5 , rather than as in Sec. 3.4, is that both calculations agree to the same order of accuracy as would be expected for the approximations inherent in the method of Sec. 3.4. Consequently, we expect the values from the computer run to be the more nearly accurate. Of course, the values of $k_{I}$ have to be computed by the method of Sec. 3.4 since the computer program in its present form does not compute these directly.

In Fig. 14 we show CALCOMP plots of modal and total waveforms obtained before and after the inclusion of leaking modes. (This is for our running example, $15,000 \mathrm{~km}$ from a 50 megaton burst at 3 km altitude, the receiver being on the ground.) One may note that the inclusion of the leaking modes eliminates the spurious precursor in the waveform and raises the amplitude of the first peak. It is also important to note that the waveform with leaking modes included begins with a pressure rise. This is what one would probably expect from intuition alone, and would also appear to be nore realistic.

### 3.7 FURTHER EXAMPLE (EOUSATONIC)

To further explore the effects of inclusion of leaking modes, we chose the case of waveforms observed by Berkeley, California, following the Hausatonic detonation at Johnson Island on October 30, 1962. A previous comparison of theoretical and observed waveforms for this event is given in the Geophysical Journal article by Pierce and Posey. 15 This case is also the central example in the 1970 AFCRL report by Pierce and

## $t$

Figure 13. Sample input data for synthesis of infrasonic waveform including leaking modes. The data for the NM 51 input list is as derived from previous computations described in the present chapter.

Hgure.14. CALCOAP plots of modal and total waveforms before and after inclusion of leaking modes. Example is for the case of a 50 megaton burst at 3 km altitude in the atmosphere of Fig. 2; receiver is at distance of $15,000 \mathrm{~km}$.

Posey ${ }^{1}$, and is discussed within the Lamb edge mode theory context in some detail in Posey's thesis. ${ }^{16}$

The model atmosphere assumed for the computation is exactly the same as in Fig. 3-12 of the 1970 report, only we let the upper half space begin at 125 km ( $\mathrm{IMAX}=24$ ). Rather than repeat the tedious calculations of the $k_{I}$ for the $G R_{0}$ and $G R_{1}$ modes for this model atmosphere, we assuned that they would be essentially the same as for the running example in the previous section. Thus the steps in Secs. 3.5 and 3.6 needed only to be carried out to obtain a waveform sysnthesis.

In Fig. 15, we give comparisons of the CALCOMP plots for this event before and after the inclusion of leaking modes. One may note that the first of these does not agree with the comparable CALCOMP plots in Fig. 3-10 of the 1970 AFCRL report. This is of course because we have here taken the upper halfspace to begin at a lower altitude. This choice of where the upper halfspace begins is of little consequence when leaking modes are included, and consequently the agreement of the old computation with the leaking mode included case is quite substantial. Further, the new computation is regarded as an improvement in that the spurious initial pressure drop has been eliminated.

On the basis of the calculations described above, we have redrawn the Fig. 7 in the Geophysical Journal article which compares observed and theoretical pressure waveforms for the Housatonic-Berkeley event. This revised figure is given here as Fig. 16. The only difference is in the center waveform. The precursor is now absent and the first peak to trough amplitude has been changed from $157 \mu$ bar to $170 \mu$ bar (less than $10 \%$ increase); the remanider of the waveform is virtually unchanged. The discrepancy with the edge mode synthesis hasn't been diminished and remains a topic for future study. (It was not addressed during the present study.)
GR1/

Figure 15. CALCOMP plots of modal and total waveforms before and after the inclusion of leaking modes. The eventis observations at Berkeley, California, following the Housatonic detonation at Johnson Island on 30 October 1962. The energy yield assumed in the theoretical computations was 10 megaton. The model atmosphere is as previously used by Pierce and Posey in AFCRL-70-0134, only the upper halfapace begins at 125 km .


Figüre 16. Observed and theoretical pressure waveforms at Berkeley, California, following the Housatonic detonation at Johnson Island on 30 October 1962. The observed waveform is taken from Donn and Shaw (1967). The energy yield assumed in the theoretical computations was 10 megatons. This is a revised version of the Fig. 7 in the 1971 paper by Pierce and Posey (Geophys. J. Roy, Astron. Soc. 26, 341-368). The originai multi-mode synthesis figure has been replaced by one including leaking modes.

## Chapter IV

## ASYMPTOTIC HIGH-FREQUENCY BEHAVIOR

OF GUIDED MODES

### 4.1 INTRODUCTION

Due to temperature and wind stratification, the earth's atmosphere possesses sound speed channels with associated relative sound speed minima. Fig. 17 shows a standard reference atmosphere wherein two such sound speed channels are indicated; one with a minimum occurring at approximately 16 km altitude and the second with a minimum occurring at approximately 86 km altitude. Given the presence of such a channel, an acoustic ducting pheno=enon can occur, as is demonstrated in Fig.18, wherein the energy associated with an acoustic disturbance can become trapped in the region of a relative sound speed minimum. It is this mechanism of ducting only that is of interest here.

In the computer program INFRASONIC WAVEFORMS, the computation of modal waveforms involves the numerical integration over angular frequency of a Fourier transform of acoustic pressure where this integration is truncated at the high-frequency end. It has been speculated that this abrupt truncation leads to the generation of what might be called "numerical noise" in the computer output. It was felt useful, therefore, to extend this integration beyond the heretofore upper angular frequency limit by means of some appropriate high-frequency approximation. In the case of an atmosphere with just one sound channel, the technique for doing this is well known and dates back to a paper published by N. Haskel1 ${ }^{17}$ in 1951. Haskell's method is the W.K.B.J. (Wentzel, Kramers, Brillouin, Jeffreys) method, then in common use in quantum nechanics, although its invention dates back to Carlini 18 Green ${ }^{19}$ in the early 19th century.

The approximations associated with the W.K.B.J. method of solution apply to the analytical model on which the computer program is based at


Figure 17. Temperature and wind speed versus height profiles for standard reference atmospheres. Calculations in present chapter are for $U$. S. Standard Atmosphere 1962 without winds. The presence of two temperature minima indicates two sound speed channels.


Figure 18. Sketches of sound speed versus height and acoustic pressure amplitude versus height for a guided mode illustrating the mechanism of acoustic ducting in a sound speed channel centered at a region of minimum sound speed. The energy of the disturbance may be considered as concentrated in the height region between turaing points.
frequencies above approxinately 0.05 radian/sec (periods less than 2 minutes). Below that limit, effects due to density stratification in the atmosphere and gravitational forces cannot be neglected. Such effects therefore are not germane to the discussion here.

The application of the W.K.B.J. method of solution to the problem of describing propagation of acoustic disturbances in an atmosphere that contains two adjacent sound speed channels has previously been discussed in the literature by Eckart, ${ }^{20}$ who invented the simple method of seeking a W.K.B.J. model for each of the sound speed channels spearately, then combining the results rather than treating the problem with a single model. In the present chapter, Eckart's method is applied and numerically verified for the case of infrasonic waves in the atmosphere.
4.2 THE W.K.B.J. MODEL

The W.K.B.J. model for propagation of acoustic disturbances in a single sound speed channel may be considered as an approximation for the acoustic pressure divided by the square root of the ambient density, which in general may be expressed as

$$
\begin{equation*}
\frac{p}{\sqrt{\rho_{0}}}=\psi(z) e^{-i \omega t} e^{i k x} \tag{4.1}
\end{equation*}
$$

where $\omega$ is angular frequency, $k$ is the wave number associated with the horizontal dimension $x, z$ is altitude. Here $\psi(z)$ satisfies the reduced wave equation,

$$
\begin{equation*}
\left[\frac{d^{2} \psi}{d z^{2}}+\frac{\omega^{2}}{c^{2}(z)}-k^{2}\right] \psi=0 \tag{4.2}
\end{equation*}
$$

where $c(z)$ is sound speed as a function of altitude. The W.K.B.J. approximation applies in general to all differential equations of this type if the coeffieient of $\psi$ is sufficiently "slowly varying." It would appear in particular to be valid in the present context provided

$$
\begin{equation*}
\frac{c}{|\nabla c|}<\lambda \tag{4.3}
\end{equation*}
$$

where $\lambda$ is some representative wavelength of interest. This approximation states that substantial changes in sound speed should not occur
 the model is to apply.

A particular sesult of the W.K.B.J. approximation is that dispersion curves ( $v_{p}$ vs. $w$ ) of guided modes are given by the equation

$$
\begin{equation*}
\int_{z_{\text {botton }}}^{z_{\text {top }}}\left[c^{-2}-v_{p}^{-2}\right] \frac{1}{2} \mathrm{~d} z=\frac{(2 n+1) \pi}{2 \omega} \tag{4.4}
\end{equation*}
$$

where $v_{p}$ is phase velocity, $n=0,1,2,3, \ldots$, and where $z_{\text {bottom }}$ and $z_{\text {top }}$ identify the lower and upper bounds of the sound speed channel, respectively. This integral is a direct result of the W.K.B.J. method of solution ${ }^{21}$, and its numerical solution enables the plotting of dispersion curves.

### 4.3 COMPARISON OF DISPERSION CURVES

Particular insignt into the high-frequency behavior of guided infrasonic modes was gained when the above integral was solved numerically by computer for both the upper and lower channels, the model atmosphere being that given in Fig.17. The resulting dispersion curves computed in this manner are shown in the lower portion of Fig 19. One set of curves (the dashed curves) is appropriate to the W.K.B.J. model for the lower channel and the other set (tine solid curves) is appropriate to the W.K.B.J. model for the upper channel. In the upper portion of the same figure are shown again dispersion curves as generated by the computer model INFRASONIC WAVEFORMS. It should be mentioned that the computer model solves a more complex problem in the sense that the simplifications inherent in the $\mathrm{V} . \mathrm{K} . \mathrm{B} . J$, model are not present.

As is illustrated in the lower portion of Fig.19, the two sets of dispersion curves generated by the W.K.B.J. models intersect with one another at various points. A comparison of the dispersion curves shown in both the upper and lower portions of Fig. 19 reveals that these points


Figure 19. A comparison of theoretical guided mode dispersion curves for the U. S. Standard Atmosphere 1962. The upper set of curves were generated by full wave calculations with the multi-modal synthesis program INFRASONIC WAVEFORAS. The lower sets were obtained by applying the W.K.B.J. method to the upper sound channel (solid lines) and the lower sound channel (dashed ines), respectively.
of intersection mark regions of resonant interaction in the phase velo-city-angular frequency plane between adjacent modes of the computer model. To better illustrate this observation, in the right hand portion of Fig. 20 is shown one such region of interaction with its corresponding point of intersection between two dispersion curves of the W.K.B.J. models shown to the left. It should be mentioned that the dispersion curves of the computer model never intersect with one another. An analytical explanation of this fact has previously been given by Pierce ${ }^{22}$.

### 4.4 INFERENCES CONCERNING ENERGY VERSUS HEIGHT DISTRIBUTION

The above observation may be stated differently by saying that, for relatively high angular frequencies, the dispersion curve corresponding to a given mode of the computer model is comprised of portions of dispersion curves from both sets of the curves generated by the W.K.B.J. models. Two important inferences about the asymptotic high-frequency behavior of guided infrasonic modes can be drawn from this statement. First, for some frequency ranges, and depending on how dispersion curve portions match between curves of the computer model and the W.K.B.J. models, it can be inferred that the acoustic energy associated with a given mode is comprised of energy associated more with propagation of acoustic disturbances in one sound speed channel than in the other. Also, as frequency increases, this association alternates back and forth between channels. To illustrate, if, for a small range of frequencies, a portion of a dispersion curve of the computer model matches (in the phase velocity-angular frequency plane) a portion of one of the W.K.B.J. model curves for the upper channel, then that implies that, for that mode and for that small frequency range, the acoustic energy density associated with that mode is greater in the upper channel than in the lower channel. Secondly, in the standard reference atmosphere, the sound speed minimum for the upper channel is less in magnitude than the sound speed minimum for the lower channel. It can be inferred, therefore, that those acoustic disturbances for which phase velocities are less in magnitude than the sound speed minimum for the lower channel are associated more with acoustic energy trapped in the upper channel than in the lower channel, and thus, for this reason, do not contribute significantly to the acoustic energy at the ground. This inference implies that care must
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Hgure 20. A detailed (blown-up) plot of a section of Fig. 19 showing a region of resonant interaction between two modes, one ducted In the upper channel, the other ducted in the lower channel. The fill wave calculation (computer model) indicates that the two modes interact such that the actual dispersion curves do not cross, but indicates that the W.K.B.J. and computer model curves are nearly the same except in the region of resonant Interaction.
be taken as to which 工odes are chosen to superpose in the attainment of the final pressure haveform at the ground, as some may not contribute.

### 4.5 INPLICATIONS FOR KAVEFORM SYNTHESIS

In the previous synthesis of guided pressure waveforms at long distances, the acoustic modes were numbered in order of increasing phase velocity (i.e., $S 0, S 1, S 2, \ldots, e t c$. ) and the sum over modes was truncated at a finite maximum muber of modes. The analysis given here indicates that this may be a very poor approximation for synthesizing high frequency portions of waveforms observed near the ground since there is always some frequency above which the first, say, $N$ modes all correspond to channelling in the upper sound speed channel.

The preferable alternative would appear to be (for synthesis of ground level arrivals from sources below 50 km altitude) to ignore the upper sound speed channel completely for frequencies above, say, at least 0.2 rad/sec (possibly 0.1 rad/sec) corresponding to periods below at most 30 sec (possibly 1 min). - The dispersion curves could then be taken as given by the W.K.B.J. approximation and the mode amplitude versus height profiles could be computed by the method outlined by Haskell. The Dispersion curves and amplitudes so computed would fit directly into the general scheme outlined by Pierce and Posey ${ }^{1}$ which forms the theoretical basis for the current version of INFRASONIC WAVEFORMS.

DISTANCES BEYOND THE ANTIPODE

### 5.1 INTRODUCTION

Previous theoretical considerations incorporated into the digital computer progran INFRASONIC WAVEFORMS restricted synthesis to waves that had traveled less than one-half the distance around the earth. The purpose of this chapter is to further exemplify techniques to enable computer synthesis of acoustic-gravity pressure waveforms at points whose distances are greater than halfway around the world from a nuclear explosion. Extension of prior theory shows that for wave propagation past a point on a spherical earth, one-half the great circle distance away from the point of detonation (i.e., the antipode), a phase shift of $\pi / 2$ radians to the Fourier transforms of each modal wave is incurred. Modification to the computer program necessitates the reinterpretation of the great circle distance $r$, the inclusion of the $\pi / 2$ phase shift, and a modification to the earth curvature correction factor. Computations are presented for pre and post antipodal waveforms.

### 5.2 THEORETICAL CONSIDERATIONS FOR POST ANTIPODAL WAVEFORMS

In considering acoustic-gravity waves that have passed beyond the antipode, certain specific definitions for the various waveforms must be adopted. To an observer located on the surface of a spherical earth between the source and the antipode the pressure waveform that is first observed is the direct arrival or $A_{1}$ arrival. The $A_{1}$ arrival has traveled the shortest great circle distance $r$ to reach the observation point. The next waveform observed at the above observation point is the $A_{2}$ or antipodal arrival. The $A_{2}$ arrival has traveled the longer great circle distance from the explosion point around the glove passing through the antipode to reach the observation point. The $A_{3}$ arrival is the $A_{1}$ pressure waveform that has traveled completely around the globe with respect
to the observation point. Further arrivals exist but are not considered here. The distance $r$ is measured in kilometers and is the great circle distance measured fror the detonation point to the final observation point. Figure 21 shows some typical pressure waveforms recorded in suburban New York for the Russian explosion of 58 megatons at Novaya Zenlya on 30 October 1961. ${ }^{23}$

Previous numerical syntheses of acoustic-gravity waveforms have only considered direct arrivals. The extension of this theory to include waveform prediction for antipodal arrivals is described here. An investigation of a small region of the earth's surface in the vicinity of the antipode where prior theory breaks down yields certain waveform characteristics that enable waveform synthesis to be extended to ranges past the antipode. By taking the antipodal region small in area than say $1 / 100$ th of the earth's area as a whole we can consider this region to be flat. Then the equation governing propagation of any frequency in any guided mode near the antipode is the cylindrical wave equation in the form of

$$
\begin{equation*}
\partial^{2} F / \partial \dot{r}_{A}^{2}+\left(1 / r_{A}\right) \partial F / \partial r_{A}-\left(1 / V_{p}^{2}\right) \partial^{2} F / \partial t^{2}=0 \tag{5.1}
\end{equation*}
$$

where $F$ would represent the $r_{A}$ and $t$ dependent part of the integration kernal for synthesization (i.e., integration over frequency of any given modal waveform where the height dependent part is omitted here). The quantity $V_{p}$ is the corresponding phase velocity. The assumed circular symetry of the wave about the antipode is inherent in the absence of the angular derivative terms in the above equation. The distance $r_{A}$ is measured positive out from the antipode. The wave solution to Eq. (5.1) for the total acoustic pressure $p$ and small $r_{A}$ can be written for time $t$ as

$$
\begin{equation*}
F \cong D J_{0}\left(k r_{A}\right) \cos (\omega t+\varepsilon) \tag{5.2}
\end{equation*}
$$

For the above, $k=\omega / V_{p}$ represents the horizontal wave number, $\omega$ the angular frequency, and $\varepsilon$ some phase angle. The quantity $D$ is some arbitrary constant while $J_{0}\left(k r_{A}\right)$ is the Bessel function of zero order.
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Figure 21. Infrasonic pressure waveforms recorded in suburban New York following the detonation of a 58 megaton yield nuclear device in Novaya Zemlya USSR on 30 October 1961. [Extracted from Donn and Shaw, Rev. of G eophys. 5, 53-82 (1967).]

When $r_{A}$ is suffienciently large (i.e., greater than three wavelengths) a solution for the total acoustic pressure $p$ can be considered as a sum of ingoing and outgoing waves with respect to the antipodal region. The asymptotic solution for large $\mathrm{kr}_{\mathrm{A}}$ can be written for time t as

$$
\begin{align*}
F & =A\left(r_{A}\right)^{-1 / 2} \cos \left(\omega t+k r_{A}+\phi_{i n}\right) \\
& +B\left(r_{A}\right)^{-1 / 2} \cos \left(\omega t-k r_{A}+\phi_{o u t}\right) \tag{5.3}
\end{align*}
$$

In Eq. (5.3) $\phi$ is some phase angle while $\omega$ and $k$ are as previously defined. The plus sign in the argument of the cosine denotes an ingoing wave. Equation (5.3) is not defined at $r_{A}=0$ and, as $r_{A}$ approaches zero, wave amplification is predicted. Figure 22 illustrates waveform amplification approaching the antipode for three different values of $r$ for a ten megaton nuclear explosion. The antipode is reached when $r=20,000 \mathrm{~km}$.

Realizing that Eqs. (5.2) and (5.3) should represent the same presure waveform at large $r_{A}$ we can now show the existence of a phase difference between waveforms approaching and leaving the antipode. For large $r_{A}$, the Bessel function $J_{0}\left(k r_{A}\right)$ can be represented by its asymptotic approximation such that Eq. (5.2) becomes

$$
\begin{equation*}
F=D\left(2 / \pi r_{A} k\right)^{1 / 2} \cos \left(k r_{A}-\pi / 4\right) \cos (\omega t+\varepsilon) \tag{5.4}
\end{equation*}
$$

or with the aid of trigonometric identities as

$$
\begin{align*}
F & =\frac{1}{2} D\left(2 / \pi r_{A} k\right)^{1 / 2}\left[\cos \left(\omega t+\varepsilon+k r_{A}-\pi / 4\right)\right.  \tag{5.5}\\
& \left.+\cos \left(\omega t+\varepsilon-k r_{A}+\pi / 4\right)\right]
\end{align*}
$$

Equating (5.3) to (5.5) then requires that

$$
\begin{align*}
& A=B=D /(2 \pi \mathrm{k})^{1 / 2}  \tag{5.6a}\\
& \phi_{\text {in }}=\varepsilon-\pi / 4  \tag{5.6b}\\
& \phi_{\text {out }}=\varepsilon+\pi / 4 \tag{5.6c}
\end{align*}
$$



$$
\begin{equation*}
\phi_{\text {out }}=\phi_{\text {in }}+\pi / 2 \tag{5.7}
\end{equation*}
$$

The latter shows that a pressure waveform undergoes a phase shift of 90 degrees. Based on this knowledge the computer program has been altered to synthesize pressure waveforms for the $A_{2}$ arrival that passes through the antipode.

### 5.3 MODIFICATIONS TO INERASONIC WAVEFORMS FOR POST ANTIPODAL WAVEFORMS

Waveform synthesis for ranges beyond the antipode necessitates only minor adjustments to the computer program. By considering the theoretical development of Brune, Nafe, and Alsop (1961) ${ }^{24}$ for circular spreading of waves over a spherical surface of radius $r_{e}$ (i.e., $r_{e}=6374 \mathrm{~km}$ for earth) the amplitude correction factor for the curvature of a spherical earth, appearing in subroutine TMPT, is altered for post antipodal waveforms by replacing the term $\sin \left(r / r_{e}\right)$ by its absolute magnitude, where. $r$ is interpreted as the total distance the wave has traveled from the point of detonation. For post antipodal arrivals considered here $r$ would be between $\pi r_{e}$ and $2 \pi r_{e}$ kilometers. The earth curvature correction factor in subroutine TMPT appearing as

$$
\begin{equation*}
C F=(1 . /(6374 . * \operatorname{SIN}(R A D))) * * 0.5 \tag{5.8}
\end{equation*}
$$

is replaced for post antipodal waveforms by

$$
\begin{equation*}
C F=(1 . /(6374 . * \operatorname{ABS}(\operatorname{SIN}(\operatorname{RAD})))) * * 0.5 \tag{5.9}
\end{equation*}
$$

where ROBS $=r$ and

$$
\begin{equation*}
\mathrm{RAD}=\mathrm{ROBS} / 6374 . \tag{5.10}
\end{equation*}
$$

To accomodate the change in phase as the waveforms pass through the antipode two computer cards of the form

$$
\begin{equation*}
\mathrm{PH} 2=\mathrm{PH} 2+1.570796 \tag{5.11}
\end{equation*}
$$

are inserted in the deck listing of subroutine TMPT after lines 160 and 177.

After incorporating the above modifications into subroutine TMPT the computer program was then utilized to synthesize various theoretical waveforms. Using the Soviet shot of 30 October 1961 as the source, a phase shift upon passing through the antipode is exhibited in Fig. 23 for two observation ranges of a synthesized pressure waveform. Further dispersion beyond the antipode of the pressure waveform is shown in Fig. 24 for a ten megaton explosion. A comparision of antipodal arrivals for a computer synthesized pressure waveform and a microbarograph recorded by Donn and Shaw in suburban New York ${ }^{5}$ for the 58 megaton Soviet test is presented in Fig. 25. Considering the scattering in waveforms that can occur at such large arrival distances, it is not unreasonable to say that the amplitudes and typical periods of the two plots are of the same order of magnitude.


Figure 23. Theoretical pressure waveforms just before (great circle distance r of $19,000 \mathrm{~km}$ ) and just after ( $r$ of $21,000 \mathrm{~km}$ ) passing through the antipode ( $20,000 \mathrm{~km}$ ). The $\pi / 2$ phase shift after the antipodal passage is evidenced by the second figure. Time of expected first peak arrival derived from linear extrapolation of computed time of first peak arrival versus great circle distance for. $r<20,000 \mathrm{~km}$ to case of $r>20,000 \mathrm{~km}$. Source is the 58 megaton Soviet test in Novaya Zemlya.


Figure 24. Theoretical pressure waveform for a pulse propagating away from the antipode. Decrease of amplitude and increased frequency dispersion occurs with increasing great circle distance $r$. The source is a 10 megaton nuclear explosion in a standard atmosphere without winds.

$n$

Figure 25. A comparison of theoretical and observed antipodal ( $A_{2}$ ) arrivals for pressure wave recorded in suburban New York following the detonation of a 58 megaton yield nuclear device in Novaya Zemiya USSR on 30 October 1961. Note that the amplitude scales for the two records are not the same, Observed waveform taken from Donn and Shaw, Revs. of ceophys. 5, 53-82 (1967).

### 4.1 REMARKS CONCERIIING INFRASONIC WAVEFORMS

The new version of TMFRASONIC WAVEFORMS contained in this report (Appendix A) allows for the computation of waveforms which have propagated past the antipode and for the computation of waveforms including leaking modes. Our rearks here concentrate on the latter modification,

If one chooses a model atmosphere in which the sound speed is constant above some arbitrary large height, it is inevitable that the $\mathrm{GR}_{0}$ and $G R_{1}$ modes should have lower cutoff frequencies and be leaking below that altitude. Beyond a certain point, one would expect that the computations should be independent of this choice of height, provided the analysis were carried through with some degree of exactitude. If there were a genuine sensitivity, this would indicate that these modes carry an appreciable fraction of their energies at high altitudes and this would in turn suggest that the neglect of physical dissipative mechanisms (such as viscosity and therzal conduction, Joule heating, etc.), which increase dramatically at extremely large heights for the frequencies of interest here, is not a valid approximation.

The reason we cannot take the bottom of our upper halfspace to be arbitrarily large is that some modal height-amplitudes decrease exponentially at large altitudes. This exponential decrease implies that, if one attempts to calculate the transmission matrix [R] connecting variables at the bottom of the upper halfspace to those at the ground, then the elements of [R] are going to be extremely large and the mathematical theorem that the determinent of [R] be 1 , while true in principle, is not going to be satisfied for the actual numerical values computed because of the loss of significant figures. The net result is such large fluctuations in the eigenmode dispersion function due to round-off errors that it is impossible to determine its roots. This problem
always arises at sufficiently high frequencies when the upper halfspace bottom is taken too high.

In Chapter III, a simple expedient for circumventing this difficulty is implicitly described. One uses one atmosphere for low frequencies, another atmosphere for higher frequencies. The atmosphere for the higher frequency calculations has its halfspace beginning at, say, 125 km altitude while the atmosphere for the lower frequency calculations has its upper halfspace beginning at, say, 225 km . Given the premise that, for the $G R_{0}$ and $G R_{1}$ modes (which appear to be the only modes for which we have problems at low frequencies), the energy is ducted below 125 km , the tesperature above 225 km can be made as large as one desires without changing the answers. Thus one simply chooses this temperature to be so large that the lower cutoff frequencies for the two modes are, for all practical purposes, zero. In this manner one can construct the phase velocities and source free amplitude functions versus frequency for these modes down to arbitrarily small frequencies.

Another question is whether or not the $k_{I}$ (imaginary part of wavenumber) for the leaking modes are physically meaningful. They obviously would be meaningful were the actual atmosphere teminated by an upper halfspace and were there no physical dissipation mechanisms. However, the actual atmosphere is more complicated than this model and one has to accept the fact that (1) an approximate atmosphere is going to give rise to approximate answers and (2) that the values of the $\mathrm{k}_{\mathrm{I}}$ are going to depend on the choice of the bottom height of the upper halfspace. Thus the $\mathrm{k}_{\mathrm{I}}$ are really somewhat arbitrary. Fortunately, the values of the $k_{I}$ so derived are very small, at least for the example we have numerically carried out, that the computed waveforms are almost the same as if the $\mathrm{k}_{\mathrm{I}}$ were identically zero.

With the above remarks in mind, it is recommended that the calculations of the $k_{I}$ for the $G R_{0}$ and $G R_{1}$ modes below cutoff not be carried out In the synthesizing of waveforms. Rather, one should either set the $k_{I}$ for frequencies below cutoff as given in our numerical example or to $2 \times 10^{-10}$ (i.e., for all intents and purposes, zero). The reason the $k_{I}$
should not be set identically to zero is that the computer program uses the nonzeroness of $k_{I}$ as a flag to decide whether to look for an input value of AMP (source free amplitude) or to compute the number internally (it can't do this at frequencies below cutoff and will consequently return AXP $=0$ ). While this may seem a rather simple thing to do, considering the elaborate mathematical theory developed ${ }^{2}$ in Scientific Report No. 1, the analysis and computations which preceded the formulations of this recommendation were necessary, if only to establish that the procedure has some rigorous mathematical basis.

In any event, it is evident that one must and should include contributions from the frequencies below the nominal low frequency cutoff (determined by the upper halfspace) if one is to adequately synthesize the initial portions of waveforms. The present report shows how this may be done. The procedure, although requiring several (three, in general) runs of the progran rather than just one run to accomplish this, is relatively straightforward. It is obviously feasible to automate this so that only one run is necessary, but the time limitations of the present study precluded our doing so.

### 6.2 DISCREPANCY WITH LAMB EDGE MODE THEORY

It was hoped that the inclusion of leaking modes into the multimode synthesis would eliminate the discrepancy between the numerical predictions of the Lamb edge mode theory and the multi-mode theory. It is evident, however, from Fig. 16 in the present report that this was not turned out to be the case. The cause of the discrepancy has not been resolved and time limitations precluded its resolution. There is always the possibility that either program may have a mistake. However, barring this, it should be pointed out that the modified multmode theory should be the more nearly correct. The Lamb edge mode theory ${ }^{15}$ contains a number of approximations which the multi-mode theory does not contain. Consequently, it is recomended that the multi-mode model as modified here be used in preference to the Lamb edge mode model.

The relative simplicity of the edge mode model still retains an intrinsic appeal and, consequently, it is recommended that some future effort be expended in revising the model (possibly by including higher order terms in the dispersion relation) such that the discrepancy is resolved.

### 6.3 GUIDED MODES AT HIGHER FREOUENCIES

The procedure outlined in Chapter IV for using a modified W.K.B.J. approximation to order the modes and to compute modal parameter at high frequencies looks eminently feasible and is recommended for inclusion into the multi-mode synthesis program INFRASONIC WAVEFORMS. Although, again, time limitations precluded this, we regret not having done so in the present study. The motivation for doing this, however, is not as strong as for the low frequency modifications because the commonly available data in the open literature is markedly poor as regards high frequency arrivals. If and when such a modification is carried out, one should ideally have appropriate data with which to compare the numerical predictions.

Another problem is that there is some question as to whether a multmodal theory with a finite number of modes (even when judiciously selected) can ever adequately synthesize higher frequency arrivals. In many respects, we believe that an appropriate modification of a geometrical acoustics theory would be preferable.

### 6.4 GEOMETRICAL ACOUSTICS MODEL

The geometrical acoustics model described ${ }^{3}$ in Scientific Report No. 2, although still incompletely developed, appears to hold considerable promise for the understanding of higher frequency arrivals. We know now how to take the edge mode into account and how to handle the problem of caustics. Problems of aretes, lacunae, and wave diffusion from channel to channel still remain, but we believe these can be overcome with only a modest amount of additional theoretical effort.

The ultimate objective of the analysis should be to develop the simplest possible theory sufficient to explain and interpret available data. In this'respect, we would suggest that both the multi-mode and geometrical acoustical models. While perhaps more elaborate than should be ideally required, could be used as research tools to conduct numerical experiments which test simpler models. The statistical models developed by p. Smith ${ }^{25}$ for underwater acoustics appear especially attractive in this regard and we believe that one should be able to test his models using the geometrical acoustics model described in Scientific Report No. 2. Also, the types of numerical experiments envisioned should provide the inspiration and support required to refine Smith's models such that they be capable of a more nearly precise description of infrasonic waveforms.
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## APPENDIX A

## SOURCE DECK LISTING OF THE PRESENT <br> VERSION OF INFRASONIC WAVEFORMS

This supercedes the source deck listing originally given by Pierce and Posey in AFCRL-70-0134. Changes incorporated include those described by Pierce, Moo, and Posey in AFCRL-TR-73-0135 and those described in the present report.

## APPENDIX B

## SOURCE DECK LISTING OF AN ALTERNATE VERSION OF SUBROUTINE TABLE

This version of SUBROUTINE TABLE is used, as described in Chapter III of the present report, to tabulate listings of $R_{11}$ and $R_{12}$ versus angular frequency OMEGA and phase velocity VPHSE which are used in calculating the parameter $\alpha$ and $\beta$ for the $G R_{0}$ and $G R_{1}$ modes which in turn are used in calculating the values of the imaginary component $k_{I}$ of horizontal wavenumber for these modes at frequencies below cutoff. This version of TABLE should replace the version in Appendix $A$ when a tabulation of $R_{11}$ and $R_{12}$ is desired.

FTN $4.4+\mathbf{R H}_{4} 91$
 TA己LE（SUBRJUTINE）7／19／6B LAST CARU IN DECK IS NO．
----AESTRACT-..-
titee - Iagle
genefation cf suspicilioless table of nokmal mode dispersion
FUNCTIOR SIGNS
table calls subreutime mpout to construct the matrix of
NOPHAL :HOLE CISPESSIOA FUNCTION SIGHS INMODE GSTORED IN
VECTOF FOKi CCIUMA AFTER COLUMN FOR. REGION IN FREQUENCY-
PHASE VELUEITY PLEAE COMi.LE. OMEGA.LE.OMZ.AND.VI.LE.VP.LE
-V21. SUEROUTIRE SUSFCT IS CALLEO TC EVALUATE THE SUSPI-
CIUN INUEX, ISUS, OF EACH INTERIOR ELEMENT IN THE MATRIX -
SGANNING FRGY LEFT TO RIGHI, IOP TO BOTTOM. IF ISUS .NE.
0 - Inhode is aliered as follons.
I SUS=i ROA ADDĖ ABOVE SUSPICIOUS ELEMENT AND COLUMH
AOJEL TC ITS LEFT
$=2$ COLUR: $2 E C E D$ TO RIGHT OF SUSPICIOUS ELEMENT.
A:D FEN ADDED LBOVE IT
$=3$ ROA LLEED BELOA SUSPICIOUS ELEMENT AND COLUMN
AJUEE TO ITS PIGHT
$=4$ COLUR: GULEU TO LEFT OF SUSPICIUUS ELEMENT
ANS EOH ACDED BELOW IT
HONEVER, NEITHES THE NUMBER OF ROWS NUP NOR THE NUMBER OF
COLUMAS NOM WILL EE IACREASEU BEYONO 100. IF ISUS CALLS

\{ ivf $=180 \quad N=x X \quad M=x X$ ) WILL BE PRINTED.
N IS ROK NO. CF SUSFICIOUS ELEMENT. M IS COLUMN NO. IF
ISUS CALLS FOR LLJITILN OF A COLUMN HHEN NOM $=100$, THE
HESSAEE (NOM = 2L $\quad N=X X \quad M=X X$ ) IS FRINTED.
WhEN IHHOÜE HAS EEER EXPA:GED SCANNING IS RESUMEU AT The
ELENEAT IN BEn YミTRIX WITH SAME ROW ANG CCLUMN NOS. AS
THOSE OF SUJPICIOUS ELEMETIT IN OLD MATRIX. IF NUPT IS
PCSITIVE IHMUTE HILL EE PRINTED AS IT IS RETURNEO FROM
MFUUT AND IN ITS FIAAL FORM.
LaHGUAGE - FORTRAN IV (350, REFEス̃ENEE MANUAL - C28-6515-4)
AUTHUR - J.H.PCSEY, M.I.T., JUAE, 1958
----USAGE---
SUBROUTINES ：AFCUT，SUSPCT，LRGTHA，HIEEA，NMDFN ARE GALLED IN TABLE．
FCRTFAN USAGE
CALL TAdLE (O:41,OM2,V1,V2, MGY:HVP,THETK,OM,V,INMODE,NUPT)
infuts
UH: MINI:LM VGLLE OF FKEこLENCY TO BE CONSIUERED.
$R^{*}+$
OMZ MAXIMLH VALUE UF FREGLENY TO BE CONSIUERED
$\mathrm{F}+4$


```
C
C =--~FROGRAM FOLLEHS BELOH----
C
C
C
    LIMEl:SIC:G O:A(10G),V(IEG), IHMODE(:0000), DORN(100); KORN(100)
    DIME:iSIG: F.PP(2,2)
    Cu:{0% [:4&X,CI(100),VXI(150),VYI(100),HI(100)
C
C mpouT IS EALLEO TO PRODUCE INHGDE HATRIX AND OM AND y vECTORS.
        GALL HPOUT 6ON1, O:T2,V1,V2, NUM,NVP,INHOUE,OM, V,THETK)
C
C IFLAG = : INOICAIES FIRST TIME THRCUGH WRITE PROCECURE
    IFLAG = 1
C
C InmOLE IS PRI:ITEU IF HOPI IS pOSITIVE
        IF (:tUPT.GE.0) GO TO 123
        5 IFLAG=0
        NOPER=0
C HCPER IS THE NUHBER OF EXFA:ISICN OFERATIONS PERFORMED IN THE PRESENT
i SCAN OF THE :HAT?IX. THUS, NOPER IS THE NUMBER OF SUSPICIOUS POINTS
C FOUNA}\mathrm{ IN THE PPESERT SCAH.
C
C BEGIN SCANHING OF IHTERIOR ELEMENTS OF INMODE IN UPPER LEFT GORNER
        N=2
        M=2
        10 CALE SUSPCT(N,M,NVP,INMODE,ISUS)
C
C POINT (i,m) IS SUSFICICISS IF ISUS.NE.O
        IF(ISUS.AE.0) EO TO 60
C
C LHECK FOR ENO CF RCH
    2\hat{u}}\mathrm{ IF (H.Li.(?:Jit-1)) GO TO 30
C
C CHECK fok last ron
        IF (%.LT.(NyP-i)) GO TO 40
        GO 10 121
C
C meve give cGlumid to right
        30 M = M+1
            GO TO 10
C
C ADVANGE O:IE ROH AND START AT COLUMN ThO
        40 N=N+1
            H=2
            GOTO 10
C
C CHECK fOE riximuit valuE of NyP
        60 IF(iviF.LT.iJj) GO T0 62
        E1 FQP:AT (2+H NVF=100 N=,13,8H M=,13)
        MPITE (0,61) N,M
        GO TC 20
        E2 IF(itay LLT. 10G) GO TO 70
        63 FCPMinT(2+H:OM = 100 N=,I3, 8H N=,I3)
        64 WEITE(E,53) N,M
        GC rocoj
        70 If(INUS .NE. 1) GO TO 75
```

```
C
C ADD ROH ABOVE SUSPICIOUS POINT
    N1=N-1
C
C ADD A COLUMN TO LEFT OF SUSPICIOUS POINT
            M1=M-1
            GO IO 100
        75 IF(ISUS.NE, 2) GU TO 80
C
C ADD A COLLUN TO RIGHT OF SUSPIGIULS PGINT
            M1=M
C
C ADD ROW AEOVE SUSFICIOUS FOINT
        N1=N-1
        GOTO 100
    80 IFIISUS.NE. 3) GO ro }8
C
C AOD A COLLMN TO RIGHT OF SUSPICIOLSS POINT
        M1=M
C
C LDD RON EELOW SUSFICICUS POINT
            N1=N
            GO TO 100
C
C ADO RON BELON SUSPICICUS POINT
        85N1=N
c
C ADD A CGLUMN TO LEFT OF SUSPICIOUS POINT
    M1=M-1
    100 CONIINUE
    CALL LNGTHNCOM,V,INMCDE,NOM,NVF,NVPP,N1,1,THETK,
        CALL WICEMSOM,V,INHODE,NON,NOMF,NVPP,M1,1,THETK)
        NVP=HVPP
        NOH= = NOMP
        NOPER=NOPER+1
        GO TO 10
        121 CONTINUE
            IFBNOFER .GT. 0 .AND. NMP .LT. 100.AND. NOM .LT. 1QOJ GO TO 5
C
C dC NOT PRENT INMODE IF HOPT IS NEGATIVE
            IF(HOPT .LT. O) RETURH
C
C LABELING
    122 FORMAT (GHIVPHSE,6X,3GHNGRMAL MODE DISPERSION FUNCTION SIGN/)
    1ट3 WRlTE (ó,122)
        DO 133 I=1,NVF
        DO 128 J=1,NOM
        J88=(J-1)*NVP+I
        J89=IVMGDミ(J&8)-1
        IF (J3G) 126,125,124
        124 CGNTINUE
C
C IF INMOOE = 5, OCRN = 1HX
        CATA 01/1HY/
        DORiv(J)=01
        GO TO 127
    125 contINuE
```

```
c
C IF IAMOUE = I, DORN = 1H+
            DATA Q2/1H+/
            DORN(J) = Q2
            GO 10 127
            126 CONTINUE
C
C IF INMODE = -1, DORN = 1H-
            DATA Q3/1H-/
            DORN(J)= OJ
        127 CONTINUE
    128 CONTINUE
C
C PKINT RON I OF TABLE
        WRITE (5,132)V[I), (OORN(J), J=1,NOM)
    130 FORMAT(1H ,FB.5,3X,104A1)
    133 CONTINUE.
        J1U=10
        DO 150 J=1,NOM
C
C NLMBER COllMNS
    150 KORN(J) = MOD(J,J10)
            WRITE (6,213) (KURN(J), J=1,NOM)
    213 FORHAT (SHCOMEGA,6X,100II)
C
C CONVERT THETK FROM RADIANS TO DEGREES
            X = THETK*18J/E.14159
            NRITE (6,413) X
        413 FORMAT \1H,11X,27HPHASE VELCCITY OIRECTION IS,F9.3,
            1 8HOEGREES )
            HRITE (6,513).
        513 FORMAT I OHQUMEGA =;
    C
    C LIST VALUES OF OMEGA WHICH CORPESPCND TO COLUHNS CF TABLE
        WRITE (6,513) (OM(I),I=1,NOM)
        613 FORMAT (1H,5E14.5)
    C
C IF SUSPICIGN ELIMINATION HAS HOT GEEN PERFORMED, gEGIN IT AT THIS TIME
        IF(IFLAG.EQ.1) GO TO 5
        DOLVP=(VZ-V1)/(NVP-1)
        CMEGK=0:11
        OELOH=(OM2-0M1)/(NOM-1)
        CO 9d3 IAAK=1,NCH
        WRITE (6,933) CMEGK
    933 FORMAT (1H, 3X,GHOMEGA=,E14.5)
        00 977 JAA=1,NVP
        VE=V1+(JAAA-1)* [OLVP
        AKX=OHEGK/VE
        AKY=0:0
        CALL RKRR(OMEGK,AKX,AKY,EPP,KY)
        WRITi (ó,944) VE,RPP(1,1),只P(1,2)
    944 FCRMAT (1H,E12.5,6X,E12.5,3X,E12.5)
    977 CONIINUE
        OMEGK=OMEGK+JELOM
    938. CCNTINUE
        RETURN
        ENO
```

