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## SUMMARY

The three essays in this dissertation examine the operational practices of on-demand service platforms, pertaining to information sharing and operational transparency on the supply-side. Ondemand service platforms such as ridesharing, food delivery, grocery delivery, and courier delivery platforms critically depend on the services of workers, who are independent contractors. Given that these workers have discretion over their labor supply decisions, the platform's information provision to workers plays a key role in influencing workers' decisions and in eventually meeting the customer demand. In this dissertation, I employ game-theoretic modeling and conduct incentivized experiments with human subjects to evaluate the implications of a platform's practices around information sharing and operational transparency with workers, for workers' decisions and potentially for the platform's operational outcomes.

Demand-Supply Information Sharing: We investigate how an on-demand service platform's mechanism to share demand-supply mismatch information spatially affects drivers' relocation decisions and the platform's matching efficiency. We consider three mechanisms motivated by practice: the platform either shares demand-supply mismatch information about zones(s) with excess demand (i.e., surge zone(s)) with all drivers (surge information sharing, common practice today), all zones with all drivers (full information sharing), or about surge zone(s) only with drivers sufficiently close by (local information sharing). We develop a game-theoretic model with three zones; drivers in two non-surge zones decide whether to relocate to the surge zone. We incorporate two spatial aspects: drivers' relocation costs, and initial supply across non-surge zones. Theoretically, full can yield a lower matching efficiency than surge information sharing under low relocation costs because drivers do not relocate as much when demand in non-surge zones is high. Local information sharing is strictly dominated by other mechanisms on matching efficiency under limited supply near the surge zone, and weakly dominated otherwise by surge information sharing. We test these theoretical predictions in the lab with human participants as drivers. Experimentally, surge information sharing serves fewer customers than predicted because drivers relocate too often,
compromising efficiency in the non-surge zones. The alternatives, full and local, are not dominated by surge information sharing, and serve more customers than theoretically predicted-providing support for their potential benefits. A behavioral equilibrium incorporating loss aversion through mental accounting and decision errors describes drivers' behavior in our experiments better than the rational equilibrium.

Payment Algorithm Transparency: On-demand service platforms have been experimenting with algorithms to determine compensation for their workers. While some use commission- or effortbased algorithms that are intuitive to workers, others, in their efforts to better match customer demand, have transitioned to algorithms where pay is not strictly tied to effort, but depends on other, potentially exogenous factors. Platforms have also kept these algorithms opaque. Despite the move towards less-intuitive and opaque algorithms in practice, workers' reactions to them are not systematically examined or understood. Through incentivized online experiments on Prolific, we present real-effort tasks as work opportunities for payment to human participants, and examine how individual features of a pay algorithm, specifically its intuitiveness to workers and transparency, affect workers' engagement (measured by work rejection rates and willingness to pay to accept a work opportunity) and perceptions of the platform. We also examine the effect of an algorithm change from intuitive to non-intuitive, and how transparency interacts with this change. For workers with prior experiences on the platform, intuitiveness, and transparency both are effective at sustaining engagement in our experiments. Transparency is particularly motivating for workers under a non-intuitive algorithm and can fully compensate for the reduction in worker engagement from implementing a non-intuitive algorithm. Furthermore, even though a transparent platform experiences a drop in worker engagement after switching to a non-intuitive algorithm, commitment to transparency is still beneficial: Worker engagement with transparency is at least as much as that without transparency, while transparency is more potent at motivating positive perceptions towards the platform.

Platform Commission Transparency: On-demand service platforms in the role of an intermediary that matches service-seeking customers and service-providing independent contractors, typ-
ically charge workers a commission on each service request that they complete. Early on, most on-demand service platforms operated a fixed commission model, where the platform determines the price on a service request such that the worker completing it is compensated for effort, while the platform keeps a fixed percentage of the price as a commission from the worker. While several platforms continue to operate this model, some platforms transitioned to a model where the platform's commission is inconsistent across service instances. Thereby, while the platform continues to compensate workers based on effort-based factors, it utilizes several factors that do not influence workers' wage to determine the price-leading to the platform commission being variable across service instances. Platforms argue that this helps to improve customers' experience through better prices while drivers continue to earn for their effort. Anecdotal evidence suggests that workers are concerned about the large commission that platforms charge them in some service instances. In response, platforms have experimented with workers' visibility of the platform's commission under the variable commission model-which has reportedly contributed to worker suspicion and distrust. Motivated by these practices, we design incentivized experiments with human subjects to examine the influence of a platform's commission on workers' participation decisions under the fixed and variable commission models. We study the impact of consistency in platform commission on workers' participation decisions and their perceptions of the platform. Furthermore, we evaluate how the visibility of platform commission influences workers' participation decisions and their perceptions of the platform.

## CHAPTER 1 INTRODUCTION

On-demand service platforms such as ridesharing, food delivery, grocery delivery, and courier delivery platforms have recently grown to become a major part of the service economy. Problems pertaining to the management of such platforms' operations have gathered significant interest from researchers. One of the features of such platforms that makes their operations challenging is the fact that service-providers on such platforms are not employees but are independent contractors who exercise significant freedom in their labor supply decisions. Given such worker discretion, levers such as information sharing and operational transparency play a key role in influencing workers' utility and their decisions on the platform, and eventually the platform's ability to match demand and supply. Three essays in this dissertation investigate such effects. By employing gametheoretic and experimental techniques, we examine how a platform's information sharing and operational transparency with workers influences workers' decisions and potentially the platform's operational outcomes.

In Chapter 2, titled "Spatial Information Sharing on On-Demand Service Platforms: A Behavioral Examination", we examine how an on-demand service platform's mechanism to share demand-supply mismatch information spatially, affects drivers' relocation decisions and the platform's ability to match demand and supply. We focus on three mechanisms motivated by practice: the platform either shares demand-supply mismatch information about zones(s) with excess demand (i.e., surge zone(s)) with all drivers (surge information sharing, common practice today), all zones with all drivers (full information sharing), or about surge zone(s) only with drivers sufficiently close by (local information sharing). We build a game-theoretic model to study drivers' relocation decisions under competition, and the platform's resultant matching efficiency in equilibrium. Drivers in two non-surge zones decide whether to relocate to the surge zone, under heterogeneity in relocation costs and initial supply across non-surge zones. In theory, full information
sharing can yield a lower matching efficiency than surge information sharing under low relocation costs because drivers do not relocate as much when demand in non-surge zones is high. Local information sharing is strictly dominated by other mechanisms in matching performance when the supply near the surge zone is limited, and weakly dominated otherwise by surge information sharing. These predictions serve as our hypotheses that we test in the lab with human participants as drivers. In our experiments, surge information sharing serves fewer customers than predicted because drivers relocate too often, hurting the efficiency in the non-surge zones. Its alternatives, full and local, are not dominated by surge information sharing, and yield greater matching efficiency than theoretically predicted-providing support for their potential benefits. A behavioral equilibrium that incorporates loss aversion through mental accounting and decision errors describes drivers' behavior in our experiments better than the rational equilibrium.

In Chapter 3, titled "Payment Algorithm Transparency on On-Demand Service Platforms", we examine how the features of an on-demand service platform's payment algorithm that determines workers' earnings influence workers' engagement with the platform and their perceptions of the platform. Practical observations pertaining to payment algorithms indicate that some platforms use commission- or effort-based algorithms that are intuitive to workers. In contrast, others, in their objective to better match customer demand, have transitioned to algorithms where pay is not strictly tied to effort, but depends on other, potentially exogenous factors. Platforms have also kept these algorithms opaque. Despite the move towards less-intuitive and opaque algorithms, workers' attitudes towards them are not systematically examined or understood. Through incentivized online experiments on Prolific, we offer real-effort tasks as work opportunities for payment to human subjects. We examine how individual features of a pay algorithm, specifically its intuitiveness to workers and transparency, influence workers' engagement (measured by work rejection rates and willingness to pay to accept a work opportunity) and perceptions of the platform. We also examine the impact of an algorithm change from intuitive to non-intuitive, and the role of transparency in managing it. For workers with prior experiences on the platform, intuitiveness and transparency both are influential in sustaining engagement in our experiments. Transparency is particularly mo-
tivating for workers under a non-intuitive algorithm and can fully overcome the loss in worker engagement from implementing a non-intuitive algorithm. Moreover, although a transparent platform experiences a reduction in worker engagement after transitioning to a non-intuitive algorithm, it is still beneficial to commit to transparency: Worker engagement under transparency is at least as much as that under opacity, while transparency is more potent at motivating positive perceptions towards the platform.

In Chapter 4, titled "Platform Commission and its Transparency on On-Demand Service Platforms", we focus on an on-demand service platform's practices pertaining to how it determines its commission and its transparency to workers. Platforms, particularly those offering ridesharing services, typically charge the workers a commission on each service request that they complete. Platforms have been experimenting with how they determine their commission. Initially, most ondemand service platforms operated a fixed commission model, wherein the platform determines the price on a service request such that the worker completing it is compensated for effort, while the platform keeps a fixed percentage of the price as a commission from the worker. However, some platforms subsequently transitioned to a variable commission model. Under this practice, while the platform continues to compensate workers based on effort-based factors, it utilizes several factors that do not influence workers' wage to determine the price. This results in the platform commission being variable across service instances. Platforms cite that by doing so, they can improve customers' experience through better prices, while drivers continue to earn for their effort. However, anecdotal evidence suggests that workers object to the higher commission that the platform might charge in some service instances. In response, platforms have experimented with workers' visibility of their commission under the variable commission model. However, the opacity has reportedly contributed to worker suspicion and distrust. Motivated by these practices, we design incentivized experiments with human subjects to systematically examine the effect of a platform's commission on workers' participation decisions under the fixed and variable commission models. We study the impact of consistency in platform commission on workers' participation decisions and their perceptions of the platform. Moreover, we evaluate how the visibility of platform com-
mission influences workers' participation decisions and their perceptions of the platform.

## CHAPTER 2

## SPATIAL INFORMATION SHARING ON ON-DEMAND SERVICE PLATFORMS: A BEHAVIORAL EXAMINATION

### 2.1 Introduction

In recent years, the gig economy has redefined the ways in which many economic transactions in the market work, with a platform connecting service-seeking customers with service-providing agents being at the center of most of these business models. Of particular interest are the ondemand service platforms like ride-sharing and food-delivery apps. Platforms like Uber, Lyft, DiDi, Bolt, and many others, that match ride-seeking customers with ride-providing agents, have now taken the foreground, even surpassing regular taxis in pickups in New York City in 2017 (Wagner 2018). In a traditional taxi setting, drivers must rely on their own knowledge of customer demand in various parts of the city to search for riders, which is often tedious and inefficient. By utilizing aggregate information about ride-seekers and ride-providers, ride-sharing platforms reduce this search cost for drivers and utilize capacity more efficiently than traditional taxis (Cramer and Krueger 2016).

A characteristic feature of most of these platforms is that the agents are independent; they are free to provide service when and where they like. On-demand service platforms with independent service providers often face the problem of demand and supply mismatch because, in addition to demand, capacity available on the platform at any given time and location is uncertain. As such, the platform has to signal the need for supply to its independent agents, and the performance of a platform depends to a great extent on how effectively this interaction with drivers is managed.

For signaling supply needs, platforms commonly engage in dynamic (or surge) pricing, increasing prices when and where demand exceeds supply. This way, the platform attempts to satisfy the excess demand in a geographic region, mainly by attracting drivers from regions of excess supply
and incentivizing them to relocate (Chen et al. 2015; Diakopoulus 2015). With surge pricing, the price in a region reflects the underlying demand relative to the supply in the region (Chen et al. 2015; Lu et al. 2018). Hence, along with providing direct incentives, platforms can use surge pricing maps to communicate demand-supply mismatch information about different regions with drivers.

Different platforms have implemented different forms of sharing demand-supply mismatch information spatially with drivers. The prevalent format, which many platforms such as Uber, Via, Ola, DiDi, Cabify, Bolt, Postmates, and Grubhub use, involves sharing the demand-supply mismatch information for only those regions where demand exceeds supply. For example, Uber's heat maps highlight regions where demand exceeds supply, which are called surge zones, while providing no explicit feedback on the conditions in other zones (Figure 2.1a). That way, they influence drivers' location decisions and attract them towards areas with greater demand relative to supply (Lu et al. 2018). We refer to this as surge information sharing. Despite its prevalence, surge information sharing has also been criticized for resulting in "flocking," which involves too many drivers in non-surge zones moving towards surge zones (Gridwise 2017). This flocking behavior can potentially reduce earning opportunities for drivers in surge zones and create dissatisfaction, which is manifested in the popular opinion among some drivers that surges should not be chased (Campbell 2016).

Concurrently with the ongoing discussion on the efficacy of surge information sharing, some platforms have implemented alternative spatial information-sharing mechanisms. For example, DoorDash has adopted a related, but more detailed mechanism: On their app, drivers observe demand-supply mismatch information about both surge and non-surge zones ${ }^{1}$ (Figure 2.1b). We refer to this as full information sharing. For both surge and full information sharing, the demandsupply mismatch information is shared publicly, meaning that all drivers have access to the same information. More recently, however, private and more personalized information-sharing mechanisms have been introduced. For example, Lyft recently introduced Personal Power Zones, partly

[^0]

Figure 2.1: Different demand-supply mismatch information-sharing mechanisms. Source: (a) Gridwise (2018) (b) Doordash (2020) (c) Hub (2019)
Note: (a) Regions in need of drivers show bonuses reflective of underlying levels of demand-supply mismatch. (b) Regions are marked as very busy, busy, normal, or not busy for drivers based on the demand-supply mismatch levels. (c) Surge in a region is visible only to drivers in close proximity.
to provide drivers with a "more reliable" way to find demand opportunities (Ong et al. 2021), as an alternative to its Prime Time feature which was similar to surge information sharing (Helling 2023). With this new mechanism, the platform shares information about a surge zone only with drivers sufficiently close by (see Figure 2.1c), as opposed to sharing information on conditions throughout the city (Hub 2019). We refer to this as local information sharing. Despite the variety of information-sharing mechanisms implemented by different platforms, it is not clear which one would be most effective at aligning driver behavior with system-wide service requirements.

In designing the strategy to share spatial demand-supply mismatch information with drivers, a platform faces non-trivial theoretical and behavioral trade-offs: For example, highlighting surge zones only can motivate drivers located in non-surge zones to focus on and pursue opportunities outside their own zones, which can help the platform match the surge demand more effectively and serve more customers overall. This mechanism, however, can also contribute to "flocking" as discussed above, presumably by making earning opportunities in surge zones highly salient. Sharing demand-supply mismatch information on both surge and non-surge zones (as DoorDash does) allows drivers to compare potential earnings in different zones more precisely, and make
more informed decisions about where to serve. However, if drivers' incentives are not fully aligned with the platform (for example, due to high real or opportunity costs of relocating to another zone), providing extensive information about all zones rather than highlighting the surge only can result in unmet surge demand, thereby reducing platform efficiency. Furthermore, sharing information locally (as in Lyft's Personal Power Zones, a private information-sharing mechanism) can alleviate flocking by reducing the number of drivers who are informed about a surge, and potentially reduce excessive driver competition in high surge conditions that tends to hurt both the drivers and the platform. But this limited information sharing will only be attractive from the platform's perspective as long as the platform is able to attract a sufficient number of drivers to a surge zone. These theoretical and behavioral trade-offs have not yet been examined extensively in the literature, which is the focus of this paper.

Examining these trade-offs in spatial information-sharing mechanisms are important for a variety of diverse stakeholders. Such mechanisms affect a platform's ability to match demand with supply, driver earnings, and customer satisfaction. Moreover, since the platform's ability to meet the customer demand and the associated wait times for customers are likely to affect the customer engagement with the platform, spatial information sharing is expected to be highly influential on the platform profitability over the long run. Finally, drivers' relocation can burden road traffic, and is hence of concern to road-transportation authorities as well (Fen-Cheng 2019; Jha et al. 2018).

Given these considerations, we aim to answer the following research questions in this paper: (1) Which of the three spatial information-sharing mechanisms should a platform use to maximize its matching efficiency, as measured by the proportion of service requests satisfied? Should a platform share demand-supply mismatch information about surge zones only (surge), about all zones (full), or should the platform follow a more personalized information-sharing approach (local) by highlighting surge zones only for drivers nearby? Under what conditions? (2) How do drivers' behavioral influences affect their relocation decisions and the matching efficiency under the three spatial information-sharing mechanisms, and the platform's choice among them?

To answer these research questions, we first develop a stylized game-theoretic model for drivers'
relocation decisions. In our model, there are three zones, one of which faces a shortage of supply, while the other two zones are not surging initially. Drivers in the non-surge zones decide whether to relocate to the surge zone by incurring a cost, or to stay in their respective zones. Drivers in the two non-surge zones face different relocation costs and these two zones may also initially have different levels of supply. Based on drivers' decisions, supply is rebalanced in the system and each driver is assigned a ride or not depending on the supply and demand conditions in the zone the driver ends up in. We characterize drivers' relocation decisions and the matching efficiency in equilibrium under the three information-sharing mechanisms (surge, full, local). We then turn to laboratory experiments to test model predictions and identify drivers' behavioral influences for a complete examination of the three information-sharing mechanisms. In our experiments, human participants play the role of drivers, who are randomly assigned to a non-surge zone initially and simultaneously make relocation decisions over multiple periods.

Theoretically, we find that sharing the demand-supply mismatch information about all zones (full) can hurt platforms' matching efficiency compared to sharing information about the surge zone only (surge), particularly when drivers' relocation costs are low. This is because with full information sharing, drivers in non-surge zones, facing high demand in their own zones, choose not to chase the surge, which can hurt the overall efficiency. Interestingly, we find limited value for local information sharing (local) in theory: Local information sharing is strictly dominated by full or surge information sharing when the supply of drivers is limited near the surge region, and otherwise, surge information sharing is expected to perform at least as well. We test these predictions in the lab in an experimental environment with low relocation costs and limited supply of drivers nearby the surge region, wherein matching efficiency is predicted to be highest with surge information sharing and lowest with local information sharing.

In the light of these theoretical predictions and the predominance of surge information sharing in practice, our experiments reveal two key insights: (i) The platform serves fewer customers than theoretically predicted with surge information sharing, and (ii) the two alternative mechanisms, full and local information sharing, serve more customers than theoretically predicted and perform
at least as well in matching efficiency as surge information sharing. Consistent with observations from practice, we find that drivers particularly from nearby zones chase the surge too often under surge information sharing. This results in a significant loss of efficiency in the non-surge zones which cannot be recovered despite a greater matching performance in the surge zone. Using Maximum Likelihood Estimation, we find evidence that deviations in drivers' relocation behavior from theory can be described by their loss aversion through mental accounting and their susceptibility to decision errors. Therefore, the platform can better predict the availability and movements of drivers across zones by incorporating these behavioral tendencies.

The rest of the paper is organized as follows. In section 2.2, we discuss relevant work from literature. We introduce our model for drivers' relocation decisions in section 2.3. In section 2.4, we characterize the equilibrium conditions under the three information-sharing mechanisms and compare these mechanisms in terms of overall expected matching efficiency. In section 2.5 , we describe our experimental design, and we discuss our experimental results in section 2.6. We propose a behavioral model to explain our experimental findings in section 2.7. We conclude in section 2.8 .

### 2.2 Related Literature

Broadly, our work is related to literature in Operations Management (OM) on on-demand service platforms. Early research in this area focused on platforms' decisions on pricing, setting wages, and hiring capacity (Cachon et al. 2017; Gurvich et al. 2019; Hu and Zhou 2020; Bai et al. 2019; Chen and Hu 2020; Taylor 2018). In modeling drivers, the emphasis in these papers is on drivers' decisions to join the platform and when to provide service in a particular region, and thus, drivers' movements across regions were not considered.

A growing body of literature has recently started to analyze operational decisions of platforms serving multiple regions. Besbes et al. (2021) consider how a ride-hailing platform should set prices for different locations in the short-run, facing a fixed set of drivers that choose where to relocate based on prices, travel costs, and driver congestion levels. Bimpikis et al. (2019) consider
a ride-sharing platform that serves a network of interconnected locations wherein drivers decide whether and where to enter the platform, and where to relocate to when idle. Afeche et al. (2022) evaluate the performance of supply-side capacity repositioning control, where a platform serving a network of locations can direct drivers to go where they are needed most. Hu et al. (2022) study surge pricing under the temporal characteristic that drivers are slower to respond to surge pricing than riders. They consider a single location that experiences demand surge, but drivers located elsewhere can chase the surge at a cost. Guda and Subramanian (2019) study when, why, and where a ride-sharing platform informed about the demand forecast and supply conditions would benefit from implementing surge prices. They find that the platform can benefit from choosing a surge price in a non-surge zone-by reducing the potential earnings for drivers in that zone and inducing more drivers to move to a zone that will surge in the future. For a more detailed review of literature on models with spatial considerations, we refer the reader to Hu et al. (2022) and references therein. In all of the aforementioned papers, drivers are fully informed about the prices and wages in all zones, which are informative about the underlying demand-supply mismatch in these zones. However, previous work has not explicitly considered spatial variations in the information available to drivers on market conditions and/or surge pricing, which is the main focus of this paper.

Our work also contributes to a growing body of empirical research that explores the relationship between platforms' levers such as spatial pricing and/or information sharing and drivers' movements. Lu et al. (2018) study the impact of surge pricing on drivers' relocation decisions. Using data from UberX, and a difference-in-difference analysis on an outage of Uber's heat-maps for iOS users, they report that the lack of visibility of heat maps caused drivers to be less sensitive to differences in surge prices and their earnings to decline. Chen et al. (2015) find that Uber's drivers are heterogeneous in their response to surge pricing-sometimes drivers drive into the surge zone; sometimes they move away from it thinking that high prices would mean less customers. Karacaoglu et al. (2018) use data from a taxi company that provided drivers the visibility over the movements of other drivers on its app, to examine drivers' responses to the movement of
their peers. They find that drivers respond to more drivers entering their region, mainly by moving out of it. Jiang et al. (2021) demonstrate through laboratory experiments that drivers exhibit regret aversion in their relocation decisions, with regret-averse drivers being more willing to relocate to zones with supply shortages. The paper then considers how, faced with drivers' regret aversion, the platform should use demand information sharing and bonuses to incentivize relocation and increase its matching efficiency. In contrast to prior literature, our work is unique in comparing different information-sharing mechanisms (through variations in surge maps) which reveal demand-supply mismatch information at different levels of granularity for different locations. Furthermore, our experimental approach allows us to disentangle the effect of information-sharing mechanisms from potentially unobserved factors, such as the drivers' prior knowledge about demand and supply conditions or the demand conditions in real time.

Our work is also related to the literature in information design, where the principal designs optimal mechanisms to signal information to agents. Yang et al. (2019) examine algorithmic approaches to compute optimal mechanisms for a principal to signal its private information either publicly to all agents or through private messages to each agent, in settings with resource competition and negative externalities among agents. In contrast, our focus is on the comparison of spatial information-sharing mechanisms observed in practice through analytical modeling as well as laboratory experiments, which takes drivers' behavior into account explicitly. Moreover, we focus on a specific form of a private information-sharing mechanism motivated by practice wherein the demand-supply mismatch in a surge region is revealed only to the nearest drivers.

Lastly, our work is related to the literature on information sharing in OM, particularly to supply chain settings where a downstream firm shares market information (such as the demand forecast) with upstream firm(s) (Lee et al. 2000; Cachon and Fisher 2000; Lee and Whang 2000; Gavirneni et al. 1999; Li 2002; Gaur et al. 2005; Chen and Lee 2009; Cui et al. 2015). Our work is differentiated by the distinctive characteristics of the on-demand service platform context-most notably, the spatial nature of demand and supply faced by the platform, and the drivers' ability to choose which region (i.e., market) to serve in.

### 2.3 Model Formulation

We consider an on-demand service platform that operates in a market consisting of three zones, which represent different geographical regions. The platform receives service requests in each zone, which we refer to as the customer demand, and aims to fulfill those requests as soon as possible by assigning each request to a driver available in that zone. Initially, a fixed number of drivers is available in each zone; however, the platform utilizes dynamic pricing and information sharing on market conditions to motivate those drivers to relocate in order to match supply and demand across all zones more effectively.

We consider three different formats for sharing demand-supply mismatch information by the platform. We define demand-supply mismatch as the difference between demand and supply. The platform is either committed to sharing information about ( $i$ ) the magnitude of demand-supply mismatch solely in a surge zone (where demand exceeds supply) with all drivers (surge information sharing); (ii) the magnitude of demand-supply mismatch in all three zones with all drivers (full information sharing); or (iii) the magnitude of demand-supply mismatch solely in a surge zone but only with drivers sufficiently close by (local information sharing). Since sharing misleading information will have negative consequences for the platform in the long run, we focus on truthful information sharing by the platform.

The sequence of events for the platform and drivers is depicted in Figure 2.2. First, in Stage 1, the uncertain customer demand is realized in all three zones and the platform shares demandsupply mismatch information with drivers according to its pre-committed format as summarized in Table 2.1. Then, each driver determines whether to stay and continue to seek customers in his current zone, or to move to a different zone to seek customers by incurring a positive relocation cost. If drivers choose to move to a different zone, they are no longer available to serve customers in their initial zone. Next, the platform matches the customer demand in each zone with the drivers that have chosen to stay in that zone. Relocating to another zone or fulfilling a customer request each takes the entire duration of Stage 1 for a driver. Stage 2 proceeds similarly to Stage 1, with

Table 2.1: Information structure for Stage 1

| Mismatch Information | Full Information |  |  | Surge Information |  |  | Local Information |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Available to Drivers in: | Zone 1 | Zone 2 | Zone 3 | Zone 1 | Zone 2 | Zone 3 | Zone 1 | Zone 2 | Zone 3 |
| Zone 1 | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |  |  |  |
| Zone 2 | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |
| Zone 3 | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |

the exception that the customer demand in each zone is now matched with an updated driver pool, which includes both the drivers that have chosen to stay in that zone in Stage 1 as well as those (if any) that have chosen to relocate to that zone from other zones.


Figure 2.2: Sequence of events

Demand in Zone $j \in\{1,2,3\}$ in Stage 1 is represented by the random variable $D_{j}$, which follows a Uniform distribution $U[0, n]$. The demand across all zones is independent and identically distributed ${ }^{2}$. Since stages 1 and 2 represent two close points in time, we assume for tractability that the demand in Stage 2 in Zone $j$ is equal to the realized Stage 1 demand $D_{j}=d_{j}$ of that zone. The demand distribution in each zone is common knowledge among all drivers; however, a driver does not observe the realized demand in a particular zone if that information is not made available by the platform.

There is a spatial imbalance of supply across the zones prior to Stage 1, with Zones 1 and 2

[^1]experiencing an excess supply of drivers and Zone 3 experiencing a shortage of drivers. Initial number of drivers in Zones 1, 2, and 3 is $(1+\gamma) n,(2-\gamma) n$, and 0 , respectively, where $\gamma \in[0,1]$ captures spatial supply heterogeneity. For example, $\gamma=0.5$ represents a setting where drivers are equally concentrated in Zones 1 and 2 initially, whereas $\gamma>0.5$ represents a setting where more drivers are located in Zone 1. Despite the initial supply imbalance across zones, the total supply of drivers is sufficient to cover the total customer demand. We assume that the initial level of supply across the zones is common knowledge among all drivers ${ }^{3}$. Consequently, drivers can infer the realized demand perfectly from the demand-supply mismatch information shared by the platform.

Drivers incur the relocation cost $r_{1}$ to move between Zones 1 and 3, and $r_{2}$ to move between Zone 2 and 3, where $r_{1}>r_{2}>0$. The asymmetry in relocation costs could occur either because the distance between Zones 1 and 3 is greater than that between Zones 2 and 3, or the disutility of moving between Zones 1 and 3 exceeds that of moving between Zones 2 and 3 due to exogenous factors such as the traffic. To focus on drivers' relocation behavior from non-surge to surge zones, we assume that the relocation costs between Zones 1 and 2 are sufficiently high such that drivers would not move between these two zones. Relocation costs are common knowledge among all drivers. An illustration of the three zones and their characteristics is provided in Figure 2.3.


Figure 2.3: Illustration of zones

[^2]The platform implements surge pricing; drivers in a surge zone are paid proportionally to the demand relative to the available driver supply in that zone (Yan et al. 2020; Castillo et al. 2017; Dholakia 2015; Chen et al. 2015). To focus on the platform's choice of the informationsharing format, we assume that the platform implements a consistent pricing policy across the three information-sharing mechanisms ${ }^{4}$, which can be explained as follows. Let $s_{j k}$ denote the number of drivers available to serve customers in Zone $j$ at the end of Stage $k \in\{1,2\}$. If the demand in Zone $j, d_{j}$, is less than or equal to $s_{j k}$, this implies that Zone $j$ is not surging. In that case, the driver is allocated a customer request with probability $d_{j} / s_{j k}$ and earns base earning $p>0$ for completing it. If the driver is not assigned to a customer, the driver earns 0 . On the other hand, if $d_{j}>s_{j k}$, this implies that Zone $j$ is a surge zone. In that case, the driver is allocated a customer request with probability 1 and earns $p \times\left(d_{j} / s_{j k}\right)$ for completing the request. Here, the term $\left(d_{j} / s_{j k}\right)$ in the driver's earning captures the surge multiplier implemented by the platform, which is proportional to the demand-supply mismatch in the surge zone ${ }^{5}$. By making the demand-supply mismatch a major determinant of the surge multiplier, the platform offers financial incentives for drivers to relocate to the undersupplied area (Lu et al. 2018). Finally, we assume that drivers' relocation costs do not exceed their base earning $p$, i.e., $p>r_{1}>r_{2}$, such that the spatial information shared to induce relocation is more likely to create value for drivers and the platform.

[^3]
### 2.4 Equilibrium Analysis with Rational Drivers

Characterization of Equilibria: We focus on asymmetric pure strategy equilibria in our analysis below. Specifically, each driver chooses whether to stay in his initial zone or move to Zone 3 as a best-response to the stay/move decisions of all other drivers. In our setting, each driver's expected net earnings from staying and moving depends only on the total number of drivers choosing to stay in the driver's initial zone and the total number of drivers choosing to move to Zone 3, respectively. The equilibrium conditions identified in Propositions 1-3 below ensure under the respective information-sharing mechanism that neither driver has an incentive to deviate. In addition to summarizing the equilibrium conditions, Propositions 1-3 establish the existence of an equilibrium under the respective information-sharing mechanism.

We first characterize the equilibria with surge information sharing upon the platform revealing the demand-supply mismatch in Zone 3 at the beginning of Stage 1. Since the initial driver supply in Zone 3 is 0 and common knowledge to all drivers, the demand-supply mismatch revealed to drivers is equivalent to the realized Zone 3 demand, $D_{3}=d_{3}$. Hence, proportions of drivers that move from Zones 1 and 2 in equilibrium are denoted as functions of $d_{3}$, as $\theta_{1 s}^{*}\left(d_{3}\right)$ and $\theta_{2 s}^{*}\left(d_{3}\right)$, respectively. We focus our attention to $D_{3}=d_{3}>0$ as the proof of Proposition 1 establishes that $\theta_{1 s}^{*}\left(d_{3}\right)=\theta_{2 s}^{*}\left(d_{3}\right)=0$ for $d_{3}=0$.

Proposition 1. With surge information sharing, there exist thresholds $\underline{r}_{s}$ and $\bar{r}_{s}$ such that
(a) an equilibrium exists in which only some drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \geq \bar{r}_{s}$. In this equilibrium, $\theta_{1 s}^{*}\left(d_{3}\right)=0$, and the unique $\theta_{2 s}^{*}\left(d_{3}\right) \in(0,1)$ equals

$$
\begin{equation*}
\frac{d_{3} p+n p+(2-\gamma) n r_{2}-\sqrt{\left(d_{3} p+n p+(2-\gamma) n r_{2}\right)^{2}-4(2-\gamma) d_{3} n p r_{2}}}{2(2-\gamma) n r_{2}} \tag{2.1}
\end{equation*}
$$

(b) An equilibrium exists in which only some drivers initially in Zone 1 relocate to Zone 3 if and
only if $r_{1} \leq \underline{r}_{s}$. In this equilibrium, $\theta_{2 s}^{*}\left(d_{3}\right)=0$, and the unique $\theta_{1 s}^{*}\left(d_{3}\right) \in(0,1)$ equals

$$
\begin{equation*}
\frac{d_{3} p+n p+(1+\gamma) n r_{1}-\sqrt{\left(d_{3} p+n p+(1+\gamma) n r_{1}\right)^{2}-4(1+\gamma) d_{3} n p r_{1}}}{2(1+\gamma) n r_{1}} \tag{2.2}
\end{equation*}
$$

(c) If $\underline{r}_{s}<r_{1}<\bar{r}_{s}$, a unique equilibrium exists in which a proportion of drivers from both zones relocate to Zone 3. In this equilibrium, $\theta_{1 s}^{*}\left(d_{3}\right) \in(0,1)$ and $\theta_{2 s}^{*}\left(d_{3}\right) \in(0,1)$ uniquely solve

$$
\begin{align*}
& \frac{1}{(1+\gamma)\left(1-\theta_{1 s}^{*}\right)}=\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}\right]}-\frac{r_{1}}{p}  \tag{2.3}\\
& \frac{1}{(2-\gamma)\left(1-\theta_{2 s}^{*}\right)}=\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}\right]}-\frac{r_{2}}{p} . \tag{2.4}
\end{align*}
$$

(d) $\underline{r}_{s}>r_{2}$ if and only if $\gamma>\tilde{\gamma}>0.5$.

The thresholds $\bar{r}_{s}$ and $\underline{r}_{s}$ are defined in the proof of the proposition in Appendix section A.1. According to Proposition 1, three types of equilibria occur with surge information sharing. In the first type of equilibrium (described in part (a)), which occurs when relocating from Zone 1 to Zone 3 is very costly, all drivers in Zone 1 choose to stay in their initial zone, and some of the drivers from only Zone 2 relocate to Zone 3. In the second type of equilibrium (part (c)), which occurs when the cost of relocating from Zone 1 to Zone 3 assumes an intermediate value, the surge zone attracts some drivers from both Zones 1 and 2. The equilibrium conditions (3) and (4) imply that a driver's expected net earnings from staying in its initial zone (in the left-hand-side) is equal to the expected net earnings from moving to Zone 3 (on the right-hand-side) given the actions of all drivers, and hence, neither driver has incentive to deviate. Finally, in the third type of equilibrium (part (b)), which occurs under relatively low costs of relocating from Zone 1 to Zone 3, only some drivers initially in Zone 1 choose to relocate to Zone 3, while Zone 2 drivers stay in their initial zone. Importantly, part (d) implies that the third type of equilibrium emerges as long as the initial driver supply in Zone 1 is higher than in Zone 2, and disappears otherwise (as by definition $r_{1}>r_{2}$ ). The rationale is that Zone 2 drivers are aware of their relocation cost advantage over Zone 1 drivers, and may be discouraged from moving to Zone 3 if and only if they expect to face
stiff competition from Zone 1 drivers, which would occur under a high initial driver supply in Zone 1.

We next characterize the equilibria with full information sharing upon the platform revealing the demand-supply mismatch in all zones at the beginning of Stage 1 . Since the initial driver supply in all zones are fixed and common knowledge to all drivers, the demand-supply mismatch information reveals the realized demand in all zones $\left(D_{1}, D_{2}, D_{3}\right)=\left(d_{1}, d_{2}, d_{3}\right)$ to drivers. Hence, the proportions of drivers that move from Zones 1 and 2 in equilibrium are denoted as functions of $d_{1}, d_{2}$ and $d_{3}$ as $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)$, respectively. We focus our attention to $\left\{d_{1}, d_{2}, d_{3}\right\}>0$, while cases with zero demand in one or more zones are relegated to Appendix section A. 1 (see Propositions 4-6).

Proposition 2. With full information sharing, there exist thresholds $\underline{r}_{f}$ and $\bar{r}_{f}$ such that
(a) an equilibrium exists in which only some drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \geq \bar{r}_{f}$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$, and the unique $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right) \in$ $(0,1)$ equals

$$
\begin{equation*}
\frac{2 d_{2} n p+d_{3} p+(2-\gamma) n r_{2}-\sqrt{\left(2 d_{2} n p-d_{3} p+(2-\gamma) n r_{2}\right)^{2}+8 d_{2} d_{3} n p^{2}}}{2(2-\gamma) n r_{2}} \tag{2.5}
\end{equation*}
$$

(b) An equilibrium exists in which only some drivers initially in Zone 1 relocate to Zone 3 if and only if $r_{1} \leq \underline{r}_{f}$. In this equilibrium, $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$, and the unique $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right) \in$ $(0,1)$ equals

$$
\begin{equation*}
\frac{2 d_{1} n p+d_{3} p+(1+\gamma) n r_{1}-\sqrt{\left(2 d_{1} n p-d_{3} p+(1+\gamma) n r_{1}\right)^{2}+8 d_{1} d_{3} n p^{2}}}{2(1+\gamma) n r_{1}} \tag{2.6}
\end{equation*}
$$

(c) if $\underline{r}_{f}<r_{1}<\bar{r}_{f}$, a unique equilibrium exists in which a proportion of drivers from both zones relocate to Zone 3. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right) \in(0,1)$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right) \in(0,1)$
are unique solutions to

$$
\begin{align*}
\frac{2 d_{1}}{n(1+\gamma)\left(1-\theta_{1 f}^{*}\right)} & =\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 f}^{*}+(2-\gamma) \theta_{2 f}^{*}\right]}-\frac{r_{1}}{p}  \tag{2.7}\\
\frac{2 d_{2}}{n(2-\gamma)\left(1-\theta_{2 f}^{*}\right)} & =\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 f}^{*}+(2-\gamma) \theta_{2 f}^{*}\right]}-\frac{r_{2}}{p} . \tag{2.8}
\end{align*}
$$

The thresholds $\bar{r}_{f}$ and $\underline{r}_{f}$ are defined in the proof of the proposition in Appendix section A.1. Consistent with Proposition 1, Proposition 2 demonstrates three types of equilibria depending on the cost of relocation $r_{1}$ from Zone 1: When the relocation cost assumes a value in the two extremes (either very high or low), a proportion of drivers from only one of the zones relocate to Zone 3, whereas the surge zone is able to attract drivers from both zones for intermediate values of the relocation cost. Importantly, the thresholds on the relocation cost identified by Proposition 1 and 2 are different because the thresholds with full information sharing would depend on the local demand conditions in non-surge zones as well as the demand condition in Zone 3, as drivers base their decisions on the demand conditions in all zones.

Finally, Proposition 3 characterizes the equilibria under local information sharing upon the platform revealing the demand-supply mismatch in Zone 3 to only Zone 2 drivers at the beginning of Stage 1. As discussed with surge information sharing, since the initial driver supply in Zone 3 is 0 and common knowledge to all drivers, the revealed demand-supply mismatch in Zone 3 is equivalent to the realized Zone 3 demand, $D_{3}=d_{3}$. Consequently, the proportion of drivers that move from Zone 2 to Zone 3 in equilibrium is a function of $d_{3}$ denoted by $\theta_{2 \ell}^{*}\left(d_{3}\right)$. In contrast, drivers initially in Zone 1 do not receive any demand-supply mismatch information from the platform, and hence, the proportion of drivers relocating from Zone 1 to Zone 3 in equilibrium $\theta_{1 \ell}^{*}$ does not vary with $d_{3}$. As evident from the proposition below, the types of equilibria observed with local information sharing follow a consistent pattern to those with surge and full information sharing, albeit leading to different thresholds on the relocation cost $r_{1}$.

Proposition 3. With local information sharing, there exist thresholds $\underline{r}_{\ell}$ and $\bar{r}_{\ell}$ such that
(a) an equilibrium exists in which only some drivers initially in Zone 2 relocate to Zone 3 if and
only if $r_{1} \geq \bar{r}_{\ell}$. In this equilibrium, $\theta_{1 \ell}^{*}=0$, and the unique $\theta_{2 \ell}^{*}\left(d_{3}\right) \in[0,1)$ equals

$$
\begin{equation*}
=\frac{d_{3} p+n p+(2-\gamma) n r_{2}-\sqrt{\left(d_{3} p+n p+(2-\gamma) n r_{2}\right)^{2}-4(2-\gamma) d_{3} n p r_{2}}}{2(2-\gamma) n r_{2}} \tag{2.9}
\end{equation*}
$$

for each $d_{3} \in[0, n]$.
(b) An equilibrium exists in which only some drivers initially in Zone 1 relocate to Zone 3 if and only if $r_{1} \leq \underline{r}_{\ell}$. In this equilibrium, $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ for all $d_{3} \in[0, n]$, and the unique $\theta_{1 \ell}^{*} \in(0,1)$ equals

$$
\begin{equation*}
\frac{2 p}{3 p+2(1+\gamma) r_{1}+\sqrt{9 p^{2}+4(1+\gamma) r_{1}\left(p+(1+\gamma) r_{1}\right)}} . \tag{2.10}
\end{equation*}
$$

(c) if $\underline{r}_{\ell}<r_{1}<\bar{r}_{\ell}$, a unique equilibrium exists in which $\theta_{1 \ell}^{*} \in(0,1)$ and $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ for $d_{3} \in\left[0, \bar{d}_{3}\right]$ and $\theta_{2 \ell}^{*}\left(d_{3}\right) \in(0,1)$ for $d_{3} \in\left(\bar{d}_{3}, n\right]$. In this equilibrium, $\bar{d}_{3}, \theta_{1 \ell}^{*}$, and $\theta_{2 \ell}^{*}\left(d_{3}\right)$ uniquely solve

$$
\begin{align*}
\bar{d}_{3} & =\frac{\left(1+r_{2}(2-\gamma)\right)(1+\gamma) \theta_{1 \ell}^{*}}{(2-\gamma)},  \tag{2.11}\\
\frac{1}{(2-\gamma)\left(1-\theta_{2 \ell}^{*}\left(d_{3}\right)\right)} & =\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 \ell}^{*}+(2-\gamma) \theta_{2 \ell}^{*}\left(d_{3}\right)\right]}-\frac{r_{2}}{p} \text { for each } d_{3}>\bar{d}_{3},  \tag{2.12}\\
\frac{1}{(1+\gamma)\left(1-\theta_{1 \ell}^{*}\right)} & =E\left[\frac{d_{3}}{n\left[(1+\gamma) \theta_{1 \ell}^{*}+(2-\gamma) \theta_{2 \ell}^{*}\left(d_{3}\right)\right]}\right]-\frac{r_{1}}{p} . \tag{2.13}
\end{align*}
$$

The thresholds $\bar{r}_{\ell}$ and $\underline{r}_{\ell}$ are defined in the proof of the proposition in Appendix section A.1.
In comparing the three information-sharing mechanisms, we utilize expected matching efficiency as the primary performance metric, which is characterized next. This metric is motivated by practice, wherein the average portion of ride requests completed is a key metric tracked by the top management of platforms such as Uber (Bradshaw and Lee 2022).

Matching Efficiency: Based on prior literature (Banerjee et al. 2022; Özkan and Ward 2020; Jiang et al. 2021), we define expected matching efficiency as the expected proportion of customers
served across the three zones in Stage 2,

$$
\begin{align*}
E\left[\frac{\min \left\{d_{1},(1+\gamma) n\left(1-\theta_{1 m_{i}}\right)\right\}}{d_{1}+d_{2}+d_{3}}\right]+E & {\left[\frac{\min \left\{d_{2},(2-\gamma) n\left(1-\theta_{2 m_{i}}\right)\right\}}{d_{1}+d_{2}+d_{3}}\right]+} \\
& E\left[\frac{\min \left\{d_{3},(1+\gamma) n \theta_{1 m_{i}}+(2-\gamma) n \theta_{2 m_{i}}\right\}}{d_{1}+d_{2}+d_{3}}\right] \tag{2.14}
\end{align*}
$$

where $m_{i} \in\{s, f, \ell\}$ refers to the information-sharing mechanism, and $\theta_{1 m_{i}}$ and $\theta_{2 m_{i}}$ are the proportions of drivers moving from Zone 1 and Zone 2 under mechanism $m_{i}$, respectively, according to Propositions 1-3. The expectation in (Equation 2.14) is taken over the demand distributions of $d_{1}, d_{2}$, and $d_{3}$. In examining the matching efficiency below, we consider Stage 2 exclusively because the impact of drivers' decisions on matching outcomes is fully reflected at that stage ${ }^{6}$.

Importantly, equilibrium conditions in Proposition 1-3 depend only on the following key parameters of the model, which are all between 0 and 1: relocation costs relative to the driver's base earning $p$, demand levels relative to the maximum possible demand, and the initial balance of drivers in Zones 1 and 2 captured in the parameter $\gamma$. This allows us to evaluate the matching efficiency under all parameter conditions for each information-sharing mechanism numerically, and make comparisons across mechanisms. Figure 2.4 summarizes how relocation costs affect the ordering between the three information mechanisms in terms of expected matching efficiency.

Observation 1. Comparisons of information-sharing mechanisms in terms of expected matching efficiency are qualitatively similar to those in Figure 2.4a for $\gamma \geq \underline{\gamma}$, and to those in Figure $2.4 b$ for $\gamma<\underline{\gamma}$. For $\gamma \in[\bar{\gamma}, 1]$ (where $\bar{\gamma}>\underline{\gamma})$, the region wherein surge and local information sharing are equivalent disappears, as shown in Figure 2.4c.

To explain the intuition behind Figure 2.4a, we first consider the comparison of surge and full information sharing. With either mechanism, the platform is able to achieve a high matching efficiency in expectation in non-surge zones due to the abundant initial supply in these zones. Therefore, in our discussion below, we focus on how full and surge information sharing affect

[^4]
(c) Fewer drivers initially in Zone 2 than in Zone $1(\gamma=1)$


Figure 2.4: Comparison of expected matching efficiency under full, surge, and local information mechanisms.
the matching efficiency in Zone 3. Suppose that relocation costs are low (dark gray region). With surge information sharing, moving to Zone 3 is attractive for even modest surge conditions because of the greater earning opportunities available to drivers in Zone 3 and low relocation costs. As a result, surge information sharing is able to attract many drivers to Zone 3, sufficient to cover the surge demand in that zone for most demand scenarios. ${ }^{7}$ With full information sharing, drivers learn not only about the surge conditions in Zone 3, but also the demand-supply mismatch in their own zone. Then, facing the same level of surge, more drivers move to Zone 3 in equilibrium with full information sharing (than with surge information sharing) upon finding out about low demand in non-surge zones, and fewer drivers move to Zone 3 in equilibrium with full information sharing (than with surge) upon learning about high demand in non-surge zones. In the former case, full information sharing provides limited (if any) improvement in matching efficiency over surge information sharing because surge information sharing is already able to achieve a high matching efficiency in Zone 3, whereas in the latter case, full information sharing has the disadvantage of serving fewer customers in Zone $3 .{ }^{8}$ Therefore, the overall matching efficiency is lower in expectation with full information sharing than with surge information sharing.

As relocation costs increase, drivers are deterred from moving, which reduces the matching efficiency in Zone 3 achievable with either mechanism. Then, by mobilizing drivers towards Zone 3 particularly under low demand conditions in non-surge zones, full information sharing helps to improve the matching efficiency under such demand scenarios and in expectation over surge information sharing.

Now consider the comparison of surge and local information sharing in Figure 2.4a. When costs of relocating from the two non-surge zones are not too different and a considerable supply of drivers is initially farther away, surge information sharing leads to higher matching efficiency than local. The rationale is that publicly revealing the surge allows the platform to tailor driver supply to demand conditions in Zone 3: Driver supply attracted from both zones is commensurate with

[^5]the level of surge demand. In contrast, with local information sharing, drivers in Zone 1 remain uncertain about the level of surge and base their decision on the average demand conditions. As a result, fewer drivers relocate than needed to cover demand in Zone 3 when the surge demand is relatively high, reducing the matching efficiency in Zone 3, and more drivers than needed relocate to Zone 3 otherwise, potentially reducing the matching efficiency in Zone 1. As the relocation cost $r_{1}$ further increases relative to $r_{2}$, it follows from Propositions 1a and 3a that all drivers in Zone 1 choose to stay in their initial zone with surge or local information sharing. Then, both mechanisms attract the same level of driver supply from the nearby zone and yield the same matching efficiency.

Figure 2.4a demonstrates that full information sharing yields greater matching efficiency than local when the initial supply of drivers in the distant non-surge zone is not low ( $\gamma \geq \underline{\gamma}$ ). With local information sharing, drivers in Zone 2 have better information on the surge conditions than those in Zone 1. Drivers in Zone 1 anticipate that many drivers from Zone 2 will relocate under highly favorable surge conditions, which reduces Zone 1 drivers' own incentive to move, and under other surge conditions, moving will not be worth the relocation cost. Hence, in expectation, drivers in Zone 1 are not highly incentivized to move with local information sharing. The platform then relies predominantly on the supply of drivers in Zone 2 to cover demand in Zones 2 and 3, which falls short in the region $\gamma \geq \underline{\gamma}$.

The comparison of information-sharing mechanisms in Figure 2.4b (representative of $\gamma<\underline{\gamma}$ ) is highly consistent with Figure 2.4a. The only exception is a new region on the lower right corner, wherein surge information sharing dominates full information. In this region, high relocation costs and the large supply of drivers available nearby the surge zone deter Zone 1 drivers from moving to Zone 3 regardless of the information-sharing mechanism. Then, the dynamics of Zone 2 drivers' relocation decisions are similar to the dark gray region in Figure 2.4a explained above: Facing low relocation costs, surge information sharing is able to attract many drivers from Zone 2 to meet the surge demand for most demand scenarios, whereas fewer drivers end up moving with full information sharing if the demand in Zone 2 is revealed to be high. That ends up reducing the overall matching efficiency in expectation with full information sharing.

Overall, these comparisons reveal that privately targeting drivers through local information sharing is strictly dominated in the region $\gamma \geq \underline{\gamma}$ by at least one of the public information-sharing mechanisms where all drivers observe the same information, and is redundant otherwise because another information-sharing mechanism performs at least as well. Therefore, private information sharing based on proximity only (as advertised by some platforms (Helling 2023)) without factoring in the supply availability or competitive dynamics can hurt the efficiency of a platform if drivers are fully rational.

Observation 2. Local information sharing is strictly dominated in terms of matching efficiency by full or surge information sharing for $\gamma \geq \underline{\gamma}$.

### 2.5 Experimental Design

The primary goal of our experiments is to examine how the format of demand-supply mismatch information sharing influences the platform's matching efficiency. Consistent with prevailing practice, we choose an experimental setting where the platform's adoption of surge information sharing is supported by standard theory to give theory its best shot: We consider a setting where surge is predicted to achieve greater overall matching efficiency than full and local information sharing.

We used a between-subject design where each participant assumed the role of a driver on an on-demand service platform and completed one of three different treatments-each corresponding to an information-sharing format defined above (full, surge, or local). Participants, who were recruited from the student body at a large public university in the United States and compensated monetarily according to their performance, made stay/move decisions over multiple independent periods. Participants reviewed the instructions and completed a comprehension quiz before they joined the experiment.

Each participant was assigned to either Zone 1 or Zone 2 at the beginning of the experiment and started each period in the same zone throughout the experiment. Each period consisted of two stages. At the beginning of Stage 1, demand values were drawn randomly for each of the three zones according to the demand distributions described in section 2.3. Then, depending on
the treatment, each participant received either some or no information about the initial demandsupply mismatch in different zones. For example, all participants were able to observe the initial demand-supply mismatch for all zones in the full information treatment, whereas in the local information treatment, only the participants assigned to Zone 2 were able to observe the demandsupply mismatch in Zone 3. Table 2.1 illustrates the information available to each participant in each treatment. Demand-supply mismatch is calculated as demand minus the number of drivers in a particular zone. Then in Stage 1, participants simultaneously decided whether to stay in their respective zones or move to Zone 3. Participants choosing to stay spent both stages in their zone, whereas participants choosing to move spent Stage 1 relocating, and Stage 2 in Zone 3. In their zone of presence in any stage, a participant was allocated a customer for sure if demand exceeded supply, and earned $p *$ (demand/supply), whereas if supply exceeded demand, they were allocated a customer with probability (demand/supply) in that zone, earning $p$, and were not allocated a customer with probability 1 - (demand/supply), and earned 0 . Participants deciding to move were not considered for demand allocation in Stage 1. At the end of Stage 1, participants were provided with updated demand-supply mismatch information (if applicable) based on the decisions of all drivers. Participants were also informed whether a customer was assigned to them. Stage 2 proceeded in a similar manner except that participants did not make relocation decisions in this stage. The feedback information shown at the end of each period involved a summary of the initial mismatch information shared and updated mismatch information from Stages 1 and 2 for each participant, whether a customer was assigned to the participant in each of the stages, the participant's earnings from each stage and for the entire period, and the cumulative earnings. The information structure for Stage 2 and illustrations of the experimental interface are provided in Table A. 7 and Figure A.3-Figure A.6, respectively, in Appendix section A.3.

To incorporate real effort, each participant went through a task phase in each stage lasting for about a minute, wherein the participant was presented with a random traffic sign and was asked to move the slider to an appropriate action. To ensure that participants applied effort, credits were deducted for each traffic sign that a participant gave an incorrect or no response to.

The experiments were conducted in the Spring of 2022. In total, 98 participants were recruited; there were 33 in the surge, 32 in the full, and 33 students in the local treatment ${ }^{9}$. Due to the social distancing guidelines during the COVID-19 pandemic, experiments were conducted online. The experimental interface was developed using SoPHIE (Hendriks 2012). During the experiment, participants were asked to simultaneously join a video conference on Zoom with their web cameras turned on for monitoring. At the beginning of the experiment, we reviewed the details of the experimental task and answered participants' questions. Participants then played through 5 trial periods for no monetary incentive, after which they proceeded to the main experiment. Participants made decisions over 40 periods and each treatment took about 90 minutes to complete. At the end of the experiment, participants were asked whether they had any practical experience of working as a service provider for a gig economy platform (e.g., Uber, Lyft, DoorDash, Grubhub etc.). Overall, 11 out 98 participants ( 3 in full, 5 in surge, and 3 in the local treatment) stated that they had such prior experience. Participants were paid $\$ 5$ as a show-up fee. The average total earnings in the full, surge, and local information treatments were $\$ 30.45$, $\$ 29.65$, and $\$ 29.79$, respectively.

In all experiments, we set the parameter values as follows: The maximum customer demand in each zone was $n=11$ and the total number of drivers was $3 n=33$. The demand in each zone was uniformly distributed between 0 and 11 . The spatial supply heterogeneity parameter was set to be $\gamma=1$, meaning that 22 drivers were initially assigned to Zone 1 and 11 drivers to Zone 2 . Relocation costs for drivers in Zones 1 and 2 were set to be $r_{1}=2.5$ and $r_{2}=2$, respectively. Drivers' base earning for a ride was $p=10$. We used the same sequence of demand values across all treatments.

Our parameter region represents a scenario with $\gamma \geq \underline{\gamma}$ and low relocation costs described in section 2.4, wherein highest expected matching efficiency should be achieved with surge information sharing, followed by full and local information sharing, respectively. Thus, we implement

[^6]a setting where the platform's decision to adopt surge information sharing is supported by standard theory. As the total supply is always at least as much as the total demand in our model, the matching efficiency performance is primarily driven by the platform's ability to match supply and demand in the surge zone. Consequently, expected matching efficiency in the surge zone follows the same ranking in our parameter region. Furthermore, for each information-sharing mechanism, our theoretical predictions on the overall matching efficiency as well as the matching efficiency in surge and non-surge zones serve as benchmarks to experimental observations. These theory benchmarks are displayed in Table 2.2. Our theoretical predictions are stated as formal hypotheses below, which we test experimentally and report in the next section.

Hypothesis 1. Under each information-sharing mechanism, the overall matching efficiency, and matching efficiency in surge and non-surge zones are equal to what theory predicts (Table 2.2).

Hypothesis 2. (a) The overall matching efficiency is highest with surge information sharing, followed by full and local information sharing, respectively.
(b) The matching efficiency in the surge zone is highest with surge information sharing, followed by full and local information sharing, respectively.

### 2.6 Experimental Results

In this section, we examine the experimental performance of the three information-sharing mechanisms and compare them to theory predictions. We also identify the sources of the deviations through analyzing drivers' relocation behavior. In the analysis below, theoretically predicted matching efficiency is used interchangeably with expected matching efficiency studied in section 2.4.

### 2.6.1 Matching Efficiency

Table 2.2 provides the theoretically predicted vs. experimental matching efficiencies in the surge zone (Zone 3), non-surge zones (Zones 1 and 2 combined), and across all zones. The theoreti-
cally predicted matching efficiency is calculated per period given the demand conditions and then averaged across periods. In calculating experimental matching efficiency, we focus on human participants' decisions, and exclude computerized drivers' decisions from the analysis. Doing so enables us to study the consequences of human drivers' decisions on matching efficiency and make fair comparisons between theoretical and observed outcomes. ${ }^{10}$

Table 2.2: Matching efficiency in Stage 2 in theory vs. experiments

| Treatment | Surge Zone |  | Non-Surge Zones |  | Overall |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Theory | Experiment | Theory | Experiment | Theory | Experiment |
| full | $93.43 \%$ | $98.81 \%$ | $100 \%$ | $100 \%$ | $98.02 \%$ | $99.37 \%$ |
| surge | $98.64 \%$ | $100 \%$ | $100 \%$ | $97.02 \%$ | $99.43 \%$ | $97.94 \%$ |
| local | $85.83 \%$ | $96.19 \%$ | $99.82 \%$ | $98.33 \%$ | $93.49 \%$ | $97.41 \%$ |

Table 2.2 demonstrates that directionally, the platform achieves lower overall matching efficiency than predicted in the surge treatment, while it achieves higher overall efficiency than predicted under the full and local treatments. Considering surge and non-surge zones separately provides a clearer picture: In the surge zone, the platform achieves greater matching efficiency than predicted under all three treatments, although this is especially pronounced with full and local information sharing. In the non-surge zones, however, the platform experiences some reduction in matching efficiency relative to theory with surge and local information sharing, with the magnitude of difference being relatively larger in case of the surge treatment. These directional observations on efficiency are further supported by the density plots in Figure A. 2 in Appendix subsection A.2.2, which illustrate the ratio of experimental to theoretically predicted matching efficiency for each set of demand instances tested in the experiment, thereby helping to compare theory and experiments in greater detail.

To test formally how the matching efficiency compares in theory versus experiments, we use a

[^7]regression model, as shown below:
$\Delta_{k t}^{j}=\lambda_{0}+\lambda_{1} \times T R S_{k t}+\lambda_{2} \times T R L_{k t}+\lambda_{3} \times t+\lambda_{4} \times\left(T R S_{k t} \times t\right)+\lambda_{5} \times\left(T R L_{k t} \times t\right)+\epsilon_{k t}$.

In this equation, the dependent variable is the difference between experimental and theoretically predicted matching efficiency in treatment $k$ in period $t$ of the experiment, and $j$ corresponds to the zone in question (i.e., $\{s, n s, o\}$ corresponding to surge zone, non-surge zones (Zones $1 \& 2$ ), and overall). $T R S_{k t}$ and $T R L_{k t}$ are the dummy variables for surge and local treatments, respectively. We control for the effect of period using the continuous variable $t$, which ranges from 1 to 40 . $\epsilon_{k t}$ is the error term, which is assumed to be normally distributed with zero mean and a positive standard deviation. We provide the regression estimates in Table 2.3 (models (1)-(3)).

Since the effect of surge and local treatments and the time trend are represented by separate terms in our regression model, a direct comparison of the matching efficiency with theory is not immediately available from the regression analysis. Therefore, we use linear hypothesis testing (Freund et al. 2006) to formally test theory predictions. Specifically, for each treatment, we first calculate the estimated gap in matching efficiency between experiment and theory averaged over period and then compare it to 0 . Table A. 1 in Appendix subsection A. 2.3 shows our linear hypotheses and Table 2.4 reports the results.

We find that the overall experimental matching efficiency is marginally lower than in theory under surge ( $p<0.1$ ), while being marginally greater than in theory under full ( $p<0.1$ ) and significantly greater than in theory under local information sharing ( $p<0.01$ ). Therefore, the platform serves fewer customers than predicted with surge information sharing, whereas it serves more customers than predicted with full and local information sharing in our experiments. Furthermore, the loss of efficiency in the surge treatment appears to stem from matching efficiency in the non-surge zones being lower than predicted ( $p<0.01$ ), whereas the efficiency improvement with full and local treatments appears to stem from matching efficiency in the surge zone being greater than predicted ( $p<0.05$ and $p<0.01$, respectively). Therefore, Hypothesis 1 is not supported.

Table 2.3: Regression analysis of experimental matching efficiency

|  | $\Delta$ Matching Efficiency |  |  | (Exp-Theory) | Matching Efficiency |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta^{s}$ | $\Delta^{n s}$ | $\Delta^{o}$ | $m^{s}$ | $m^{n s}$ | $m^{o}$ |  |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |  |
| Constant | 0.002 | -0.000 | 0.002 | $0.987^{* *}$ | $1.000^{* *}$ | $0.996^{* *}$ |  |
|  | $(0.046)$ | $(0.013)$ | $(0.021)$ | $(0.022)$ | $(0.014)$ | $(0.014)$ |  |
| $T R S$ | -0.000 | $-0.050^{* *}$ | -0.037 | 0.013 | $-0.050^{*}$ | -0.032 |  |
|  | $(0.064)$ | $(0.018)$ | $(0.030)$ | $(0.031)$ | $(0.020)$ | $(0.019)$ |  |
| $T R L$ | $0.110^{\dagger}$ | -0.017 | 0.035 | -0.030 | -0.016 | -0.021 |  |
|  | $(0.064)$ | $(0.018)$ | $(0.030)$ | $(0.031)$ | $(0.020)$ | $(0.019)$ |  |
|  | 0.003 | 0.000 | 0.001 | 0.0001 | 0.000 | -0.0001 |  |
|  | $(0.002)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ |  |
| $T R S \times t$ | -0.002 | 0.001 | 0.0004 | -0.0001 | 0.001 | 0.001 |  |
|  | $(0.003)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ |  |
| $T R L \times t$ |  |  |  |  |  |  |  |
|  | 0.003 | 0.0001 | -0.0005 | 0.0002 | -0.00002 | 0.0001 |  |
|  | $(0.003)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ | $(0.001)$ |  |

Number of observations in all models is $120 .{ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.
Table 2.4: Experimental vs. theoretically predicted matching efficiency: Linear hypothesis testing results

| Treatment | Surge Zone | Non-Surge Zones | Overall |
| :---: | :---: | :---: | :---: |
| full | $\begin{gathered} \text { Higher } \\ p=\mathbf{0 . 0 1 0} \end{gathered}$ | $\begin{gathered} \text { n.s. } \\ p=1 \end{gathered}$ | $\begin{gathered} \text { Higher } \\ p=\mathbf{0 . 0 9 8}^{\dagger} \end{gathered}$ |
| surge | $\stackrel{\substack{\text { n.s. } \\ p=0.553}}{ }$ | $\begin{gathered} \text { Lower } \\ p=\mathbf{0 . 0 0 0} \end{gathered}$ | $\begin{gathered} \text { Lower } \\ p=\mathbf{0 . 0 6 8} \end{gathered}$ |
| local | $\begin{gathered} \text { Higher } \\ p=\mathbf{0 . 0 0 0} \boldsymbol{o}^{* *} \end{gathered}$ | $\begin{gathered} \text { Lower } \\ p=\mathbf{0 . 0 0 9}{ }^{* *} \end{gathered}$ | $\begin{gathered} \text { Higher } \\ p=\mathbf{0 . 0 0 0}{ }^{* *} \end{gathered}$ |

These findings may indicate that all three treatments mobilize more drivers than predicted, but at varying degrees depending on the drivers' zone of origin: For example, if the surge treatment mobilizes more Zone 2 drivers than in theory, this may contribute to a reduction in the matching efficiency in Zone 2, as the initial driver supply is lower in that zone. In contrast, if full and local treatments mobilize more Zone 1 drivers than in theory, they may achieve greater matching efficiency in the surge zone without sacrificing the matching efficiency in non-surge zones as much. We explore these conjectures on drivers' relocation behavior in detail in subsection 2.6.2.

To compare matching efficiency across treatments, we implemented a regression model similar
to that in (Equation 2.15), as shown below:
$m_{k t}^{j}=\beta_{0}+\beta_{1} \times T R S_{k t}+\beta_{2} \times T R L_{k t}+\beta_{3} \times t+\beta_{4} \times\left(T R S_{k t} \times t\right)+\beta_{5} \times\left(T R L_{k t} \times t\right)+\epsilon_{k t}$.

The dependent variable $m_{k t}^{j}$ is the experimental matching efficiency in treatment $k$, period $t$, and $j$ corresponds to the zone in question. All other variables are as defined in (Equation 2.15). Our linear hypotheses are shown in Table A. 2 in Appendix subsection A.2.3, and the regression results are summarized in Table 2.3 (models (4)-(6)).

After controlling for the direct effect of time and its interaction with different treatments, we observe that surge information sharing does not provide a better matching performance compared to full or local information sharing. In fact, the matching performance of full information sharing is marginally higher than that of surge $(p$-value $=0.063$ ), while the performance of local information sharing is comparable (two-sided $p$-value $=0.613$ ). Therefore, Hypothesis 2(a) is not supported. Considering the two alternative mechanisms, full information sharing achieves greater overall matching efficiency compared to local information sharing in our experiments ( $p$-value $=0.021$ ).

Conducting a similar analysis for the matching efficiency of the surge zone only, we find evidence for surge information sharing outperforming local information sharing ( $p$-value $=0.007$ ), but not full information sharing (two-sided $p$-value for surge vs. full treatment is $=0.442$ ). Therefore, Hypothesis 2(b) is only partially supported. Furthermore, both full and local treatments tend to outperform the surge treatment in matching performance in the non-surge zones ( $p$-values for full vs. surge and local vs. surge are 0.001 and 0.082 , respectively). This leads us to conclude that the loss of matching efficiency in the non-surge zones provides a rationale for why surge information sharing does not dominate other mechanisms in the overall matching efficiency.

### 2.6.2 Drivers' Relocation Decisions

To facilitate our understanding of the matching efficiency results in subsection 2.6.1, we analyze human participants' relocation decisions in detail. Figure 2.5 shows how the number of drivers


Figure 2.5: Experimental and theoretically predicted number of drivers relocating from Zone 1, Zone 2, and the two zones combined, on vertical and horizontal axis, respectively.

Note: The size of the dot indicates the frequency of a particular observation.
choosing to relocate from Zone 1, Zone 2, and in total compares to the theory predictions across all periods in the experiments. The first row in Figure 2.5 suggests that with full information sharing, fewer drivers tend to relocate than theory when there is a bigger gap in demand-supply mismatch across surge and non-surge zones (which corresponds to the right half of the figures), and more drivers relocate than theory otherwise. In contrast, the second row of Figure 2.5 corresponding to surge treatment suggests that drivers initially assigned to Zone 2 tend to relocate more frequently than theory, which appears to result in higher total traffic from non-surge to surge than theory as well. With local information sharing (third row in Figure 2.5), we find visual evidence for more drivers leaving Zones 1 and 2 compared to theory, which results in higher total traffic than predicted.

To formally test drivers' relocation decisions against theory, we use a regression model that
controls for time and individual specific effects. Interpreting the proportion of relocating drivers from Zone $j$ given the demand conditions in period $t, \theta_{i t}^{j}$, as the theoretically predicted probability of moving for a driver, the dependent variable $\left(c_{i t}^{j}-\theta_{i t}^{j}\right)$ captures the difference between the observed choice $c_{i t}^{j}$ of driver $i$ (equal to 1 if the driver $i$ moves, and 0 otherwise) and theory prediction in period $t$. We use the following regression specification:

$$
\begin{align*}
\left(c_{i t}^{j}-\theta_{i t}^{j}\right)=\alpha_{0}+\alpha_{1} \times T R S_{i t}+\alpha_{2} \times T R L_{i t} & +\alpha_{3} \times t+\alpha_{4} \times\left(t \times T R S_{i t}\right)  \tag{2.17}\\
& +\alpha_{5} \times\left(t \times T R L_{i t}\right)+\nu_{i}+\epsilon_{i t} .
\end{align*}
$$

Here, $j$ corresponds to the initial zone in question for drivers (i.e., $\{1,2, o\}$ corresponding to Zone 1 , Zone 2, and overall). The term $\nu_{i}$ captures the individual-specific random effect. $\epsilon_{i t}$ is the error term, which is assumed to be normally distributed with zero mean and a positive standard deviation. As in subsection 2.6.1, we use linear hypothesis tests to examine the direction of the dependent variable in an average period in the experiment. Table A. 3 in Appendix subsection A.2.3 shows our linear hypotheses, Table 2.5 shows the regression results, and Table 2.6 shows the linear hypothesis results.

In the full treatment, we find that while Zone 1 drivers display a marginally greater frequency of relocation than in theory ( $p=0.093$ ), overall, drivers' relocation decisions do not significantly deviate from theory ( $p=0.303$ ). In the surge treatment, while Zone 1 drivers' relocation behavior remains consistent with theory ( $p=0.327$ ), drivers in Zone 2 choose to move more frequently than in theory ( $p<0.01$ ). This translates into greater overall movement than predicted ( $p<0.01$ ). In the local treatment, drivers in both zones choose to move more frequently than in theory ( $p<0.05$ and $p<0.01$, respectively, , leading to greater overall movement ( $p<0.01$ ).

These observations help us to reconcile the deviations in experimental matching efficiency from theory described in subsection 2.6.1. With full information sharing, although drivers' overall relocation patterns are consistent with predictions, the marginal increase in Zone 1 drivers' relocation frequency from theory can contribute to a boost in the overall matching efficiency: Since Zone 1 has very high supply relative to demand, even a slight increase in drivers' tendency to move out of

Table 2.5: Observed vs. predicted probability of moving: Regression models with random-effects for individuals.

|  | Dependent variable: $\left(c^{j}-\theta^{j}\right)$ |  |  |
| :--- | :---: | :---: | :---: |
|  | Zone 1 Drivers | Zone 2 Drivers | All Drivers pooled |
| Constant | 0.038 | $(2)$ | $(3)$ |
| $T R S$ | $(0.053)$ | $(0.011$ | 0.029 |
|  | 0.040 | $0.290^{* *}$ | $(0.040)$ |
| $T R L$ | $(0.075)$ | $(0.071)$ | $0.124^{*}$ |
|  | 0.064 | $0.216^{* *}$ | $(0.057)$ |
| $t$ | $(0.075)$ | $(0.071)$ | $0.115^{*}$ |
|  | 0.001 | -0.001 | $(0.057)$ |
| $T R S \times t$ | $(0.001)$ | $(0.002)$ | 0.000 |
|  | -0.003 | -0.002 | $(0.001)$ |
| $T R L \times t$ | $(0.002)$ | $(0.002)$ | $-0.002^{\dagger}$ |
|  | -0.002 | $-0.004^{\dagger}$ | $(0.001)$ |
| Observations | $(0.002)$ | $(0.002)$ | $-0.003^{\dagger}$ |
|  | 2600 | 1320 | $(0.001)$ |

Standard errors in parentheses. ${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.
Table 2.6: Observed vs. predicted probability of moving: Linear hypothesis testing results.

| Treatment | Zone 1 Drivers | Zone 2 Drivers | Overall |
| :---: | :---: | :---: | :---: |
| full | Higher <br> $p=\mathbf{0 . 0 9 3}$ | n.s. <br> $p=0.762$ | n.s <br> $p=0.303$ |
| surge | n.s. <br> $p=0.327$ | Higher <br> $p=\mathbf{0 . 0 0 0}$ | Higher <br> $p=\mathbf{0 . 0 0 1}$ |
| local | Higher <br> $p=\mathbf{0 . 0 3 7 3}^{*}$ | Higher <br> $p=\mathbf{0 . 0 0 1 ~}^{* *}$ | Higher <br> $p=\mathbf{0 . 0 0 3}^{* *}$ |

${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$. Non-significant results are denoted by $n . s$ and reported with p -values from two-sided tests.
that zone can help the platform to match more customers in the surge zone, without compromising the matching performance in Zone 1 as much.

As discussed in section 2.1, most platforms have employed surge information sharing as their primary mode of sharing information. Our experimental results show that human drivers are more likely to relocate than in an equilibrium with rational drivers under surge information sharing, which is consistent with the "flocking" problem observed in practice. Note however that despite helping to increase the matching efficiency in the surge zone directionally, this higher frequency
of relocation does not compensate for the loss of efficiency in the non-surge zones and is therefore redundant, while in reality it will be undesirable for contributing to traffic congestion.

An over-movement tendency persists with local information sharing, wherein human drivers from both non-surge zones are more likely to relocate than in theory. Although this tendency creates a loss of efficiency in non-surge zones and particularly in Zone 2, the platform is able to overcome that by matching the surge demand more effectively through mobilizing Zone 1 drivers located farther from the surge zone. Consequently, the platform is able to achieve a greater overall matching efficiency than predicted.

To examine whether participants' prior experience working as a service provider (or not) influence their relocation decisions in the experiments, we replicate our analysis in Table 2.5 with an additional variable capturing prior practical experience. Results reported in Table A. 6 in Appendix subsection A.2.6 show that participants' deviations from theory are not significantly affected by their prior experience.

Table 2.7: Effect of information on drivers' decisions. Logistic regression models with randomeffects for individuals.

|  | Dependent variable: $\operatorname{logit}\left(\operatorname{Pr}\left(c_{i t}^{j}=1\right)\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Zone 1 full <br> (1) | Zone 2 full (2) | Zone 1 surge (3) | Zone 2 surge (4) | Zone 1 local (5) | Zone 2 local (6) |
| Constant | $\begin{gathered} -1.487^{* *} \\ (0.356) \end{gathered}$ | $\begin{gathered} -2.745^{* *} \\ (0.739) \end{gathered}$ | $\begin{gathered} -3.344^{* *} \\ (0.509) \end{gathered}$ | $\begin{gathered} -1.628^{* *} \\ (0.512) \end{gathered}$ | $\begin{gathered} -0.599^{\dagger} \\ (0.341) \end{gathered}$ | $\begin{gathered} -2.396^{* *} \\ (0.448) \end{gathered}$ |
| $d_{1}$ | $\begin{gathered} -0.069^{* *} \\ (0.024) \end{gathered}$ | $\begin{aligned} & 0.158^{* *} \\ & (0.052) \end{aligned}$ |  |  |  |  |
| $d_{2}$ | $\begin{aligned} & 0.066^{* *} \\ & (0.024) \end{aligned}$ | $\begin{gathered} -0.233^{* *} \\ (0.057) \end{gathered}$ |  |  |  |  |
| $d_{3}$ | $\begin{aligned} & 0.151^{* *} \\ & (0.031) \end{aligned}$ | $\begin{aligned} & 0.200^{* *} \\ & (0.071) \end{aligned}$ | $\begin{aligned} & 0.404^{* *} \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.101^{*} \\ & (0.048) \end{aligned}$ | $\begin{aligned} & -0.042 \\ & (0.031) \end{aligned}$ | $\begin{aligned} & 0.235^{* *} \\ & (0.059) \end{aligned}$ |
| $t$ | $\begin{aligned} & 0.0002 \\ & (0.007) \end{aligned}$ | $\begin{gathered} -0.042^{* *} \\ (0.015) \end{gathered}$ | $\begin{gathered} -0.016^{\dagger} \\ (0.008) \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.007) \end{aligned}$ | $\begin{gathered} -0.037^{* *} \\ (0.012) \end{gathered}$ |
| Observations | 840 | 440 | 880 | 440 | 880 | 440 |

Standard errors in parentheses. ${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.

To gain further insight into human drivers' decisions, we consider how the information revealed by the platform influences their decisions. Using logistic regression models, we regress drivers'
stay/move choices against the demand information available to them, time, and random-effects for individuals. We conduct this analysis for each zone and treatment separately because the information available can be different across treatments and zones. Results are shown in Table 2.7. All notation is as defined previously.

Models (1) and (2) in Table 2.7 demonstrate that in the full treatment, drivers utilize all pieces of the shared demand information in their decision making and in a consistent manner with theory. Drivers were more likely to move when the demand surge was higher and less likely to move when the demand in their own zone was higher. Interestingly, drivers were sensitive to demand in the other non-surge zone: They moved more frequently when the demand in the other non-surge zone was higher, which is indicative of their strategic concerns about the behavior of drivers in the other non-surge zone.

Models (3), (4), and (6) in Table 2.7 demonstrate under both surge and local treatments that, as expected, drivers informed about the surge opportunity were more likely to move when the level of surge was higher. In contrast, Zone 1 drivers were not sensitive to the level of demand surge in the local treatment, thereby confirming that there was no leakage of demand information in our experiment. The negative time-effect in models (2), (3), and (6) suggests that the surge zone was not as attractive to some drivers over time as they gained more experience, which aligns with the sentiment among many drivers in practice (Ong et al. 2021). Moreover, this tendency exhibited by Zone 1 drivers in the surge treatment and Zone 2 drivers in the local treatment can be due to the greater competition these drivers face from drivers relocating from the other non-surge zone.

In Table A. 5 in Appendix subsection A.2.5, we show that the main insights from Table 2.7 discussed above continue to hold after controlling for drivers' decisions and earnings in the previous experimental period through lagged variables. Additionally, this analysis supports our intuition that a driver is more likely to choose the same decision as in the previous period after achieving high earnings from that decision.

### 2.7 Behavioral Model

Experimental results in section 2.6 suggest that participants' decisions deviate from the rational equilibrium prediction. In the surge and local treatments, we observe a greater tendency to relocate by drivers initially nearby the surge zone. We also observe greater movement of drivers located farther from the surge zone in the local treatment. Under the full treatment, drivers' relocation decisions tend to be consistent with theory overall, while there is some evidence that drivers farther from the surge zone display a marginally greater tendency to relocate.

To explain these observations behaviorally, we first consider regret aversion as a possible explanation. Regret aversion suggests that drivers make decisions to reduce the regret they would experience once the chosen and foregone alternatives are resolved. To explore its role in our experiments, we considered an expected utility model, which includes the drivers' earnings resulting from stay/move decisions as well as their anticipated regret. Here, we assume that drivers do not experience regret when the foregone option is not revealed explicitly (Zeelenberg 1999), but when it is, the expected disutility from regret is equivalent to foregone surplus multiplied by the regret coefficient and the probability of experiencing that regret (Özer and Zheng 2016). For example, this implies that under surge information sharing, regret occurs only when the foregone region surges in Stage 2. We observe that while the overall excess movement in the surge treatment can be explained by regret aversion, the regret model predicts that this would primarily stem from Zone 1 drivers, and not from Zone 2 drivers as we find in our experiments. The intuition is that Zone 1 drivers are unlikely to experience disutility from relocation because the probability of Zone 1 surging in Stage 2 is very low due to the high oversupply in Zone 1, but there is considerable chance for Zone 3 continuing to surge in Stage 2, which would induce disutility from staying on Zone 1 drivers. Moreover, decisions of Zone 1 drivers under local information sharing are unlikely to be explained by regret aversion since these drivers never receive feedback on their foregone zone, even if it surges in Stage 2. This leads us to preclude regret aversion as an explanation of our observations.

We hypothesize that two behavioral influences can provide a rationale for our experimental observations: (i) mental accounting (Thaler 1999) and loss aversion (Kahneman and Tversky 1979), and (ii) drivers' susceptibility to decision errors. We first consider mental accounting and loss aversion. Note in our setting that drivers who relocate experience a temporal separation between incurring the relocation cost in Stage 1 and receiving a payment for serving a customer in Zone 3 upon being matched, which happens in Stage 2. Prior literature (Ho and Zhang 2008) suggests that such a separation can lead drivers to evaluate the prospect of moving through two separate mental accounts-one for the relocation cost and the other for the expected payment upon relocation. Moreover, if drivers are loss averse, they may weigh the upfront loss due to the relocation cost more heavily than the subsequent payment. In the absence of competition among drivers, loss aversion would lead drivers to discount the total expected utility of moving. Furthermore, this direct effect of loss aversion would be stronger for Zone 1 drivers since they incur a higher cost of relocation than Zone 2 drivers. In the presence of competition among drivers, however, the effect of loss aversion is nontrivial, and it is possible that while Zone 1 drivers choose to relocate less often due to loss aversion, the reduced competition in Zone 3 may encourage a greater tendency to relocate by Zone 2 drivers. Therefore, mental accounting and loss aversion can help to explain the rationale for Zone 2 drivers' decisions in the surge and local treatments. Second, we suspect drivers to be prone to decision errors. This can be particularly apparent for Zone 1 drivers in the local treatment, as they make decisions in the absence of any demand information and under high uncertainty. Furthermore, decision errors can help to capture the visual evidence for behavior presented in Figure 2.5 on the full treatment (i.e., greater volume of relocation than theory when the predicted volume of relocation is low, and lower volume of relocation otherwise).

To capture drivers' mental accounting and loss aversion, we assume that a driver separates the relocation cost from the subsequently achievable expected payment while evaluating the total expected utility of moving. Following the prior literature (Becker-Peth et al. 2013; Zhang et al. 2016; Ho and Zhang 2008), we assume that drivers multiply the relocation cost with a loss aversion parameter $\beta \geq 1$ in calculating the disutility from incurring the relocation cost. When $\beta=1$,
drivers' behavior coincides with the rational model. We modify the equilibrium conditions in Propositions 1, 2, and 3 to capture the expected utility of staying and relocating, and compute the behavioral equilibria for the three treatments numerically.

Consistent with previous literature (Jiang et al. 2021), we interpret the proportion of drivers relocating in equilibrium as an individual's probability of relocating. We assume that under loss aversion, the decision of a driver $i$ in period $t$ in Zone 1 , $v_{i t}$, follows a Bernoulli distribution and takes value 1 with probability $\theta_{1 L A}$, and 0 with probability $\left(1-\theta_{1 L A}\right)$, with the value of 1 indicating a decision to move. Similarly, for a driver $j$ in Zone 2 , the decision variable $w_{j t}=1$ with probability $\theta_{2 L A}$, and $w_{j t}=0$ otherwise. The probability mass functions for Zone 1 and Zone 2 drivers' decision are given respectively by $f\left(v_{i t} ; \beta\right)=\left[\theta_{1 L A}\left(\beta, I_{i t}\right)\right]^{v_{i t}}\left[1-\theta_{1 L A}\left(\beta, I_{i t}\right)\right]^{1-v_{i t}}$, and $f\left(w_{j t} ; \beta\right)=\left[\theta_{2 L A}\left(\beta, I_{j t}\right)\right]^{w_{j t}}\left[1-\theta_{2 L A}\left(\beta, I_{j t}\right)\right]^{1-w_{j t}}$. Here, $\theta_{1 L A}\left(\beta, I_{i t}\right)$ and $\theta_{2 L A}\left(\beta, I_{j t}\right)$ are the proportions of drivers predicted to leave Zone 1 and Zone 2, respectively, when the loss aversion parameter is $\beta$, and $I_{i t}$ and $I_{j t}$ contain the demand-supply mismatch information shared by the platform with driver $i$ in Zone 1 and driver $j$ in Zone 2, respectively, in period $t$.

Drivers' decision errors are captured with the parameter $\epsilon$, which indicates the balance between drivers' loss aversion and their susceptibility to decision errors. That is, drivers' decisions are purely based on mental accounting and loss aversion when $\epsilon=0$, whereas drivers fully randomize between staying and moving when $\epsilon=1$. Accordingly, motivated by prior literature, the total negative log-likelihood is given by:

$$
\begin{equation*}
L(\beta, \epsilon)=-\log \left[\prod_{t=1}^{40} \prod_{i=1}^{N_{1}} \prod_{j=1}^{N_{2}}\left\{\left[(1-\epsilon) \cdot f\left(v_{i t} ; \beta\right)+0.5 \cdot \epsilon\right] \cdot\left[(1-\epsilon) \cdot f\left(w_{j t} ; \beta\right)+0.5 \cdot \epsilon\right]\right\}\right], \tag{2.18}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ denote the initial number of driver-participants in Zones 1 and 2, respectively.
For the observed data, we estimate the loss aversion and the decision error parameter in (Equation 2.18) for all three treatments together using the Maximum Likelihood Estimation approach. Table 2.8 shows the estimation results for the rational equilibrium model, the loss aversion equilibrium model ${ }^{11}$, a model involving decision errors only, and the full model that combines the

[^8]loss aversion equilibrium and drivers' decision errors. The estimated behavioral parameters are significant in all models. Furthermore, the Likelihood Ratio Test results, and the AIC and BIC values strongly suggest that the full behavioral model overall captures the experimental observations significantly better than nested models corresponding to rational theory, loss aversion only, or decision errors only.

Table 2.8: Behavioral model estimation results

|  | Rational <br> Model <br> $(1)$ | Loss <br> Aversion <br> $(2)$ | Decision <br> Errors <br> $(3)$ |  <br> Decision Errors <br> (Full Model) <br> $(4)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta$ |  | $\mathbf{1 . 6 5}^{* *}(0.068)$ |  | $\mathbf{1 . 7 0}^{* *}(0.167)$ |
| $\epsilon$ |  |  | $\mathbf{0 . 3 5 8}^{* *}(0.003)$ | $\mathbf{0 . 3 5 0}^{* *}(0.003)$ |
| $L(\beta, \epsilon)$ | 3901.622 | 3613.522 | 2252.45 | 2219.223 |
| $\chi^{2}(p-$ val $)$ | 0.000 | 0.000 | 0.000 |  |
| AIC | 7803.244 | 7229.044 | 4506.9 | 4442.446 |
| BIC | 7803.244 | 7235.318 | 4513.174 | 4463.268 |

Number of observations is 3920 . Standard errors in parentheses. For Likelihood Ratio Tests, $p$-values for comparison against the Full Model are shown. ${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.

Figure 2.6 illustrates the comparisons between the proportions of drivers relocating as predicted by the full behavioral model, as predicted by rational theory, and the corresponding proportions observed in experiments. Results are presented for surge and local treatments since deviations from theory are particularly significant for these treatments in subsection 2.6.2. For the surge treatment, the behavioral model describes Zone 2 drivers' movements much better than rational theory, while also representing Zone 1 drivers' decisions and the overall pattern of drivers' movements reasonably well. For the local treatment, the behavioral model describes Zone 1 drivers' movements better than rational theory, while also representing Zone 2 drivers' decisions and the overall pattern of drivers' movements reasonably well. Therefore, our estimation results indicate that loss aversion through mental accounting and decision errors are likely to be influential on drivers' deproportions in our estimations to an arbitrarily small positive value close to 0 to avoid taking logarithm of 0 , based on similar perturbations used in the literature in regression models involving logarithms of zeros (see Nunn 2008). We verified that the estimate is robust to the perturbation.


Figure 2.6: Experimental and predicted relocation probabilities
cisions, and a model incorporating these behavioral factors can better predict drivers' relocation behavior ${ }^{12}$.

### 2.8 Conclusion

In this paper, we study how an on-demand service platform's spatial information-sharing mechanism affects drivers' relocation decisions and the subsequent matching efficiency. We consider three information-sharing mechanisms from theory and practice: The platform either shares demandsupply mismatch information about region(s) with excess demand with all drivers (surge information sharing), all regions with all drivers (full information sharing), or about region(s) with excess demand only with the drivers sufficiently close by (local information sharing). Surge information sharing has been adopted by several platforms around the world and is the predominant mechanism in practice, while full and local information-sharing mechanisms have been recently experimented with by some platforms, partly to create more consistent market outcomes.

Through the theoretical analysis of an equilibrium with rational drivers, we demonstrate that full information sharing results in a lower overall matching efficiency than the benchmark of surge information sharing when drivers' relocation costs are low. The rationale is that with low relocation costs, surge information sharing can mobilize sufficiently many drivers from non-surge zones to fulfill the surge demand, whereas full information sharing may hinder drivers in non-surge zones from relocating if demand conditions in drivers' own zones are revealed to be favorable. Furthermore, local information sharing is strictly dominated by at least one other mechanism (full or surge) when there is limited supply of drivers available near the surge zone; otherwise, surge information sharing performs at least just as well.

Experimentally, surge information sharing does not increase the overall matching efficiency over other information-sharing mechanisms, despite the theoretical prediction that it should. Moreover, fewer customers are served with surge information sharing than predicted by theory. The rationale is that surge information sharing results in a greater influx of drivers from nearby zones

[^9]to the surge zone than theory: Although this driver influx helps to improve the matching efficiency of the surge demand, that does not compensate for the loss of matching efficiency in the non-surge zones, compromising the overall efficiency. These outcomes can limit the appeal of surge information sharing for platforms. Given the concerns raised by large cities on the congestion and pollution impacts of ride-hailing services (Benjaafar and Hu 2020), platforms may also increasingly seek to prevent redundant flocking of drivers.

Our experiments provide support for full information sharing to be a potent mechanism for improving the platform matching efficiency. With full information sharing, the platform tends to serve more customers than both standard theory and with surge information sharing, contradicting predictions. This mechanism also yields a better matching performance than local information sharing. With full information sharing, drivers respond to the demand-supply mismatch in their own zones as well as the surge zone in our experiments. As a result, drivers are motivated to move to the surge zone only when the demand-supply conditions in surge and non-surge zones collectively favor them to do so. This helps to alleviate the flocking problem and facilitate coordination among drivers, while not hurting their payoffs or utilization (as verified in Appendix subsection A.2.4). Full information sharing is also well aligned with platforms' efforts towards providing drivers with transparent earning opportunities (Uber ESG Report (2023), pp.11).

Our results also provide some empirical support for the potential benefits of local information sharing. This mechanism outperforms standard theory predictions in its efficiency to match supply and demand, while also achieving a comparable performance to surge information sharing. Interestingly, even though this mechanism creates a greater influx of drivers than theory towards the surge zone (as in surge information sharing), it is successful at mobilizing drivers from both nearby and farther zones. That helps to increase the matching efficiency in the surge zone without compromising the matching efficiency in non-surge zones as much, as farther zones have high supply relative to demand. Hence, private and targeted information dissemination mechanisms to drivers, as in local information sharing in our experiments, can indeed alleviate coordination problems among drivers, thereby validating a major motivation for their consideration in practice(Ong
et al. 2021).
Behaviorally, we find that two behavioral influences, drivers' mental accounting and loss aversion, and their susceptibility to decision errors, can explain the observed deviations in our experiments. According to our behavioral model, drivers experience disutility from incurring an upfront relocation cost before they realize any earnings from serving in the surge zone, which is estimated to be about 1.7 times the actual relocation cost, and they are also subject to random errors in their relocation decisions. Drivers' decision errors can provide a rationale for the higher inclination to relocate than theory in the surge and local treatments overall, while mental accounting and loss aversion can explain why this inclination is relatively stronger for drivers in nearby zones: Loss aversion acts to counterbalance the effect of decision errors for drivers in farther zones since these drivers have higher costs of relocation. In contrast, both lower relocation costs and weaker competition from drivers farther out can make drivers from nearby zones more willing to relocate. Our results indicate that to predict drivers' relocation decisions and the availability of supply across zones better, a platform can benefit by using a behavioral equilibrium model incorporating loss aversion and decision errors.

Our work offers avenues for future work. In this paper, we have assumed a simple form of dynamic pricing structure for tractability and to facilitate participants' understanding of the experimental task. A natural extension would be to study how a platform's optimal pricing policy could be affected by its choice of information-sharing mechanism. If drivers are less eager to move due to behavioral influences under certain mechanisms, the platform may need to pay larger financial incentives to induce relocation. As a first attempt, Jiang et al. (2021) have considered how demand information sharing and accompanying financial incentives jointly influence drivers' relocation decisions in an environment involving two zones. Extending their analysis to multiple zones and spatial information-sharing mechanisms (such as those considered in this paper) will be a welcome addition. It will also be valuable to consider the customers' decisions more explicitly in our context to understand dynamics on both sides of the market.

## CHAPTER 3

## PAYMENT ALGORITHM TRANSPARENCY ON ON-DEMAND SERVICE PLATFORMS

### 3.1 Introduction

Recent years have witnessed significant growth in the range of services available to customers ondemand, some of which include ridesharing, grocery-delivery, courier-delivery, and food-delivery services. Most of these on-demand services are offered by firms adopting the role of an intermediary platform that connects service-seeking customers to service-providing agents (workers). One of the most crucial operational decisions that a platform needs to make is to determine worker compensation for each service task. A platform's practices around worker compensation are highly influential on the value that workers derive from providing their labor on the platform and their decisions to provide service for the platform or not, and ultimately on how effectively the platform can match demand and supply.

Platforms have been experimenting with different kinds of algorithms for compensating workers based on the characteristics of the service tasks they work on. Early in their conception, many platforms paid the worker fulfilling a service request a fixed portion of the price paid by the customer. This commission-based model is still used by some platforms such as Via (Via 2022), Ola (Ola New Zealand 2022), and Grab (Grab 2022). In contrast, several platforms have decoupled workers' payments from the price paid by customers and instead implemented an effort-based payment algorithm. For instance, Uber used a compensation model that paid drivers a consistent amount per unit time and distance on the trip (Kerr 2022). Similarly, Instacart's shoppers were paid a fixed amount on every order and for each item they fulfilled (Selyukh 2019). As of mid-2022, Lyft pays its drivers using per unit time and distance rates in most regions in which it operates (Lyft 2022). More recently, some platforms began implementing new algorithms that calculate workers'
payments based on a variety of factors both endogenous and exogenous to the service task, and the payments generated by these algorithms do not necessarily follow the intuitive structure of the fixed-commission or effort-based payment models from the workers' perspective. For instance, Uber recently switched to using a payment algorithm that incorporates factors such as the specific route taken, traffic conditions, or whether the destination is a low demand area, in addition to the time and distance for the trip (Lemar 2022; Uber Help 2022). Other platforms opting for such enhanced algorithms include Instacart (Selyukh 2019), Target's Shipt (Kaori Gurley 2020), Walmart's Spark (Kaori Gurley 2021), and Amazon Flex (Amazon Flex 2022), to name a few. Platforms argue that by using a wider set of factors to calculate payments, they are able to better manage the customer experience (Higgins 2022; Lemar 2022; Toh 2022).

Complementary to designing an algorithm to determine workers' compensation, a platform must also decide how transparent it should make the algorithm to workers. Platforms using intuitive and relatively easy-to-explain fixed-commission or effort-based payment models have often been transparent about the details of their payment calculations. For instance, Lyft is transparent about the per unit time and distance rates it offers, and platforms such as Ola, Via, and Grab, which use a commission-based payment model, reveal the percentage commission they target. Conversely, platforms opting for enhanced but non-intuitive algorithms often keep them opaque, by concealing how the influential factors are incorporated into the payment algorithm, and in some cases, not even identifying all of the influential factors. Examples of platforms opting for such opacity include Uber (Kerr 2022), Shipt (Kaori Gurley 2020), Amazon Flex (Amazon Flex 2022), and Instacart (Selyukh 2019). Platforms may choose opacity for a variety of reasons. First, platforms cite concerns over revealing their secret recipe to their competitors as their reason for keeping their payment algorithms opaque (Möhlmann and Henfridsson 2019). Another motivation for platforms to obfuscate the details of the pay is to prevent workers from rejecting work from the platform altogether if they view pay under certain contingencies unappealing (Fischels 2021; Change.org 2022). Opacity can also be a measure to mitigate the negative reactions to the experiments and changes that a platform might implement on the payment model (Kalin 2022; Fischels 2021).

Anecdotal evidence, however, suggests that platform workers find it difficult to rationalize payment under algorithms that do not purely follow commission- or effort-based structures (Hussain 2020; Bellon 2022; Menegus 2020) and this difficulty is further exacerbated by a lack of transparency into how different factors are weighed in the algorithm to determine the pay. For instance, in online forums, some Uber drivers reported being paid significantly less than what they expected on long trips ${ }^{1}$, complained about payments for long trips occasionally falling behind short trips, and expressed confusion over the inconsistency in how the payment relates to the ride characteristics ${ }^{2}$. Another Uber driver expressed their sentiment about the new pay algorithm: ${ }^{3}$ "... I had an airport run where I got stuck in traffic from an accident which made the ride almost 30 mins longer and it didn't change what I got paid. What we are being paid now doesn't seem to line up with our rate cards per mile and per minute charge. Even when I look at the previous rides, it doesn't show the breakdown of money earned per minute and per mile like it used to." Instacart workers reported that under its updated algorithm, the payment per gig was constant regardless of the number of items and units in the order (Selyukh 2019). Workers on Shipt complained about not being paid sufficiently for large orders ${ }^{4}$. Workers have also voiced concerns that platforms tweak the payment algorithm without having to reveal the specifics of the change, which can reduce earnings for some workers or make earnings less reliable (Bhattarai 2019). Frustration with the payment algorithms and the lack of transparency have motivated some workers to pool their observations to gain a collective understanding of platforms' algorithms (MIT Media Lab 2020), as well as organize protests or boycotts to voice their demands from platforms (Shiptlist 2020; Borak 2022; Kaori Gurley 2021). New apps in support of workers are also being developed, for example, to help workers keep track of their earnings and costs and predict them for future work opportunities, or even to extract concealed payment-related information from platforms' systems (Marshall 2021; Griffith 2022).

In light of the anecdotal evidence for workers' frustration over the use of non-intuitive and

[^10]opaque algorithms, two important questions remain: First, it is not clear whether these anecdotallyreported reactions reflect a systematic effect on workers' decisions to work for a platform and their perceptions of the platform. Second, the drivers of workers' negative reactions are not fully examined or understood. For example, if the non-intuitiveness of the algorithm is the primary driver of workers' negative reactions, then a platform may be better off avoiding such algorithms. Conversely, if the lack of transparency is the primary driver, then platforms may still operationalize non-intuitive algorithms through transparency. It is also possible that workers' disappointment may not be due to the algorithms themselves, but due to their unfavorable comparison against algorithms previously in place that were more intuitive. Hence, on account of the lack of empirical evidence, a careful analysis of workers' value for the different features of the payment algorithm is warranted. In this paper, we experimentally study how the intuitiveness of the pay algorithm to workers and its transparency affect workers' willingness to work for a platform and their perceptions of the platform.

From a platform's perspective, understanding workers' behavioral responses to payment algorithm design is crucial for managing both worker and customer experiences and for avoiding undesirable future consequences. Protests and boycotts hurt the platform's service level in the short term, and can hurt the platform's long-term ability to attract and retain workers. When workers use other forms of resistance such as deploying apps to enter the platform's system to extract information, it can destabilize the platform's system (Griffith 2022) and even prevent the platform from functioning properly. Moreover, concerns about workers' welfare can spill over to customers (Siddiqui 2021a; O'Donovan 2019) and affect a platform's ability to attract demand. Platforms' practices around their algorithms in general have also provoked governments around the world to analyze labor issues (Central Digital and Data Office 2021), and in some cases, to look for regulatory interventions (Lomas 2021).

Given these considerations, we aim to answer the following research questions in this paper: (1) How do the intuitiveness of and transparency into a payment algorithm affect workers' willingness to work for the platform and perceptions of the platform? (2) What is the effect of a change in
algorithm from intuitive to non-intuitive on workers' decisions and perceptions? Does transparency help to manage the potentially negative effects of such a change?

To answer these questions, we conducted a series of incentivized experiments, in which we assumed the role of a platform offering work opportunities mimicking delivery order fulfillment in a computerized environment to participants on Prolific ${ }^{5}$ in return for payment. An order included four item types that differed in the effort required to fulfill them. Four order compositions were possible - each with the same total number of items but different in the number of items belonging to each type, and thus, in the effort required at the order level. Easy (difficult) orders included more (less) items that required less (more) effort. Payment for an order was determined through an algorithm involving a weighted sum of the number of items belonging to each type. Using a between-subjects design, we manipulated the intuitiveness and transparency of the payment algorithm: The intuitive algorithm assigned higher weights for items requiring more effort, whereas the non-intuitive algorithm had the opposite structure. We manipulated transparency by either showing or concealing the weights used in the algorithm to participants. To measure participants' willingness to work for the platform, participants were given an endowment and asked for the maximum amount they were willing to pay to fulfill an order. At the end, participants were asked to state their perceptions about the platform. Three studies were conducted to manipulate prior pay experiences participants had with the platform.

We highlight three sets of insights. First, algorithm intuitiveness or transparency do not influence the decisions of prospective workers considering to join a platform for the first time. However, even among those workers, transparency helps to foster positive perceptions about the platform overall. Second, for workers with prior experiences of working for the platform, both the algorithm's intuitiveness to workers and its transparency are effective at sustaining engagement: These features help to reduce workers' order rejection rates and encourage them to incur higher participation costs to work for the platform. Moreover, algorithm transparency is particularly motivating for workers when the algorithm is non-intuitive, and in fact helps the platform to fully overcome

[^11]the drop in worker engagement attributable to implementing a non-intuitive algorithm. Third, a transparent platform experiences a drop in worker engagement immediately after switching from an intuitive to a non-intuitive algorithm, whereas an opaque platform does not. This is consistent with platforms' concerns on the challenges of algorithm experimentation under transparency. However, a platform is still better off committing to transparency irrespective of whether a change is ultimately implemented, because worker engagement achieved with transparency is at least as much as that without transparency, while transparency is more potent at motivating positive worker perceptions towards the platform.

The rest of the paper is structured as follows. In section 3.2, we discuss literature relevant to our paper. In section 3.3, we discuss the possible behavioral effects of algorithm intuitiveness and transparency. In section 3.4, we outline our experimental design. We discuss our results in section 3.5 and provide our concluding remarks in section 3.6.

### 3.2 Related Literature

Our paper lies at the intersection of four streams of literature: operational transparency in service and supply chain settings in operations management, human-algorithm connection in operational decision making, algorithmic control in organizations, and on-demand service platforms. On the first stream, work thus far has been largely focused on the consumer response to transparency into a firm's operations. Researchers have studied transparency in service settings for signaling service provider effort (Buell and Norton 2011; Buell et al. 2017), or sharing progress in product delivery (Bray 2020) or position in a queue (Buell 2021). In the supply chain context, research has considered how transparency into internal and external initiatives towards social and environmental responsibility (Buell and Kalkanci 2021) affect consumer perceptions and purchase behavior. Recent work has expanded the examination of operational transparency into new settings such as governmental operations (Buell et al. 2021) and crowdfunding platforms (Mejia et al. 2019), in managing relations with residents and donors, respectively.

In contrast to the aforementioned body of work, research investigating the effect of operational
transparency on worker decisions and behavior has been relatively sparse. In Beer et al. (2021), authors study the effect of transparency into an organization's previous purchases on employees' procurement decisions. In Mejia and Parker (2021), authors examine the effect of transparency about riders' details on drivers' ride acceptance and cancellation decisions on a ridesharing platform. In Buell et al. (2017), authors observe that allowing service providers to see the customers they are serving leads to higher service quality and efficiency. Our paper adds to this body of work by considering how transparency into the structure of the compensation algorithms in on-demand service platforms affects worker behavior, which has not been considered so far. In contrast to the existing literature on wage transparency (Long and Nasiry 2020), where transparency entails whether information about employee wages are observable to peers at a firm, in our paper, transparency pertains to visibility of how the different components of a task are compensated for by the platform.

Secondly, our work is related to the literature on human-algorithm interaction in operational decision making. Several papers in this domain have examined this interaction in the context of forecasting. For example, in Dietvorst et al. (2015), authors find that human decision-makers often display aversion towards an algorithmic forecaster and rely more often on a human forecaster, while Dietvorst et al. (2018) investigate and suggest ways to reduce this algorithm aversion among individuals. In Lehmann et al. (2022), authors examine the role of complexity and transparency of a forecasting algorithm on an individual's decision to follow its advice. In Ibrahim et al. (2021), authors study how humans' judgement based on their private information can be elicited to better combine it with an algorithm. We point the interested reader to a review of the literature on humanalgorithm forecast integration by Arvan et al. (2019). Research has also looked at how humans work with algorithms in a variety of operational settings including warehouse operations (Bai et al. 2022; Sun et al. 2022), pricing (Caro and de Tejada Cuenca 2018), and services (Bastani et al. 2021; Snyder et al. 2022). Unlike the aforementioned literature, which focuses on algorithms as decision support tools to humans, we focus on the human-algorithm interaction within the context of managing and compensating service providers on platforms.

Another relevant stream of literature is on algorithmic control in work settings. In Kellogg et al. (2020), authors survey how organizations use algorithms to direct workers by restricting and recommending, evaluate workers by recording and rating, and discipline workers by replacing and rewarding. Literature in this area largely utilizes organizational theories and qualitative methods such as interviews, surveys, and analysis of discussions on online forums to study the implications of algorithmic management on workers' experiences and relationship with the firm (Duggan et al. 2020; Wood et al. 2019; Wiener et al. 2021; Lee et al. 2015; Curchod et al. 2020; Möhlmann et al. 2021; Vallas and Schor 2020; Raval and Dourish 2016; Griesbach et al. 2019; Rahman 2021). However, unpacking workers' reactions to specific design elements of a payment algorithm (such as transparency and intuitiveness) remains challenging in this nascent literature because other factors that might also influence workers' reactions (such as past experiences with the platform or the platform's past compensation practices) cannot be fully observed or controlled. Our work contributes to this domain by using a controlled experimental environment to examine how individual elements of an algorithm used to determine workers' pay affect their willingness to work for the platform, as well as their perceptions of the platform. A related experimental paper in this domain is Kizilcec (2016), that studies how different levels of transparency into an algorithm utilized in peer assessment to determine individuals' grades affect their perceptions. While the focus of that work is on transparency as an ex-post explanation of outcomes provided to users, we evaluate how transparency in the form of information available ex-ante to workers on the compensation algorithm affects their decisions and perceptions. This definition of transparency is motivated by platform workers' understanding of it, which involves visibility on how much the different components of a task are paid for (Schuber 2022; Marshall 2021) ${ }^{6},{ }^{7},{ }^{8},{ }^{9}$.

Lastly, our paper contributes to the literature on managing the operations of on-demand service platforms. We point the interested reader to a review of this literature by Benjaafar and $\mathrm{Hu}(2020)$.

[^12]This literature predominantly explores service provider decisions on whether, where, and/or when to work under pre-specified exogenous compensation mechanisms. Our work is differentiated by examining empirically how the different features of the payment algorithms, such as intuitiveness and transparency, affect worker behavior.

### 3.3 Pay Algorithms, Transparency, and Worker Behavior

In evaluating how the pay algorithm's intuitiveness influences worker engagement, a platform faces non-trivial considerations. On the one hand, workers' ability to intuitively understand the algorithm behind the pay calculation can foster a sense of competence and make them feel better about its outcomes (Wu et al. 2008; Deci and Ryan 2000; Ryan and Deci 2000). Moreover, a platform's commitment to compensate for effort can improve workers' perceptions of fairness and help to foster their participation. On the other hand, it is possible that some workers are drawn to the prospect of earning unexpectedly large payouts on low effort (i.e., "windfall money"), which is more likely to occur with a non-intuitive algorithm that does not tie pay strictly to effort. Indeed, some workers on online forums express their attraction to the prospect of earning a large payout on little effort, for the psychological sense of achievement it brings ${ }^{10}$. For instance, some workers on Amazon Mechanical Turk reported that while most tasks paid $\$ 1-\$ 2 /$ hour, the possibility of finding rare "jackpot" tasks that paid $\$ 10-\$ 20 /$ hour prolonged their engagement with the platform (Lehdonvirta 2018). To the extent that workers are motivated to earn windfall money, a nonintuitive pay algorithm may not necessarily hurt worker engagement.

Broader literature has shown that transparency helps to enhance relationships, trust, and credibility within an organization (Bernstein 2017; Core 2001; Healy and Palepu 2001; Leuz and Wysocki 2016; Levitin 2013; Ullmann 1985). In the platform context, these findings translate into workers' more positive perceptions towards the platform and greater willingness to accept work from it when the pay algorithm is made transparent to workers. Providing upfront information about how the different components of a task are compensated in the algorithm also enables

[^13]workers to make more informed decisions about working for the platform, by helping them to better predict the amount of work they need to put into to meet their income target - which is known to motivate workers' labor-supply decisions (Allon et al. 2018). However, the impact of transparency on worker engagement is less clear when considered jointly with pay algorithms of different intuitiveness levels. On the one hand, it is possible that transparency adds more value to an algorithm that does not conform with workers' intuition compared to an intuitive algorithm, since workers may not feel the need to evaluate the transparency information carefully when their pay matches with their expectations (Kizilcec 2016). Transparency can be particularly beneficial under a nonintuitive algorithm to align workers' pay expectations with their experiences and mitigate potential disappointment. On the other hand, transparency by itself does not ensure that workers will notice or interpret the shared information accurately (Prat 2005), particularly if the shared information is not easy to understand or is inconsistent with one's expectation. If that is the case, transparency into a non-intuitive algorithm does not guarantee a positive response from workers.

For a platform considering to switch from an intuitive algorithm to a non-intuitive one, as several platforms have done in practice, it is also valuable to assess the potential effect of such a change on workers' engagement and how transparency can interact with it. A change in the algorithm is likely to create a dispersion in the pay experiences of workers, as observed in practice. For example, when Shipt implemented a change in their payment, the average worker earned more money per trip, but $41 \%$ of workers ended up earning less than they would have with the previous algorithm (Coworker.org 2020). Workers' reaction is then expected to be influenced by their individual pay experiences under the change. On the one hand, it is possible that by preparing workers early on for potentially disappointing pay outcomes after the change and by informing workers who experience disappointing pay outcomes under the change of other better prospects, transparency motivates positive perceptions and encourages workers to continue to engage. On the other hand, transparency equips workers with full information to contrast the new algorithm against the previous one, and if workers are particularly discouraged by potentially disappointing pay outcomes under the new non-intuitive algorithm, they can restrict their engagement after the
change. On an opaque platform, although workers experiencing disappointing pay outcomes are likely to form poor perceptions of the platform and curtail engagement, those experiencing more favorable outcomes are likely to feel encouraged by the change to continue engaging with the platform, and the overall effect of change is thus ambiguous at the outset.

Given these considerations, we pose worker engagement in response to pay algorithm intuitiveness, transparency, and change as an empirical inquiry, which we attempt to examine through experiments presented in the next section.

### 3.4 Experimental Design

We conducted our experiments on Prolific, where each participant assumed the role of a worker who was offered an opportunity to fulfill grocery delivery orders in exchange for payment by a platform. As experimenters, we assumed the role of the platform and implemented algorithms with different intuitiveness and transparency levels corresponding to different treatments to pay participants.

We followed a between-subjects design wherein participants were assigned to one out of three experience conditions: In Study 1, participants had no prior experience working for the platform, which mimicked a setting where workers decided to join the platform for the first time. In Study 2, participants received some work and pay experience with the platform, after which their willingness to continue to accept work from the platform was elicited. In both studies, we followed a 2 (payment algorithm intuitiveness: intuitive, non-intuitive) x 2 (payment algorithm transparency: transparent, opaque) design for manipulating payments. In Study 3, all participants had some prior work and pay experience with the platform, and were assigned to one of the 2 (experience change: experience a change in algorithm intuitiveness from intuitive to non-intuitive, no change) x 2 (payment algorithm transparency: transparent, opaque) conditions. In the next three subsections, we describe orders, payment algorithms, and sequence of tasks in our experiments in more detail. In subsection 3.4.4, we provide a detailed overview of each study. In total, 602 participants participated in our experiments.

### 3.4.1 Orders

Orders mimicked those in a grocery delivery setting with four types of items differing in the effort required to fulfill them and completed through the widely-used computerized real-effort slider tasks (Gill and Prowse 2011). In particular, each item had one or two sliders that depicted the position and physical weight of the item. Subjects were asked to move the slider from the initial randomized position to the randomized required position shown for that task. By varying the length and granularity of the slider scale as well as the number of presented sliders, we create four item Types that increase in the necessary effort. Figure 3.1 shows an example of the slider task for the most difficult item (Type 4). Type 1 (2) items contain only the item position slider with values between 1 and 5 ( 1 to 50). Type 3 and Type 4 items add the physical weight slider. Type 3 (4) items have item position slider values between 1 and 5 ( 1 to 50 ) and physical weight slider values of $\{16 \mathrm{oz}, 24 \mathrm{oz}, 32 \mathrm{oz}, 40 \mathrm{oz}\}(\{0.25 \mathrm{lb}, 0.5 \mathrm{lb}, 0.75 \mathrm{lb}, \ldots, 4 \mathrm{lb}\})$. There were four possible order compositions, each containing a total of 45 items, but differing in the number of items of each type. Order composition $x \in\{1,2,3,4\}$ ( $\mathrm{OC} x$ ) consisted of 30 items of type $x$ and 5 items each of the other types. Thus, OC1 required the least effort followed by OC2, OC3, and OC4.

## Item Type 4

| Item | M |
| :---: | :---: |
| Item Position | 12 |
| Item Weight | 2.25 lb |



Figure 3.1: Example of a slider task for a Type 4

### 3.4.2 Payment Algorithm

The worker's payment for an order was determined by an algorithm consisting of the weighted sum of the number of items belonging to each type, according to:

$$
\begin{equation*}
\$ \sum_{x=1}^{x=4}\left(w_{x} * N_{x}\right) \tag{3.1}
\end{equation*}
$$

Here, $w_{x}$ is the weight (per-item payment) and $N_{x}$ is the number of items belonging to type $x \in\{1,2,3,4\}$ in the order. The intuitiveness of the algorithm was manipulated by assigning either higher or lower weights in the algorithm for item types requiring more effort for fulfillment. Transparency of the algorithm was manipulated by either revealing or concealing weights in the algorithm. Therefore, the payment algorithm for an order possessed one of the following four possible characteristics in terms of its intuitiveness and transparency: intuitive + opaque, non-intuitive + opaque, intuitive + transparent, and non-intuitive + transparent.

To build the pay algorithms, a pre-experimental session was conducted on Prolific during which 50 subjects were asked to fulfill an order randomly selected from the four possible compositions for a fixed payment of $\$ 2.50$. We measured the amount of time it took subjects to fulfill each item type, which confirmed the ranking described above, as evident from the median fulfillment times given in Table 3.1. We then multiplied the median time (in hours) taken to complete each item type with a target payment rate of $\$ 21.35 /$ hour $^{11}$ to calculate the weights, and used these weights to construct the intuitive algorithm.

Table 3.1: Measurements on time taken to fulfill item types in the pre-experimental session

| Item Type | Type 1 | Type 2 | Type 3 | Type 4 |
| :---: | :---: | :---: | :---: | :---: |
| Median time to fulfill <br> (seconds) | 3.9 | 5.1 | 8.4 | 13.7 |

In addition, we used the pre-experimental session to determine whether an algorithm that paid more for items requiring more effort was indeed deemed intuitive to participants. At the end of

[^14]the pre-experimental session, we reminded participants of the four types of items, presented these item types in pairs and asked them to rate on a Likert scale which item type should be worth more in fulfillment if they were paid per item instead of a fixed amount. As evident from Table 3.2, subjects rated item types requiring more effort/time to be worth more, consistent with the intention of our design on algorithm intuitiveness.

Table 3.2: Pre-experiment participants' responses on how per-item payments should be structured

| Statement | Type 3 <br> should pay more <br> than Type 1 | Type 2 <br> should pay more <br> than Type 3 | Type 4 <br> should pay more <br> than Type 2 | Type 1 <br> should pay more <br> than Type 4 |
| :---: | :---: | :---: | :---: | :---: |
| Likert-scale <br> mean responses <br> $(1=$ "strongly disagree" to <br> $7=$ "strongly agree" | $(0.198)$ | 3.2 |  |  |

Standard errors in parentheses. Note: Prior to the pre-experimental session, we anticipated that a Type 2 item would require more effort/time than a Type 3 item. Hence, a Type 2 item was labeled as "Type 3 " in the pre-experiment, while a Type 3 item was labeled as "Type 2." Consequently, the pre-experiment did not elicit participants' responses on the comparison between Types 1 vs . 2 , and 3 vs. 4 , which are also omitted in the table.

To construct the non-intuitive algorithm, we reversed the order of the weights used in the intuitive algorithm, with item Type 1 receiving the highest and item Type 4 receiving the lowest payment weights. The implication is that low-effort items (Types 1 and 2) are worth more under the non-intuitive algorithm than the intuitive one, while high-effort items (Types 3 and 4) are worth more under the intuitive algorithm. This relation of weights between the two algorithms is consistent with observations from practice. For instance, Uber's new algorithm paid drivers less for longer trips and more on shorter trips compared to the previous algorithm that was based only on time and distance (Uber 2022). Similarly, Shipt's workers started earning less on larger orders and a bit more on smaller orders with the new algorithm than its counterpart that was based primarily on the order size (Rose Dickey 2020). Furthermore, the ranking of weights in the non-intuitive algorithm is consistent with the recent practices of some platforms as well. For instance, Instacart's workers observed that under its new algorithm, the pay offered for a batch of orders did not scale with the number of orders in the batch, effectively resulting in a lower payment per unit effort for
larger batches (Silberling 2021). The details of both algorithms are presented in Table 3.3.
Table 3.3: Order compositions and algorithmic payments

| Item Type | Algorithm Weights |  | Order Composition |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Intuitive | Non-Intuitive | OC1 | OC2 | OC3 | OC4 |
| Type 1 | $w_{1}=2.31 ¢$ | $\phi \quad w_{1}=8.12 \phi$ | 30 | 5 | 5 | 5 |
| Type 2 | $w_{2}=3.02 ¢$ | ¢ $\quad w_{2}=4.98 ¢$ | 5 | 30 | 5 | 5 |
| Type 3 | $w_{2}=4.98 ¢$ | $\phi \quad w_{3}=3.02 \phi$ | 5 | 5 | 30 | 5 |
| Type 4 | $w_{2}=8.12 ¢$ | $\phi \quad w_{4}=2.31 \phi$ | 5 | 5 | 5 | 30 |
|  |  | Intuitive Pay: | \$1.50 | \$1.68 | \$2.17 | \$2.95 |
|  |  | Non-Intuitive Pay: | \$2.95 | \$2.17 | \$1.68 | \$1.50 |

In experimental treatments with transparency, we as the platform declared our intention to be transparent about the payment calculation and revealed the weights in the algorithm. Under opacity, the participants were aware that each item type was assigned a weight in the payment calculation. However, we informed subjects that we had decided not to reveal the weights used in the payment algorithm since we could not make our algorithm public, and concealed the weights. Furthermore, in experimental treatments where the payment algorithm was intuitive, we explained to the participants that the weights in the algorithm were based on the estimated fulfillment time per item type, whereas in treatments with a non-intuitive algorithm, no such explanation was provided. A summary of possible algorithm characteristics in the experiments, along with information provided to participants, are illustrated in Table 3.4.

Table 3.4: Possible characteristics of the payment algorithm in terms of intuitiveness and transparency

| Weights in the <br> algorithm | intuitive <br> + <br> opaque | non-intuitive <br> opaque | intuitive <br> + <br> transparent | non-intuitive <br> + <br> transparent |
| :---: | :---: | :---: | :---: | :---: |
| Intuitive explanation provided on how <br> weights are determined? | $\checkmark$ | $\boldsymbol{x}$ | $\checkmark$ | $\boldsymbol{x}$ |
| Weights revealed? <br> Reason for choice of <br> transparency level provided? | $\boldsymbol{x}$ | $\boldsymbol{x}$ | $\checkmark$ | $\checkmark$ |

At the time an order is offered to a worker, a platform does not have perfect knowledge about the effort that will be required to fulfill it. For instance, a ridesharing platform does not know
perfectly the time a driver will spend on a ride request since governing factors such as traffic and rider punctuality are outside of their control. In the grocery delivery context, this uncertainty can arise from various factors including stock-outs and replacements, customer requests for changes in the order during fulfillment, and the platform's lack of perfect visibility into the store layout. As a result, the final payment to the worker is random and many platforms show the payment offer for an order only in the form of a range (Avedian 2022; Financial Panther 2021). Consistently, when the participants were offered the opportunity to work on orders in our experiments, they were shown the four possible order compositions and a range for the potential payment. Each order composition is realized with equal probability, which guarantees an equivalent distribution of final payments across the treatments with intuitive and non-intuitive algorithms. However, we do not reveal the full distribution of potential payments to participants for consistency between transparent and opaque treatments.

### 3.4.3 Sequence of Experimental Tasks

Participants were first given preliminary instructions about the experiment, followed by the consent form and detailed instructions. Participants had to answer the questions of a comprehension quiz correctly to proceed. Participants were then acquainted with the four item types in a trial phase, after which they proceeded to the main experiment. Participants were assigned to one of the three experience conditions captured by Study 1-3. In each study, participants were randomly assigned to treatments with different algorithmic features of intuitiveness and transparency, and made decisions on accepting work from the platform. The detailed sequence of events followed in each of these studies will be described in more detail in the next section.

Following the main experiments, subjects were given a post-experiment questionnaire involving questions about their perceptions about the platform. Specifically, we asked participants to rate their perceptions of trust, sincerity, fairness, and favorability towards the platform, their perception of the accuracy of information shared by the platform, and the attractiveness of the platform as an employer on a Likert scale. These items are presented in detail in Appendix subsection B.1.1.

After the post-experiment questionnaire, participants' risk preferences were measured with the multiple price list method (Holt and Laury 2002). Participants earned a small bonus based on the outcome of the risk preference elicitation task over their earnings from the experiment. Details are included in Appendix subsection B.1.2. Finally, they were asked to respond to a demographic survey that included questions about their age, gender, education, and income.

### 3.4.4 Overview of Experiments

## Study 1

In Study 1, we focused on how the payment algorithm intuitiveness and transparency affect worker behavior when workers have no prior experience of working for the platform. This study is designed to mimic a setting where workers were deciding whether to join a platform for the first time. The study was completed by 200 participants who were randomly assigned to one of the four treatments pertaining to payment algorithm characteristics (i.e., intuitive + opaque, non-intuitive + opaque, intuitive + transparent, and non-intuitive + transparent).

Each participant received a base pay of $\$ 1$ and initial endowment of $\$ 1.50$, which could be spent towards participating in the work opportunities offered by the platform. Participants were first shown a summary of the platform's operations and were informed that their payment would be calculated according to Equation 3.1. Participants assigned to a transparency treatment could also observe the exact value of the weights to be used in the payment calculation, whereas in the opaque algorithm treatments, weights were hidden. Second, participants were shown a summary of the possible order compositions, which described the number of different item types in each possible order. Participants were informed that depending on the order composition assigned to them, their payment from fulfilling the order would be in the range of $\$ 1.50$ to $\$ 2.95$.

In the third step, participants were asked to enter the maximum amount they were willing to pay to fulfill an order for the platform. Participants were informed that they would incur a participation cost to work on the order, which would be randomly drawn between $\$ 0$ and $\$ 1.50$, and the order would be assigned to them if and only if their willingness-to-pay (WTP) was greater
than or equal to their participation cost. Thus, we used the Becker-DeGroot-Marschak mechanism to measure participants' true value from working for the platform (Becker et al. 1964). WTP elicitation screens from our experimental interface are illustrated in Appendix subsection B.1.3. Values of the payment weights were chosen to guarantee that earnings from fulfilling an order always exceeded the base pay. After the WTP elicitation, the participation cost was drawn, and participants were informed about the outcome. Subjects whose WTP was greater than or equal to the participation cost proceeded to work on the order. After completing the order, an order receipt was displayed, including the number of fulfilled items by type, the payment from the platform, the participation cost incurred, the net earnings on the order, and the net payoff including the initial endowment. The receipt also included information on the platform's gains (completed order and data of the participant's work on the order) and costs (payment for the order). Subjects whose WTP was less than the participation cost were not assigned an order and kept their endowment. At the end of the experiment, participants filled out a post-experiment questionnaire about their perceptions of the platform. They were then shown their experimental earnings and proceeded to complete the risk preference elicitation task and demographic survey.

## Study 2

Unlike Study 1, Study 2 evaluates how the payment algorithm intuitiveness and transparency affect worker behavior after workers gain some work and pay experience with the platform ${ }^{12}$. This study was completed by 201 participants. Study 2 closely followed the treatments and procedures in Study 1, except that participants were presented two consecutive orders and were endowed with $\$ 3$ to use towards their participation. Participants were required to fulfill the first order, and hence, no WTP was elicited for the first order. To avoid any anchoring effects on the magnitude of the participation cost for the first order, all participants incurred $\$ 1.50$ towards fulfilling that order. After fulfilling the first order, participants were offered a second order, for which their WTP

[^15]was elicited. The rest of the procedures, including the post-experiment questionnaire and the risk elicitation task, were identical to Study 1.

## Study 3

Study 3 is designed to help answer: (1) How does an algorithm change (from intuitive to nonintuitive) affect participants' willingness to work for the platform?, (2) Can transparency help to alleviate the potentially negative effects of such a change? As such, all participants were assigned to one of the 2 (experience change: experience a change in algorithm intuitiveness from intuitive to non-intuitive, no change) x 2 (payment algorithm transparency: transparent, opaque) conditions. The study was completed by 201 participants.

In addition to a base pay of $\$ 1$, subjects were endowed with $\$ 4.5$, which they could use towards their participation to fulfill orders for the platform. Participants were shown three consecutive orders. Participants were required to fulfill the first and the second order; no WTP was elicited for these orders. Participants incurred $\$ 1.50$ towards fulfilling each of the first two orders. In all treatments, an intuitive payment algorithm was used for the first order. In treatments with algorithm change, the platform announced after the first order that a different algorithm would be used to determine payment for future orders and the non-intuitive algorithm was used in the second order onward. In treatments without change, participants were not provided any new information as they proceeded to the second order. For the third order offered to participants, their WTP was elicited following a similar procedure to Studies 1 and 2. All other procedures were similar to those in Study 1 including the same post-experiment questionnaire and risk preference elicitation tasks.

In addition to the perception questions outlined in subsection 3.4.3, subjects who experienced a change in algorithm were asked for their perceptions associated with the change. In particular, we measured participants' perceptions on the fairness of the change, appropriateness of the new algorithm compared to the previous one, and their perceptions about how earnings under the two algorithms compare to each other. These items are presented in detail in Appendix subsec-
tion B.1.1.

### 3.5 Results

Dependent Variables: To capture participant $i$ 's willingness to work for the platform, we use two sets of dependent variables in our regression analyses. First, the rejection decision is captured with Reject $_{i}$, which equals 1 if the participant's WTP is $\$ 0$, and equals 0 otherwise. Second, participant $i$ 's WTP is captured with $W T P_{i}$.

To capture participants' perceptions of the platform, we rely on their responses to the postexperiment questionnaire. For platform trust, we create a variable Trust ${ }_{i}$ by averaging the responses on the four items measuring platform trust, and we create the variables Sincerity ${ }_{i}$ and Favorability $_{i}$ in a similar manner, as Cronbach's $\alpha$ displays sufficiently high reliability across these items ( $\alpha$-values are reported in Table B. 1 in Appendix subsection B.1.1). We use scores on platform fairness, correctness of information shared by the platform, and attractiveness to work for as is to create the variables Fairness $_{i}$, Info-correctness $i$, and Work-attractiveness $i$, , respectively. For participants who see a change in the algorithm in Study 3, we use the responses as is on questions about the fairness of the change, the appropriateness of the new algorithm, and whether the algorithm used initially pays more, to create the variables $\mathrm{New}_{f}$ fair $_{i}$, New_appropriate $_{i}$, and Oldpaysmore $i_{i}$, respectively.

### 3.5.1 Analysis and Results: Study 1

To study the overall effect of algorithm intuitiveness and transparency, we model workers' willingness to work for the platform and perceptions of the platform as a function of the intuitiveness and transparency level in the treatment they observed. In particular, we estimate:

$$
\begin{equation*}
\text { Engagement }_{i}=\text { Constant }^{2}+\alpha_{1} \text { Transparent }_{i}+\alpha_{2} \text { Intuitive }_{i}+\epsilon_{i}, \tag{3.2}
\end{equation*}
$$

where Engagement $_{i} \in\left\{\right.$ Reject $\left._{i}, W T P_{i}\right\}$, Intuitive ${ }_{i}$ equals 1 if the intuitive algorithm is used in the treatment observed by participant $i$, and 0 otherwise and Transparent $t_{i}$ equals 1 if the platform revealed the weights in the algorithm, and 0 otherwise.

We estimate a different model for workers' perceptions because no order is completed prior to elicitation of WTP, whereas participants state their perceptions at the end of the experiment. Thus, we add controls for the difficulty of the assigned order:

$$
\begin{equation*}
\text { Perception }_{i}=\text { Constant }+\beta_{1} \text { Transparent }_{i}+\beta_{2} \text { Intuitive }_{i}+\beta_{3} \text { Easy }_{i}+\beta_{4} \text { Difficult }_{i}+\epsilon_{i} . \tag{3.3}
\end{equation*}
$$

where $E^{2 s y_{i}}$ equals 1 if participant $i$ completed an easy order (i.e., OC 1 or OC 2 ) and 0 otherwise and Difficult $_{i}$ equals 1 if participant $i$ completed a difficult order (i.e OC 3 or OC4) and 0 otherwise. When an order was not assigned to the participant, both Easy ${ }_{i}$ and Difficult $_{i}$ equal 0.

Algorithm transparency helps to motivate positive perceptions about the platform irrespective of the algorithm's intuitiveness to workers

Results are reported in Table 3.5. Columns (1) and (2) show no significant effect of the algorithm's intuitiveness or its transparency on participants' rejection decisions or their WTP. Columns (3)-(8) indicate that the algorithm's intuitiveness to workers does not affect their perceptions of the platform; however, we observe that transparency plays a significant role in fostering positive perceptions.

To examine the differential role of transparency in managing worker engagement under intuitive versus non-intuitive algorithms, we add the interaction term Intuitive ${ }_{i} \times$ Transparent $_{i}$ to models Equation 3.2 and Equation 3.3. Thus, Transparent ${ }_{i}$ captures the value created by transparency in the baseline case where the algorithm is non-intuitive, while Transparent $_{i}+$ Intuitive $_{i}$ $\times$ Transparent $_{i}$ captures the value created by transparency when the algorithm is intuitive. Results in Table 3.6 show that irrespective of the intuitiveness of the algorithm, transparency directionally increases workers' willingness to pay and reduces the likelihood of rejection, but these effects are

Table 3.5: Effect of algorithm intuitiveness and transparency, Study 1

|  | Reject <br> $(1)$ | WTP <br> $(2)$ | Trust <br> $(3)$ | Sincerity <br> $(4)$ | Fairness <br> $(5)$ | Info- <br> correctness <br> $(6)$ | Favorability <br> $(7)$ | Work- <br> attractiveness <br> $(8)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | -0.023 | -0.067 | -0.282 | -0.045 | -0.136 | 0.005 | -0.177 | -0.187 |
|  | $(0.024)$ | $(0.058)$ | $(0.188)$ | $(0.214)$ | $(0.215)$ | $(0.197)$ | $(0.199)$ | $(0.223)$ |
| Transparent | -0.022 | 0.075 | $0.399^{* *}$ | $0.897^{* * *}$ | $0.708^{* * *}$ | $0.643^{* * *}$ | $0.572^{* * *}$ | $0.640^{* * *}$ |
|  | $(0.024)$ | $(0.058)$ | $(0.188)$ | $(0.214)$ | $(0.215)$ | $(0.197)$ | $(0.199)$ | $(0.223)$ |
| Easy |  |  | $1.026^{* * *}$ | $0.902^{* * *}$ | $0.931^{* * *}$ | $0.751^{* * *}$ | $1.158^{* * *}$ | $1.352^{* * *}$ |
|  |  |  | $(0.217)$ | $(0.247)$ | $(0.249)$ | $(0.228)$ | $(0.230)$ | $(0.257)$ |
| Difficult |  |  | $1.072^{* * *}$ | $0.923^{* * *}$ | $0.997^{* * *}$ | $0.884^{* * *}$ | $1.007^{* * *}$ | $1.277^{* * *}$ |
|  |  |  | $(0.271)$ | $(0.308)$ | $(0.311)$ | $(0.285)$ | $(0.287)$ | $(0.322)$ |
| Constant | $0.052^{* *}$ | $0.800^{* * *}$ | $4.077^{* * *}$ | $3.318^{* * *}$ | $3.684^{* * *}$ | $4.192^{* * *}$ | $3.579^{* * *}$ | $3.196^{* * *}$ |
|  | $(0.022)$ | $(0.052)$ | $(0.187)$ | $(0.212)$ | $(0.214)$ | $(0.196)$ | $(0.197)$ | $(0.221)$ |
| Observations | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$
Table 3.6: Role of transparency in managing engagement and perceptions under different algorithms, Study 1

|  | Reject <br> (1) | $\begin{aligned} & \text { WTP } \\ & (2) \\ & \hline \end{aligned}$ | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorability (7) | Workattractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{gathered} \hline-0.008 \\ (0.034) \end{gathered}$ | $\begin{gathered} -0.082 \\ (0.083) \end{gathered}$ | $\begin{aligned} & \hline-0.441^{*} \\ & (0.266) \end{aligned}$ | $\begin{gathered} 0.035 \\ (0.303) \end{gathered}$ | $\begin{aligned} & \hline-0.142 \\ & (0.306) \end{aligned}$ | $\begin{gathered} 0.150 \\ (0.280) \end{gathered}$ | $\begin{aligned} & \hline-0.121 \\ & (0.282) \end{aligned}$ | $\begin{aligned} & \hline-0.092 \\ & (0.316) \end{aligned}$ |
| Transparent | $\begin{gathered} -0.007 \\ (0.035) \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.083) \end{gathered}$ | $\begin{gathered} 0.239 \\ (0.267) \end{gathered}$ | $\begin{aligned} & 0.978^{* * *} \\ & (0.304) \end{aligned}$ | $\begin{aligned} & 0.703^{* *} \\ & (0.307) \end{aligned}$ | $\begin{gathered} 0.789^{* * *} \\ (0.281) \end{gathered}$ | $\begin{aligned} & 0.630^{* *} \\ & (0.283) \end{aligned}$ | $\begin{aligned} & 0.736^{* *} \\ & (0.317) \end{aligned}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} -0.029 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.029 \\ (0.117) \end{gathered}$ | $\begin{gathered} 0.318 \\ (0.376) \end{gathered}$ | $\begin{aligned} & -0.161 \\ & (0.428) \end{aligned}$ | $\begin{gathered} 0.011 \\ (0.432) \end{gathered}$ | $\begin{aligned} & -0.289 \\ & (0.395) \end{aligned}$ | $\begin{aligned} & -0.113 \\ & (0.399) \end{aligned}$ | $\begin{gathered} -0.190 \\ (0.447) \end{gathered}$ |
| Easy |  |  | $\begin{aligned} & 1.022^{* * *} \\ & (0.217) \end{aligned}$ | $\begin{aligned} & 0.905^{* * *} \\ & (0.247) \end{aligned}$ | $\begin{gathered} 0.931^{* * *} \\ (0.249) \end{gathered}$ | $\begin{gathered} 0.755^{* * *} \\ (0.228) \end{gathered}$ | $\begin{gathered} 1.159^{* * *} \\ (0.230) \end{gathered}$ | $\begin{gathered} 1.354^{* * *} \\ (0.258) \end{gathered}$ |
| Difficult |  |  | $\begin{gathered} 1.069^{* * *} \\ (0.271) \end{gathered}$ | $\begin{gathered} 0.925^{* * *} \\ (0.309) \end{gathered}$ | $\begin{gathered} 0.996^{* * *} \\ (0.312) \end{gathered}$ | $\begin{aligned} & 0.888^{* * *} \\ & (0.285) \end{aligned}$ | $\begin{gathered} 1.008^{* * *} \\ (0.288) \end{gathered}$ | $\begin{gathered} 1.280^{* * *} \\ (0.323) \end{gathered}$ |
| Constant | $\begin{aligned} & 0.044^{*} \\ & (0.026) \end{aligned}$ | $\begin{gathered} 0.808^{* * *} \\ (0.061) \end{gathered}$ | $\begin{gathered} 4.166^{* * *} \\ (0.215) \end{gathered}$ | $\begin{gathered} 3.273^{* * *} \\ (0.244) \end{gathered}$ | $\begin{gathered} 3.687^{* * *} \\ (0.246) \end{gathered}$ | $\begin{gathered} 4.110^{* * *} \\ (0.225) \end{gathered}$ | $\begin{gathered} 3.547^{* * *} \\ (0.227) \end{gathered}$ | $\begin{gathered} 3.143^{* * *} \\ (0.255) \end{gathered}$ |
| Observations | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| Linear Hypotheses Tests: Transparent + (Intuitive $\times$ Transparent) | $\begin{aligned} & -0.0364 \\ & (0.034) \end{aligned}$ | $\begin{gathered} 0.089 \\ (0.082) \end{gathered}$ | $\begin{aligned} & 0.560^{* *} \\ & (0.265) \end{aligned}$ | $\begin{gathered} 0.817^{* * *} \\ (0.301) \end{gathered}$ | $\begin{aligned} & 0.714^{* *} \\ & (0.304) \end{aligned}$ | $\begin{aligned} & 0.500^{*} \\ & (0.278) \end{aligned}$ | $\begin{aligned} & 0.517^{*} \\ & (0.281) \end{aligned}$ | $\begin{aligned} & 0.546^{*} \\ & (0.314) \end{aligned}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$
not statistically significant. In contrast, transparency significantly improves workers' perception about the platform: When the algorithm is non-intuitive, transparency improves all perception metrics significantly except for trust, and when the algorithm is intuitive, transparency has a positive and significant effect on trust, sincerity, and fairness, and has a positive and marginally significant effect on all other perception metrics.

Overall, we find that for workers considering joining a platform for the first time, algorithm intuitiveness or transparency does not seem to play a significant role on workers' decisions. However, transparency helps to motivate positive perceptions about the platform regardless of the intuitiveness of the payment algorithm, which likely creates value for the platform in the long run.

Robustness: Since our experimental manipulation of transparency varies the amount of information that participants have about the algorithm, our results can potentially be affected by participants' risk aversion. Even though subjects were randomly assigned to different treatments, participant heterogeneity could also play a role in the results. Appendix section B. 3 shows consistent results after controlling for risk aversion and participant demographics.

### 3.5.2 Analysis and Results: Study 2

Recall that participants in Study 2 were required to fulfill the first order and their WTP was elicited for the second order. Therefore, Study 2 captures workers' willingness to accept work from the platform after gaining some experience of being compensated by the platform's algorithm.

We examine the effect of the algorithm's intuitiveness and its transparency following a similar approach to Study 1. Our regression model for Engagement ${ }_{i} \in\left\{\right.$ Reject $\left._{i}, W T P_{i}\right\}$ is:

$$
\begin{equation*}
\text { Engagement }_{i}=\text { Constant }^{2}+\gamma_{1} \text { Transparent }_{i}+\gamma_{2} \text { Intuitive }_{i}+\gamma_{3} \text { Difficult }_{1 i}+\epsilon_{i} . \tag{3.4}
\end{equation*}
$$

In this model, Difficult $1_{1 i}$ equals 1 if the first order completed by participant $i$ was a difficult one (i.e., OC3 or OC4) and 0 otherwise. This term is included as a control for the participant's experience with the first order. To evaluate the effect on perceptions, we use the regression model below:

$$
\begin{array}{r}
\text { Perception }_{i}={\text { Constant }+\delta_{1} \text { Transparent }_{i}+\delta_{2} \text { Intuitive }_{i}+\delta_{3} \text { Difficult }_{1 i}+\delta_{4} \text { Easy }_{2 i}+}^{\delta_{5} \text { Difficult }_{2 i}+\epsilon_{i} .}
\end{array}
$$

In this model, we control for the participants' experiences with both first and second orders as participants are asked to state their perceptions of the platform at the end of the experiment.

Algorithm intuitiveness and transparency both help to sustain workers' engagement with the platform

Results are reported in Table 3.7. Both algorithm intuitiveness and transparency significantly increase workers' engagement with the platform. As evident from column (1), when the algorithm is transparent, workers are less likely to reject the second order from the platform. Specifically, while 16 out of 100 participants rejected a second order under opacity, only 4 out of 101 did so when the platform was transparent. Furthermore, as evident from column (2), workers are willing to incur a marginally higher participation cost to work for the platform when the algorithm is intuitive. Columns (3)-(8) show that transparency strongly improves perceptions, whereas algorithm intuitiveness does not significantly influence these metrics.

Table 3.7: Effect of algorithm intuitiveness and transparency, Study 2

|  | Reject <br> $(1)$ | WTP <br> $(2)$ | Trust <br> $(3)$ | Sincerity <br> $(4)$ | Fairness <br> $(5)$ | Info- <br> correctness <br> $(6)$ | Favorability <br> $(7)$ | Work- <br> attractiveness <br> $(8)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | -0.034 | $0.133^{*}$ | 0.034 | 0.193 | 0.093 | 0.086 | 0.088 | -0.200 |
|  | $(0.042)$ | $(0.070)$ | $(0.207)$ | $(0.225)$ | $(0.228)$ | $(0.205)$ | $(0.208)$ | $(0.238)$ |
| Transparent | $-0.121^{* * *}$ | 0.099 | $0.628^{* * *}$ | $1.143^{* * *}$ | $0.611^{* * *}$ | $0.438^{* *}$ | $0.811^{* * *}$ | $0.981^{* * *}$ |
|  | $(0.042)$ | $(0.070)$ | $(0.206)$ | $(0.224)$ | $(0.226)$ | $(0.204)$ | $(0.207)$ | $(0.237)$ |
| Difficult $_{1}$ | -0.017 | 0.047 | -0.116 | -0.128 | -0.131 | -0.022 | -0.163 | -0.079 |
|  | $(0.042)$ | $(0.070)$ | $(0.205)$ | $(0.223)$ | $(0.225)$ | $(0.203)$ | $(0.206)$ | $(0.235)$ |
| Easy $_{2}$ |  |  | $0.891^{* * *}$ | $0.957^{* * *}$ | $0.761^{* * *}$ | $0.962^{* * *}$ | $0.958^{* * *}$ | $1.255^{* * *}$ |
|  |  |  | $(0.252)$ | $(0.274)$ | $(0.277)$ | $(0.250)$ | $(0.253)$ | $(0.289)$ |
| Difficult $_{2}$ |  |  | $0.955^{* * *}$ | $1.008^{* * *}$ | $1.051^{* * *}$ | $0.995^{* * *}$ | $1.115^{* * *}$ | $1.339^{* * *}$ |
|  |  |  | $(0.250)$ | $(0.271)$ | $(0.274)$ | $(0.247)$ | $(0.251)$ | $(0.286)$ |
| Constant | $0.187^{* * *}$ | $0.660^{* * *}$ | $3.959^{* * *}$ | $2.887^{* * *}$ | $3.571^{* * *}$ | $4.195^{* * *}$ | $3.512^{* * *}$ | $2.989^{* * *}$ |
|  | $(0.042)$ | $(0.071)$ | $(0.224)$ | $(0.243)$ | $(0.246)$ | $(0.222)$ | $(0.225)$ | $(0.257)$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$

Transparency is particularly effective at sustaining workers' engagement under a non-intuitive algorithm

We next consider the differential role of transparency in sustaining workers' engagement under intuitive versus non-intuitive algorithms. Figure 3.2a and Figure 3.2b illustrate the rejection frequency and mean WTP for the second order under different intuitiveness and transparency conditions. As evident from Figure 3.2a, transparency helps to reduce the rejection rate among workers


Figure 3.2: Study 2 Rejection frequency and Mean WTP across conditions of algorithm change. Bars indicate standard errors
under both types of algorithms; however, this effect is particularly large under the non-intuitive algorithm. Interestingly, Figure 3.2b demonstrates that transparency increases participants' WTP on average when the algorithm is not intuitive, while transparency has no substantial effect with an intuitive algorithm. In fact, participant WTP facing a transparent but non-intuitive algorithm is comparable on average to that under an intuitive algorithm, meaning that participants do not seem to punish the platform for using a non-intuitive algorithm as long as the platform reveals the weights in the algorithm.

We study the differential role of transparency formally by including the interaction term Intuitive $_{i} \times$ Transparent $_{i}$ into models (Equation 3.4) and (Equation 3.5). Results reported in Table 3.8 generally agree with our observations from Figure 3.2. Columns (1) and (2) show that transparency helps to reduce workers' likelihood of rejection and increases their WTP on a second order when the payment algorithm is not intuitive to workers. In contrast, under an intuitive algorithm, transparency has a directionally consistent but insignificant effect, which is verified using a linear hypothesis test on the sum of coefficients on Transparent and Intuitive x Transparent (as demonstrated in the second-to-last row of Table 3.8). We further assess whether transparency creates sufficient value for workers to alleviate the reduced willingness to work under a non-intuitive algorithm. In column (2) of Table 3.8, the coefficient of Intuitive is positive and significant, implying that workers' willingness to work under a non-intuitive algorithm is lower than under an

Table 3.8: Role of transparency in managing engagement under the algorithms, Study 2

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorability <br> (7) | Workattractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{aligned} & -0.066 \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.229^{* *} \\ & (0.099) \end{aligned}$ | $\begin{aligned} & -0.190 \\ & (0.294) \end{aligned}$ | $\begin{gathered} 0.039 \\ (0.320) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.324) \end{gathered}$ | $\begin{aligned} & \hline-0.194 \\ & (0.291) \end{aligned}$ | $\begin{aligned} & -0.157 \\ & (0.295) \end{aligned}$ | $\begin{aligned} & \hline-0.194 \\ & (0.339) \end{aligned}$ |
| Transparent | $\begin{gathered} -0.154^{* *} \\ (0.061) \end{gathered}$ | $\begin{aligned} & 0.199^{* *} \\ & (0.101) \end{aligned}$ | $\begin{gathered} 0.394 \\ (0.300) \end{gathered}$ | $\begin{gathered} 0.982^{* * *} \\ (0.326) \end{gathered}$ | $\begin{gathered} 0.525 \\ (0.331) \end{gathered}$ | $\begin{gathered} 0.145 \\ (0.297) \end{gathered}$ | $\begin{aligned} & 0.555^{*} \\ & (0.301) \end{aligned}$ | $\begin{gathered} 0.988^{* * *} \\ (0.345) \end{gathered}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} 0.063 \\ (0.084) \end{gathered}$ | $\begin{aligned} & -0.190 \\ & (0.139) \end{aligned}$ | $\begin{gathered} 0.441 \\ (0.411) \end{gathered}$ | $\begin{gathered} 0.303 \\ (0.447) \end{gathered}$ | $\begin{gathered} 0.162 \\ (0.453) \end{gathered}$ | $\begin{gathered} 0.552 \\ (0.407) \end{gathered}$ | $\begin{gathered} 0.481 \\ (0.412) \end{gathered}$ | $\begin{gathered} -0.012 \\ (0.473) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{aligned} & -0.016 \\ & (0.042) \end{aligned}$ | $\begin{gathered} 0.045 \\ (0.069) \end{gathered}$ | $\begin{aligned} & -0.113 \\ & (0.205) \end{aligned}$ | $\begin{aligned} & -0.126 \\ & (0.223) \end{aligned}$ | $\begin{aligned} & -0.129 \\ & (0.226) \end{aligned}$ | $\begin{gathered} -0.018 \\ (0.203) \end{gathered}$ | $\begin{aligned} & -0.160 \\ & (0.206) \end{aligned}$ | $\begin{gathered} -0.079 \\ (0.236) \end{gathered}$ |
| Easy $_{2}$ |  |  | $\begin{aligned} & 0.911^{* * *} \\ & (0.253) \end{aligned}$ | $\begin{aligned} & 0.970^{* * *} \\ & (0.275) \end{aligned}$ | $\begin{aligned} & 0.768^{* * *} \\ & (0.278) \end{aligned}$ | $\begin{aligned} & 0.986^{* * *} \\ & (0.250) \end{aligned}$ | $\begin{gathered} 0.979^{* * *} \\ (0.253) \end{gathered}$ | $\begin{gathered} 1.254^{* * *} \\ (0.291) \end{gathered}$ |
| Difficult ${ }_{2}$ |  |  | $\begin{gathered} 0.962^{* * *} \\ (0.250) \end{gathered}$ | $\begin{aligned} & 1.013^{* * *} \\ & (0.271) \end{aligned}$ | $\begin{aligned} & 1.053^{* * *} \\ & (0.275) \end{aligned}$ | $\begin{gathered} 1.004^{* * *} \\ (0.247) \end{gathered}$ | $\begin{gathered} 1.123^{* * *} \\ (0.250) \end{gathered}$ | $\begin{gathered} 1.339^{* * *} \\ (0.287) \end{gathered}$ |
| Constant | $\begin{aligned} & 0.204^{* * *} \\ & (0.048) \end{aligned}$ | $\begin{gathered} 0.609^{* * *} \\ (0.080) \end{gathered}$ | $\begin{gathered} 4.072^{* * *} \\ (0.247) \end{gathered}$ | $\begin{gathered} 2.964^{* * *} \\ (0.269) \end{gathered}$ | $\begin{gathered} 3.612^{* * *} \\ (0.272) \end{gathered}$ | $\begin{gathered} 4.336^{* * *} \\ (0.245) \end{gathered}$ | $\begin{gathered} 3.635^{* * *} \\ (0.248) \end{gathered}$ | $\begin{gathered} 2.985^{* * *} \\ (0.284) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: Transparent + (Intuitive $\times$ Transparent) | $\begin{aligned} & -0.091 \\ & (0.058) \end{aligned}$ | $\begin{gathered} 0.009 \\ (0.096) \end{gathered}$ | $\begin{gathered} 0.835^{* * *} \\ (0.283) \end{gathered}$ | $\begin{gathered} 1.285^{* * *} \\ (0.307) \end{gathered}$ | $\begin{aligned} & 0.687^{* *} \\ & (0.311) \end{aligned}$ | $\begin{aligned} & 0.697^{* *} \\ & (0.280) \end{aligned}$ | $\begin{gathered} 1.037^{* * *} \\ (0.283) \end{gathered}$ | $\begin{aligned} & 0.976^{* * *} \\ & (0.325) \end{aligned}$ |
| $\begin{aligned} & \text { Intuitive }+ \\ & \text { (Intuitive } \times \text { Transparent) } \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.059) \end{aligned}$ | $\begin{gathered} 0.039 \\ (0.098) \end{gathered}$ | $\begin{gathered} 0.251 \\ (0.290) \end{gathered}$ | $\begin{gathered} 0.342 \\ (0.315) \end{gathered}$ | $\begin{gathered} 0.172 \\ (0.319) \end{gathered}$ | $\begin{gathered} 0.357 \\ (0.286) \end{gathered}$ | $\begin{gathered} 0.325 \\ (0.290) \end{gathered}$ | $\begin{gathered} -0.206 \\ (0.333) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$
intuitive algorithm when the platform is opaque. In contrast, the sum of the estimates for Intuitive and Intuitive x Transparent in columns (1) and (2) are not significantly different from 0 as demonstrated in the last row of Table 3.8, which implies that when the platform is transparent about the underlying payment calculation, workers' engagement facing a non-intuitive algorithm is comparable to that facing an intuitive algorithm.

Results in columns (3)-(8) in Table 3.8 show that when the algorithm is non-intuitive, transparency boosts workers' perceptions of the platform about its sincerity, favorability, and workattractiveness. Using linear hypothesis test on the sum of coefficients on Transparent and Intuitive x Transparent, we identify that when the algorithm is intuitive to workers, transparency has a significant role in improving all of the perceptions considered ( $p<0.05$ in all metrics).

Taken together, our results suggest that transparency is particularly effective at sustaining engagement under algorithms that are inherently difficult for workers to rationalize. Transparency can help a platform overcome the potential downsides associated with a non-intuitive algorithm and result in an equivalent willingness to work as when the platform uses an intuitive algorithm. With respect to managing workers' perceptions, transparency tends to be beneficial overall, regardless
of the algorithm intuitiveness.

Transparency helps to manage workers' experiences with unfavorable pay outcomes under a nonintuitive algorithm

Next, we explore why transparency is particularly effective in sustaining workers' engagement when the platform uses a payment algorithm that is not intuitive to workers. One conjecture is that transparency reduces the effect of workers' disappointing pay experiences under the non-intuitive algorithm, since knowing the payment possibilities for different order compositions in advance can help prepare workers for future outcomes. It is also possible that transparency helps to draw workers' attention towards the prospect of earning a large payment with relatively little effort. This can be particularly salient for workers who have not had such a favorable experience in the past. In our setting, a worker who was previously assigned a difficult order (OC3 or OC4) under the non-intuitive algorithm is more likely to have an unfavorable experience, whereas a worker previously assigned to an easy order ( OC 1 or OC 2 ) under the non-intuitive algorithm has a more favorable experience. This is because the non-intuitive algorithm sets payment for difficult (easy) orders towards the lower (upper) end of the range of payment. Consequently, we investigate how transparency affects behavior and perceptions of workers with different previous pay experiences. For this purpose, we introduce the interaction terms Intuitive $_{i} \times$ Difficult $_{1 i}$ and Transparent $_{i} \times$ Difficult $_{1 i}$ to the specification used in Table 3.8.

The results in Table 3.9 show that transparency helps to reduce the rejection rates and increase WTP among workers who had a disappointing pay experience with the non-intuitive algorithm, i.e., the sum of the coefficients Transparent and Transparent x Difficult ${ }_{1}$ in columns (1) and (2) in the last row in the table is statistically significant. Furthermore, transparency improves perceptions of sincerity and work-attractiveness significantly, and marginally improves favorability for the same group of workers. Considering workers with favorable pay experiences with a nonintuitive algorithm, we observe consistent, yet more muted effects of transparency: As evident from the coefficient Transparent in columns (1) and (2) in Table 3.9, transparency reduces work-
ers' rejection rate significantly, but has a non-significant effect on WTP for this group of workers. Transparency also boosts perceptions of sincerity and work-attractiveness significantly among the same group of workers, as evident from columns (3)-(8).

Table 3.9: Role of transparency in managing the effect of experience, Study 2

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorability (7) | Workattractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{gathered} 0.054 \\ (0.071) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.118) \end{gathered}$ | $\begin{gathered} -0.314 \\ (0.356) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.386) \end{gathered}$ | $\begin{aligned} & -0.225 \\ & (0.391) \end{aligned}$ | $\begin{aligned} & \hline-0.369 \\ & (0.351) \end{aligned}$ | $\begin{aligned} & \hline-0.380 \\ & (0.356) \end{aligned}$ | $\begin{aligned} & \hline-0.592 \\ & (0.406) \end{aligned}$ |
| Transparent | $\begin{gathered} -0.171^{* *} \\ (0.072) \end{gathered}$ | $\begin{gathered} 0.166 \\ (0.121) \end{gathered}$ | $\begin{gathered} 0.363 \\ (0.365) \end{gathered}$ | $\begin{aligned} & 0.860^{* *} \\ & (0.396) \end{aligned}$ | $\begin{gathered} 0.549 \\ (0.400) \end{gathered}$ | $\begin{gathered} 0.224 \\ (0.360) \end{gathered}$ | $\begin{gathered} 0.477 \\ (0.365) \end{gathered}$ | $\begin{aligned} & 0.880^{* *} \\ & (0.416) \end{aligned}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.100 \\ (0.073) \end{gathered}$ | $\begin{aligned} & -0.185 \\ & (0.122) \end{aligned}$ | $\begin{gathered} -0.291 \\ (0.367) \end{gathered}$ | $\begin{aligned} & -0.151 \\ & (0.399) \end{aligned}$ | $\begin{aligned} & -0.382 \\ & (0.403) \end{aligned}$ | $\begin{aligned} & -0.142 \\ & (0.363) \end{aligned}$ | $\begin{gathered} -0.504 \\ (0.367) \end{gathered}$ | $\begin{aligned} & -0.659 \\ & (0.419) \end{aligned}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} 0.067 \\ (0.082) \end{gathered}$ | $\begin{gathered} -0.197 \\ (0.137) \end{gathered}$ | $\begin{gathered} 0.434 \\ (0.413) \end{gathered}$ | $\begin{gathered} 0.307 \\ (0.449) \end{gathered}$ | $\begin{gathered} 0.149 \\ (0.454) \end{gathered}$ | $\begin{gathered} 0.543 \\ (0.408) \end{gathered}$ | $\begin{gathered} 0.469 \\ (0.413) \end{gathered}$ | $\begin{aligned} & -0.035 \\ & (0.471) \end{aligned}$ |
| Transparent $\times$ Difficult $_{1}$ | $\begin{gathered} 0.025 \\ (0.082) \end{gathered}$ | $\begin{gathered} 0.081 \\ (0.137) \end{gathered}$ | $\begin{gathered} 0.080 \\ (0.412) \end{gathered}$ | $\begin{gathered} 0.233 \\ (0.447) \end{gathered}$ | $\begin{aligned} & -0.016 \\ & (0.452) \end{aligned}$ | $\begin{aligned} & -0.135 \\ & (0.407) \end{aligned}$ | $\begin{gathered} 0.188 \\ (0.412) \end{gathered}$ | $\begin{gathered} 0.272 \\ (0.470) \end{gathered}$ |
| Intuitive $\times$ Difficult $_{1}$ | $\begin{gathered} -0.244^{* * *} \\ (0.082) \end{gathered}$ | $\begin{gathered} 0.360^{* * *} \\ (0.137) \end{gathered}$ | $\begin{gathered} 0.264 \\ (0.419) \end{gathered}$ | $\begin{aligned} & -0.176 \\ & (0.456) \end{aligned}$ | $\begin{gathered} 0.499 \\ (0.460) \end{gathered}$ | $\begin{gathered} 0.368 \\ (0.414) \end{gathered}$ | $\begin{gathered} 0.477 \\ (0.419) \end{gathered}$ | $\begin{aligned} & 0.849^{*} \\ & (0.478) \end{aligned}$ |
| Easy $_{2}$ |  |  | $\begin{aligned} & 0.892^{* * *} \\ & (0.256) \end{aligned}$ | $\begin{aligned} & 0.988^{* * *} \\ & (0.278) \end{aligned}$ | $\begin{aligned} & 0.731^{* *} \\ & (0.281) \end{aligned}$ | $\begin{gathered} 0.956^{* * *} \\ (0.253) \end{gathered}$ | $\begin{gathered} 0.947^{* * *} \\ (0.256) \end{gathered}$ | $\begin{gathered} 1.195^{* * *} \\ (0.292) \end{gathered}$ |
| Difficult $_{2}$ |  |  | $\begin{gathered} 0.935^{* * *} \\ (0.255) \end{gathered}$ | $\begin{gathered} 1.036^{* * *} \\ (0.277) \end{gathered}$ | $\begin{aligned} & 0.999^{* * *} \\ & (0.280) \end{aligned}$ | $\begin{gathered} 0.962^{* * *} \\ (0.252) \end{gathered}$ | $\begin{gathered} 1.075^{* * *} \\ (0.255) \end{gathered}$ | $\begin{gathered} 1.252^{* * *} \\ (0.291) \end{gathered}$ |
| Constant | $\begin{aligned} & 0.148^{* * *} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 0.720^{* * *} \\ & (0.092) \end{aligned}$ | $\begin{gathered} 4.166^{* * *} \\ (0.293) \end{gathered}$ | $\begin{gathered} 2.969^{* * *} \\ (0.318) \end{gathered}$ | $\begin{gathered} 3.751^{* * *} \\ (0.322) \end{gathered}$ | $\begin{gathered} 4.410^{* * *} \\ (0.289) \end{gathered}$ | $\begin{gathered} 3.815^{* * *} \\ (0.293) \end{gathered}$ | $\begin{gathered} 3.292^{* * *} \\ (0.334) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: Transparent+ <br> (Transparent $\times$ Difficult $_{1}$ ) | $\begin{gathered} -0.146^{* *} \\ (0.073) \end{gathered}$ | $\begin{aligned} & 0.246^{* *} \\ & (0.122) \end{aligned}$ | $\begin{gathered} 0.443 \\ (0.366) \end{gathered}$ | $\begin{aligned} & 1.093^{* * *} \\ & (0.398) \end{aligned}$ | $\begin{gathered} 0.533 \\ (0.402) \end{gathered}$ | $\begin{gathered} 0.089 \\ (0.362) \end{gathered}$ | $\begin{aligned} & 0.665^{*} \\ & (0.366) \end{aligned}$ | $\begin{gathered} 1.152^{* * *} \\ (0.418) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$

These observations lead us to conclude that while transparency helps to sustain worker engagement under non-intuitive algorithms in general, it is particularly effective at managing workers' experiences with unfavorable pay outcomes under these algorithms.

Robustness: As before, Appendix section B. 3 shows consistent results after controlling for risk aversion and participant demographics. Loss aversion is another possible reason for workers' lower willingness to work under the non-intuitive algorithm. Under this algorithm, workers can construe receiving a lower return on their effort on a difficult order as a potential loss. This effect is more likely to be salient with transparency, where workers have the required information to frame the loss at the outset. In contrast, our results in subsubsection 3.5.2 suggest that with transparency, workers' rejection rates and WTP are not significantly different across the intuitiveness levels, which rules out loss aversion as a possible explanation.

### 3.5.3 Analysis and Results: Study 3

In Study 3, we focus on the impact of a change in the platform's pay algorithm from intuitive to non-intuitive. Recall that participants were required to fulfill the first two orders offered to them. A random subset of participants under each transparency level experienced a switch to the non-intuitive algorithm after fulfilling the first order. Their WTP was elicited for the third order.

Our empirical approach to studying the effect of change involves modeling workers' willingness to work for the platform as a function of Change $_{i}$, which equals 1 if the participant observed a change in the algorithm, while controlling for the variable Transparent ${ }_{i}$ and the order characteristics. Our regression model for Engagement ${ }_{i} \in\left\{\right.$ Reject $\left._{i}, W T P_{i}\right\}$ is

$$
\begin{equation*}
\text { Engagement }_{i}=\text { Constant }+\lambda_{1} \text { Transparent }_{i}+\lambda_{2} \text { Change }_{i}+\lambda_{3} \text { Difficult }_{1 i}+\lambda_{4} \text { Difficult }_{2 i}+\epsilon_{i}, \tag{3.6}
\end{equation*}
$$

whereas for perceptions, we use

$$
\begin{align*}
\text { Perception }_{i}=\text { Constant }+\mu_{1} \text { Transparent }_{i}+\mu_{2} \text { Change }_{i} & +\mu_{3} \text { Difficult }_{1 i}+\mu_{4} \text { Difficult }_{2 i} \\
& +\mu_{5} \text { Easy }_{3 i}+\mu_{6} \text { Difficult }_{3 i}+\epsilon_{i} . \tag{3.7}
\end{align*}
$$

Switch to a non-intuitive algorithm hurts worker engagement on a transparent platform:

The results of these analyses are reported in Table 3.10. From the coefficients on Change in columns (1) and (2), we observe that workers who experience a switch to a non-intuitive algorithm directionally have a higher propensity to reject work and are willing to pay a lower participation cost to work for the platform, but these effects are not statistically significant. However, as evident from columns (3)-(8), the algorithm change results in significantly poorer perceptions of the platform particularly around trust, fairness, favorability, and work-attractiveness.

Next, we examine how transparency affects workers' engagement after the algorithm change. Visualizations of the rejection frequency and the mean WTP under different conditions of change

Table 3.10: Effect of change, Study 3

|  | Reject <br> $(1)$ | WTP <br> $(2)$ | Trust <br> $(3)$ | Sincerity <br> $(4)$ | Fairness <br> $(5)$ | Info- <br> correctness <br> $(6)$ | Favorability <br> $(7)$ | Work- <br> attractiveness <br> $(8)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | 0.008 | 0.015 | 0.171 | $0.742^{* * *}$ | $0.557^{* *}$ | $0.340^{*}$ | $0.331^{*}$ | $0.540^{* *}$ |
|  | $(0.042)$ | $(0.072)$ | $(0.171)$ | $(0.217)$ | $(0.215)$ | $(0.173)$ | $(0.198)$ | $(0.225)$ |
| Change | 0.035 | -0.095 | $-0.333^{*}$ | -0.312 | $-0.435^{* *}$ | -0.270 | $-0.412^{* *}$ | $-0.519^{* *}$ |
|  | $(0.042)$ | $(0.072)$ | $(0.171)$ | $(0.218)$ | $(0.216)$ | $(0.173)$ | $(0.199)$ | $(0.225)$ |
| Difficult $_{1}$ | 0.016 | 0.048 | 0.251 | 0.228 | 0.120 | 0.154 | 0.127 | 0.171 |
|  | $(0.042)$ | $(0.073)$ | $(0.173)$ | $(0.219)$ | $(0.218)$ | $(0.175)$ | $(0.200)$ | $(0.227)$ |
| Difficult $_{2}$ | 0.005 | -0.077 | -0.251 | $-0.414^{*}$ | $-0.574^{* * *}$ | -0.116 | $-0.416^{* *}$ | $-0.412^{*}$ |
|  | $(0.042)$ | $(0.073)$ | $(0.173)$ | $(0.219)$ | $(0.217)$ | $(0.174)$ | $(0.200)$ | $(0.226)$ |
| Easy $_{3}$ |  |  | $0.654^{* * *}$ | 0.354 | $0.475^{*}$ | 0.236 | $0.419^{*}$ | 0.360 |
|  |  |  | $(0.207)$ | $(0.263)$ | $(0.261)$ | $(0.209)$ | $(0.240)$ | $(0.272)$ |
| Difficult $_{3}$ |  |  | 0.328 | 0.380 | 0.327 | 0.223 | 0.314 | 0.307 |
|  |  |  | $(0.207)$ | $(0.263)$ | $(0.261)$ | $(0.210)$ | $(0.240)$ | $(0.272)$ |
| Constant | 0.063 | $0.860^{* * *}$ | $4.827^{* * *}$ | $4.128^{* * *}$ | $4.711^{* * *}$ | $5.113^{* * *}$ | $4.692^{* * *}$ | $4.351^{* * *}$ |
|  | $(0.044)$ | $(0.077)$ | $(0.208)$ | $(0.264)$ | $(0.261)$ | $(0.210)$ | $(0.241)$ | $(0.272)$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$
are provided in Figure 3.3a and Figure 3.3b respectively. These figures illustrate that the algorithm change does not affect workers' likelihood of rejection or their WTP when the platform is opaque. Conversely, when the platform is transparent, workers' rejection frequency tends to rise and their WTP drops under the newly-implemented non-intuitive algorithm.


Condition
(a) Rejection frequency per condition

(b) Mean WTP per condition

Figure 3.3: Study 3 Rejection frequency and Mean WTP across conditions of algorithm change. Bars indicate standard errors

For a formal analysis of these visual observations, we add the interaction of Change $i_{i}$ and Transparent $_{i}$ to our regression models. Results of these analyses reported in Table 3.11 provide statistical support for the insights from Figure 3.3. That is, when the platform is opaque, the change
does not have a significant impact on workers' likelihood of rejection or WTP, as indicated by columns (1)-(2). In contrast, when the platform is transparent, the algorithm change results in a directionally higher likelihood of rejection and a marginally lower willingness to work for the platform ( $p<0.1$ ), which is verified by using a linear hypothesis test on the sum of coefficients on Change and Transparent x Change (demonstrated in the second-to-last row of Table 3.11). Interestingly, columns (3)-(8) highlight that workers have significantly negative perceptions of an opaque platform after the change. Being transparent neutralizes this effect, which is confirmed by the results of linear hypothesis tests demonstrated in the second-to-last row of the table.

In Appendix subsection B.2.1, we unpack the drivers for the drop in workers' willingness to work for a transparent platform and for the decline in workers' perceptions of an opaque platform following a change from an intuitive to a non-intuitive algorithm. For this purpose, we divide the Change variable further into two categories to capture a worker's experience with the change. Workers who are assigned a difficult second order (OC3 or OC4) undergo a decrease in financial return on their effort, since the newly introduced non-intuitive algorithm pays less for such orders. In contrast, workers who are assigned an easy second order (OC1 or OC2) undergo an increase in financial return on their effort. Results of this analysis (presented in Appendix subsection B.2.1 and omitted here for brevity) conclude that the drop in workers' willingness to work for a transparent platform and the decline in workers' perceptions of an opaque platform following the algorithm change can be attributed to workers who experience a decrease in return on their effort due to the change.

Our findings point to a critical trade-off that transparency poses when platforms consider a change from an intuitive algorithm to a non-intuitive one. With transparency, a switch to a nonintuitive algorithm results in weaker worker engagement, but it does not hurt workers' perceptions about the platform since it helps them make informed engagement decisions for themselves after the change, which is likely to be beneficial over the long run. In contrast, being opaque helps a platform reduce the short-term negative impacts of an algorithm switch on worker engagement, but ultimately, workers' perceptions of the platform are hurt after such an experience.

Table 3.11: Effect of transparency in managing engagement under change, Study 3

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness (5) | Infocorrectness (6) | Favorability <br> (7) | Workattractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | $\begin{gathered} \hline-0.038 \\ (0.058) \end{gathered}$ | $\begin{gathered} 0.103 \\ (0.101) \end{gathered}$ | $\begin{gathered} -0.117 \\ (0.238) \end{gathered}$ | $\begin{gathered} 0.417 \\ (0.302) \end{gathered}$ | $\begin{gathered} 0.204 \\ (0.299) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.239) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.276) \end{gathered}$ | $\begin{gathered} \hline 0.206 \\ (0.312) \end{gathered}$ |
| Change | $\begin{gathered} -0.013 \\ (0.060) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.103) \end{gathered}$ | $\begin{gathered} -0.636^{* * *} \\ (0.244) \end{gathered}$ | $\begin{gathered} -0.654^{* *} \\ (0.311) \end{gathered}$ | $\begin{gathered} -0.808^{* * *} \\ (0.308) \end{gathered}$ | $\begin{gathered} -0.628^{* *} \\ (0.246) \end{gathered}$ | $\begin{gathered} -0.750^{* * *} \\ (0.283) \end{gathered}$ | $\begin{gathered} -0.872^{* * *} \\ (0.321) \end{gathered}$ |
| Transparent $\times$ Change | $\begin{gathered} 0.096 \\ (0.084) \end{gathered}$ | $\begin{gathered} -0.181 \\ (0.146) \end{gathered}$ | $\begin{aligned} & 0.597^{*} \\ & (0.345) \end{aligned}$ | $\begin{gathered} 0.675 \\ (0.438) \end{gathered}$ | $\begin{aligned} & 0.734^{*} \\ & (0.434) \end{aligned}$ | $\begin{aligned} & 0.705^{* *} \\ & (0.347) \end{aligned}$ | $\begin{aligned} & 0.666^{*} \\ & (0.400) \end{aligned}$ | $\begin{gathered} 0.696 \\ (0.453) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.022 \\ (0.042) \end{gathered}$ | $\begin{gathered} 0.037 \\ (0.074) \end{gathered}$ | $\begin{aligned} & 0.289^{*} \\ & (0.173) \end{aligned}$ | $\begin{gathered} 0.271 \\ (0.220) \end{gathered}$ | $\begin{gathered} 0.167 \\ (0.218) \end{gathered}$ | $\begin{gathered} 0.198 \\ (0.175) \end{gathered}$ | $\begin{gathered} 0.168 \\ (0.201) \end{gathered}$ | $\begin{gathered} 0.215 \\ (0.228) \end{gathered}$ |
| Difficult ${ }_{2}$ | $\begin{gathered} 0.006 \\ (0.042) \end{gathered}$ | $\begin{gathered} -0.078 \\ (0.073) \end{gathered}$ | $\begin{aligned} & -0.247 \\ & (0.172) \end{aligned}$ | $\begin{aligned} & -0.410^{*} \\ & (0.218) \end{aligned}$ | $\begin{gathered} -0.570^{* * *} \\ (0.216) \end{gathered}$ | $\begin{gathered} -0.111 \\ (0.173) \end{gathered}$ | $\begin{gathered} -0.412^{* *} \\ (0.199) \end{gathered}$ | $\begin{aligned} & -0.407^{*} \\ & (0.226) \end{aligned}$ |
| Easy $_{3}$ |  |  | $\begin{aligned} & 0.682^{* * *} \\ & (0.207) \end{aligned}$ | $\begin{gathered} 0.386 \\ (0.263) \end{gathered}$ | $\begin{aligned} & 0.509^{*} \\ & (0.260) \end{aligned}$ | $\begin{gathered} 0.269 \\ (0.208) \end{gathered}$ | $\begin{aligned} & 0.450^{*} \\ & (0.240) \end{aligned}$ | $\begin{gathered} 0.393 \\ (0.272) \end{gathered}$ |
| Difficult ${ }_{3}$ |  |  | $\begin{aligned} & 0.356^{*} \\ & (0.207) \end{aligned}$ | $\begin{gathered} 0.412 \\ (0.263) \end{gathered}$ | $\begin{gathered} 0.361 \\ (0.261) \end{gathered}$ | $\begin{gathered} 0.256 \\ (0.208) \end{gathered}$ | $\begin{gathered} 0.345 \\ (0.240) \end{gathered}$ | $\begin{gathered} 0.339 \\ (0.272) \end{gathered}$ |
| Constant | $\begin{aligned} & 0.083^{*} \\ & (0.048) \end{aligned}$ | $\begin{gathered} 0.822^{* * *} \\ (0.083) \end{gathered}$ | $\begin{gathered} 4.934^{* * *} \\ (0.216) \end{gathered}$ | $\begin{gathered} 4.249^{* * *} \\ (0.274) \end{gathered}$ | $\begin{gathered} 4.842^{* * *} \\ (0.271) \end{gathered}$ | $\begin{gathered} 5.239^{* * *} \\ (0.217) \end{gathered}$ | $\begin{gathered} 4.811^{* * *} \\ (0.250) \end{gathered}$ | $\begin{gathered} 4.476^{* * *} \\ (0.283) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: <br> Change + <br> (Transparent $\times$ Change) | $\begin{gathered} 0.083 \\ (0.059) \end{gathered}$ | $\begin{aligned} & -0.185^{*} \\ & (0.102) \end{aligned}$ | $\begin{gathered} -0.039 \\ (0.241) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.306) \end{gathered}$ | $\begin{aligned} & -0.074 \\ & (0.303) \end{aligned}$ | $\begin{gathered} 0.077 \\ (0.242) \end{gathered}$ | $\begin{aligned} & -0.085 \\ & (0.279) \end{aligned}$ | $\begin{aligned} & -0.176 \\ & (0.316) \end{aligned}$ |
| Transparent + <br> (Transparent $\times$ Change) | $\begin{gathered} 0.058 \\ (0.060) \end{gathered}$ | $\begin{gathered} -0.078 \\ (0.105) \end{gathered}$ | $\begin{gathered} 0.481^{*} \\ (0.247) \end{gathered}$ | $\begin{aligned} & 1.092^{* * *} \\ & (0.314) \end{aligned}$ | $\begin{gathered} 0.938^{* * *} \\ (0.311) \\ \hline \end{gathered}$ | $\begin{gathered} 0.706^{* * *} \\ (0.249) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.676^{* *} \\ & (0.286) \end{aligned}$ | $\begin{gathered} 0.902^{* * *} \\ (0.325) \end{gathered}$ |

Transparency does not hurt worker engagement and helps to boost worker perceptions compared to opacity:

Should a platform that might change its algorithm in the future nevertheless commit to transparency? To answer this question, it is essential to compare workers' behavior and perceptions between the two transparency conditions. In Table 3.11, the coefficient of Transparent captures the comparison of the two transparency conditions when workers do not experience an algorithm change, while the sum of Transparent and Change x Transparent (which are demonstrated in the last row of the table) captures that comparison when workers experience an algorithm change. As evident from columns (1) and (2), transparency does not hurt workers' engagement, irrespective of an algorithm change. Furthermore, from columns (3)-(8), we observe that transparency helps to boost perceptions particularly after a non-intuitive algorithm is implemented. In Appendix subsection B.2.2, we examine the role of transparency in managing workers' perceptions of the change. Results of this analysis conclude that transparency also helps in neutralizing perceptions about the inappropriateness of the non-intuitive algorithm that we observe among workers who see a de-
crease in return on their effort on an opaque platform. Therefore, our results suggest that a platform will not be hurt by committing to transparency and may actually benefit from it over the long run by motivating positive perceptions of workers.

Robustness: As before, Appendix section B. 3 shows consistent results after controlling for risk aversion and participant demographics.

### 3.6 Concluding Remarks

On-demand service platforms have been experimenting with different kinds of algorithms to compensate workers. While few platforms have continued using algorithms that are intuitive to workers such as those that are commission- or effort-based, others have transitioned to using algorithms that incorporate a variety of factors potentially exogenous to the task, under which workers find it difficult to rationalize their pay. The lack of transparency on how much the different components of work are paid for exacerbates their difficulty. Despite the anecdotal evidence on workers' frustration with these algorithmic features, it is not clear at the outset whether these reactions reflect a systematic effect on workers' decisions to work for the platform and their perceptions, and what features of the algorithm are responsible for workers' negative reactions. In this paper, we conduct incentivized online experiments with human subjects to examine how the pay algorithm's intuitiveness to workers and its transparency affect their willingness to work for a platform and perceptions of the platform. We highlight three sets of insights.

First, neither the intuitiveness of the pay algorithm nor its transparency has a significant influence on the decisions of workers considering joining the platform for the first time. However, transparency into the algorithm helps to improve perceptions about the platform, irrespective of the algorithm's intuitiveness to workers, which can be valuable for the platform in the long run.

Second, for workers who have some experience of working for the platform and being paid by its algorithm, the intuitiveness of the algorithm and its transparency are influential in sustaining workers' engagement with the platform. We find that transparency is particularly valuable in sustaining workers' engagement when the algorithm does not conform to workers' intuition; trans-
parency in this case helps to reduce workers' rejection rates of the orders offered by the platform and increases the participation cost they are willing to pay to work for the platform. Moreover, we find that this value created by transparency is sufficient to overcome workers' lower willingness to work under the non-intuitive algorithm, leading the platform to achieve comparable worker engagement levels to that under an intuitive algorithm. This effectiveness of transparency is achieved largely through the instrumental role it plays in managing workers' experiences with unfavorable pay outcomes under the non-intuitive algorithm. Thus, our results highlight that keeping nonintuitive algorithms opaque, as several platforms have done in practice, can systematically harm workers' engagement with the platform. Our results suggest that platforms can operationalize a non-intuitive algorithm by providing workers with a clear breakdown of how their algorithm compensates different components of the task, which prepares them for the future outcomes and mitigates the consequences of their disappointment. Transparency tends to be beneficial in managing workers' perceptions as well, regardless of algorithm intuitiveness.

Third, we find that a change in algorithm from intuitive to non-intuitive implemented by a transparent platform hurts workers' engagement on the platform, but we observe no such effect on an opaque platform. Despite transparency's short-term negative impact, committing to transparency can ultimately be beneficial for the platform in the long run for two reasons: (1) Workers have significantly poor perceptions of an opaque platform after the change, and transparency helps to neutralize this effect. (2) The level of worker engagement with transparency is not dominated by that achieved by opacity, even after an algorithm change.

Our work in this paper is focused on understanding how two specific features of a pay algorithm - its intuitiveness to workers and its transparency - affect workers' engagement with the platform. Our modeling of intuitiveness is based on whether the compensation for each task correlates with effort. Future work can investigate the effect of other features of the pay algorithm that can contribute to an algorithm's intuitiveness to workers, such as random bonuses that may make pay less predictable, or its structural complexity. There can also be practical value in considering a moderate level of transparency, wherein the platform reveals which factors weigh more than others,
instead of revealing their values explicitly.
Ours is, to our knowledge, the first attempt to explore and underscore the effects that features of a platform's pay algorithm can have on workers' economic decisions such as their willingness to work for the platform and workers' perceptions of the platform. We hope that our work motivates further studies with the objective of understanding ways to improve workers' experiences on ondemand service platforms.

## CHAPTER 4 <br> PLATFORM COMMISSION AND ITS TRANSPARENCY ON ON-DEMAND SERVICE PLATFORMS

### 4.1 Introduction

In recent years, on-demand service platforms such ridesharing, grocery-delivery, courier-delivery, and food-delivery platforms have come to revolutionize how certain services get delivered to customers. Platforms such as Uber, Lyft, Bolt, Grab, Ola, and Instacart adopt the role of an intermediary that connects service-seeking customers to service-providing agents (workers). In this role, platforms make several critical decisions, one of which pertains to the commission to be charged to workers on a service request completed on the platform. Prevailing literature on workers' participation decisions on a platform assumes that workers only consider their own economic outcomes in making these decisions. However, the platform's commission, which is the difference between the price it charges the customer and its payment to the worker who fulfills the service request, can influence workers' evaluation of the prospect of working for the platform. Thus, workers' participation decisions may be affected by their payoffs relative to the platform. Examining how a platform's practices pertaining to the commission that it charges workers influence workers' behavior is the focus of this paper.

Platforms have been experimenting with how they determine the commission that workers pay on the service requests they complete through the platform. Early in their conception, many platforms used a fixed commission model, where the price on a service request is determined such that the worker fulfilling it is paid based on effort-based factors such as time and distance, and the platform earns a fixed percentage commission on the price. Several platforms such as Ola (Ola 2023), Bolt (Bolt 2021), Gojek (Yufeng 2022), DiDi Australia (DiDi 2021), and 99Taxi (Schieber 2015), continue to operate under this model. Subsequently, however, some platforms decoupled
the customer price from workers' earnings (Allyn 2021), such that the platform's commission not consistent across service instances (Cox 2019). Under this model, platforms compensate workers for their effort on the task, but utilize several additional factors both endogenous and exogenous to the service task to determine the price. This leads to the platform's commission being variable across service instances. For instance, under Uber's and Lyft's variable commission structures, drivers are paid a consistent amount per unit time and distance on a trip (Kerr 2022; Lyft 2022), whereas the price is dependent on several additional factors (Uber Marketplace 2023; Lyft 2023)— that do not influence what the worker earns, such as riders' willingness to pay (Newcomer 2017; Martin 2019).

This change has marked a significant shift in workers' experience of working with these platforms. Under the fixed commission model, workers fully understand the relationship between the price paid by the customer and their share in the revenue. In contrast, they are less informed about this relationship when the platform's commission is variable. These new practices have led to suspicion and distrust about certain platforms among workers. In particular, workers are concerned whether they receive a fair share of the value created by the platform. Platforms argue that this model helps improve customers' experience through better prices. Furthermore, by keeping a higher commission through charging higher prices in certain instances can help the platform offset the lower revenue realized when it keeps a lower commission through charging lower prices (Uber Marketplace 2023). Finally, platforms argue that workers are better off under the variable commission model as they realize more earning opportunities through the platform (Uber Marketplace 2023).

In addition to whether the commission is fixed or variable, workers' knowledge of the platform's commission is also influenced by its transparency to workers. It has been observed anecdotally that when platforms have implemented a fixed commission model, they have been transparent about the percentage commission that they charge workers. For instance, platforms such as Ola (Ola 2023), Bolt (Bolt 2021), Gojek (Yufeng 2022), DiDi Australia (DiDi 2021), and 99Taxi (Schieber 2015), have made the percentage commission that they keep, public. In contrast, under
the variable commission model, platforms have experimented with workers' visibility of their commission on individual service requests. For instance, both Uber and Lyft earlier adopted full transparency under their variable commission models, wherein drivers could observe the customer price and hence the platform's commission on each trip. However, platforms faced significant backlash from drivers when they realized that the platforms were securing a large portion of the customer price on some trips (Siddiqui 2021b). In response, platforms have experimented with reducing the transparency of their commission to drivers. For instance, Uber experimented with withdrawing drivers' visibility of the customer price (Zhou 2022). Concurrently, Lyft experimented with an intermediate level of transparency, wherein a driver could access only aggregate information about the price on their trips (Gordon 2019). Platforms have argued that their opacity on commission is motivated by the objective to help workers focus on their own earnings (Gordon 2019).

Anecdotal evidence, however, suggests that the lack of transparency has not been received well by drivers either. Drivers have expressed suspicion that by concealing information on price from them, the platform keeps a large portion of the price paid by the customer (Gordon 2019). Under such opacity, drivers also find it more difficult to make an informed decision about their participation on the platform, by making it difficult for them to evaluate whether they would earn a fair share of the transaction. Concurrently, realizing workers' frustrations, new platforms based on lower commission and transparent commission policies have been emerging and attracting workers ${ }^{1}$ (Mansur 2022).

Overall, these observations from practice suggest that workers (i) may resist a variable commission model where the platform's commission in some service instances is larger than in others, and (ii) may be frustrated by a platform's attempts to make it more difficult for workers to observe the platform's commission. However, several things about workers' attitudes towards platform commission remain unclear from the anecdotally reported reactions of workers. Firstly, it remains to be systematically understood how the platform's commission level influences workers' decision to work for the platform. Secondly, how does this worker behavior influence the commission that

[^16]platform can charge workers under the fixed and variable commission models? Thirdly, it is not clear at the outset if and how worker participation and their perceptions of the platform vary across the fixed and variable commission models. For instance, if workers are averse to variability in platform commission, is the platform constrained to keeping a lower commission on average than in the fixed commission model? Finally, the effect of transparency about the platform's commission under the variable commission model on worker behavior is not well understood. Therefore, a careful analysis of workers' value for platform's commission and its transparency is required. In this paper, we experimentally study how these two features associated with workers' relative earnings influence their participation on the platform and their perceptions of the platform.

Making decisions pertaining to its commission is not trivial from the platform's perspective as they involve significant tradeoffs. Research on fairness preferences suggests that people are sensitive to how their outcomes compare with those of others. Moreover, fairness concerns invoked by such a comparison can determine how people reciprocate; people can resist outcomes that they deem unfavorable to them in a relative sense (Fehr and Gächter 2000). In our context, this would suggest that in general, workers find higher platform commission unfair and may resist participating under such conditions. However, prior literature also suggests that there is heterogeneity in fairness preferences across individuals (Falk et al. 2006); some people may be more sensitive to relative payoffs than others. To that end, it is possible that at an aggregate level, workers may not display significant resistance towards higher platform commission. Secondly, a platform's choice between the fixed and variable commission models could involve a potential trade-off between efficiency and fairness concerns of workers. On one hand, having more flexibility in adjusting the price (and hence, the commission) can help the platform attract more customers through better prices and potentially generate greater revenue. However, the realization of these benefits depends on worker behavior. When the platform's commission is variable, instances where the platform commission is lower can serve as a reference and lead workers to deem higher commission unfair, which can hurt worker participation. Therefore, the potential benefits of the variable commission model are not guaranteed to materialize. Furthermore, the efficacy of opacity in operationalizing
the variable commission model is not straightforward. On one hand, the opacity of platform commission can reduce workers' sensitivity to the platform's share of revenue on individual service requests and improve worker participation on the platform. However, prior literature has shown that transparency helps to boost trust and credibility (Bernstein 2017; Core 2001; Healy and Palepu 2001; Leuz and Wysocki 2016; Levitin 2013; Ullmann 1985). To that end, the lack of transparency on the platform commission can increase worker distrust and reduce their participation on the platform. Therefore, a careful analysis of worker behavior in this context is warranted.

Given these considerations, we aim to answer the following research questions: (1) How does the platform's commission level under the fixed and variable commission models influence workers' participation decisions on the platform? (2) How do workers' participation decisions and perceptions of the platform compare across the fixed and variable commission models? and (3) How does the transparency of a platform's commission under the variable commission model influence workers' participation decisions on the platform and their perceptions of the platform?

To answer these questions, we design incentivized experiments to be conducted online on Prolific using a setting that involves three players-the customer, the worker, and the platform who acts as an intermediary between the two. The customer is computer simulated, while human participants are randomly assigned to assume the role of either the platform or the worker and are paired throughout the experiment. The pairs are randomly assigned to the fixed commission or the variable commission treatment. In both treatments, the platform makes a pricing decision that influences the likelihood that the customer-with a stochastic maximum willingness to pay, places a service request. In the fixed commission treatment, the platform commits upfront to one price for all experimental periods, whereas in the variable commission treatment, the platform can set different prices for different distributions of customers' willingness to pay that it may realize. The platform pays the worker a wage rate that is determined exogenously, and the difference between the platform's price and its payment to the worker is the commission it charges the worker. The worker decides upfront, the maximum platform commission that she is willing to pay to the platform. A customer places a request if and only if the platform's price is less than or equal to his

WTP. Further, the service request can be assigned to the worker if and only if the platform charges a commission on the task that is not greater than what the worker is willing to pay. We implement the variable commission treatment under two transparency conditions. That is, participant pairs assigned to the variable commission treatment are randomly assigned to one of two conditions. In the transparent condition, the worker can eventually observe the price charged by the platform on a service task, whereas under the opaque condition, this information is never revealed to the worker. At the end of the experiment, workers' perceptions of the platform and the risk preferences of all participants are elicited. In the next section, we discuss the related literature, and in section 4.3, we provide the details of our experimental design.

### 4.2 Related Literature

Our work in this paper contributes to three streams of literature. Firstly, this paper is related to a growing body of Operations Management literature on on-demand service platforms. There has been extensive research that studies platforms' decisions around pricing and workers' wages. Some papers evaluate a platform's fixed commission policy (Cachon et al. 2017; Bimpikis et al. 2019; Guda and Subramanian 2019; Besbes et al. 2021; Bimpikis et al. 2019; Hu et al. 2022; Bai et al. 2019), while several researchers have also studied settings where the price and wage can be determined independently by the platform (Cachon et al. 2017; Taylor 2018; Gurvich et al. 2019; Hu and Zhou 2020; Bimpikis et al. 2019; Bai et al. 2019). However, this body of literature assumes that workers make their labor supply decisions based only on their own economic outcomes. In contrast, this paper studies how worker behavior on the platform may be motivated by how much they earn on a service task relative to the platform.

Secondly, our work connects with literature on the role of fairness concerns in social and economic interactions. In particular, prior literature has shown that individuals resist outcomes that they deem unfair. One piece of supporting evidence for this behavior is found in the widely studied and replicated ultimatum game (Güth et al. 1982). In this game, an Allocator is asked to divide an amount of money between himself and a Recipient. If the split is accepted by the Recipient,
the allocation is executed, whereas if it is rejected, both players receive nothing. Normative theory would predict that the Allocator should offer the Recipient the smallest portion possible, and the Recipient should accept it given that her outside option is zero. The experimental data, however, is inconsistent with both hypotheses; anticipating that low offers are likely to be rejected, Allocators offer a significantly higher amount to the Recipient than the lowest possible amount, and Recipients reject low offers whenever they do encounter them (Thaler 1988). Follow up work has built a theory of reciprocity, which suggests that individuals reward kind actions of others and punish unkind ones (Falk and Fischbacher 2006). Some researchers have studied the role of such fairness concerns and reciprocity in labor markets. Akerlof and Yellen (1990) put forth the fair wage-effort hypothesis, according to which, workers proportionately withdraw effort as their actual wage falls short of their fair wage. In an experimental setting, Falk et al. (2006) find that workers' reservation wages are influenced by the presence or absence of a minimum wage law. In particular, under the minimum wage law, workers perceive receiving a minimum wage offer as rather unfair and thus have reservation wages that are above the minimum wage. This leads firms to have to pay much more than the minimum wage. In contrast to the aforementioned literature, our study focuses on the context of on-demand service platforms. Furthermore, we examine the role of the procedures (i.e., fixed or variable commission) that determine the distribution of payoffs between the worker and the platform, in influencing workers' participation and their perceptions.

Finally, our paper is related to work on the role of transparency in Operations Management. Work in this domain examines transparency as an operational lever on the consumer-side and the supply-side. Prior work has examined the role of transparency into the service process for signaling service provider effort (Buell and Norton 2011; Buell et al. 2017), or sharing progress in the product delivery process (Bray 2020), or position in a queue (Buell 2021). Transparency is also extensively studied in the domain of supply chains. Research has examined how transparency into internal and external initiatives towards social and environmental responsibility (Buell and Kalkanci 2021) affects consumer perceptions and purchase behavior. Lately, research on transparency has expanded into new operational settings such as governmental operations (Buell et al. 2021)
and crowdfunding platforms (Mejia et al. 2019). In these contexts, transparency serves as a lever in managing relations with residents and donors, respectively. In contrast to the extensive work on the consumer-side, research investigating the effect of operational transparency on the supplyside is relatively scarce. Researchers have studied the effect of transparency into an organization's previous purchases on employees' procurement decisions (Beer et al. 2021). In the context of ridesharing platforms, Mejia and Parker (2021) examine the effect of transparency about riders' details on drivers' ride acceptance and cancellation decisions. In Buell et al. (2017), authors find that providing service providers, visibility of the customers that they are serving leads to higher service quality and efficiency. Our paper adds to this body of work by considering how visibility of a platform's commission on a service request, when the platform commission may not be consistent, influences workers' participation decisions and their perceptions of the platform.

### 4.3 Experimental Design

In our experimental setup, we capture the platform's environment relevant to our research questions using a computerized setting. There are three players in the experiment-the customer, the worker, and the platform who acts as an intermediary between the two. The roles of the platform and the worker are played by human participants, while the customer is computer simulated. Human participants are randomly assigned to assume the role of either the platform or the worker and are paired throughout the experiment. Facing a customer in each period whose maximum Willingness to Pay (WTP) for the service is random, the platform is responsible for setting the price. The price influences the probability that the customer places a service request. The platform pays the worker a wage rate that is determined exogenously. The difference between the platform's price and its payment to the worker is the commission that the platform charges the worker. The worker decides upfront, the maximum platform commission that she is willing to pay to the platform. A customer places a request if and only if the platform's price is less than or equal to his WTP. A service request can be assigned to the worker if and only if the platform charges a commission that is not greater than what the worker is willing to pay. In two treatments, we manipulate the kind of
pricing decisions that the platform can make; the platform is either asked to make a pricing decision in a setting where its commission is consistent, or in a setting where it can charge a variable commission. To explore the effect of transparency under the treatment with variable commission, we implement the corresponding treatment under two transparency conditions. Under the transparent condition, the worker can eventually observe the platform's commission on a service task, whereas under the opaque condition, this information is never revealed to the worker. At the end of the experiment, workers' perceptions of the platform, and all participants risk preferences are elicited. In the next few subsections, we provide more details of the experimental design.

### 4.3.1 Platform and Worker Decisions

In our experiment, we mimic the setting of a ridesharing platform. This is because our research questions and motivation identify closest with this setting. At the beginning of period $t$ of the experiment, the platform faces a customer-simulated by the computer, whose WTP, $V_{t}$, for the ride is uniformly distributed in $[\underline{V}, \bar{V}]$ for all $t$. The range of $V_{t}$ is known to the worker but the distribution is unknown. The platform determines the price, $p_{t}$, under uncertainty about $V_{t}$. The customer places a service request if and only if the platform's price, $p_{t}$, is less than or equal to the customer's WTP. From the price paid by the customer, the platform is committed to paying the worker a wage, while the rest is charged to the worker as commission on the service task. The worker decides the maximum commission, i.e., the difference between the platform's price and the worker's wage, that she is willing to pay on a service task, under uncertainty about $p_{t}$. A service request can be assigned to the worker if and only if the platform's commission is not greater than the maximum commission that the worker is willing to pay.

### 4.3.2 Service Tasks and Wage Rate

Service tasks in our experiment mimic those on a ridesharing platform, captured in a computerized environment. A task is composed of several subtasks-each involving a traffic situation and modeled using slider tasks (Gill and Prowse 2011) that are widely used in experimental studies
with real effort. Workers encounter several traffic situations sequentially and are asked to take appropriate action towards each of them. Workers are shown a traffic situation for a duration of 30 seconds and lose a small amount for each traffic situation that they miss or respond incorrectly to. To reduce the variability in the environment that workers are exposed to, we assume that the platform receives only one type of service request. To that end, the number of subtasks (i.e., traffic situations) in a service request received in period $t, N_{t}$, is such that $N_{t}=N$ for all $t$.

To restrict our attention to the platform's commission, we assume that the platform offers the worker a fixed and exogenously specified wage rate, $w$, on each subtask (i.e., traffic situation) in a service task. This is also consistent with the fact that platforms continued to determine workers' compensation on a service task using effort-based factors such as time and distance, even as they transitioned from keeping a fixed commission to keeping a variable commission (Uber Blog 2021). We assume that customers are aware that it costs the platform at least $(w \times N)$ to provide the service and are therefore willing to pay at least $(w \times N)$. To that end, we assume $\underline{V}>(w \times N)$.

### 4.3.3 Payoffs

The payoffs of the platform and the worker in a period depend critically on the platform's price. At the start of each period, the platform is endowed with an amount $E_{p}$, while no such amount is endowed to the worker. We adapt this experimental feature from Kraft et al. (2018) to reflect the relatively disadvantaged position and lower opportunity cost of the worker. In the case that the customer arriving in a period does not get served, the worker earns nothing in that period and platform earns nothing over its initial endowment. If, however, the customer arriving in a period is served by the worker, then the worker earns $(w \times N)$, while the platform earns the commission, $p_{t}-(w \times N)$, over its initial endowment. To maintain that the platform's final wealth is larger than that of the worker, we select the platform's initial endowment, $E_{p}$, such that $E_{p}>2(w \times N)-\underline{V}$. We set parameters in the experiment such that if a service request is completed, the worker's payoff from the transaction is higher than that of the platform. This reflects the reality that the platform's commission on a service request is unlikely to exceed $50 \%$ of the price. Therefore, we assume that
$\bar{V}<2(w \times N)$.

### 4.3.4 Experimental Treatments and Conditions

Since the wage offered to the worker is held fixed, whether the platform's commission is consistent or variable across the service instances is only influenced by how the platform determines the price in our experiment. We design two treatments between-subjects: the Fixed Commission treatment and the Variable Commission treatment. In each of these treatments, the platform makes a pricing decision, which influences the likelihood that the customer places a service request and whether the worker accepts it. Further, we implement the Variable Commission treatment under two conditions; under the transparent condition, the worker can observe the price set by the platform, whereas under the opaque condition, the worker cannot observe the price set by the platform.

## Fixed Commission Treatment

Under fixed commission, the platform commits to keeping a commission that remains consistent across the experimental periods. In our experimental setup, this implies that the platform commits to a single price. Therefore, in this treatment, the participant playing the role of the platform is asked to decide a price, $p_{t}=p \in[\underline{V}, \bar{V}]$ that would apply to each period $t$.

The worker states the maximum commission, $W T P^{w} \in[\underline{V}-(w \times N), \bar{V}-(w \times N)]$, that she is willing to pay to accept and fulfill a service request. The worker is informed that $V_{t}$ is in the range $[\underline{V}, \bar{V}]$, but is uninformed about its probability distribution. This this reduces the chance that worker participants make decisions based on the probability of receiving earning opportunities resulting from a price.

The platform player then proceeds to the post-experimental section, and in the rest of the experiment, the worker is the only active participant. The platform price $p_{t}=p$ is revealed to the worker. Then, in each period $t, V_{t}=v_{t}$ is drawn from the uniform distribution $U[\underline{V}, \bar{V}]$, and a service request is completed if and only if $p_{t}=p \leq v_{t}$ and $p-(w \times N) \leq W T P^{w}$. The payoffs of the platform and the worker in the period then follow as described in subsection 4.3.3. At the
end of each period, the worker is shown a summary of his own and the platform's payoffs for the period. At the end of all experimental periods, the worker proceeds to the post-experimental section.

## Variable Commission Treatment

Under variable commission, the platform is not bound to charge workers a fixed commission; it can vary the commission it charges across service instances. In doing so, the platform can utilize certain factors to determine the price that are independent of those that determine the worker's wage. Consistently, in this treatment, while the worker is compensated using a fixed wage rate per unit effort, the platform can make a more granular pricing decision for the customer. Specifically, the platform can determine different prices for different segments of customers' WTP.

The treatment evolves as follows. At the beginning of the experiment, the participant playing the role of the platform knows that the probability distribution of $V_{t}$ is $U[\underline{V}, V]$. At the beginning of each period, the platform receives more information about the customer's WTP. In particular, the platform either observes that $V_{t} \sim V_{t, l}$ or $V_{t} \sim V_{t, h}$ at the beginning of a period, where $V_{t, l} \sim U[\underline{V},(\underline{V}+\bar{V}) / 2]$ and $V_{t, h} \sim U[(\underline{V}+\bar{V}) / 2, \bar{V}]$. The platform decides prices, $p_{t, l}$ and $p_{t, h}$, conditional on $V_{t} \sim V_{t, l}$ and $V_{t} \sim V_{t, h}$, respectively. To control for platform's learning over the experimental periods across the two treatments, the participant playing the role of the platform is informed at the beginning of the experiment that $V_{t} \sim V_{t, l}$ and $V_{t} \sim V_{t, h}$ are equally likely, and is asked to decide $p_{t, l}$ and $p_{t, h}$ at the beginning of the experiment. Moreover, to maintain that the worker is not aware of the information about the distribution of $V_{t}$ possessed by the platform, we ask the platform participant to choose $p_{t, l}$ and $p_{t, h}$ in the range $[\underline{V}, \bar{V}]$.

The worker states the maximum commission, $W T P^{w} \in[\underline{V}-(w \times N), \bar{V}-(w \times N)]$, that she is willing to pay to accept and fulfill a service request, without knowing the platform's pricing decision. The worker is informed that $V_{t}$ is in the range $[\underline{V}, \bar{V}]$, but is uninformed about its probability distribution. The worker knows that the platform can decide two different prices. Overall, this reduces the chance that worker participants make decisions based on the probability of receiving
earning opportunities resulting from a price.
The platform player then proceeds to the post-experimental section, and in the rest of the experiment, the worker is the only active participant. Then, in each period $t, V_{t} \sim V_{t, l}$ or $V_{t} \sim V_{t, h}$ is realized with equal chance, and $v_{t}$ is drawn from the realized distribution $V_{t}$. If $V_{t} \sim V_{t, l}$, then $p_{t}=p_{t, l}$ applies, whereas if $V_{t} \sim V_{t, h}$, then $p_{t}=p_{t, h}$ applies.

We design the Variable Commission Treatment to be conducted under two conditions of transparency. Under the transparent condition, the worker observes $p_{t}$ at the beginning of each period. A service request is completed if and only if $p_{t} \leq v_{t}$ and $p_{t}-(w \times N) \leq W T P^{w}$. The payoffs of the platform and the worker in a period then follow as described in subsection 4.3.3. At the end of each period, the worker is shown a summary of his own and the platform's payoffs for the period. At the end of all experimental periods, the worker proceeds to the post-experimental section.

Under the opaque condition, the worker never observes $p_{t}$. A service request is completed if and only if $p_{t} \leq v_{t}$ and $p_{t}-(w \times N) \leq W T P^{w}$. The payoffs of the platform and the worker in a period follow as described in subsection 4.3.3. At the end of each period, the worker is shown a summary of his own payoff for the period. At the end of all experimental periods, the worker proceeds to the post-experimental section.

### 4.3.5 Post-experimental Section

Following the main experiment, participants who play the role of the worker are given a questionnaire that includes questions about their perceptions about the platform. Specifically, we ask participants to rate their perceptions regarding trust, sincerity, fairness, and favorability towards the platform, their perception of the accuracy of information shared by the platform, and the attractiveness of the platform as an employer on a Likert scale.

In the post-experimental section, we also elicit the risk preferences of all participants. These are measured with the widely used multiple price list method (Holt and Laury 2002). Participants earn a small bonus based on the outcome of the risk preference elicitation task over their earnings from the experiment. Finally, we ask participants to respond to a demographic survey that includes
questions about their age, gender, education, and income.

### 4.3.6 Sequence of Experimental Events

Participants on Prolific are first shown preliminary instructions about the experiment, followed by the consent form and detailed instructions. Participants are required to answer the questions of a comprehension quiz correctly to proceed to the main experimental session. Participants are randomly assigned to the role of either a worker or a platform in pairs. They are further assigned to one of the two treatments. Under the variable commission treatment, pairs are randomly assigned to one of the two transparency conditions. The main experimental session is followed by the postexperimental section.

## Appendices

## APPENDIX A

## SUPPLEMENTAL MATERIALS FOR CHAPTER 2

## A. 1 Proofs

Preliminaries To simplify the presentation of the proofs, and without loss of generality, we redefine parameters in their normalized form, i.e., let $d_{1}:=d_{1} / n, d_{2}:=d_{2} / n, d_{3}:=d_{3} / n$, $r_{1}:=r_{1} / p$, and $r_{2}:=r_{2} / p$. Consequently, $D_{1}:=D_{1} / n \sim U[0,1], D_{2}:=D_{2} / n \sim U[0,1]$, and $D_{3}:=D_{3} / n \sim U[0,1]$. Next, we state the expected earnings from staying and moving for drivers under each of the three information-sharing mechanisms-that we will refer to throughout the proofs.

First, consider surge information sharing. Under this mechanism, drivers observe the realized demand $d_{3}$ in Zone 3, but not the realized demand in Zones 1 or 2 (i.e., $d_{1}$ or $d_{2}$, respectively). For Zone 1 drivers, if the realized demand $d_{1}$ is less than or equal to the number of drivers staying in Zone $1,(1+\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right)$, the probability that a driver is allocated a customer is $d_{1} /[(1+$ $\left.\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right)\right]$. If $d_{1}$ is greater than the number of drivers staying in Zone 1 , a driver is assigned a customer with probability 1 and the surge multiplier is $d_{1} /\left[(1+\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right)\right]$. Consequently, given $d_{1}$, the expected earnings over two stages for a driver in Zone 1 choosing to stay are $2 d_{1} /[(1+$ $\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right]$. Since drivers are uncertain about the realized demand $d_{1}$, the expected earnings for a Zone 1 driver from staying are given by

$$
\begin{equation*}
\int_{0}^{1} \frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right)} d d_{1}=\frac{1}{(1+\gamma)\left(1-\theta_{1 s}\left(d_{3}\right)\right)} \tag{A.1}
\end{equation*}
$$

The expected earnings for Zone 1 drivers from moving can be calculated in a similar way and are given by

$$
\begin{equation*}
\frac{d_{3}}{(1+\gamma) \theta_{1 s}\left(d_{3}\right)+(2-\gamma) \theta_{2 s}\left(d_{3}\right)}-r_{1} . \tag{A.2}
\end{equation*}
$$

Similarly, the expected earnings for a Zone 2 driver from staying are given by

$$
\begin{equation*}
\int_{0}^{1} \frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 s}\left(d_{3}\right)\right)} d d_{2}=\frac{1}{(2-\gamma)\left(1-\theta_{2 s}\left(d_{3}\right)\right)} \tag{A.3}
\end{equation*}
$$

and those from moving are given by

$$
\begin{equation*}
\frac{d_{3}}{(1+\gamma) \theta_{1 s}\left(d_{3}\right)+(2-\gamma) \theta_{2 s}\left(d_{3}\right)}-r_{2} \tag{A.4}
\end{equation*}
$$

Next, consider full information sharing. Under this mechanism, drivers observe the realized demand in Zones 1, 2, and 3 (i.e., $d_{1}, d_{2}$, and $d_{3}$, respectively). For the sake of brevity, and given the symmetry in the information available to drivers in Zones 1 and 2, we drop the dependence of $\theta_{1 f}$ and $\theta_{2 f}$ on the demand realizations; we use $\theta_{1 f}$ instead of $\theta_{1 f}\left(d_{1}, d_{2}, d_{3}\right)$ and $\theta_{2 f}$ instead of $\theta_{2 f}\left(d_{1}, d_{2}, d_{3}\right)$ throughout the equilibrium analysis of full information sharing. It follows similarly to surge information sharing that the expected earnings for Zone 1 drivers from staying are given by

$$
\begin{equation*}
\frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 f}\right)}, \tag{A.5}
\end{equation*}
$$

and those from moving are given by

$$
\begin{equation*}
\frac{d_{3}}{(1+\gamma) \theta_{1 f}+(2-\gamma) \theta_{2 f}}-r_{1} . \tag{A.6}
\end{equation*}
$$

Similarly, the expected earnings for Zone 2 drivers from staying are given by

$$
\begin{equation*}
\frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 f}\right)}, \tag{A.7}
\end{equation*}
$$

and those from moving are given by

$$
\begin{equation*}
\frac{d_{3}}{(1+\gamma) \theta_{1 f}+(2-\gamma) \theta_{2 f}}-r_{2} \tag{A.8}
\end{equation*}
$$

Finally, consider local information sharing. Under this mechanism, Zone 1 drivers possess no information on the realized demand, while Zone 2 drivers observe the realized demand $d_{3}$ in Zone 3 , but not the realized demand in Zones 1 or 2 (i.e., $d_{1}$ or $d_{2}$, respectively). It follows similarly as the analysis leading up to (Equation A.1) above that the expected earnings for a Zone 2 driver from staying are given by

$$
\begin{equation*}
\int_{0}^{1} \frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 \ell}\left(d_{3}\right)\right)} d d_{2}=\frac{1}{(2-\gamma)\left(1-\theta_{2 \ell}\left(d_{3}\right)\right)} \tag{A.9}
\end{equation*}
$$

and those from moving are given by

$$
\begin{equation*}
\frac{d_{3}}{(1+\gamma) \theta_{1 \ell}+(2-\gamma) \theta_{2 \ell}\left(d_{3}\right)}-r_{2} . \tag{A.10}
\end{equation*}
$$

Similarly, for Zone 1 drivers, the expected earnings from staying are given by

$$
\begin{equation*}
\int_{0}^{1} \frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 \ell}\right)} d d_{1}=\frac{1}{(1+\gamma)\left(1-\theta_{1 \ell}\right)} \tag{A.11}
\end{equation*}
$$

while the additional uncertainty about the realized demand in Zone 3 implies that the expected earnings from moving are given by

$$
\begin{equation*}
E\left[\frac{d_{3}}{(1+\gamma) \theta_{1 \ell}+(2-\gamma) \theta_{2 \ell}\left(d_{3}\right)}\right]-r_{1} \tag{A.12}
\end{equation*}
$$

Proof of Proposition 1 First, we show that when $d_{3}=0$, a unique equilibrium exists in which $\theta_{1 s}^{*}\left(d_{3}\right)=\theta_{2 s}^{*}\left(d_{3}\right)=0$. Note that if $d_{3}=0$, the expected earnings from moving given by (Equation A.2) and (Equation A.4) for drivers in Zones 1 and 2, respectively, are strictly negative because $r_{1}, r_{2}>0$. The expected earnings from staying given by (Equation A.1) and (Equation A.3), respectively, are strictly positive because $\theta_{1 s}^{*}\left(d_{3}\right), \theta_{2 s}^{*}\left(d_{3}\right) \in[0,1)$ and $\gamma \in[0,1]$. Since the expected earnings from staying dominate those from moving for drivers in Zones 1 and 2, it follows that $\theta_{1 s}^{*}\left(d_{3}\right)=\theta_{2 s}^{*}\left(d_{3}\right)=0$ when $d_{3}=0$.

The rest of the proof of Proposition 1 focuses on the case where $d_{3}>0$.
(a) Zone 1 drivers do not move in equilibrium if and only if, given $\theta_{2 s}^{*}\left(d_{3}\right)$, i.e., the equilibrium proportion of Zone 2 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{1 s}^{*}\left(d_{3}\right)=0$. It follows from (Equation A.1) and (Equation A.2) that Zone 1 drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{1} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}\left(d_{3}\right)}-\frac{1}{(1+\gamma)} \tag{A.13}
\end{equation*}
$$

At the equilibrium proportion $\theta_{2 s}^{*}\left(d_{3}\right)$, by definition, Zone 2 drivers are indifferent between staying and moving, given $\theta_{1 s}^{*}\left(d_{3}\right)=0$. It follows from (Equation A.3) and (Equation A.4) that $\theta_{2 s}^{*}\left(d_{3}\right)$ is obtained by solving

$$
\begin{equation*}
\frac{1}{(2-\gamma)\left(1-\theta_{2 s}^{*}\left(d_{3}\right)\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}\left(d_{3}\right)}-r_{2} \tag{A.14}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \theta_{2 s, 1}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{2}(2-\gamma)}{r_{2}(2-\gamma)}\right]-\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{2}(2-\gamma)\right)^{2}+2 d_{3}\left(1-r_{2}(2-\gamma)\right)+d_{3}^{2}}}{r_{2}(2-\gamma)}\right] \\
& \theta_{2 s, 2}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{2}(2-\gamma)}{r_{2}(2-\gamma)}\right]+\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{2}(2-\gamma)\right)^{2}+2 d_{3}\left(1-r_{2}(2-\gamma)\right)+d_{3}^{2}}}{r_{2}(2-\gamma)}\right] . \tag{A.15}
\end{align*}
$$

In expression (Equation A.16) for $\theta_{2 s, 2}\left(d_{3}\right)$, the term inside the square root can be rewritten as $\left(1+d_{3}\right)^{2}+\left((2-\gamma) r_{2}\right)^{2}+2(2-\gamma) r_{2}\left(1-d_{3}\right)$, which is strictly greater than $\left((2-\gamma) r_{2}\right)^{2}$ by $\gamma \in[0,1], r_{2} \in(0,1)$, and $d_{3} \in(0,1]$. Then the second bracketed term on the right-hand side of the expression for $\theta_{2 s, 2}\left(d_{3}\right)$ is strictly greater than 1 , which leads $\theta_{2 s, 2}\left(d_{3}\right)$ to be strictly greater than 1 by $r_{2} \in(0,1), \gamma \in[0,1]$, and $d_{3} \in(0,1]$.

Consider the expression for $\theta_{2 s, 1}\left(d_{3}\right)$ in (Equation A.15). $\theta_{2 s, 1}\left(d_{3}\right)>0$ because the square of the numerator of the second bracketed term on the right-hand side is less than $\left(1+(2-\gamma) r_{2}+d_{3}\right)^{2}$ because it can be rewritten as $\left(1+(2-\gamma) r_{2}+d_{3}\right)^{2}-4 r_{2} d_{3}(2-\gamma)$, where $4 r_{2} d_{3}(2-\gamma)>0$ by $r_{2} \in(0,1), \gamma \in[0,1]$, and $d_{3} \in(0,1] . \theta_{2 s, 1}\left(d_{3}\right)<1$ because, by simple algebra, this is satisfied if
and only if $\left(d_{3}+1-r_{2}(2-\gamma)\right)^{2}<\left(1+r_{2}(2-\gamma)\right)^{2}+2 d_{3}\left(1-r_{2}(2-\gamma)\right)+d_{3}^{2}$, which holds due to $r_{2} \in(0,1)$ and $\gamma \in[0,1]$. Consequently, a unique internal solution $\theta_{2 s}^{*}\left(d_{3}\right)$ exists, and is equal to $\theta_{2 s, 1}\left(d_{3}\right)$. Substituting $\theta_{2 s}^{*}\left(d_{3}\right)=\theta_{2 s, 1}\left(d_{3}\right)$ in (Equation A.13), (Equation A.13) is equivalent to

$$
\begin{equation*}
r_{1} \geq \bar{r}_{s}=\frac{d_{3}}{(2-\gamma) \theta_{2 s, 1}\left(d_{3}\right)}-\frac{1}{(1+\gamma)} \tag{A.17}
\end{equation*}
$$

In our original notation, $\bar{r}_{s}$ is equivalent to

$$
\begin{equation*}
\bar{r}_{s}=\frac{2 p d_{3} r_{2}}{p\left(d_{3}+n\right)+(2-\gamma) n r_{2}-n p \sqrt{\frac{d_{3}^{2}}{n^{2}}+\frac{2 d_{3}\left(p-(2-\gamma) r_{2}\right)}{n p}+\frac{\left(p+(2-\gamma) r_{2}\right)^{2}}{p^{2}}}}-\frac{p}{1+\gamma} \tag{A.18}
\end{equation*}
$$

(b) Zone 2 drivers do not move in equilibrium if and only if, given $\theta_{1 s}^{*}\left(d_{3}\right)$, i.e., the equilibrium proportion of Zone 1 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{2 s}^{*}\left(d_{3}\right)=0$. It follows from (Equation A.3) and (Equation A.4) that Zone 2 drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{2} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}\left(d_{3}\right)}-\frac{1}{(2-\gamma)} \tag{A.19}
\end{equation*}
$$

At the equilibrium proportion $\theta_{1 s}^{*}\left(d_{3}\right)$, by definition, Zone 1 drivers are indifferent between staying and moving, given $\theta_{2 s}^{*}\left(d_{3}\right)=0$. It follows from (Equation A.1) and (Equation A.2) that $\theta_{1 s}^{*}\left(d_{3}\right)$ is obtained by solving

$$
\begin{equation*}
\frac{1}{(1+\gamma)\left(1-\theta_{1 s}^{*}\left(d_{3}\right)\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}\left(d_{3}\right)}-r_{1} \tag{A.20}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \theta_{1 s, 1}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{1}(1+\gamma)}{r_{1}(1+\gamma)}\right]-\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{1}(1+\gamma)\right)^{2}+2 d_{3}\left(1-r_{1}(1+\gamma)\right)+d_{3}^{2}}}{r_{1}(1+\gamma)}\right] \\
& \theta_{1 s, 2}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{1}(1+\gamma)}{r_{1}(1+\gamma)}\right]+\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{1}(1+\gamma)\right)^{2}+2 d_{3}\left(1-r_{1}(1+\gamma)\right)+d_{3}^{2}}}{r_{1}(1+\gamma)}\right] \tag{A.22}
\end{align*}
$$

Through a change of variables such that $\gamma_{1}=1-\gamma \in[0,1]$, the term $(1+\gamma)$ can be replaced with $\left(2-\gamma_{1}\right)$, and consequently it follows similarly to the proof of Proposition 1a that $\theta_{1 s, 2}\left(d_{3}\right)>1$, while $\theta_{1 s, 1}\left(d_{3}\right) \in(0,1)$. Therefore, a unique internal solution $\theta_{1 s}^{*}\left(d_{3}\right)$ exists, and is equal to $\theta_{1 s, 1}\left(d_{3}\right)$. Finally, substituting $\theta_{1 s}^{*}\left(d_{3}\right)=\theta_{1 s, 1}\left(d_{3}\right)$ in (Equation A.19), (Equation A.19) is equivalent to

$$
\begin{equation*}
r_{2}-\frac{d_{3}}{(1+\gamma) \theta_{1 s, 1}\left(d_{3}\right)}+\frac{1}{(2-\gamma)} \geq 0 . \tag{A.23}
\end{equation*}
$$

This condition can be rewritten as

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{2 d_{3} r_{1}}{1+d_{3}+r_{1}(1+\gamma)-\sqrt{\left(1+d_{3}+r_{1}(1+\gamma)\right)^{2}-4(1+\gamma) d_{3} r_{1}}} \geq 0 \tag{A.24}
\end{equation*}
$$

To express (Equation A.24) as a condition on $r_{1}$, we evaluate the derivative of the left-hand side of (Equation A.24) with respect to $r_{1}$, which is given by

$$
\begin{equation*}
\frac{-1+d_{3}-r_{1}(1+\gamma)-\sqrt{\left(1-d_{3}+r_{1}(1+\gamma)\right)^{2}+4 d_{3}}}{2 \sqrt{\left(1-d_{3}+r_{1}(1+\gamma)\right)^{2}+4 d_{3}}} . \tag{A.25}
\end{equation*}
$$

This expression is strictly negative because the term inside the square root is strictly greater than $\left(1-d_{3}+r_{1}(1+\gamma)\right)^{2}>0$ and $-1+d_{3}-r_{1}(1+\gamma)<0$ by $d_{3} \in(0,1], \gamma \in[0,1]$, and $r_{1}>0$. Thus, the left-hand side of (Equation A.24) is strictly decreasing in $r_{1}$ for $r_{1}>0$, and (Equation A.24) is satisfied by

$$
\begin{equation*}
r_{1} \leq \underline{r}_{s} \tag{A.26}
\end{equation*}
$$

if a solution $\underline{r}_{s}$ that satisfies (Equation A.24) at equality exists, and (Equation A.24) is not satisfied by any $r_{1}$ otherwise. In order to characterize the condition when a solution exists, we evaluate the left-hand side of (Equation A.24) as $r_{1} \rightarrow+\infty$. This evaluates to $r_{2}+1 /(2-\gamma)-2 d_{3} /[1+\gamma-$ $\left.\sqrt{(1+\gamma)^{2}}\right]$, which approaches $-\infty$ as $r_{1} \rightarrow+\infty$. This, together with the fact that the left-hand side of (Equation A.24) is strictly decreasing in $r_{1}>0$ implies that a solution $\underline{r}_{s}>r_{2}$ exists if and only if the left-hand side of (Equation A.24) evaluated at $r_{1}=r_{2}$ is strictly greater than 0 . This
condition is equivalent to

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{2 r_{2} d_{3}}{1+r_{2}(1+\gamma)+d_{3}-\sqrt{\left(1+r_{2}(1+\gamma)-d_{3}\right)^{2}+4 d_{3}}}>0 \tag{A.27}
\end{equation*}
$$

Therefore, in the parameter region where (Equation A.27) holds, an equilibrium with $\theta_{1 s}^{*}\left(d_{3}\right) \in$ $(0,1)$ and $\theta_{2 s}^{*}\left(d_{3}\right)=0$ exists if and only if $r_{1} \leq \underline{r}_{s}$, where $\underline{r}_{s}$ solves (Equation A.24) at equality and satisfies $\underline{r}_{s}>r_{2}$. Conversely, in the parameter region where (Equation A.27) does not hold, we define $\underline{r}_{s}$ to be equal to $r_{2}$, which implies that $\theta_{1 s}^{*}\left(d_{3}\right) \in(0,1)$ and $\theta_{2 s}^{*}\left(d_{3}\right)=0$ cannot occur in equilibrium, as $r_{1}>\underline{r}_{s}$ for all values of $r_{1}$ by definition.

Finally, we show that (Equation A.27) holds if and only if $\gamma$ is sufficiently high. The derivative of the left-hand side of (Equation A.27) with respect to $\gamma$ is given by

$$
\frac{1}{(2-\gamma)^{2}}+\frac{2 r_{2}^{2} d_{3}\left[1-\frac{1-d_{3}+r_{2}(1+\gamma)}{\sqrt{\left(1+r_{2}(1+\gamma)-d_{3}\right)^{2}+4 d_{3}}}\right]}{\left(1+d_{3}+r_{2}(1+\gamma)-\sqrt{\left(1+r_{2}(1+\gamma)+d_{3}\right)^{2}-4 d_{3} r_{2}(1+\gamma)}\right)^{2}} .
$$

In this expression, the first term is strictly positive because its denominator involves a squared term. The expression inside the square brackets in the numerator of the second term is in the range $(0,1)$ due to $0<1-d_{3}+r_{2}(1+\gamma)<\sqrt{\left(1+r_{2}(1+\gamma)-d_{3}\right)^{2}+4 d_{3}}$ by $r_{2} \in(0,1)$, $\gamma \in[0,1]$, and $d_{3} \in(0,1]$. In the denominator of the second term, the expression inside the square root can be rewritten as $\left(1+r_{2}(1+\gamma)-d_{3}\right)^{2}+4 d_{3}$, and it follows by $d_{3} \in(0,1]$ that this is strictly positive. Then, $1+r_{2}(1+\gamma)+d_{3}>\sqrt{\left(1+r_{2}(1+\gamma)+d_{3}\right)^{2}-4 d_{3} r_{2}(1+\gamma)}>0$ due to $r_{2} \in(0,1), \gamma \in[0,1]$, and $d_{3} \in(0,1]$, which implies that the denominator of the second term is strictly positive. Finally, $r_{2} \in(0,1)$ and $d_{3} \in(0,1]$ lead to the term outside the square brackets in the numerator of the second term to be strictly positive. Therefore, the left-hand side of (Equation A.27) is strictly increasing in $\gamma$ for $\gamma \in[0,1]$ and (Equation A.27) holds if and only if $\gamma>\tilde{\gamma}$, where $\tilde{\gamma}$ solves

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{2 r_{2} d_{3}}{1+r_{2}(1+\gamma)+d_{3}-\sqrt{\left(1+r_{2}(1+\gamma)-d_{3}\right)^{2}+4 d_{3}}}=0 \tag{A.28}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \tilde{\gamma}_{1}=\frac{d_{3}+5 r_{2}+2-\sqrt{\left(d_{3}-3 r_{2}+2\right)^{2}+24 r_{2}}}{4 r_{2}},  \tag{A.29}\\
& \tilde{\gamma}_{2}=\frac{d_{3}+5 r_{2}+2+\sqrt{\left(d_{3}-3 r_{2}+2\right)^{2}+24 r_{2}}}{4 r_{2}} . \tag{A.30}
\end{align*}
$$

Consider the expression for $\tilde{\gamma}_{2}$ in (Equation A.30). The term inside the square root is strictly greater than $\left(d_{3}-3 r_{2}+2\right)^{2} \geq 0$ and is strictly positive by $r_{2} \in(0,1)$. This helps us to identify a lower bound on $\tilde{\gamma}_{2}$. If $d_{3}-3 r_{2}+2>0$, we have $\tilde{\gamma}_{2}>\left[d_{3}+r_{2}+2\right] / 2 r_{2}$, which can be rewritten as $\tilde{\gamma}_{2}>\left(1 / r_{2}\right)+0.5+\left(d_{3} / 2 r_{2}\right)$. Moreover, $\tilde{\gamma}_{2}>\left(1 / r_{2}\right)+0.5+\left(d_{3} / 2 r_{2}\right)>1$ by $d_{3} \in(0,1]$ and $r_{2} \in(0,1)$. If $d_{3}-3 r_{2}+2 \leq 0$, we have $\tilde{\gamma}_{2}>8 r_{2} / 4 r_{2}>1$. Therefore, $\tilde{\gamma}_{2}>1$ and can be omitted.

Consider the expression for $\tilde{\gamma}_{1}$ in (Equation A.29). The term inside the square root is strictly positive as shown above, and can be rewritten as $\left(d_{3}+3 r_{2}+2\right)^{2}-12 d_{3} r_{2}$. We have $\tilde{\gamma}_{1}>0$ because its numerator and denominator are strictly positive. The numerator is strictly positive because $d_{3}+5 r_{2}+2>0$ and $\left(d_{3}+5 r_{2}+2\right)^{2}>\left(d_{3}+3 r_{2}+2\right)^{2}>\left(d_{3}+3 r_{2}+2\right)^{2}-12 d_{3} r_{2}$ by $d_{3} \in(0,1]$ and $r_{2} \in(0,1)$. The denominator is strictly positive by $r_{2} \in(0,1)$. Moreover, $\tilde{\gamma}_{1}<1$. Note that $\tilde{\gamma}_{1}<1$ is equivalent to $\left(d_{3}+5 r_{2}+2-4 r_{2}\right)^{2}<\left(d_{3}+3 r_{2}+2\right)^{2}-12 d_{3} r_{2}$. Using simple algebra, this is equivalent to $-8 r_{2}\left(1-d_{3}+r_{2}\right)<0$, which is always true due to $r_{2} \in(0,1)$ and $d_{3} \in(0,1]$. Therefore, $\tilde{\gamma}_{1} \in(0,1)$ and we have a unique $\tilde{\gamma}=\tilde{\gamma}_{1} \in(0,1)$ that solves (Equation A.28).

To summarize, if $\gamma>\tilde{\gamma}$, then $\underline{r}_{s}>r_{2}$ is obtained by solving

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{2 d_{3} \underline{r}_{s}}{1+d_{3}+\underline{r}_{s}(1+\gamma)-\sqrt{\left(1+d_{3}+\underline{r}_{s}(1+\gamma)\right)^{2}-4(1+\gamma) d_{3} \underline{r}_{s}}}=0 \tag{A.31}
\end{equation*}
$$

and if $\gamma \leq \tilde{\gamma}, \underline{r}_{s}=r_{2}$ as defined above.
(c) Note that (Equation 2.3) and (Equation 2.4) are obtained by equating Zone 1 and Zone 2 drivers’ expected utilities from staying and moving, respectively. Our approach here involves obtaining the solution $\theta_{1 s}$ as a function of $\theta_{2 s}$ for (Equation 2.3) and (Equation 2.4) separately, and we then show that the two functions intersect exactly once at interior values of $\theta_{1 s}\left(d_{3}\right)$ and $\theta_{2 s}\left(d_{3}\right)$ under
conditions given in Proposition 1c. For brevity, we will drop $d_{3}$ from $\theta_{1 s}\left(d_{3}\right)$ and $\theta_{2 s}\left(d_{3}\right)$ and related expressions.

First, we use (Equation 2.3) to obtain the function $\theta_{1 s}\left(\theta_{2 s}\right)$. We obtain two solutions

$$
\begin{align*}
& \bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)=\frac{1+d_{3}+r_{1}\left(1+\gamma-(2-\gamma) \theta_{2 s}\right)+\sqrt{\left(1+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}+4 r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)}}{2 r_{1}(1+\gamma)},  \tag{A.32}\\
& \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)=\frac{1+d_{3}+r_{1}\left(1+\gamma-(2-\gamma) \theta_{2 s}\right)-\sqrt{\left(1+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}+4 r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)}}{2 r_{1}(1+\gamma)} .
\end{align*}
$$

(A.33)

Consider the expression for $\bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$ in (Equation A.32). The term inside the square root is strictly greater than $\left(1+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2} \geq 0$ and is strictly positive for all $\theta_{2 s} \in$ $(0,1)$ by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$, which allows us to identify a lower bound on $\bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$. If $1+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)>0$, then $\bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)>\left[1+d_{3}-r_{1}\left(\theta_{2 s}(2-\gamma)\right)\right] /\left[r_{1}(1+\gamma)\right]>1$. If $1+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right) \leq 0$, then it follows that $\bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)>1$. We can hence rule out $\bar{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$ as a possible solution and focus on $\underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$.

Next, we use (Equation 2.4) to obtain $\theta_{1 s}$ as a function of $\theta_{2 s}$, which yields

$$
\theta_{1 s, 2}\left(\theta_{2 s}\right)=\frac{-(2-\gamma)\left(-d_{3}+\theta_{2 s}\left(1+d_{3}+r_{2}(2-\gamma)\left(1+\theta_{2 s}\right)\right)\right)}{(1+\gamma)\left(1+r_{2}(2-\gamma)\left(1-\theta_{2 s}\right)\right)} .
$$

In order to characterize the point at which $\underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$ and $\theta_{1 s, 2}\left(\theta_{2 s}\right)$ intersect, we first evaluate their derivatives, $d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}$ and $d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}$, given by

$$
\begin{gather*}
\frac{d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)}{d \theta_{2 s}}=-\frac{(2-\gamma)}{2(1+\gamma)}\left[1+\frac{1-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)}{\sqrt{\left(1-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}+4 d_{3}}}\right]  \tag{A.34}\\
\quad \frac{d \theta_{1 s, 2}\left(\theta_{2 s}\right)}{d \theta_{2 s}}=-\frac{1}{1+\gamma}\left[(2-\gamma)+\frac{d_{3}(2-\gamma)}{\left(1+r_{2}(2-\gamma)-r_{2}(2-\gamma) \theta_{2 s}\right)^{2}}\right] \tag{A.35}
\end{gather*}
$$

and show that they are both strictly negative.
Consider the expression for $d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}$ from (Equation A.34). We first evaluate the ex-
pression inside the square brackets. The expression is strictly positive because the expression inside the square root in the denominator of the second term is strictly greater than $\left(1-d_{3}+r_{1}(1+\right.$ $\left.\left.\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}>0$ and the numerator of the second term is strictly positive for all $\theta_{2 s} \in(0,1)$ by $d_{3} \in(0,1], r_{1} \in(0,1)$, and $\gamma \in[0,1]$. The term outside the square brackets is strictly negative by $\gamma \in[0,1]$. Therefore, $d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}<0$.

Consider the expression for $d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}$ from (Equation A.35). The term inside the square brackets is strictly positive for all $\theta_{2 s} \in(0,1)$ by $\gamma \in[0,1]$ and $d_{3} \in(0,1]$. The term outside the square brackets is strictly negative by $\gamma \in[0,1]$. Therefore, $d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}<0$.

Finally, we show that

$$
\begin{aligned}
&\left|\frac{d \theta_{1 s, 2}\left(\theta_{2 s}\right)}{d \theta_{2 s}}\right|-\left|\frac{d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)}{d \theta_{2 s}}\right|= \frac{(2-\gamma)}{2(1+\gamma)}[1- \\
&\left.\frac{1-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)}{\sqrt{\left(1-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}+4 d_{3}}}\right]+ \\
& \frac{2-\gamma}{1+\gamma}\left[\frac{d_{3}}{\left(1+r_{2}(2-\gamma)-r_{2} \theta_{2 s}(2-\gamma)\right)^{2}}\right]>0 .
\end{aligned}
$$

The second term in the expression for $\left|d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|-\left|d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|$ is strictly positive for all $\theta_{2 s} \in(0,1)$ by $\gamma \in[0,1]$ and $d_{3} \in(0,1]$. In the first term, the expression inside the square brackets is in the range $(0,1)$ because $\left(1-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 s}\right)\right)^{2}+4 d_{3}>1-d_{3}+r_{1}(1+$ $\left.\gamma+(2-\gamma) \theta_{2 s}\right)>0$ for all $\theta_{2 s} \in(0,1)$ by $d_{3} \in(0,1], \gamma \in[0,1]$, and $r_{1} \in(0,1)$. Moreover, the expression outside the square brackets in the first term is strictly positive by $\gamma \in[0,1]$. Therefore, $\left|d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|-\left|d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|>0$, which implies that $\theta_{1 s, 2}$ declines faster with respect to $\theta_{2 s}$ than $\underline{\theta}_{1 s, 1}$.

Since $d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}<0, d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}<0$, and $\left|d \theta_{1 s, 2}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|-\left|d \underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right) / d \theta_{2 s}\right|>$ 0 , the functions $\underline{\theta}_{1 s, 1}\left(\theta_{2 s}\right)$ and $\theta_{1 s, 2}\left(\theta_{2 s}\right)$ will intersect exactly once in $\theta_{1 s} \in(0,1)$ and $\theta_{2 s} \in(0,1)$ if the following three conditions hold: $\underline{\theta}_{1 s, 1}(0) \in(0,1), \underline{\theta}_{1 s, 1}(0)<\theta_{1 s, 2}(0)$, and $\hat{\theta}_{2 s}<\tilde{\theta}_{2 s}$, where $\hat{\theta}_{2 s} \in(0,1)$ and $\tilde{\theta}_{2 s}$ are such that $\theta_{1 s, 2}\left(\hat{\theta}_{2 s}\right)=0$ and $\underline{\theta}_{1 s, 1}\left(\tilde{\theta}_{2 s}\right)=0$.

First, we show that $\underline{\theta}_{1 s, 1}(0)$ is in the range $(0,1)$. Using simple algebra, $\underline{\theta}_{1 s, 1}(0)$ can be written

$$
\underline{\theta}_{1 s, 1}(0)=\frac{1}{2}\left[\frac{1+d_{3}+r_{1}(1+\gamma)}{r_{1}(1+\gamma)}\right]-\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{1}(1+\gamma)\right)^{2}+2 d_{3}\left(1-r_{1}(1+\gamma)\right)+d_{3}^{2}}}{r_{1}(1+\gamma)}\right] .
$$

Note that $\underline{\theta}_{1 s, 1}(0)$ is equivalent to $\theta_{1 s, 1}\left(d_{3}\right)$ in (Equation A.21). Then it follows from the second paragraph after (Equation A.22) in the proof of Proposition 1b that $\underline{\theta}_{1 s, 1}(0) \in(0,1)$.

Next, we evaluate the condition $\underline{\theta}_{1 s, 1}(0)<\theta_{1 s, 2}(0)$. This condition is equivalent to $r_{2}-d_{3} /[(1+$ $\left.\gamma) \theta_{1 s, 1}\left(d_{3}\right)\right]+1 /(2-\gamma)<0$, where $\theta_{1 s, 1}\left(d_{3}\right)$ is given by (Equation A.21). Therefore, $\underline{\theta}_{1 s, 1}(0)<$ $\theta_{1 s, 2}(0)$ is the opposite of (Equation A.26), as established in the proof of Proposition 1b, and is equivalent to $r_{1}>\underline{r}_{s}$.

Finally, we examine the condition $\hat{\theta}_{2 s}<\tilde{\theta}_{2 s}$, where $\hat{\theta}_{2 s}$ and $\tilde{\theta}_{2 s}$ satisfy $\theta_{1 s, 2}\left(\hat{\theta}_{2 s}\right)=0$ and $\underline{\theta}_{1 s, 1}\left(\tilde{\theta}_{2 s}\right)=0$. Note that the solutions to the equation $\theta_{1 s, 2}\left(\hat{\theta}_{2 s}\right)=0, \hat{\theta}_{2 s, 1}$ and $\hat{\theta}_{2 s, 2}$, are equivalent to $\theta_{2 s, 1}\left(d_{3}\right)$ and $\theta_{2 s, 2}\left(d_{3}\right)$ characterized in (Equation A.15) and (Equation A.16), respectively, in the proof of Proposition 1a. Then it follows from the two paragraphs below (Equation A.16) in the proof of Proposition 1a that $\hat{\theta}_{2 s, 1} \in(0,1)$, while $\hat{\theta}_{2 s, 2}>1$ can be omitted.

Furthermore, the solution to the equation $\underline{\theta}_{1 s, 1}\left(\tilde{\theta}_{2 s}\right)=0$ equals $\tilde{\theta}_{2 s}=d_{3}(1+\gamma) /[(2-\gamma)(1+$ $\left.\left.r_{1}(1+\gamma)\right)\right]$, which is strictly positive by $d_{3} \in(0,1], r_{1} \in(0,1)$, and $\gamma \in[0,1]$. Lastly, we can show by algebra that the condition $\hat{\theta}_{2 s, 1}<\tilde{\theta}_{2 s}$ is equivalent to $r_{1}-d_{3} /\left[(2-\gamma) \theta_{2 s, 1}\left(d_{3}\right)\right]+1 /(1+\gamma)<0$, where $\theta_{2 s, 1}\left(d_{3}\right)$ is defined in (Equation A.15). This condition is the opposite of (Equation A.17), as established in the proof of Proposition 1a, and is equivalent to $r_{1}<\bar{r}_{s}$.
(d) It follows from the proof of Proposition 1b that $\underline{r}_{s}>r_{2}$ if and only if $\gamma>\tilde{\gamma}=\tilde{\gamma}_{1}$, where $\tilde{\gamma}_{1}$ is given by (Equation A.29). By simple algebra, $\tilde{\gamma}_{1}>0.5$ can be shown to be equivalent to $\left(d_{3}+3 r_{2}+2\right)^{2}>\left(d_{3}-3 r_{2}+2\right)^{2}+24 r_{2}$, which holds by $d_{3} \in(0,1]$ and $r_{2} \in(0,1)$.

## Proof of Proposition 2

(a) Zone 1 drivers do not move in equilibrium if and only if, given $\theta_{2 f}^{*}$, i.e., the equilibrium proportion of Zone 2 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{1 f}^{*}=0$. It follows from (Equation A.5) and (Equation A.6) that Zone 1
drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{1} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}-\frac{2 d_{1}}{1+\gamma} \tag{A.36}
\end{equation*}
$$

At the equilibrium proportion $\theta_{2 f}^{*}$, by definition, Zone 2 drivers are indifferent between staying and moving, given $\theta_{1 f}^{*}=0$. It follows from (Equation A.7) and (Equation A.8) that $\theta_{2 f}^{*}$ is obtained by solving

$$
\begin{equation*}
\frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 f}^{*}\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}-r_{2} \tag{A.37}
\end{equation*}
$$

We obtain two solutions

$$
\begin{equation*}
\theta_{2 f, 1}=\frac{2 d_{2}+d_{3}+r_{2}(2-\gamma)-\sqrt{\left(2 d_{2}+d_{3}-r_{2}(2-\gamma)\right)^{2}+8 r_{2} d_{2}(2-\gamma)}}{2 r_{2}(2-\gamma)}, \tag{A.38}
\end{equation*}
$$

$$
\begin{equation*}
\theta_{2 f, 2}=\frac{2 d_{2}+d_{3}+r_{2}(2-\gamma)+\sqrt{\left(2 d_{2}+d_{3}-r_{2}(2-\gamma)\right)^{2}+8 r_{2} d_{2}(2-\gamma)}}{2 r_{2}(2-\gamma)} \tag{A.39}
\end{equation*}
$$

In expression (Equation A.39) for $\theta_{2 f, 2}$, the term inside the square root is strictly greater than $\left(2 d_{2}+d_{3}-r_{2}(2-\gamma)\right)^{2} \geq 0$ and is strictly positive by $r_{2} \in(0,1), d_{2} \in(0,1]$, and $\gamma \in[0,1]$, which allows us to identify a lower bound on $\theta_{2 f, 2}$. If $2 d_{2}+d_{3}-r_{2}(2-\gamma)>0$, we have $\theta_{2 f, 2}>\left[2 d_{2}+d_{3}\right] /\left[r_{2}(2-\gamma)\right]>1$. If $2 d_{2}+d_{3}-r_{2}(2-\gamma) \leq 0$, we have $\theta_{2 f, 2}>1$. Hence, $\theta_{2 f, 2}$ can be ruled out as a possible solution.

Consider the expression for $\theta_{2 f, 1}$ in (Equation A.38). $\theta_{2 f, 1}>0$ because its numerator and denominator are both strictly positive. To see this point, note that the numerator can be rewritten as $\left[2 d_{2}+d_{3}+r_{2}(2-\gamma)\right]-\left[\sqrt{\left(2 d_{2}+d_{3}+r_{2}(2-\gamma)\right)^{2}-4 r_{2} d_{3}(2-\gamma)}\right]$, in which the two terms inside the square brackets are strictly positive, and the square of the first term is strictly greater than that of the second term by $r_{2} \in(0,1), d_{3} \in(0,1]$, and $\gamma \in[0,1]$. The denominator is strictly positive by $r_{2} \in(0,1)$ and $\gamma \in[0,1]$. The term inside the square root in (Equation A.38) is strictly greater than $\left(2 d_{2}+d_{3}-r_{2}(2-\gamma)\right)^{2} \geq 0$. This allows us to identify an upper bound on
$\theta_{2 f, 1}$. If $2 d_{2}+d_{3}-r_{2}(2-\gamma)>0$, we have $\theta_{2 f, 1}<1$. If $2 d_{2}+d_{3}-r_{2}(2-\gamma) \leq 0$, we have $\theta_{2 f, 1}<\left[2 d_{2}+d_{3}\right] /\left[r_{2}(2-\gamma)\right] \leq 1$. Consequently, a unique internal solution $\theta_{2 f}^{*}$ exists, and is equal to $\theta_{2 f, 1}$. Substituting $\theta_{2 f}^{*}=\theta_{2 f, 1}$ in (Equation A.36), (Equation A.36) is equivalent to

$$
\begin{equation*}
r_{1} \geq \bar{r}_{f}=\frac{d_{3}}{(2-\gamma) \theta_{2 f, 1}}-\frac{2 d_{1}}{1+\gamma} . \tag{A.40}
\end{equation*}
$$

In our original notation, $\bar{r}_{f}$ is equivalent to

$$
\begin{align*}
& \bar{r}_{f}= \\
& \frac{2}{n^{2}}\left(\frac{d_{3} n^{2} p r_{2}}{\left(2 d_{2}+d_{3}\right) p^{2}+(2-\gamma) n^{2} r_{2}-n p \sqrt{\left(\frac{\left(2 d_{2}+d_{3}\right) p}{n}+\frac{(2-\gamma) n r_{2}}{p}\right)^{2}-4(2-\gamma) d_{3} r_{2}}}-\frac{p d_{1}}{1+\gamma}\right) . \tag{A.41}
\end{align*}
$$

(b) Zone 2 drivers do not move in equilibrium if and only if, given $\theta_{1 f}^{*}$, i.e., the equilibrium proportion of Zone 1 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{2 f}^{*}=0$. It follows from (Equation A.7) and (Equation A.8) that Zone 2 drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{2} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}-\frac{2 d_{2}}{2-\gamma} . \tag{A.42}
\end{equation*}
$$

At the equilibrium proportion $\theta_{1 f}^{*}$, by definition, Zone 1 drivers are indifferent between staying and moving, given $\theta_{2 f}^{*}=0$. It follows from (Equation A.5) and (Equation A.6) that $\theta_{1 f}^{*}$ is obtained by solving

$$
\begin{equation*}
\frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 f}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}-r_{1} . \tag{A.43}
\end{equation*}
$$

We obtain two solutions

$$
\begin{equation*}
\theta_{1 f, 1}=\frac{2 d_{1}+d_{3}+r_{1}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2}+8 r_{1} d_{1}(1+\gamma)}}{2 r_{1}(1+\gamma)}, \tag{A.44}
\end{equation*}
$$

$$
\begin{equation*}
\theta_{1 f, 2}=\frac{2 d_{1}+d_{3}+r_{1}(1+\gamma)+\sqrt{\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2}+8 r_{1} d_{1}(1+\gamma)}}{2 r_{1}(1+\gamma)} \tag{A.45}
\end{equation*}
$$

Consider the expression for $\theta_{1 f, 2}$ in (Equation A.45). The term inside the square root is strictly greater than $\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2} \geq 0$ and is strictly positive by $r_{1} \in(0,1), d_{1} \in(0,1]$, and $\gamma \in[0,1]$, which allows us to identify a lower bound on $\theta_{1 f, 2}$. If $2 d_{1}+d_{3}-r_{1}(1+\gamma)>0$, we have $\theta_{1 f, 2}>\left[2 d_{1}+d_{3}\right] /\left[r_{1}(1+\gamma)\right]>1$. If $2 d_{1}+d_{3}-r_{1}(1+\gamma) \leq 0$, we have $\theta_{1 f, 2}>1$. Hence, $\theta_{1 f, 2}$ can be ruled out as a possible solution.

Consider the expression for $\theta_{1 f, 1}$ in (Equation A.44). $\theta_{1 f, 1}>0$ because its numerator and denominator are both strictly positive. To see this point, note that the numerator can be rewritten as $\left[2 d_{1}+d_{3}+r_{1}(1+\gamma)\right]-\left[\sqrt{\left(2 d_{1}+d_{3}+r_{1}(1+\gamma)\right)^{2}-4 r_{1} d_{3}(1+\gamma)}\right]$, in which the two terms inside the square brackets are strictly positive, and the square of the first term is strictly greater than that of the second term by $r_{1} \in(0,1), d_{3} \in(0,1]$, and $\gamma \in[0,1]$. The denominator is strictly positive by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$. The term inside the square root in (Equation A.44) is strictly greater than $\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2} \geq 0$. This allows use to identify an upper bound on $\theta_{1 f, 1}$. If $2 d_{1}+d_{3}-r_{1}(1+\gamma)>0$, we have $\theta_{1 f, 1}<1$. If $2 d_{1}+d_{3}-r_{1}(1+\gamma) \leq 0$, we have $\theta_{1 f, 1}<\left[2 d_{1}+d_{3}\right] /\left[r_{1}(1+\gamma)\right] \leq 1$. Consequently, a unique internal solution $\theta_{1 f}^{*}$ exists, and is equal to $\theta_{1 f, 1}$. Substituting $\theta_{1 f}^{*}=\theta_{1 f, 1}$ in (Equation A.42), (Equation A.42) is equivalent to

$$
\begin{equation*}
r_{2}-\frac{d_{3}}{(1+\gamma) \theta_{1 f, 1}}+\frac{2 d_{2}}{2-\gamma} \geq 0 \tag{A.46}
\end{equation*}
$$

This condition can be rewritten as

$$
\begin{equation*}
r_{2}+\frac{2 d_{2}}{2-\gamma}-\frac{2 d_{3} r_{1}}{2 d_{1}+d_{3}+r_{1}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}+r_{1}(1+\gamma)\right)^{2}-4(1+\gamma) d_{3} r_{1}}} \geq 0 \tag{A.47}
\end{equation*}
$$

To express (Equation A.47) as a condition on $r_{1}$, we analyze the derivative of its left-hand side with respect to $r_{1}$, which evaluates to

$$
\begin{equation*}
\frac{-2 d_{1}+d_{3}-r_{1}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2}+8 r_{1} d_{1}(1+\gamma)}}{2 \sqrt{\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2}+8 r_{1} d_{1}(1+\gamma)}} \tag{A.48}
\end{equation*}
$$

Note that in (Equation A.48), the term inside the square root is strictly greater than $\left(2 d_{1}+d_{3}-\right.$ $\left.r_{1}(1+\gamma)\right)^{2} \geq 0$, and is strictly positive by $r_{1}>0, d_{1} \in(0,1]$, and $\gamma \in[0,1]$. Then, we can identify an upper bound on the numerator of the expression in (Equation A.48). If $2 d_{1}+d_{3}-$ $r_{1}(1+\gamma)>0$, the numerator is strictly less than $-4 d_{1}$, which is strictly negative by $d_{1} \in(0,1]$. If $2 d_{1}+d_{3}-r_{1}(1+\gamma) \leq 0$, the numerator is strictly less than $2\left(d_{3}-r_{1}(1+\gamma)\right)$, and it follows from $2 d_{1}+d_{3}-r_{1}(1+\gamma) \leq 0$ and $d_{1} \in(0,1]$ and that $d_{3}-r_{1}(1+\gamma) \leq-2 d_{1}<0$ that the numerator is strictly negative. Moreover, the denominator of (Equation A.48) is strictly positive because the term inside the square root is strictly positive as shown above, which leads to (Equation A.48) being strictly negative. Thus, the left-hand side of (Equation A.47) is strictly decreasing in $r_{1}$ for $r_{1}>0$, and (Equation A.47) is satisfied by

$$
\begin{equation*}
r_{1} \leq \underline{r}_{f}, \tag{A.49}
\end{equation*}
$$

if a solution $\underline{r}_{f}$ that satisfies (Equation A.47) at equality exists, and (Equation A.47) is not satisfied by any $r_{1}$ otherwise. In order to characterize the condition when a solution exists, we evaluate the left-hand side of (Equation A.47) as $r_{1} \rightarrow+\infty$. This evaluates to $r_{2}+2 d_{2} /(2-\gamma)-2 d_{3} /[1+\gamma-$ $\left.\sqrt{(1+\gamma)^{2}}\right]$, which approaches $-\infty$ as $r_{1} \rightarrow+\infty$. This, together with the fact that the left-hand side of (Equation A.47) is strictly decreasing in $r_{1}>0$ implies that a solution $\underline{r}_{f}>r_{2}$ exists if and only if the left-hand side of (Equation A.47) evaluated at $r_{1}=r_{2}$ is strictly greater than 0 . This condition is equivalent to

$$
\begin{equation*}
r_{2}+\frac{2 d_{2}}{2-\gamma}-\frac{2 d_{3} r_{2}}{2 d_{1}+d_{3}+r_{2}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}+r_{2}(1+\gamma)\right)^{2}-4(1+\gamma) d_{3} r_{2}}}>0 \tag{A.50}
\end{equation*}
$$

Therefore, in the parameter region where (Equation A.50) holds, an equilibrium with $\theta_{1 f}^{*} \in(0,1)$ and $\theta_{2 f}^{*}=0$ exists if and only if $r_{1} \leq \underline{r}_{f}$, where $\underline{r}_{f}$ solves

$$
\begin{equation*}
r_{2}+\frac{2 d_{2}}{2-\gamma}-\frac{2 d_{3} \underline{\underline{r}}_{f}}{2 d_{1}+d_{3}+\underline{r}_{f}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}+\underline{r}_{f}(1+\gamma)\right)^{2}-4(1+\gamma) d_{3} \underline{r}_{f}}}=0, \tag{A.51}
\end{equation*}
$$

and satisfies $\underline{r}_{f}>r_{2}$. Conversely, in the parameter region where (Equation A.50) does not hold, we define $\underline{r}_{f}$ to be equal to $r_{2}$, which implies that $\theta_{1 f}^{*} \in(0,1)$ and $\theta_{2 f}^{*}=0$ cannot occur in equilibrium, as $r_{1}>\underline{r}_{f}$ for all $r_{1}$ by definition.
(c) Note that (Equation 2.7) and (Equation 2.8) are obtained by equating Zone 1 and Zone 2 drivers' expected utilities from staying and moving, respectively. Our approach here involves obtaining the solution $\theta_{1 f}$ as a function of $\theta_{2 f}$ for (Equation 2.7) and (Equation 2.8) separately, and we then show that the two functions intersect exactly once at interior values of $\theta_{1 f}$ and $\theta_{2 f}$ under the conditions given in Proposition 2c.

First, we use (Equation 2.7) to obtain the function $\theta_{1 f}\left(\theta_{2 f}\right)$. We obtain two solutions

$$
\begin{equation*}
\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)=\frac{2 d_{1}+d_{3}+r_{1}\left(1+\gamma-\theta_{2 f}(2-\gamma)\right)+\sqrt{\left(2 d_{1}+d_{3}-r_{1}\left(1+\gamma+\theta_{2 f}(2-\gamma)\right)\right)^{2}+8 r_{1} d_{1}\left(1+\gamma+\theta_{2 f}(2-\gamma)\right)}}{2 r_{1}(1+\gamma)}, \tag{A.52}
\end{equation*}
$$

$$
\begin{equation*}
\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)=\frac{2 d_{1}+d_{3}+r_{1}\left(1+\gamma-\theta_{2 f}(2-\gamma)\right)-\sqrt{\left(2 d_{1}+d_{3}-r_{1}\left(1+\gamma+\theta_{2 f}(2-\gamma)\right)\right)^{2}+8 r_{1} d_{1}\left(1+\gamma+\theta_{2 f}(2-\gamma)\right)}}{2 r_{1}(1+\gamma)} . \tag{A.53}
\end{equation*}
$$

Consider the expression for $\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ in (Equation A.52). The term inside the square root is strictly greater than $\left(2 d_{1}+d_{3}-r_{1}\left(1+\gamma+\theta_{2 f}(2-\gamma)\right)\right)^{2} \geq 0$ and is strictly positive for all $\theta_{2 f} \in(0,1)$ by $r_{1} \in(0,1), d_{1} \in(0,1]$, and $\gamma \in[0,1]$. This observation allows us to identify a lower bound on $\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$. If $2 d_{1}+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)>0$, we have $\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)>$ $\left[2 d_{1}+d_{3}-r_{1} \theta_{2 f}(2-\gamma)\right] /\left[r_{1}(1+\gamma)\right]>1$. If $2 d_{1}+d_{3}-r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right) \leq 0$, we have $\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)>1$. We can hence rule out $\bar{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ as a possible solution and focus on $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$.

Next, we use (Equation 2.8) to obtain $\theta_{1 f}$ as a function of $\theta_{2 f}$. This gives

$$
\theta_{1 f, 2}\left(\theta_{2 f}\right)=\frac{(2-\gamma)\left(d_{3}-\theta_{2 f}\left(2 d_{2}+d_{3}+r_{2}(2-\gamma)-r_{2} \theta_{2 f}(2-\gamma)\right)\right)}{(1+\gamma)\left(2 r_{2}+2 d_{2}-r_{2} \gamma-r_{2} \theta_{2 f}(2-\gamma)\right)}
$$

In order to characterize the point at which $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ and $\theta_{1 f, 2}\left(\theta_{2 f}\right)$ intersect, we first evaluate their
derivatives, $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}$ and $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}$, given by

$$
\begin{gather*}
\frac{d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)}{d \theta_{2 f}}=-\frac{(2-\gamma)}{2(1+\gamma)}\left[1+\frac{2 d_{1}-d_{3}+r_{1}\left((1+\gamma)+(2-\gamma) \theta_{2 f}\right)}{\sqrt{\left(2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)\right)^{2}+8 d_{1} d_{3}}}\right]  \tag{A.54}\\
\frac{d \theta_{1 f, 2}\left(\theta_{2 f}\right)}{d \theta_{2 f}}=-\frac{1}{1+\gamma}\left[(2-\gamma)+\frac{2 d_{2} d_{3}(2-\gamma)}{\left(\left(1-\theta_{2 f}\right) r_{2}(2-\gamma)+2 d_{2}\right)^{2}}\right] \tag{A.55}
\end{gather*}
$$

and show that they are both strictly negative.
Consider the expression for $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}$, which is characterized in (Equation A.54). We first evaluate the expression inside the square brackets. Here, the expression inside the square root in the denominator of the second term is strictly greater than $\left(2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)\right)^{2} \geq 0$ and is strictly positive for all $\theta_{2 f} \in(0,1)$ by $r_{1} \in(0,1), \gamma \in[0,1], d_{1} \in(0,1]$, and $d_{3} \in(0,1]$. This allows us to identify an upper bound on $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f} .0<\left|2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)\right|<$ $\sqrt{\left(2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)\right)^{2}+8 d_{1} d_{3}}$ by $\left\{d_{1}, d_{3}\right\} \in(0,1]$, which leads the expression inside the square brackets to be in the range $(0,1)$ if $2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)<0$, and strictly positive otherwise. Then it follows that $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$ by $\gamma \in[0,1]$.

Consider the expression for $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}$ from (Equation A.55). The term inside the square brackets is strictly positive for all $\theta_{2 f} \in(0,1)$, while the term outside the square brackets is strictly negative by $\gamma \in[0,1]$ and $\left\{d_{2}, d_{3}\right\} \in(0,1]$. Therefore, $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$.

Finally, we show that

$$
\begin{aligned}
&\left|\frac{d \theta_{1 f, 2}\left(\theta_{2 f}\right)}{d \theta_{2 f}}\right|-\left|\frac{d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)}{d \theta_{2 f}}\right|= \\
& \frac{(2-\gamma)}{2(1+\gamma)}\left[1-\frac{2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)}{\sqrt{\left(2 d_{1}-d_{3}+r_{1}\left(1+\gamma+(2-\gamma) \theta_{2 f}\right)\right)^{2}+8 d_{1} d_{3}}}\right]+ \\
& \frac{2-\gamma}{1+\gamma}\left[\frac{2 d_{2} d_{3}}{\left(2 r_{2}+2 d_{2}-r_{2} \gamma-r_{2} \theta_{2 f}(2-\gamma)\right)^{2}}\right]>0 .
\end{aligned}
$$

The second term in the expression for $\left|d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|-\left|d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|$ is strictly positive for all $\theta_{2 f} \in(0,1)$ by $\gamma \in[0,1]$ and $\left\{d_{2}, d_{3}\right\} \in(0,1]$. It follows similarly to the analysis of $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}$ above that the first term is strictly positive for all $\theta_{2 f} \in(0,1)$, and hence
$\left|d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|-\left|d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|>0$. This implies that $\theta_{1 f, 2}$ declines faster in $\theta_{2 f}$ than $\underline{\theta}_{1 f, 1}$.
Since $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}<0, d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$, and $\left|d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|-\left|d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|>$ 0 , the functions $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ and $\theta_{1 f, 2}\left(\theta_{2 f}\right)$ will intersect exactly once in $\theta_{1 f} \in(0,1)$ and $\theta_{2 f} \in(0,1)$ if the following three conditions hold: $\underline{\theta}_{1 f, 1}(0) \in(0,1), \underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$, and $\hat{\theta}_{2 f}<\tilde{\theta}_{2 f}$, where $\hat{\theta}_{2 f} \in(0,1)$ and $\tilde{\theta}_{2 f}$ are such that $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0$ and $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$.

First, we show that $\underline{\theta}_{1 f, 1}(0)$ is in the range $(0,1)$. By simple algebra, $\underline{\theta}_{1 f, 1}(0)$ can be written as

$$
\begin{equation*}
\underline{\theta}_{1 f, 1}(0)=\frac{2 d_{1}+d_{3}+r_{1}(1+\gamma)-\sqrt{\left(2 d_{1}+d_{3}-r_{1}(1+\gamma)\right)^{2}+8 r_{1} d_{1}(1+\gamma)}}{2 r_{1}(1+\gamma)} . \tag{A.56}
\end{equation*}
$$

Note that the expression for $\underline{\theta}_{1 f, 1}(0)$ in (Equation A.56) is equivalent to that for $\theta_{1 f, 1}$ in (Equation A.44). Then it follows from the second paragraph after (Equation A.45) in the proof of Proposition $2 b$ that $\underline{\theta}_{1 f, 1}(0) \in(0,1)$.

Next, we examine the condition $\underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$. By algebra, we can show that this condition is equivalent to $r_{2}-d_{3} /\left[(1+\gamma) \theta_{1 f, 1}\right]+2 d_{2} /(2-\gamma)<0$, where $\theta_{1 f, 1}$ is given by (Equation A.44). Therefore, $\underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$ is the opposite of (Equation A.49), as established in the proof of Proposition 2b, and is equivalent to $r_{1}>\underline{r}_{f}$.

Finally, we examine the condition $\hat{\theta}_{2 f}<\tilde{\theta}_{2 f}$, where $\hat{\theta}_{2 f}$ and $\tilde{\theta}_{2 f}$ satisfy $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0$ and $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$. Note that the solutions to the equation $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0, \hat{\theta}_{2 f, 1}$ and $\hat{\theta}_{2 f, 2}$ are equivalent to $\theta_{2 f, 1}$ and $\theta_{2 f, 2}$ characterized in (Equation A.38) and (Equation A.39), respectively, in the proof of Proposition 2a. Then, it follows from the two paragraphs below (Equation A.39) in the proof of Proposition 2a that $\hat{\theta}_{2 f, 1} \in(0,1)$, while $\hat{\theta}_{2 f, 2}>1$ can be omitted.

Furthermore, the solution to $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$ equals $\tilde{\theta}_{2 f}=d_{3}(1+\gamma) /\left[(2-\gamma)\left(2 d_{1}+r_{1}(1+\gamma)\right)\right]$. It follows from $\left\{d_{1}, d_{3}\right\} \in(0,1]$ and $\gamma \in[0,1]$ that $\tilde{\theta}_{2 f}>0$. Lastly, we can show by algebra that the condition $\hat{\theta}_{2 f, 1}<\tilde{\theta}_{2 f}$ is equivalent to $r_{1}-d_{3} /\left[(2-\gamma) \theta_{2 f, 1}\right]+2 d_{1} /(1+\gamma)<0$, where $\theta_{2 f, 1}$ is defined in (Equation A.38). This condition is the opposite of (Equation A.40), as established in the proof of Proposition 2a, and is equivalent to $r_{1}<\bar{r}_{f}$.

## Proof of Proposition 3

(a) Zone 1 drivers do not move in equilibrium if and only if, given $\theta_{2 \ell}^{*}\left(d_{3}\right)$, i.e., the equilibrium proportion of Zone 2 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{1 \ell}^{*}=0$. It follows from (Equation A.11) and (Equation A.12) that Zone 1 drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{1} \geq E\left[\frac{d_{3}}{(2-\gamma) \theta_{2 \ell}^{*}\left(d_{3}\right)}\right]-\frac{1}{1+\gamma} . \tag{A.57}
\end{equation*}
$$

At the equilibrium proportion $\theta_{2 \ell}^{*}\left(d_{3}\right)$, by definition, Zone 2 drivers are indifferent between staying and moving in equilibrium, given $\theta_{1 \ell}^{*}=0$. It follows from (Equation A.9) and (Equation A.10) that $\theta_{2 \ell}^{*}\left(d_{3}\right)$ is obtained by solving

$$
\begin{equation*}
\frac{1}{(2-\gamma)\left(1-\theta_{2 \ell}^{*}\left(d_{3}\right)\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 \ell}^{*}\left(d_{3}\right)}-r_{2} \tag{А.58}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \theta_{2 \ell, 1}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{2}(2-\gamma)}{r_{2}(2-\gamma)}\right]-\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{2}(2-\gamma)\right)^{2}+2 d_{3}\left(1-r_{2}(2-\gamma)\right)+d_{3}^{2}}}{r_{2}(2-\gamma)}\right] \\
& \theta_{2 \ell, 2}\left(d_{3}\right)=\frac{1}{2}\left[\frac{1+d_{3}+r_{2}(2-\gamma)}{r_{2}(2-\gamma)}\right]+\frac{1}{2}\left[\frac{\sqrt{\left(1+r_{2}(2-\gamma)\right)^{2}+2 d_{3}\left(1-r_{2}(2-\gamma)\right)+d_{3}^{2}}}{r_{2}(2-\gamma)}\right] . \tag{A.59}
\end{align*}
$$

Note that $\theta_{2 \ell, 1}\left(d_{3}\right)=\theta_{2 s, 1}\left(d_{3}\right)$ and $\theta_{2 \ell, 2}\left(d_{3}\right)=\theta_{2 s, 2}\left(d_{3}\right)$ where $\theta_{2 s, 1}\left(d_{3}\right)$ and $\theta_{2 s, 2}\left(d_{3}\right)$ are characterized in (Equation A.15) and (Equation A.16), respectively. It follows from the proof of Proposition 1a that $\theta_{2 s, 2}\left(d_{3}\right)>1$ and $\theta_{2 s, 1}\left(d_{3}\right) \in(0,1)$ for all $d_{3} \in(0,1]$. Furthermore, it is straightforward to show that when $\theta_{1 \ell}^{*}=0$ and $d_{3}=0$, Zone 2 drivers do not move as (Equation A.9) evaluated at any $\theta_{2 \ell}^{*}\left(d_{3}\right)>0$ dominates (Equation A.10). Consequently, a unique solution $\theta_{2 \ell}^{*}\left(d_{3}\right)$ exists, and is equal to $\theta_{2 \ell, 1}\left(d_{3}\right)$ for all $d_{3} \in(0,1]$ and equals 0 for $d_{3}=0$. Substituting $\theta_{2 \ell}^{*}\left(d_{3}\right)$ in (Equation A.57), (Equation A.57) is equivalent to $r_{1} \geq \bar{r}_{\ell}$, where $\bar{r}_{\ell}$ in our original notation is
given by

$$
\begin{equation*}
\bar{r}_{\ell}=E\left[\frac{2 p d_{3} r_{2}}{n\left(p+(2-\gamma) r_{2}-p\left(\sqrt{\frac{d_{3}^{2}}{n^{2}}+\frac{2 d_{3}\left(p-(2-\gamma) r_{2}\right)}{n p}+\frac{\left(p+(2-\gamma) r_{2}\right)^{2}}{p^{2}}}\right)\right)+d_{3} p}\right]-\frac{p}{1+\gamma} . \tag{A.61}
\end{equation*}
$$

(b) Zone 2 drivers always choose to stay in their zone in equilibrium if and only if, given $\theta_{1}^{*}$, i.e., the equilibrium proportion of Zone 1 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ for all $d_{3} \in[0,1]$. It follows from (Equation A.9) and (Equation A.10), that given $d_{3}$, Zone 2 drivers choose to stay in equilibrium if and only if

$$
\begin{equation*}
r_{2} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 \ell}^{*}}-\frac{1}{2-\gamma} . \tag{A.62}
\end{equation*}
$$

Since the expression on the right-hand side of (Equation A.62) is strictly increasing in $d_{3}$, it follows that (Equation A.62) holds for all $d_{3} \in[0,1]$ if and only if it holds at $d_{3}=1$. That is, Zone 2 drivers choose to stay for all $d_{3} \in[0,1]$ in equilibrium if and only if

$$
\begin{equation*}
r_{2} \geq \frac{1}{(1+\gamma) \theta_{1 \ell}^{*}}-\frac{1}{2-\gamma} . \tag{A.63}
\end{equation*}
$$

At the equilibrium proportion $\theta_{1 \ell}^{*}$, by definition, Zone 1 drivers are indifferent between staying and moving for all $d_{3} \in[0,1]$ given $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$. It follows from (Equation A.11) and (Equation A.12) that $\theta_{1 \ell}^{*}$ is obtained by solving

$$
\begin{equation*}
\frac{1}{(1+\gamma)\left(1-\theta_{1 \ell}^{*}\right)}=E\left[\frac{d_{3}}{(1+\gamma) \theta_{1 \ell}^{*}}\right]-r_{1}=\frac{1}{2(1+\gamma) \theta_{1 \ell}^{*}}-r_{1} . \tag{A.64}
\end{equation*}
$$

Solving (Equation A.64) for $\theta_{1 \ell}^{*}$ gives two solutions

$$
\begin{align*}
& \theta_{1 \ell, 1}=\frac{2}{3+2 r_{1}(1+\gamma)+\sqrt{9+4 r_{1}^{2}(1+\gamma)^{2}+4 r_{1}(1+\gamma)}},  \tag{A.65}\\
& \theta_{1 \ell, 2}=\frac{2}{3+2 r_{1}(1+\gamma)-\sqrt{9+4 r_{1}^{2}(1+\gamma)^{2}+4 r_{1}(1+\gamma)}} . \tag{A.66}
\end{align*}
$$

Consider the expression for $\theta_{1 \ell, 2}$ in (Equation A.66). The term inside the square root can be rewritten as $\left(1+2 r_{1}(1+\gamma)\right)^{2}+8$, which is strictly greater than $\left(1+2 r_{1}(1+\gamma)\right)^{2}>0$ and is strictly positive by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$. This implies that in the denominator, we have $3+2 r_{1}(1+\gamma)-\sqrt{\left(1+2 r_{1}(1+\gamma)\right)^{2}+8}<3+2 r_{1}(1+\gamma)-1-2 r_{1}(1+\gamma)=2$. Thus, $\theta_{1 \ell, 2}>1$.

Consider the expression for $\theta_{1 \ell, 1}$ in (Equation A.65). Since the term inside the square root is strictly positive and $3+2 r_{1}(1+\gamma)>0$ by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$, the denominator is strictly greater than 3 , and therefore, $\theta_{1 \ell, 1} \in(0,1)$. Consequently, a unique interior solution $\theta_{1 \ell}^{*}$ exists, and is equal to $\theta_{1 \ell, 1}$. Substituting $\theta_{1 \ell}^{*}=\theta_{1 \ell, 1}$ in (Equation A.63) and rearranging terms, (Equation A.63) is equivalent to

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{4 r_{1}}{2 r_{1}(1+\gamma)+3-\sqrt{4(1+\gamma) r_{1}\left(r_{1}(1+\gamma)+1\right)+9}} \geq 0 \tag{A.67}
\end{equation*}
$$

To express (Equation A.67) in terms of $r_{1}$, we analyze the derivative of the left-hand side of the equation with respect to $r_{1}$, which is given by

$$
\frac{-1-2 r_{1}(1+\gamma)-\sqrt{9+4 r_{1}^{2}(1+\gamma)^{2}+4 r_{1}(1+\gamma)}}{\sqrt{9+4 r_{1}^{2}(1+\gamma)^{2}+4 r_{1}(1+\gamma)}}
$$

The term inside the square root in this expression is strictly positive as shown in the paragraph below (Equation A.66), and hence the denominator is strictly positive. Moreover, $-1-2 r_{1}(1+\gamma)<$ 0 follows from $r_{1}>0$ and $\gamma \in[0,1]$, which implies that the numerator is strictly negative. Thus, the left-hand side of (Equation A.67) is strictly decreasing in $r_{1}$ for $r_{1}>0$, and (Equation A.67) is satisfied by

$$
\begin{equation*}
r_{1} \leq \underline{r}_{\ell} \tag{A.68}
\end{equation*}
$$

if a solution $\underline{r}_{\ell}$ that satisfies (Equation A.67) at equality exists, and (Equation A.67) is not satisfied by any $r_{1}$ otherwise. In order to characterize the condition when a solution exists, we evaluate the left-hand side of (Equation A.67) as $r_{1} \rightarrow+\infty$. This evaluates to $r_{2}+1 /(2-\gamma)-2 /[1+\gamma-$ $\left.\sqrt{(1+\gamma)^{2}}\right]$, which approaches $-\infty$ as $r_{1} \rightarrow+\infty$. This, together with the fact that the left-hand
side of (Equation A.67) is strictly decreasing in $r_{1}>0$ implies that a solution $\underline{r}_{\ell}>r_{2}$ exists if and only if the left-hand side of (Equation A.67) evaluated at $r_{1}=r_{2}$ is strictly greater than 0 . This condition is equivalent to

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{4 r_{2}}{2 r_{2}(1+\gamma)+3-\sqrt{4(1+\gamma) r_{2}\left(r_{2}(1+\gamma)+1\right)+9}}>0 . \tag{A.69}
\end{equation*}
$$

Therefore, in the parameter region where (Equation A.69) holds, an equilibrium with $\theta_{1 \ell}^{*} \in(0,1)$ and $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ for all $d_{3} \in[0,1]$ exists if and only if $r_{1} \leq \underline{r}_{\ell}$, where $\underline{r}_{\ell}$ solves

$$
\begin{equation*}
r_{2}+\frac{1}{2-\gamma}-\frac{4 \underline{\underline{r}}_{\ell}}{2 \underline{r}_{\ell}(1+\gamma)+3-\sqrt{4(1+\gamma) \underline{r}_{\ell}\left(\underline{r}_{\ell}(1+\gamma)+1\right)+9}}=0 \tag{A.70}
\end{equation*}
$$

and satisfies $\underline{r}_{\ell}>r_{2}$. Conversely, in the parameter region where (Equation A.69) does not hold, we define $\underline{r}_{\ell}$ to be equal to $r_{2}$, which implies that $\theta_{1 \ell}^{*} \in(0,1)$ and $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ for all $d_{3} \in[0,1]$ cannot occur in equilibrium, as $r_{1}>\underline{r}_{\ell}$ for all $r_{1}$ by definition.
(c) Note that (Equation 2.13) and (Equation 2.12) are obtained by equating Zone 1 and Zone 2 drivers' expected utilities from staying and moving, respectively. Our approach here is as follows. We first take $\theta_{1 \ell} \in(0,1)$ as given and show that a unique interior solution $\theta_{2 \ell}^{*}\left(d_{3}\right)$ exists for the normalized form of (Equation 2.12), i.e.,

$$
\begin{equation*}
\frac{1}{(2-\gamma)\left(1-\theta_{2 \ell}\left(d_{3}\right)\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 \ell}+(2-\gamma) \theta_{2 \ell}\left(d_{3}\right)}-r_{2} \tag{A.71}
\end{equation*}
$$

if $d_{3}>\bar{d}_{3}$, where

$$
\bar{d}_{3}=\frac{\left(1+r_{2}(2-\gamma)\right)(1+\gamma) \theta_{1 \ell}}{2-\gamma}
$$

and $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$ otherwise. We then substitute $\theta_{2 \ell}^{*}\left(d_{3}\right)$ in the normalized form of (Equation 2.13), i.e.,

$$
\begin{equation*}
\frac{1}{(1+\gamma)\left(1-\theta_{1 \ell}\right)}-\left(E\left[\frac{d_{3}}{(1+\gamma) \theta_{1 \ell}+(2-\gamma) \theta_{2 \ell}\left(d_{3}\right)}\right]-r_{1}\right)=0 \tag{A.72}
\end{equation*}
$$

and show that a unique solution $\theta_{1 \ell}^{*} \in(0,1)$ exists.

First, solving (Equation A.71) for $\theta_{2 \ell}$ yields two solutions $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ and $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ given by

$$
\begin{equation*}
\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)=\frac{1+d_{3}+r_{2}\left(2-\gamma-(1+\gamma) \theta_{1 \ell}\right)+\sqrt{\left(r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)\right)^{2}+4 r_{2}\left(2-\gamma+\theta_{1 \ell}(1+\gamma)\right)}}{2 r_{2}(2-\gamma)} \tag{A.73}
\end{equation*}
$$

$$
\begin{equation*}
\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)=\frac{1+d_{3}+r_{2}\left(2-\gamma-(1+\gamma) \theta_{1 \ell}\right)-\sqrt{\left(r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)\right)^{2}+4 r_{2}\left(2-\gamma+\theta_{1 \ell}(1+\gamma)\right)}}{2 r_{2}(2-\gamma)} \tag{A.74}
\end{equation*}
$$

Consider the expression for $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ in (Equation A.73), in which the term inside the square root is strictly greater than $\left(r_{2}\left(2-\gamma+(1+\gamma) \theta_{1}\right)-\left(1+d_{3}\right)\right)^{2} \geq 0$ and is positive for all $\theta_{1 \ell} \in(0,1)$ by $r_{2} \in(0,1)$ and $\gamma \in[0,1]$. This helps us to identify a lower bound on $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$. If $r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)>0$, then $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)>1$. If $r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right) \leq 0$, then $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)>\left[\left(1+d_{3}\right)-r_{2}(1+\gamma) \theta_{1 \ell}\right] /\left[r_{2}(2-\gamma)\right] \geq 1$. Thus, $\bar{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)>1$, and can be ruled out.

Consider the expression for $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ in (Equation A.74). The term inside the square root is strictly greater than $\left(r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)\right)^{2} \geq 0$ and is strictly positive. This helps us to identify an upper bound on $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$. If $r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)>0$, then $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)<\left[1+d_{3}-(1+\gamma) r_{2} \theta_{1 \ell}\right] /\left[r_{2}(2-\gamma)\right]<1$. If $r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right) \leq 0$, it follows that $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)<1$. Furthermore, since the denominator of $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ is positive by $r_{2}>0$ and $\gamma \in[0,1], \underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)$ is positive if and only if $\left(1+d_{3}+r_{2}\left(2-\gamma-(1+\gamma) \theta_{1 \ell}\right)\right)^{2}-$ $\left[\left(r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\left(1+d_{3}\right)\right)^{2}+4 r_{2}\left(2-\gamma+\theta_{1 \ell}(1+\gamma)\right)\right]>0$, which using simple algebra is equivalent to

$$
\begin{equation*}
d_{3}>\bar{d}_{3}=\frac{\left(1+r_{2}(2-\gamma)\right)(1+\gamma) \theta_{1 \ell}}{2-\gamma} \tag{A.75}
\end{equation*}
$$

For $d_{3} \leq \bar{d}_{3}$, the left-hand side of (Equation A.71) is greater than its right-hand side for all $\theta_{2 \ell}\left(d_{3}\right) \geq 0$ given $\theta_{1 \ell} \in(0,1)$, which implies that Zone 2 drivers would optimally choose to
stay, and hence, $\theta_{2 \ell}^{*}\left(d_{3}\right)=0$. To summarize,

$$
\theta_{2 \ell}^{*}\left(d_{3}\right)= \begin{cases}0, & \text { if } d_{3} \leq \bar{d}_{3}  \tag{A.76}\\ \underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right), & \text { if } d_{3}>\bar{d}_{3}\end{cases}
$$

Note also that $\bar{d}_{3}<1$ if and only if the following condition holds:

$$
\begin{equation*}
r_{2}<\frac{1}{(1+\gamma) \theta_{1 \ell}}-\frac{1}{2-\gamma} . \tag{A.77}
\end{equation*}
$$

We will proceed by assuming that (Equation A.77) holds and $\bar{d}_{3}<1$, and we will verify later that this condition holds for $\theta_{1 \ell}=\theta_{1 \ell}^{*}$ and under the conditions stated in Proposition 3c.

Next, we substitute $\theta_{2 \ell}^{*}\left(d_{3}\right)$ defined in (Equation A.76) into (Equation A.72), and find the condition for a unique $\theta_{1 \ell}^{*} \in(0,1)$ that solves (Equation 2.13). To do this, we first analyze the derivative of the left-hand side of (Equation A.72) with respect to $\theta_{1 \ell}$. Note that the term $1 /\left[(1+\gamma)\left(1-\theta_{1 \ell}\right)\right]$ in (Equation A.72) is strictly increasing in $\theta_{1 \ell}$ by $\gamma \in[0,1]$, and we can therefore focus on the term involving the expectation in (Equation A.72). Upon substituting $\theta_{2 \ell}^{*}\left(d_{3}\right)$ defined in (Equation A.76) into (Equation A.72), the derivative of the expectation involved in (Equation A.72) with respect to $\theta_{1 \ell}$ can be written as

$$
\begin{equation*}
\frac{d}{d \theta_{1 \ell}}\left[\int_{0}^{\bar{d}_{3}} \frac{d_{3}}{(1+\gamma) \theta_{1 \ell}} d d_{3}\right]+\frac{d}{d \theta_{1 \ell}}\left[\int_{\bar{d}_{3}}^{1} \frac{d_{3}}{(1+\gamma) \theta_{1 \ell}+(2-\gamma) \underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)} d d_{3}\right] . \tag{A.78}
\end{equation*}
$$

It can be verified that the derivative of the expression inside the integral in the second term of (Equation A.78) with respect to $\theta_{1 \ell}$ exists for all $d_{3} \in(0,1]$ and $\theta_{1 \ell} \in(0,1)$, and the derivative of $\bar{d}_{3}$ defined in (Equation A.75) with respect to $\theta_{1 \ell}$ also exists. Therefore, the Leibniz rule can be applied to the second term of (Equation A.78). Applying the Leibniz rule to the second term of (Equation A.78), the overall expression in (Equation A.78) evaluates to

$$
\begin{align*}
& \frac{(1+\gamma)\left(1+r_{2}(2-\gamma)\right)^{2}}{2(2-\gamma)^{2}}[1- \\
& \left.\frac{4 r_{2}(1+\gamma)(2-\gamma)}{1+d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)-\sqrt{\left(1+d_{3}-r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)\right)^{2}+4 r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)}}\right]+ \\
& \quad \int_{\bar{d}_{3}}^{1}\left[\frac{\partial}{\partial \theta_{1 \ell}} \frac{d_{3}}{\left.(1+\gamma) \theta_{1 \ell}+(2-\gamma) \underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)\right)}\right] d d_{3} . \tag{A.79}
\end{align*}
$$

We first show that the term inside the integral in (Equation A.79) is negative for each $d_{3}>0$. Note that the expression inside the square brackets in the integral is

$$
\begin{equation*}
\frac{-4 r_{2}^{2} d_{3} \frac{1+\gamma}{2}\left[1-\frac{1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)}{\sqrt{\left(1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1}\right)\right)^{2}+4 d_{3}}}\right]}{\left[-1-d_{3}-r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)+{\left.\sqrt{\left(1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)\right)^{2}+4 d_{3}}\right]^{2}}^{[ } . . . \frac{1}{} .\right.} \tag{A.80}
\end{equation*}
$$

The denominator in (Equation A.80) is positive for all $\theta_{1 \ell} \in(0,1)$ and $d_{3} \in(0,1]$, because $r_{2} \in(0,1)$ and $\gamma \in[0,1]$. Moreover, we can show that (Equation A.80) is negative for $d_{3}>0$. To see this point, note that the term inside the square brackets in the numerator lies in $(0,1)$ because $\left(1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)\right)^{2}>\left(1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)\right)^{2}+4 d_{3}>0$ and $1-d_{3}+r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)>0$ for all $\theta_{1 \ell} \in(0,1)$ and $d_{3} \in(0,1]$, by $r_{2} \in(0,1)$ and $\gamma \in[0,1]$. Therefore, the expression inside the integral in (Equation A.79) is negative for each $d_{3}>0$ and its integral will evaluate to a negative value.

Next, we focus on the first two lines of (Equation A.79). The term outside the square brackets in the first two lines of (Equation A.79) is positive by $\gamma \in[0,1]$, and hence we can focus on the term inside the square brackets. The term inside the square root is strictly greater than $\left(1+d_{3}-\right.$ $\left.r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)\right)^{2}$. This helps us to identify an upper bound on the expression inside the square brackets in the first two lines of (Equation A.79). If $1+d_{3}-r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right)>0$, the expression is strictly less than $\left[2-\gamma+(1+\gamma) \theta_{1 \ell}-2(1+\gamma)(2-\gamma)\right] /\left[2-\gamma+(1+\gamma) \theta_{1 \ell}\right]$, whose numerator is less than or equal to $2-\gamma+(1+\gamma)-2(1+\gamma)(2-\gamma)$, which is strictly negative for all $\theta_{1 \ell} \in(0,1)$ by $\gamma \in[0,1]$. Moreover, the denominator, $2-\gamma+(1+\gamma) \theta_{1 \ell}$, is strictly positive for all $\theta_{1 \ell} \in(0,1)$ by $\gamma \in[0,1]$. If $1+d_{3}-r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right) \leq 0$, then the expression is strictly
less than $1-\left[2 r_{2}(1+\gamma)(2-\gamma)\right] /\left[1+d_{3}\right]$, which using $1+d_{3}-r_{2}\left(2-\gamma+(1+\gamma) \theta_{1 \ell}\right) \leq 0$ and simple algebra is strictly less than $r_{2}[3-2(1+\gamma)(2-\gamma)] /\left[1+d_{3}\right]$, which is strictly negative by $r_{2} \in(0,1), d_{3} \in(0,1]$, and $\gamma \in[0,1]$. Thus, the expression in (Equation A.79) is strictly negative. This implies that the left-hand side of (Equation A.72) is strictly increasing in $\theta_{1 \ell}$ for $\theta_{1 \ell} \in(0,1)$.

Next, we show that the left-hand side of (Equation A.72) evaluated at $\theta_{1 \ell}=\theta_{1 \ell, 1}$ is positive, where $\theta_{1 \ell, 1}$ is defined in (Equation A.65) in the proof of Proposition 3b. Evaluating the left-hand side of (Equation A.72) at $\theta_{1 \ell}=\theta_{1 \ell, 1}$ leads to

$$
\begin{equation*}
\frac{1}{(1+\gamma)\left(1-\theta_{1 \ell, 1}\right)}-\int_{0}^{\bar{d}_{3}} \frac{d_{3}}{(1+\gamma) \theta_{1 \ell, 1}} d d_{3}-\int_{\bar{d}_{3}}^{1} \frac{d_{3}}{(1+\gamma) \theta_{1 \ell, 1}+(2-\gamma) \underline{\theta}_{2 \ell}\left(\theta_{1 \ell, 1}, d_{3}\right)} d d_{3}+r_{1} . \tag{A.81}
\end{equation*}
$$

Note that $\theta_{1 \ell, 1}$ satisfies (Equation A.64) and $\underline{\theta}_{2 \ell}\left(\theta_{1 \ell}, d_{3}\right)>0$ for all $d_{3}>\bar{d}_{3}$, and hence (Equation A.81) evaluates to a non-negative value if $\bar{d}_{3}$, which is defined in (Equation A.75) evaluates to a value less than 1 at $\theta_{1 \ell}=\theta_{1 \ell, 1}$. This is equivalent to

$$
\begin{equation*}
r_{2}<\frac{1}{(1+\gamma) \theta_{1 \ell, 1}}-\frac{1}{2-\gamma} \tag{A.82}
\end{equation*}
$$

By algebra, it can be shown that (Equation A.82) is the opposite of (Equation A.68), as established in the proof of Proposition 3b, and is equivalent to $r_{1}>\underline{r}_{\ell}$. To summarize, since the left-hand side of (Equation A.72) evaluated at $\theta_{1 \ell}=\theta_{1 \ell, 1}$ is positive and the left-hand side of (Equation A.72) is strictly increasing in $\theta_{1 \ell}$, the equilibrium $\theta_{1 \ell}^{*}$, if it exists, will be less than $\theta_{1 \ell, 1}$. Since $\theta_{1 \ell, 1}<1$ as established in the proof of Proposition 3b, it follows that $\theta_{1 \ell}^{*}<1$. Furthermore, $\theta_{1 \ell}^{*}$, if it exists, is unique since the left-hand side of (Equation A.72) is strictly increasing in $\theta_{1 \ell}$.

Finally, it remains to be shown that the left-hand side of (Equation A.72) evaluated at $\theta_{1 \ell}=0$ is negative, which by Intermediate Value Theorem guarantees that a solution $\theta_{1 \ell}^{*}$ to (Equation A.72) exists. Note that $\bar{d}_{3}$ defined in (Equation A.75) at $\theta_{1 \ell}=0$ equals 0 and $\theta_{2 \ell}^{*}\left(d_{3}\right)$ defined in (Equation A.76), at $\theta_{1 \ell}=0$, is equivalent to $\theta_{2 \ell, 1}\left(d_{3}\right)$ defined in (Equation A.59) in the proof of Proposition 3a. Thus, the left-hand side of (Equation A.72) evaluated at $\theta_{1 \ell}=0$ is negative if and only
if

$$
\begin{equation*}
\frac{1}{(1+\gamma)}-E\left[\frac{d_{3}}{(2-\gamma) \theta_{2 \ell}^{*}\left(d_{3}\right)}\right]+r_{1}=\frac{1}{(1+\gamma)}-E\left[\frac{d_{3}}{(2-\gamma) \theta_{2 \ell, 1}\left(d_{3}\right)}\right]+r_{1}<0 \tag{A.83}
\end{equation*}
$$

This condition is the opposite of $r_{1} \geq \bar{r}_{\ell}$, as established in the proof of Proposition 3a, and is equivalent to $r_{1}<\bar{r}_{\ell}$.

## Supplementary Analytical Results

Proposition 4. With full information sharing, there exist thresholds for $d_{1}>0, d_{2}=0, d_{3}>0$ such that
(a) an equilibrium exists in which only some or all drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \geq \max \left\{r_{2}, \frac{p d_{3}}{n(2-\gamma)}\right\}-\frac{2 p d_{1}}{n(1+\gamma)}$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=\min \left\{\frac{p d_{3}}{n r_{2}(2-\gamma)}, 1\right\} \in(0,1]$.
(b) An equilibrium exists in which some drivers initially in Zone 1 and all drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1}<\frac{p d_{3}}{n(2-\gamma)}-\frac{2 p d_{1}}{n(1+\gamma)}$. In this equilibrium, $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1$ and

$$
\begin{equation*}
\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=\frac{p\left(2 d_{1}+d_{3}-n \sqrt{\frac{\left(2 d_{1}+d_{3}\right)^{2}}{n^{2}}+\frac{6\left(2 d_{1}-d_{3}\right) r_{1}}{n p}+\frac{9 r_{1}^{2}}{p^{2}}}\right)+(2 \gamma-1) n r_{1}}{2(1+\gamma) n r_{1}} \in(0,1) \tag{A.84}
\end{equation*}
$$

Proof of Proposition 4 To simplify the presentation of the proof, we continue to use notation in the normalized form.

First, we show that when $d_{3}=0$, a unique equilibrium exists in which $\theta_{1 f}^{*}=\theta_{2 f}^{*}=0$. Note that if $d_{3}=0$, the expected earnings from moving given by (Equation A.6) and (Equation A.8) for drivers in Zones 1 and 2, respectively, are strictly negative because $r_{1}, r_{2}>0$. The expected earnings from staying, given by (Equation A.5) and (Equation A.7) for drivers in Zones 1 and 2, respectively, are greater than or equal to 0 for any $\theta_{1 f}^{*}, \theta_{2 f}^{*} \in[0,1)$ by $\gamma \in[0,1]$ and $\left\{d_{1}, d_{2}\right\} \geq 0$.

Since the expected earnings from staying dominate those from moving for drivers in Zones 1 and 2, it follows that $\theta_{1 f}^{*}=\theta_{2 f}^{*}=0$ when $d_{3}=0$.

The rest of the proof focuses on the case $d_{3}>0$.
(a) It follows similarly to the proof of Proposition 2a that Zone 1 drivers do not move in equilibrium if and only if

$$
\begin{equation*}
r_{1} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}-\frac{2 d_{1}}{1+\gamma} \tag{A.85}
\end{equation*}
$$

where $\theta_{2 f}^{*}$ equals 1 if $r_{2} \leq d_{3} /(2-\gamma)$ (meaning that Zone 2 drivers' expected earnings from moving dominate those from staying for $\theta_{2 f}^{*}=1$ and hence all Zone 2 drivers move), and otherwise, $\theta_{2 f}^{*}$ is obtained by solving

$$
\begin{equation*}
0=\frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}-r_{2} \tag{A.86}
\end{equation*}
$$

which leads to $\theta_{2 f}^{*}=d_{3} /\left[r_{2}(2-\gamma)\right]$. Note that $r_{2}>d_{3} /(2-\gamma)$ implies that $\theta_{2 f}^{*}<1$, and $d_{3}>0$, $r_{2}>0$, and $\gamma \in[0,1]$ imply that $\theta_{2 f}^{*}>0$. Substituting $\theta_{2 f}^{*}$ in (Equation A.85), (Equation A.85) is equivalent to $r_{1} \geq \frac{d_{3}}{2-\gamma}-\frac{2 d_{1}}{1+\gamma}$ if $r_{2} \leq d_{3} /(2-\gamma)$, and is equivalent to $r_{1} \geq r_{2}-\frac{2 d_{1}}{1+\gamma}$ otherwise. In our original notation, the condition on $r_{1}$ can be summarized as $r_{1} \geq \max \left\{r_{2}, p d_{3} /[n(2-\gamma)]\right\}-$ $2 p d_{1} /[n(1+\gamma)]$.
(b) All Zone 2 drivers move in equilibrium if and only if, given $\theta_{1 f}^{*}$, i.e., the proportion of Zone 1 drivers that move, their expected earnings from moving are greater than or equal to those from staying for $\theta_{2 f}^{*}=1$. It follows from (Equation A.7) and (Equation A.8) that all Zone 2 drivers move if and only if

$$
\begin{equation*}
r_{2} \leq \frac{d_{3}}{2-\gamma+(1+\gamma) \theta_{1 f}^{*}} \tag{A.87}
\end{equation*}
$$

At the equilibrium proportion $\theta_{1 f}^{*}$, by definition, Zone 1 drivers are indifferent between staying and moving given $\theta_{2 f}^{*}=1$. It follows from (Equation A.5) and (Equation A.6) that $\theta_{1 f}^{*}$ is obtained by solving

$$
\begin{equation*}
r_{1}-\frac{d_{3}}{2-\gamma+(1+\gamma) \theta_{1 f}^{*}}+\frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 f}^{*}\right)}=0 \tag{A.88}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \tilde{\theta}_{1 f, 1}=\frac{2 d_{1}+d_{3}+(2 \gamma-1) r_{1}-\sqrt{\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}}}{2(1+\gamma) r_{1}}  \tag{A.89}\\
& \tilde{\theta}_{1 f, 2}=\frac{2 d_{1}+d_{3}+(2 \gamma-1) r_{1}+\sqrt{\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}}}{2(1+\gamma) r_{1}} . \tag{A.90}
\end{align*}
$$

Consider $\tilde{\theta}_{1 f, 2}$ in (Equation A.90). The term inside the square root can be rewritten as $\left(3 r_{1}+\right.$ $\left.2 d_{1}-d_{3}\right)^{2}+8 d_{1} d_{3}$, which is strictly greater than $\left(3 r_{1}+2 d_{1}-d_{3}\right)^{2} \geq 0$ and is strictly positive by $\left\{d_{1}, d_{3}\right\}>0$. Next, we show that $\tilde{\theta}_{1 f, 2}>1$. Note that

$$
\tilde{\theta}_{1 f, 2}-1=\frac{2 d_{1}+d_{3}-3 r_{1}+\sqrt{\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}}}{2(1+\gamma) r_{1}}
$$

where the denominator is positive by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$. If $2 d_{1}+d_{3}-3 r_{1}>0$, then $\tilde{\theta}_{1 f, 2}>1$. If $2 d_{1}+d_{3}-3 r_{1} \leq 0$, then the numerator is positive if and only if $\left(2 d_{1}+d_{3}-3 r_{1}\right)^{2}<$ $\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}$, which by algebra is equivalent to $-24 r_{1} d_{1}<0$, and is true due to $d_{1}>0$ and $r_{1}>0$. Therefore, $\tilde{\theta}_{1 f, 2}>1$ and can be omitted.

Consider $\tilde{\theta}_{1 f, 1}$ in (Equation A.89). The term inside the square root is positive as shown above. Next, we show that $\tilde{\theta}_{1 f, 1}<1$. Note that

$$
\tilde{\theta}_{1 f, 1}-1=\frac{2 d_{1}+d_{3}-3 r_{1}-\sqrt{\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}}}{2(1+\gamma) r_{1}}
$$

where the denominator is positive by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$. If $2 d_{1}+d_{3}-3 r_{1} \leq 0$, it follows that $\tilde{\theta}_{1 f, 1}<1$. If $2 d_{1}+d_{3}-3 r_{1}>0$, it follows from $\left(2 d_{1}+d_{3}-3 r_{1}\right)^{2}<\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+$ $4 d_{1} d_{3}-6 d_{3} r_{1}$, as shown above, that $\tilde{\theta}_{1 f, 1}<1$. Next, we identify the condition for $\tilde{\theta}_{1 f, 1}>0$. Since the denominator and the term inside the square root in (Equation A.89) are positive, $\tilde{\theta}_{1 f, 1}>0$ if and only if $\left(2 d_{1}+d_{3}+(2 \gamma-1) r_{1}\right)^{2}>\left(2 d_{1}+3 r_{1}\right)^{2}+d_{3}^{2}+4 d_{1} d_{3}-6 d_{3} r_{1}$, which by algebra is equivalent to $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$. Consequently, a unique solution $\theta_{1 f}^{*} \in(0,1)$ exists in the region $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$, and is equal to $\tilde{\theta}_{1 f, 1}$. Substituting $\theta_{1 f}^{*}=\tilde{\theta}_{1 f, 1}$ in
(Equation A.87), (Equation A.87) is equivalent to

$$
\begin{equation*}
r_{2} \leq \frac{d_{3}}{2-\gamma+(1+\gamma) \tilde{\theta}_{1 f, 1}} \tag{A.91}
\end{equation*}
$$

Since $\tilde{\theta}_{1 f, 1}$ solves (Equation A.88), it follows that $d_{3} /\left[(2-\gamma)+(1+\gamma) \tilde{\theta}_{1 f, 1}\right]=r_{1}+2 d_{1} /\left[(1+\gamma) \tilde{\theta}_{1 f, 1}\right]$, and hence (Equation A.91) can be rewritten as

$$
\begin{equation*}
r_{2} \leq r_{1}+\frac{2 d_{1}}{(1+\gamma)\left(1-\tilde{\theta}_{1 f, 1}\right)} \tag{A.92}
\end{equation*}
$$

Given that $r_{1}<r_{1}+2 d_{1} /\left[(1+\gamma)\left(1-\tilde{\theta}_{1 f, 1}\right)\right]$ in the region $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$ due to $d_{1}>$ $0, \gamma \in[0,1]$, and $\tilde{\theta}_{1 f, 1} \in(0,1)$, (Equation A.92) holds in the region $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$ by the assumption that $r_{2}<r_{1}$.

Finally, $r_{2} \leq d_{3} /(2-\gamma)$ is satisfied in the region $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$ because $d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)<d_{3} /(2-\gamma)$ by $d_{1}>0$ and $\gamma \geq 0$. Given $r_{2} \leq d_{3} /(2-\gamma)$, the condition $r_{1}<d_{3} /(2-\gamma)-2 d_{1} /(1+\gamma)$ is the opposite of the condition in Proposition 4a.

Proposition 5. With full information sharing, there exist thresholds for $d_{1}=0, d_{2}>0, d_{3}>0$ such that
(a) an equilibrium exists in which only some drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \geq \bar{r}_{f}$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$ and

$$
\begin{align*}
& \theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)= \\
& \frac{\left(2 d_{2}+d_{3}\right) p+(2-\gamma) n r_{2}-\sqrt{\left(2 d_{2} p+d_{3} p+(2-\gamma) n r_{2}\right)^{2}-4(2-\gamma) d_{3} n p r_{2}}}{2(2-\gamma) n r_{2}} \in(0,1) . \tag{A.93}
\end{align*}
$$

(b) An equilibrium exists in which only some or all drivers initially in Zone 1 relocate to Zone 3 if and only if $r_{1} \leq \underline{r}_{f}$ and $r_{2} \geq \frac{p d_{3}}{n(1+\gamma)}-\frac{2 p d_{2}}{n(2-\gamma)}$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=$ $\min \left\{\frac{p d_{3}}{n r_{1}(1+\gamma)}, 1\right\} \in(0,1]$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$.
(c) An equilibrium exists in which all drivers initially in Zone 1 and some drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \leq \underline{r}_{f}^{1}$ and $r_{2}<\frac{p d_{3}}{n(1+\gamma)}-\frac{2 p d_{2}}{n(2-\gamma)}$. In this equilibrium,

$$
\begin{align*}
& \theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1 \text { and } \\
& \theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)= \\
& \frac{\left(2 d_{2}+d_{3}\right) p-(2 \gamma-1) n r_{2}-\sqrt{4 d_{2} p\left(d_{3} p+3 n r_{2}\right)+\left(d_{3} p-3 n r_{2}\right)^{2}+4 d_{2}^{2} p^{2}}}{2(2-\gamma) n r_{2}} \in(0,1) . \tag{A.94}
\end{align*}
$$

(d) If $\underline{r}_{f}<r_{1}<\bar{r}_{f}$ and $r_{2} \geq \frac{p d_{3}}{n(1+\gamma)}-\frac{2 p d_{2}}{n(2-\gamma)}$, or $\underline{r}_{f}^{1}<r_{1}<\bar{r}_{f}$ and $r_{2}<\frac{p d_{3}}{n(1+\gamma)}-\frac{2 p d_{2}}{n(2-\gamma)}$, a unique equilibrium exists in which some drivers initially in Zones 1 and 2 relocate to Zone 3. In this equilibrium,

$$
\begin{align*}
& \theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=\frac{\frac{d_{3} p}{r_{1}}+\frac{2 d_{2} p}{r_{1}-r_{2}}-(2-\gamma) n}{(1+\gamma) n} \in(0,1),  \tag{A.95}\\
& \theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1-\frac{2 d_{2} p}{(2-\gamma) n\left(r_{1}-r_{2}\right)} \in(0,1) . \tag{A.96}
\end{align*}
$$

Proof of Proposition 5 To simplify the presentation of the proof, we continue to use notation in the normalized form.
(a) It follows similarly to the proof of Proposition 2a that Zone 1 drivers do not move in equilibrium given $\theta_{2 f}^{*}$ if and only if

$$
\begin{equation*}
r_{1} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}} \tag{A.97}
\end{equation*}
$$

where $\theta_{2 f}^{*}$ is obtained by solving

$$
\begin{equation*}
\frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 f}^{*}\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}-r_{2} \tag{A.98}
\end{equation*}
$$

We obtain two solutions $\theta_{2 f, 1}$ and $\theta_{2 f, 2}$ defined in (Equation A.38) and (Equation A.39), respectively, in the proof of Proposition 2a. It follows from the two paragraphs below (Equation A.39) in the proof of Proposition 2a that $\theta_{2 f, 1} \in(0,1)$, and $\theta_{2 f, 2}>1$ can be omitted. Consequently, a
unique internal solution $\theta_{2 f}^{*}$ exists, and is equal to $\theta_{2 f, 1}$. The threshold $\bar{r}_{f}$ is found by substituting $\theta_{2 f}^{*}=\theta_{2 f, 1}$ on the right-hand side of (Equation A.97), which gives

$$
\begin{equation*}
r_{1} \geq \bar{r}_{f}=\frac{d_{3}}{(2-\gamma) \theta_{2 f, 1}} \tag{A.99}
\end{equation*}
$$

In our original notation, $\bar{r}_{f}$ is equivalent to

$$
\begin{equation*}
\bar{r}_{f}=\frac{2}{n^{2}}\left(\frac{d_{3} n^{2} p r_{2}}{\left(2 d_{2}+d_{3}\right) p^{2}+(2-\gamma) n^{2} r_{2}-n p \sqrt{\left(\frac{\left(2 d_{2}+d_{3}\right) p}{n}+\frac{(2-\gamma) n r_{2}}{p}\right)^{2}-4(2-\gamma) d_{3} r_{2}}}\right) \tag{A.100}
\end{equation*}
$$

(b) It follows similarly to the proof of Proposition $2 b$ that Zone 2 drivers do not move in equilibrium given $\theta_{1 f}^{*}$ if and only if

$$
\begin{equation*}
r_{2} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}-\frac{2 d_{2}}{2-\gamma}, \tag{A.101}
\end{equation*}
$$

where $\theta_{1 f}^{*}$ equals 1 if $r_{1} \leq d_{3} /(1+\gamma)$ (meaning that Zone 1 drivers' expected earnings from moving dominate those from staying for $\theta_{1 f}^{*}=1$ and hence all Zone 1 drivers move), and otherwise, $\theta_{1 f}^{*}$ is obtained by solving

$$
\begin{equation*}
0=\frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}-r_{1} \tag{A.102}
\end{equation*}
$$

which leads to $\theta_{1 f}^{*}=d_{3} /\left[r_{1}(1+\gamma)\right]$. Note that $r_{1}>d_{3} /(1+\gamma)$ implies that $\theta_{1 f}^{*}<1$, and $d_{3}>0$, $r_{1}>0$, and $\gamma \in[0,1]$ imply that $\theta_{1 f}^{*}>0$. Substituting $\theta_{1 f}^{*}$ in (Equation A.101), (Equation A.101) is equivalent to $r_{2} \geq \frac{d_{3}}{1+\gamma}-\frac{2 d_{2}}{2-\gamma}$ if $r_{1} \leq d_{3} /(1+\gamma)$, and is equivalent to $r_{2} \geq r_{1}-\frac{2 d_{2}}{1-\gamma}$ otherwise. Therefore, (Equation A.101) can be summarized as

$$
\begin{equation*}
r_{2} \geq \max \left\{r_{1}, \frac{d_{3}}{1+\gamma}\right\}-\frac{2 d_{2}}{2-\gamma} \tag{A.103}
\end{equation*}
$$

This parameter region can equivalently be characterized as $r_{2} \geq d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$ and $r_{1} \leq \underline{r}_{f}=r_{2}+2 d_{2} /(2-\gamma)$. In our original notation, $\underline{r}_{f}$ is equivalent to $\underline{r}_{f}=r_{2}+2 p d_{2} /[n(2-\gamma)]$. (c) It follows from (Equation A.5) and (Equation A.6) that all Zone 1 drivers move in equilibrium
given $\theta_{2 f}^{*}$ if and only if

$$
\begin{equation*}
r_{1} \leq \frac{d_{3}}{1+\gamma+(2-\gamma) \theta_{2 f}^{*}} \tag{A.104}
\end{equation*}
$$

where $\theta_{2 f}^{*}$ solves

$$
\begin{equation*}
\frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 f}^{*}\right)}=\frac{d_{3}}{1+\gamma+(2-\gamma) \theta_{2 f}^{*}}-r_{2} . \tag{A.105}
\end{equation*}
$$

We obtain two solutions

$$
\begin{align*}
& \bar{\theta}_{2,1}=\frac{2 d_{2}+d_{3}-2 \gamma r_{2}+r_{2}-\sqrt{\left(3 r_{2}+2 d_{2}-d_{3}\right)^{2}+8 d_{2} d_{3}}}{2(2-\gamma) r_{2}},  \tag{A.106}\\
& \bar{\theta}_{2,2}=\frac{2 d_{2}+d_{3}-2 \gamma r_{2}+r_{2}+\sqrt{\left(3 r_{2}+2 d_{2}-d_{3}\right)^{2}+8 d_{2} d_{3}}}{2(2-\gamma) r_{2}} . \tag{A.107}
\end{align*}
$$

Consider $\bar{\theta}_{2,2}$ in (Equation A.107). The term inside the square root is greater than $\left(3 r_{2}+2 d_{2}-\right.$ $\left.d_{3}\right)^{2} \geq 0$ and is positive by $\left\{d_{2}, d_{3}\right\}>0$, which helps us to find a lower bound on $\bar{\theta}_{2,2}$. If $3 r_{2}+2 d_{2}-d_{3} \geq 0$, then $\bar{\theta}_{2,2}>\left[4 r_{2}+4 d_{2}-2 r_{2} \gamma\right] /\left[4 r_{2}-2 r_{2} \gamma\right]>1$ due to $d_{2}>0, r_{2}>0$, and $\gamma \geq 0$. If $3 r_{2}+2 d_{2}-d_{3}<0$, then $\bar{\theta}_{2,2}>\left[2 d_{3}-2 r_{2}-2 r_{2} \gamma\right] /\left[4 r_{2}-2 r_{2} \gamma\right]$, which is strictly greater than 1 due to $3 r_{2}-d_{3}<-2 d_{2}<0$ by $d_{2}>0$. Therefore, $\bar{\theta}_{2,2}>1$ and can be omitted.

Consider $\bar{\theta}_{2,1}$ in (Equation A.106). Since the term inside the square root is positive as shown above, $\bar{\theta}_{2,1}>0$ requires $2 d_{2}+d_{3}+r_{2}(1-2 \gamma)>0$, which by algebra is equivalent to $r_{2}<$ $d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$. Furthermore, if $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$, then $\bar{\theta}_{2,1}<1$ is equivalent to $\left(2 d_{2}+d_{3}-3 r_{2}\right)^{2}<\left(3 r_{2}+2 d_{2}-d_{3}\right)^{2}+8 d_{2} d_{3}$, which by simple algebra simplifies to $-24 r_{2} d_{3}+\left(-1+d_{3}\right) d_{3}<0$ and holds due to $r_{2} \in(0,1)$ and $d_{3} \in(0,1]$. Therefore, a unique internal solution $\theta_{2 f}^{*}$ exists in the region $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$, and is equal to $\bar{\theta}_{2,1}$. Substituting $\theta_{2 f}^{*}=\bar{\theta}_{2,1}$ in (Equation A.104), (Equation A.104) is equivalent to

$$
\begin{equation*}
r_{1} \leq \underline{r}_{f}^{1}=\frac{d_{3}}{1+\gamma+(2-\gamma) \bar{\theta}_{2,1}} \tag{A.108}
\end{equation*}
$$

Finally, note that the threshold $\underline{r}_{f}^{1}$ is less than $d_{3} /(1+\gamma)$ for $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$ by $d_{3}>0, \gamma \in[0,1]$, and $\bar{\theta}_{2,1} \in(0,1)$, and does not overlap with the region characterized in

Proposition 5b. In our original notation, $\underline{r}_{f}^{1}$ is equivalent to

$$
\begin{equation*}
\underline{r}_{f}^{1}=\frac{2 d_{3} r_{2}}{p\left(2 d_{2}+d_{3}-n \sqrt{\frac{\left(2 d_{2}+d_{3}\right)^{2}}{n^{2}}+\frac{6\left(2 d_{2}-d_{3}\right) r_{2}}{n p}+\frac{9 r_{2}^{2}}{p^{2}}}\right)+3 n r_{2}} . \tag{A.109}
\end{equation*}
$$

(d) By definition, drivers in Zones 1 and 2 are indifferent between staying and moving at equilibrium $\theta_{1 f}^{*}$ and $\theta_{2 f}^{*}$. It follows from solving (Equation 2.7) and (Equation 2.8) for $d_{1}=0$ that

$$
\begin{align*}
& \theta_{1 f}^{*}=1+\frac{r_{1}\left(2 d_{2}+d_{3}+3 r_{2}\right)-d_{3} r_{2}-3 r_{1}^{2}}{(1+\gamma) r_{1}\left(r_{1}-r_{2}\right)}  \tag{A.110}\\
& \theta_{2 f}^{*}=1-\frac{2 d_{2}}{(2-\gamma)\left(r_{1}-r_{2}\right)} \tag{A.111}
\end{align*}
$$

We show that $\theta_{1 f}^{*}$ and $\theta_{2 f}^{*}$ characterized in (Equation A.110) and (Equation A.111), respectively, are such that $\theta_{1 f}^{*} \in(0,1)$ and $\theta_{2 f}^{*} \in(0,1)$ under the conditions given in Proposition 5 d . To do this, we adopt a similar approach as in the proof of Proposition 2c. We show that $\theta_{1 f}$ as a function of $\theta_{2 f}$, obtained as solutions for (Equation 2.7) and (Equation 2.8) separately, intersect exactly once for $\theta_{1 f} \in(0,1)$ and $\theta_{2 f} \in(0,1)$ under the conditions given in Proposition 5d.

First, we use (Equation 2.7) and (Equation 2.8) separately to obtain the function $\theta_{1 f}\left(\theta_{2 f}\right)$. We obtain

$$
\begin{gather*}
\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)=\frac{d_{3}-(2-\gamma) \theta_{2 f} r_{1}}{(1+\gamma) r_{1}},  \tag{A.112}\\
\theta_{1 f, 2}\left(\theta_{2 f}\right)=\frac{(2-\gamma)\left(\left(1-\theta_{2 f}\right)\left(d_{3}-(2-\gamma) \theta_{2 f} r_{2}\right)-2 d_{2} \theta_{2 f}\right)}{(1+\gamma)\left(2 d_{2}+(2-\gamma)\left(1-\theta_{2 f}\right) r_{2}\right)}, \tag{A.113}
\end{gather*}
$$

respectively. In order to characterize the conditions under which $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ and $\theta_{1 f, 2}\left(\theta_{2 f}\right)$ intersect, we first evaluate their derivatives, $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}$ and $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}$, given by

$$
\begin{gather*}
\frac{d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)}{d \theta_{2 f}}=-\frac{2-\gamma}{1+\gamma},  \tag{A.114}\\
\frac{d \theta_{1 f, 2}\left(\theta_{2 f}\right)}{d \theta_{2 f}}=-\frac{2-\gamma}{1+\gamma}-\frac{2(2-\gamma) d_{2} d_{3}}{(1+\gamma)\left(2 d_{2}+r_{2}(2-\gamma)\left(1-\theta_{2 f}\right)\right)^{2}}, \tag{A.115}
\end{gather*}
$$

and show that they are both negative.
Firstly, $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$ by $\gamma \in[0,1]$. Next, consider $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}$ in (Equation A.115). The first term is negative by $\gamma \in[0,1]$. In the second term, the denominator is strictly positive for all $\theta_{2 f} \in(0,1)$ by $r_{2} \in(0,1), \gamma \in[0,1]$, and $d_{2} \in(0,1]$, and the numerator is positive by $\left\{d_{2}, d_{3}\right\} \in(0,1]$ and $\gamma \in[0,1]$, which leads to $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$.

Finally, it follows from the work shown above for $d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}$ and by $\gamma \in[0,1]$ that

$$
\left|\frac{d \theta_{1 f, 2}\left(\theta_{2 f}\right)}{d \theta_{2 f}}\right|-\left|\frac{d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)}{d \theta_{2 f}}\right|=\frac{2(2-\gamma) d_{2} d_{3}}{(1+\gamma)\left(2 d_{2}+r_{2}(2-\gamma)\left(1-\theta_{2 f}\right)\right)^{2}}>0
$$

which implies that $\theta_{1 f, 2}$ declines faster in $\theta_{2 f}$ than $\underline{\theta}_{1 f, 1}$.
Since $d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}<0, d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}<0$, and $\left|d \theta_{1 f, 2}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|-\left|d \underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right) / d \theta_{2 f}\right|>$ 0 , the functions $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ and $\theta_{1 f, 2}\left(\theta_{2 f}\right)$ will intersect exactly once in $\theta_{1 f} \in(0,1)$ and $\theta_{2 f} \in(0,1)$ if one of the following two sets of conditions hold:
(i) $\underline{\theta}_{1 f, 1}(0) \in(0,1), \underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$, and $\hat{\theta}_{2 f}<\tilde{\theta}_{2 f}$, where $\hat{\theta}_{2 f} \in(0,1)$ and $\tilde{\theta}_{2 f}$ are such that $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0$ and $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$.
(ii) $\underline{\theta}_{1 f, 1}(0) \geq 1,0<\underline{\theta}_{2 f}<\bar{\theta}_{2 f}$, where $\underline{\theta}_{2 f}$ and $\bar{\theta}_{2 f} \in(0,1)$ are such that $\underline{\theta}_{1 f, 1}\left(\underline{\theta}_{2 f}\right)=1$ and $\theta_{1 f, 2}\left(\bar{\theta}_{2 f}\right)=1$, and $\hat{\theta}_{2 f}<\tilde{\theta}_{2 f}$, where $\hat{\theta}_{2 f} \in(0,1)$ and $\tilde{\theta}_{2 f}$ are such that $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0$ and $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$.

In the next few paragraphs, we characterize these two sets of conditions.
First, we consider the conditions for $\underline{\theta}_{1 f, 1}(0) \in(0,1)$ and $\underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$ in the first set of conditions described above. Note that $\underline{\theta}_{1 f, 1}(0)=d_{3} /\left[r_{1}(1+\gamma)\right]$ and $\theta_{1 f, 2}(0)=\left[(2-\gamma) d_{3}\right] /[(1+$ $\left.\gamma)\left(2 d_{2}+r_{2}(2-\gamma)\right)\right]$. Firstly, $\underline{\theta}_{1 f, 1}(0)>0$ holds by $d_{3} \in(0,1], r_{1} \in(0,1)$, and $\gamma \in[0,1]$, and $\underline{\theta}_{1 f, 1}(0)<1$ holds if $r_{1}>d_{3} /(1+\gamma)$.

Next, we evaluate the condition for $\underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$ under $r_{1}>d_{3} /(1+\gamma) . \underline{\theta}_{1 f, 1}(0)<$ $\theta_{1 f, 2}(0)<1$ is equivalent to $d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)<r_{2}<r_{1}-2 d_{2} /(2-\gamma)$. Secondly, $\underline{\theta}_{1 f, 1}(0)<1<\theta_{1 f, 2}(0)$ is equivalent to $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$. Therefore, the condition $r_{2}<r_{1}-2 d_{2} /(2-\gamma)$ is sufficient for $\underline{\theta}_{1 f, 1}(0)<\theta_{1 f, 2}(0)$ under $r_{1}>d_{3} /(1+\gamma)$, and is the opposite
of the condition in Proposition 5b under $r_{1}>d_{3} /(1+\gamma)$.
Next, we consider the conditions $\underline{\theta}_{1 f, 1}(0) \geq 1$ and $0<\underline{\theta}_{2 f}<\bar{\theta}_{2 f}$ in the second set of conditions described above. Note that $\underline{\theta}_{1 f, 1}(0) \geq 1$ is equivalent to $r_{1} \leq d_{3} /(1+\gamma)$. Moreover, $\underline{\theta}_{2 f}=$ $\left[d_{3}-r_{1}(1+\gamma)\right] /\left[r_{1}(2-\gamma)\right]>0$ is implied by $r_{1} \leq d_{3} /(1+\gamma)$. The condition for $\underline{\theta}_{2 f}<\bar{\theta}_{2 f}$ is given by $r_{1}>d_{3} /\left[1+\gamma+(2-\gamma) \bar{\theta}_{2 f}\right]$, where $\bar{\theta}_{2 f}$ solves $\theta_{1 f, 2}\left(\bar{\theta}_{2 f}\right)=1$. We obtain two solutions $\bar{\theta}_{2,1}$ and $\bar{\theta}_{2,2}$, as characterized in (Equation A.106) and (Equation A.107), respectively. Then, it follows from the two paragraphs below (Equation A.107) in the proof of Proposition 5c that $\bar{\theta}_{2 f}=\bar{\theta}_{2,1} \in(0,1)$ if and only if $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$, while $\bar{\theta}_{2,2}>1$ can be omitted. Note that the condition that ensures that $\bar{\theta}_{2 f}=\bar{\theta}_{2,1} \in(0,1)$, given by $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$ is the opposite of the condition in Proposition 5b under $r_{1} \leq d_{3} /(1+\gamma)$.

It follows that the condition $0<\underline{\theta}_{2 f}<\bar{\theta}_{2 f}$ is equivalently characterized by $r_{1}>\underline{r}_{f}^{1}=$ $d_{3} /\left[1+\gamma+(2-\gamma) \bar{\theta}_{2,1}\right]$ and $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$, and is the opposite of the condition in Proposition 5c under $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(2-\gamma)$.

To summarize, if $r_{2} \geq d_{3} /(1+\gamma)-2 d_{2} /(1+\gamma)$, then the lower threshold on $r_{1}$ for $\underline{\theta}_{1 f, 1}\left(\theta_{2 f}\right)$ and $\theta_{1 f, 2}\left(\theta_{2 f}\right)$ to intersect at interior values is given by $r_{1}>\underline{r}_{f}$, whereas if $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(1+\gamma)$, then the lower threshold on $r_{1}$ is given by $r_{1}>\underline{r}_{f}^{1}$.

Next, we examine the condition $\hat{\theta}_{2 f}<\tilde{\theta}_{2 f}$, where $\hat{\theta}_{2 f}$ and $\tilde{\theta}_{2 f}$ satisfy $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0$ and $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$. Note that the solutions to the equation $\theta_{1 f, 2}\left(\hat{\theta}_{2 f}\right)=0, \hat{\theta}_{2 f, 1}$ and $\hat{\theta}_{2 f, 2}$ are equivalent to $\theta_{2 f, 1}$ and $\theta_{2 f, 2}$ characterized in (Equation A.38) and (Equation A.39), respectively, in the proof of Proposition 2a. Then, it follows from the two paragraphs below (Equation A.39) in the proof of Proposition 2a that $\hat{\theta}_{2 f, 1} \in(0,1)$, while $\hat{\theta}_{2 f, 2}>1$ can be omitted.

Furthermore, the solution to $\underline{\theta}_{1 f, 1}\left(\tilde{\theta}_{2 f}\right)=0$ equals $\tilde{\theta}_{2 f}=d_{3} /\left[r_{1}(2-\gamma)\right]$. It follows from $d_{3} \in$ $(0,1], r_{1} \in(0,1)$, and $\gamma \in[0,1]$ that $\tilde{\theta}_{2 f}>0$. Lastly, we can show by algebra that the condition $\hat{\theta}_{2 f, 1}<\tilde{\theta}_{2 f}$ is equivalent to $r_{1}<d_{3} /\left[(2-\gamma) \theta_{2 f, 1}\right]$, where $\theta_{2 f, 1}$ is defined in (Equation A.38). This condition is the opposite of (Equation A.99) in Proposition 5a, and is equivalent to $r_{1}<\bar{r}_{f}$.

To summarize, if $r_{2} \geq d_{3} /(1+\gamma)-2 d_{2} /(1+\gamma)$, then a unique interior equilibrium exists if $\underline{r}_{f}<r_{1}<\bar{r}_{f}$, whereas if $r_{2}<d_{3} /(1+\gamma)-2 d_{2} /(1+\gamma)$, then a unique interior equilibrium exists
if $\underline{1}_{f}^{1}<r_{1}<\bar{r}_{f}$.
Proposition 6. With full information sharing, there exist thresholds for $d_{1}=0, d_{2}=0, d_{3}>0$ such that
(a) an equilibrium exists in which only some or all drivers initially in Zone 2 relocate to Zone 3 if and only if $r_{1} \geq p d_{3} /[n(2-\gamma)]$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=0$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=$ $\min \left\{1, \frac{p d_{3}}{n r_{2}(2-\gamma)}\right\} \in(0,1]$.
(b) An equilibrium exists in which all drivers relocate to Zone 3 if and only if $r_{1} \leq p d_{3} / 3 n$. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1$.
(c) If $p d_{3} / 3 n<r_{1}<p d_{3} /[n(2-\gamma)]$, a unique equilibrium exists in which a proportion of drivers initially in Zone 1 and all drivers initially in Zone 2 relocate to Zone 3. In this equilibrium, $\theta_{1 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=\frac{p d_{3}-n r_{1}(2-\gamma)}{n r_{1}(1+\gamma)} \in(0,1)$ and $\theta_{2 f}^{*}\left(d_{1}, d_{2}, d_{3}\right)=1$.

Proof of Proposition 6 To simplify the presentation of the proof, we continue to use notation in the normalized form.
(a) Zone 1 drivers do not move in equilibrium if and only if, given $\theta_{2 f}^{*}$, i.e., the equilibrium proportion of Zone 2 drivers that move, their expected earnings from staying are greater than or equal to those from moving for $\theta_{1 f}^{*}=0$. It follows from (Equation A.5) and (Equation A.6) that Zone 1 drivers do not move in equilibrium if and only if $r_{1} \geq d_{3} /\left[(2-\gamma) \theta_{2 f}^{*}\right]$. At the equilibrium proportion $\theta_{2 f}^{*}$, by definition, Zone 2 drivers are indifferent between staying and moving. It follows from (Equation A.7) and (Equation A.8) that $\theta_{2 f}^{*}$ solves $r_{2}=d_{3} /\left[(2-\gamma) \theta_{2 f}^{*}\right]$. This gives $\theta_{2 f}^{*}=d_{3} /\left[r_{2}(2-\gamma)\right] . \theta_{2 f}^{*}=1$ if $r_{2} \leq d_{3} /(2-\gamma)$ and otherwise, $\theta_{2 f}^{*}$ is found by equating (Equation A.7) and (Equation A.8), leading to $\theta_{2 f}^{*}=d_{3} /\left[r_{2}(2-\gamma)\right]$, which is in the range $(0,1)$ by $d_{3} \in(0,1], r_{2} \in(0,1)$, and $\gamma \in[0,1]$.

When $r_{2}>d_{3} /(2-\gamma)$, since $\theta_{2 f}^{*}=d_{3} /\left[r_{2}(2-\gamma)\right] \in(0,1)$, the condition $r_{1} \geq d_{3} /\left[(2-\gamma) \theta_{2 f}^{*}\right]$ is equivalent to $r_{1}>r_{2}$, which is satisfied by assumption. When $r_{2} \leq d_{3} /(2-\gamma)$, since $\theta_{2 f}^{*}=1$, the condition $r_{1} \geq d_{3} /\left[(2-\gamma) \theta_{2 f}^{*}\right]$ is equivalent to $r_{1} \geq d_{3} /(2-\gamma)$. Consequently, a unique solution $\theta_{2 f}^{*}$ exists, and is equal to $\min \left\{1, d_{3} /\left[r_{2}(2-\gamma)\right]\right\}$ in the region $r_{1} \geq d_{3} /(2-\gamma)$.
(b) All Zone 1 drivers move in equilibrium if and only if, given $\theta_{2 f}^{*}$, i.e., the equilibrium proportion of Zone 2 drivers that move, their expected earnings from moving are greater than or equal to those from staying for $\theta_{1 f}^{*}=1$. It follows from (Equation A.5) and (Equation A.6) that all Zone 1 drivers move if and only if $r_{1} \leq d_{3} /\left[(1+\gamma)+(2-\gamma) \theta_{2 f}^{*}\right]$.

Moreover, all Zone 2 drivers move given $\theta_{1 f}^{*}=1$ if and only if the expected earnings from moving are greater than or equal to those from staying for $\theta_{2 f}^{*}=1$. Thus, all Zone 2 drivers move given $\theta_{1 f}^{*}=1$ if and only if $r_{2}<d_{3} /[2-\gamma+1+\gamma]=d_{3} / 3$. Plugging $\theta_{2 f}^{*}=1$ into the threshold for $r_{1}$ yields $r_{1} \leq d_{3} / 3$. Since $r_{1}>r_{2}, r_{1} \leq d_{3} / 3$ is sufficient for $\theta_{1 f}^{*}=\theta_{2 f}^{*}=1$
(c) All Zone 2 drivers move in equilibrium if and only if, given $\theta_{1 f}^{*}$, i.e., the equilibrium proportion of Zone 1 drivers that move, their expected earnings from moving are greater than or equal to those from staying for $\theta_{2 f}^{*}=1$. It follows from (Equation A.7) and (Equation A.8) that all Zone 2 drivers move if and only if $r_{2} \leq d_{3} /\left[(1+\gamma) \theta_{1 f}^{*}+(2-\gamma)\right]$. At the equilibrium proportion $\theta_{1 f}^{*}$, by definition, Zone 1 drivers are indifferent between staying and moving. It follows from (Equation A.5) and (Equation A.6) that $\theta_{1 f}^{*}$ is obtained by solving $r_{1}=d_{3} /\left[(1+\gamma) \theta_{1 f}^{*}+(2-\gamma)\right]$, which yields $\theta_{1 f}^{*}=\left[d_{3}-r_{1}(2-\gamma)\right] /\left[r_{1}(1+\gamma)\right]$.

Then, since the denominator in $\left[d_{3}-r_{1}(2-\gamma)\right] /\left[r_{1}(1+\gamma)\right]$ is strictly positive by $r_{1} \in(0,1)$ and $\gamma \in[0,1]$, we have $\theta_{1 f}^{*} \in(0,1)$ if and only if $r_{1}<d_{3} /(2-\gamma)$ and $d_{3}-r_{1}(2-\gamma)<r_{1}(1+\gamma)$. Note that $d_{3}-r_{1}(2-\gamma)<r_{1}(1+\gamma)$ is equivalent to $r_{1}>d_{3} / 3$, and therefore, the two conditions on $r_{1}$ are opposite to those in Propositions 6a and 6b, respectively. Furthermore, plugging $\theta_{1 f}^{*}$ into the condition on $r_{2}$ yields $r_{2}<r_{1}$, which is satisfied by assumption.

Proposition 7. When $r_{1}=r_{2}=0$, with surge information sharing but not with full information sharing, demand in all three zones is fully met in equilibrium.

Proof of Proposition 7 For brevity, we continue to express the proportions $\theta_{1 s}\left(d_{3}\right), \theta_{2 s}\left(d_{3}\right)$, $\theta_{1 f}\left(d_{1}, d_{2}, d_{3}\right)$, and $\theta_{2 f}\left(d_{1}, d_{2}, d_{3}\right)$, as $\theta_{1 s}, \theta_{2 s}, \theta_{1 f}$, and $\theta_{2 f}$, respectively.

We will consider three types of equilibria under surge information sharing, under $r_{1}=r_{2}=0$ and $d_{3}>0$ : Where only Zone 2 drivers move, where only Zone 1 drivers move, and where some proportion of drivers move from Zones 1 and 2. Finally, we will consider the unique equilibrium
under $r_{1}=r_{2}=0$ and $d_{3}=0$ where no drivers from Zones 1 or 2 move. We will show that the supply levels in Zones 1 and 2 under each equilibrium are such that $(1+\gamma)\left(1-\theta_{1 s}^{*}\right) \geq 1$ and $(2-\gamma)\left(1-\theta_{2 s}^{*}\right) \geq 1$, respectively, which would imply that $d_{1} \in[0,1]$ and $d_{2} \in[0,1]$ are always met. We will also show that the equilibrium supply in Zone 3 is such that $(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*} \geq d_{3}$ for all $d_{3} \in[0,1]$.

We first consider the equilibrium in which $\theta_{1 s}^{*}=0$ and $\theta_{2 s}^{*} \in(0,1)$. Here, $\theta_{1 s}^{*}=0$ is guaranteed by the condition that Zone 1 drivers' expected earnings from staying exceed those from moving given $\theta_{2 s}^{*}$, which is equivalent to $\frac{1}{(1+\gamma)} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}}$. By definition, at equilibrium $\theta_{2 s}^{*}$, Zone 2 drivers are indifferent between staying and moving given $\theta_{1 s}^{*}=0$. Then, it follows that $\theta_{2 s}^{*}$ obtained by solving $\frac{1}{(2-\gamma)\left(1-\theta_{2 s}^{*}\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}}$ equals $\frac{d_{3}}{1+d_{3}}$. Firstly, in Zone $1,(1+\gamma)\left(1-\theta_{1 s}^{*}\right)=(1+\gamma) \geq 1$, by $\gamma \in[0,1]$, which implies that the supply in Zone 1 exceeds demand $d_{1} \in[0,1]$. Secondly, in Zone 3 , $(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}=(2-\gamma) \theta_{2 s}^{*} \geq d_{3}(1+\gamma) \geq d_{3}$, in which the first inequality holds due to the condition that guarantees Zone 1 drivers would not move, $\frac{1}{(1+\gamma)} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}}$, and the second inequality holds by $\gamma \geq 0$. Lastly, in Zone 2 , $(2-\gamma)\left(1-\theta_{2 s}^{*}\right) \geq 1$, because $\theta_{2 s}^{*}$ solves $\frac{1}{(2-\gamma)\left(1-\theta_{2 s}^{*}\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 s}^{*}}$, and the right-hand side is less than or equal to 1 because it follows from the analysis for Zone 3 that $(2-\gamma) \theta_{2 s}^{*} \geq d_{3}$. Therefore, the supply in Zone 2, $(2-\gamma)\left(1-\theta_{2 s}^{*}\right)$, exceeds demand $d_{2} \in[0,1]$, and demand in all zones is fully met in equilibrium.

Next, we consider the equilibrium in which $\theta_{2 s}^{*}=0$ and $\theta_{1 s}^{*} \in(0,1)$. Here, $\theta_{2 s}^{*}=0$ is guaranteed by the condition that Zone 2 drivers' expected earnings from staying exceed those from moving given $\theta_{1 s}^{*}$, which is equivalent to $\frac{1}{(2-\gamma)} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}}$. By definition, at equilibrium $\theta_{1 s}^{*}$, Zone 1 drivers are indifferent between staying and moving given $\theta_{2 s}^{*}=0$. Then, it follows that $\theta_{1 s}^{*}$ obtained by solving $\frac{1}{(1+\gamma)\left(1-\theta_{1 s}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}}$ equals $\frac{d_{3}}{1+d_{3}}$. Firstly, in Zone 2, $(2-\gamma)\left(1-\theta_{2 s}^{*}\right)=(2-\gamma) \geq 1$ by $\gamma \in[0,1]$, which implies that the supply in Zone 2 exceeds demand $d_{2} \in[0,1]$. Secondly, in Zone $3,(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}=(1+\gamma) \theta_{1 s}^{*} \geq d_{3}(2-\gamma) \geq d_{3}$, in which the first inequality holds due to the condition that guarantees that Zone 2 drivers would not move, $\frac{1}{(2-\gamma)} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}}$, and the second inequality holds by $\gamma \in[0,1]$. Lastly, in Zone 1 , $(1+\gamma)\left(1-\theta_{1 s}^{*}\right) \geq 1$, because $\theta_{1 s}^{*}$ solves $\frac{1}{(1+\gamma)\left(1-\theta_{1 s}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1}^{*}}$, where the right-hand side is less than or equal to 1 because it follows from
the analysis for Zone 3 that $(1+\gamma) \theta_{1 s}^{*} \geq d_{3}$. Therefore, the supply in Zone $1,(1+\gamma)\left(1-\theta_{1 s}^{*}\right)$ exceeds demand $d_{1} \in[0,1]$, and demand in all zones is fully met in equilibrium.

Next, we evaluate the equilibrium in which, by definition, drivers in Zones 1 and 2 are indifferent between staying and moving at $\theta_{1 s}^{*}$ and $\theta_{2 s}^{*}$. It follows from (Equation A.1) and (Equation A.2), and (Equation A.3) and (Equation A.4), that $\theta_{1 s}^{*}$ and $\theta_{2 s}^{*}$ are given by

$$
\begin{aligned}
\theta_{1 s}^{*} & =\frac{-1+2 \gamma+d_{3}(1+\gamma)}{\left(2+d_{3}\right)(1+\gamma)} \\
\theta_{2 s}^{*} & =\frac{1-2 \gamma+d_{3}(2-\gamma)}{\left(2+d_{3}\right)(1+\gamma)}
\end{aligned}
$$

The equilibrium supply in Zone $3,(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}=\frac{3 d_{3}}{2+d_{3}} \geq d_{3}$, because $2+d_{3} \leq 3$ by $d_{3} \in(0,1]$. Moreover, the equilibrium supply levels in Zones 1 and 2 are such that $(1+\gamma)(1-$ $\left.\theta_{1 s}^{*}\right) \geq 1$ and $(2-\gamma)\left(1-\theta_{2 s}^{*}\right) \geq 1$ because $\theta_{1 s}^{*}$ and $\theta_{2 s}^{*}$ solve $\frac{1}{(1+\gamma)\left(1-\theta_{1 s}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}}$ and $\frac{1}{(2-\gamma)\left(1-\theta_{2 s}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*}}$, respectively, where the right-hand side of both equations is less than or equal to 1 by $(1+\gamma) \theta_{1 s}^{*}+(2-\gamma) \theta_{2 s}^{*} \geq d_{3}$. Therefore, the supply in Zones 1 and 2 , $(1+\gamma)\left(1-\theta_{1 s}^{*}\right)$ and $(2-\gamma)\left(1-\theta_{2 s}^{*}\right)$, exceeds $d_{1} \in[0,1]$ and $d_{2} \in[0,1]$, respectively, and demand in all zones is fully met in equilibrium.

Finally, if $d_{3}=0$, the unique equilibrium is $\theta_{1 s}^{*}=\theta_{2 s}^{*}=0$. The demand in Zones 1 and 2 is covered in equilibrium because $(1+\gamma)\left(1-\theta_{1 s}^{*}\right)=(1+\gamma) \geq 1$ and $(2-\gamma)\left(1-\theta_{2 s}^{*}\right)=(2-\gamma) \geq 1$. Therefore, demand is fully met in equilibrium.

Next, we will consider three types of equilibria under full information sharing, under $r_{1}=r_{2}=$ 0 and $d_{3}>0$ : Where only Zone 2 drivers move, where only Zone 1 drivers move, and where some proportion of drivers move from Zones 1 and 2. We will compare the equilibrium supply in Zone $1,(1+\gamma)\left(1-\theta_{1 f}^{*}\right)$, against $d_{1}$, the equilibrium supply in Zone $2,(2-\gamma)\left(1-\theta_{2 f}^{*}\right)$ against $d_{2}$, and that in Zone $3,(1+\gamma) \theta_{1 f}^{*}+(2-\gamma) \theta_{2 f}^{*}$, against $d_{3}$.

We first consider the equilibrium in which $\theta_{1 f}^{*}=0$ and $\theta_{2 f}^{*} \in(0,1]$. Here, $\theta_{1 f}^{*}=0$ is guaranteed by the condition that Zone 1 drivers' expected earnings from staying exceed those from moving given $\theta_{2 f}^{*}$, which is equivalent to $\frac{2 d_{1}}{(1+\gamma)} \geq \frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}$. By definition, at equilibrium $\theta_{2 f}^{*}$, Zone 2 drivers
are indifferent between staying and moving given $\theta_{1 f}^{*}=0$. Then, it follows that $\theta_{2 f}^{*}$ obtained by solving $\frac{2 d_{2}}{(2-\gamma)\left(1-\theta_{2 f}^{*}\right)}=\frac{d_{3}}{(2-\gamma) \theta_{2 f}^{*}}$ equals $\frac{d_{3}}{2 d_{2}+d_{3}}$. Plugging $\theta_{2 f}^{*}$ into the condition that guarantees $\theta_{1 f}^{*}=0$, we obtain $\frac{2 d_{1}}{1+\gamma} \geq \frac{2 d_{2}+d_{3}}{2-\gamma}$. Firstly, in Zone 1 , the supply level satisfies $(1+\gamma)\left(1-\theta_{1 f}^{*}\right)=$ $(1+\gamma) \geq d_{1}$ by $\gamma \in[0,1]$ and $d_{1} \in[0,1]$. Secondly, in Zone 3 , the supply level satisfies $(1+\gamma) \theta_{1 f}^{*}+(2-\gamma) \theta_{2 f}^{*}=\frac{(2-\gamma) d_{3}}{2 d_{2}+d_{3}} \geq d_{3}$ if and only if $2 d_{2}+d_{3} \leq(2-\gamma)$. Lastly, in Zone 2 , the supply level satisfies $(2-\gamma)\left(1-\theta_{2 f}^{*}\right) \geq d_{2}$ if and only if $2 d_{2}+d_{3} \leq 2(2-\gamma)$. In the parameter region where $\frac{2 d_{1}}{1+\gamma} \geq \frac{2 d_{2}+d_{3}}{2-\gamma}$ and $2 d_{2}+d_{3}>(2-\gamma)$, demand in Zone 3 is not met in equilibrium. We can verify that this region is non-empty; one such parameter instance is $\left\{d_{1}=1, d_{2}=3 / 4\right.$, $\left.d_{3}=1 / 2, \gamma=1 / 2\right\}$.

Next, we consider the equilibrium in which $\theta_{2 f}^{*}=0$ and $\theta_{1 f}^{*} \in(0,1]$. Here, $\theta_{2 f}^{*}=0$ is guaranteed by the condition that Zone 2 drivers' expected earnings from staying exceed those from moving given $\theta_{1 f}^{*}$, which is equivalent to $\frac{2 d_{2}}{(2-\gamma)} \geq \frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}$. By definition, at equilibrium $\theta_{1 f}^{*}$, Zone 1 drivers are indifferent between staying and moving given $\theta_{2 f}^{*}=0$. Then, it follows that $\theta_{1 f}^{*}$ obtained by solving $\frac{2 d_{1}}{(1+\gamma)\left(1-\theta_{1 f}^{*}\right)}=\frac{d_{3}}{(1+\gamma) \theta_{1 f}^{*}}$ equals $\frac{d_{3}}{2 d_{1}+d_{3}}$. Plugging $\theta_{1 f}^{*}$ into the condition that guarantees $\theta_{2 f}^{*}=0$, we obtain $\frac{2 d_{2}}{2-\gamma} \geq \frac{2 d_{1}+d_{3}}{1+\gamma}$. Firstly, in Zone 2, the supply level satisfies $(2-\gamma)\left(1-\theta_{2 f}^{*}\right)=(2-\gamma) \geq d_{2}$ by $\gamma \in[0,1]$ and $d_{2} \in[0,1]$. Secondly, in Zone $3,(1+\gamma) \theta_{1 f}^{*}+$ $(2-\gamma) \theta_{2 f}^{*}=\frac{(1+\gamma) d_{3}}{2 d_{1}+d_{3}} \geq d_{3}$ if and only if $2 d_{1}+d_{3} \leq(1+\gamma)$. Lastly, in Zone $1,(1+\gamma)\left(1-\theta_{1 f}^{*}\right) \geq d_{1}$ if and only if $2 d_{1}+d_{3} \leq 2(1+\gamma)$. In the parameter region where $\frac{2 d_{2}}{2-\gamma} \geq \frac{2 d_{1}+d_{3}}{1+\gamma}$ and $2 d_{1}+d_{3}>(1+\gamma)$, demand in Zone 3 is not fully met in equilibrium. We can verify that this region is non-empty; one such parameter instance is $\left\{d_{1}=5 / 8, d_{2}=1, d_{3}=1 / 2, \gamma=1 / 2\right\}$.

Next, we evaluate the equilibrium in which, by definition, drivers in Zones 1 and 2 are indifferent between staying and moving at $\theta_{1 f}^{*}$ and $\theta_{2 f}^{*}$. It follows from (Equation A.5) and (Equation A.6), and (Equation A.7) and (Equation A.8), that $\theta_{1 f}^{*}$ and $\theta_{2 f}^{*}$ are given by

$$
\begin{aligned}
& \theta_{1 f}^{*}=\frac{-4 d_{1}+2 d_{2}+d_{3}+2 d_{1} \gamma+2 d_{2} \gamma+d_{3} \gamma}{\left(2 d_{1}+2 d_{2}+d_{3}\right)(1+\gamma)} \\
& \theta_{2 f}^{*}=\frac{4 d_{1}-2 d_{2}+2 d_{3}-2 d_{1} \gamma-2 d_{2} \gamma-d_{3} \gamma}{\left(2 d_{1}+2 d_{2}+d_{3}\right)(2-\gamma)}
\end{aligned}
$$

Here, $\theta_{1 f}^{*}<1$ and $\theta_{2 f}^{*}<1$ are equivalent to $-4 d_{1}(1+\gamma)<0$ and $-4 d_{2}(2-\gamma)<0$, respectively, which hold for $\left\{d_{1}, d_{2}\right\}>0$ by $\gamma \in[0,1] . \theta_{1 f}^{*}>0$ is equivalent to $\frac{2 d_{1}}{1+\gamma}<\frac{2 d_{2}+d_{3}}{2-\gamma}$ and $\theta_{2 f}^{*}>0$ is equivalent to $\frac{2 d_{2}}{2-\gamma}<\frac{2 d_{1}+d_{3}}{1+\gamma}$. These conditions are opposite to those given above that guarantee $\theta_{1 f}^{*}=0$ and $\theta_{2 f}^{*} \in(0,1]$ and $\theta_{1 f}^{*} \in(0,1]$ and $\theta_{2 f}^{*}=0$, respectively.

Firstly, in Zones 1 and 2, the supply levels satisfy $(1+\gamma)\left(1-\theta_{1 f}^{*}\right)=\frac{6 d_{1}}{2\left(d_{1}+d_{2}\right)+d_{3}}>d_{1}$ and $(2-\gamma)\left(1-\theta_{2 f}^{*}\right)=\frac{6 d_{2}}{2\left(d_{1}+d_{2}\right)+d_{3}}>d_{2}$, respectively, because $2\left(d_{1}+d_{2}\right)+d_{3}<6$ by $\left\{d_{1}, d_{2}\right\} \in[0,1]$ and $d_{3} \in(0,1]$. Finally, the equilibrium supply in Zone 3 is given by $(1+\gamma) \theta_{1 f}^{*}+(2-\gamma) \theta_{2 f}^{*}=$ $\frac{3 d_{3}}{2\left(d_{1}+d_{2}\right)+d_{3}}$, which is greater than or equal to $d_{3}$ if and only if $2\left(d_{1}+d_{2}\right)+d_{3} \leq 3$. In the parameter region where $\frac{2 d_{1}}{1+\gamma}<\frac{2 d_{2}+d_{3}}{2-\gamma}, \frac{2 d_{2}}{2-\gamma}<\frac{2 d_{1}+d_{3}}{1+\gamma}$, and $2\left(d_{1}+d_{2}\right)+d_{3}>3$, demand in Zone 3 is not fully met in equilibrium. We can verify that this region is non-empty; one such parameter instance is $\left\{d_{1}=d_{2}=d_{3}=1, \gamma \in(0.2,0.8)\right\}$.

## A. 2 Supplemental Figures, Tables, and Analysis

A.2.1 Comparison of Expected Matching Efficiency considering both Stages


Figure A.1: Comparison of expected matching efficiency across two stages under full, surge, and local information mechanisms.

## A.2.2 Comparison of Experimental and Theoretically Predicted Matching Efficiency



Figure A.2: Density plots for (experimental matching efficiency/theoretically predicted matching efficiency) in Zone 3 (the surge zone), Zone 2, and for all zones.

## A.2.3 Linear Hypotheses for Analysis of Effects in Regression Models

Table A.1: Experimental vs. theoretically-predicted matching efficiency: Linear hypothesis tests

| Treatment | Linear Hypothesis (Null) |
| :---: | :---: |
| full | $\lambda_{0}+20 \lambda_{3}=0$ |
| surge | $\lambda_{0}+\lambda_{1}+20\left(\lambda_{3}+\lambda_{4}\right)=0$ |
| local | $\lambda_{0}+\lambda_{2}+20\left(\lambda_{3}+\lambda_{5}\right)=0$ |

Table A.2: Matching efficiency comparisons across treatments: Linear hypothesis tests

| Treatment | Linear Hypothesis (Null) |
| :---: | :---: |
| full vs. surge | $\beta_{1}+20 \beta_{4} \geq 0$ |
| full vs. local | $\beta_{2}+20 \beta_{5} \leq 0$ |
| surge vs. local | $\left(\beta_{1}+20 \beta_{4}\right)-\left(\beta_{2}+20 \beta_{5}\right) \geq 0$ |

Table A.3: Observed vs. predicted frequency of movement: Linear hypothesis tests

| Treatment | Linear Hypothesis (Null) |
| :---: | :---: |
| full | $\alpha_{0}+20 \alpha_{3}=0$ |
| surge | $\alpha_{0}+\alpha_{1}+20\left(\alpha_{3}+\alpha_{4}\right)=0$ |
| local | $\alpha_{0}+\alpha_{2}+20\left(\alpha_{3}+\alpha_{5}\right)=0$ |

## A.2.4 Driver Payoffs and Utilization

Here, we examine the drivers' outcomes in our experiments. Specifically, we consider two performance metrics, drivers' payoffs and utilization in Stage 2. Driver payoff captures the utility arising from the driver's relocation decision in a period, i.e., the fare income generated by the driver over the two stages minus the cost of moving, and excludes any penalties related to the real-effort task. Utilization captures the percentage of time that a driver is matched with a rider in Stage 2. Experimental values and theory predictions for both metrics are reported in Table A.4. In this table, we treat the average payoff and utilization for each driver as an independent unit of observation and the standard deviation indicates the variation across drivers.

All treatments are comparable in terms of driver payoffs (two-sided p-values in Wilcoxon tests are $0.672,0.949$, and 0.715 , for full vs. surge, full vs. local, and surge vs. local, respectively)

Table A.4: Driver-level metrics

| Treatment | Driver <br> Utilization (Stage 2) |  | Driver <br> Payoffs |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theory | Experiment | Theory | Experiment |
| full | 0.476 | 0.487 | 7.51 | 7.41 |
|  |  | $(0.110)$ |  | $(2.32)$ |
| surge | 0.483 | 0.474 | 7.67 | 7.43 |
|  |  | $(0.112)$ |  | $(2.89)$ |
| local |  | 0.470 | 7.70 | 7.44 |
|  |  | $(0.100)$ |  | $(2.50)$ |

Note: Standard deviations shown in parentheses are taken across participant-level averages.
and utilization (two-sided $p$-values are $0.519,0.473$, and 0.974 , for full vs. surge, full vs. local, and surge vs. local, respectively). Furthermore, driver performance is comparable to the theory prediction for each treatment (two-sided $p$-values using Wilcoxon tests for full, surge and local, respectively, are $0.820,0.475$, and 0.576 , for driver payoffs, and $0.960,0.653$, and 0.735 , for utilization) ${ }^{1}$. Overall, all information-sharing mechanisms perform equally well from the drivers' perspective in our experiments.

## A.2.5 Regression Model for Drivers' Decisions with Lagged Variables

In Table A.5, we include lagged variables in our analysis of the drivers' decisions over time to capture the effect of previous decisions and outcomes. In this analysis, Lag_Choice variable captures the driver's previous decision ( $=1$ if the driver moved previously, and 0 otherwise), while Lag_Earnings captures the driver's earnings from the previous round plus the corresponding relocation cost for the driver's initial zone. This variable is presented in a normalized manner to facilitate the interpretation since Lag_Earnings equals 0 when a driver chose to move in the previous round but was not assigned a ride upon moving.

[^17]Table A.5: Effect of information on drivers' decisions. Logistic regression models with randomeffects for individuals and lagged variables.

|  | Dependent variable: $\operatorname{logit}\left(\operatorname{Pr}\left(c_{i t}^{j}=1\right)\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Zone 1 full (1) | Zone 2 full (2) | Zone 1 surge (3) | Zone 2 surge <br> (4) | Zone 1 local (5) | Zone 2 local (6) |
| Constant | $\begin{gathered} -1.162^{* *} \\ (0.396) \end{gathered}$ | $\begin{gathered} -2.277^{* *} \\ (0.770) \end{gathered}$ | $\begin{gathered} -3.022^{* *} \\ (0.516) \end{gathered}$ | $\begin{gathered} -1.479^{* *} \\ (0.528) \end{gathered}$ | $\begin{gathered} -0.681^{\dagger} \\ (0.365) \end{gathered}$ | $\begin{gathered} -2.143^{* *} \\ (0.485) \end{gathered}$ |
| $d_{1}$ | $\begin{gathered} -0.074^{* *} \\ (0.024) \end{gathered}$ | $\begin{aligned} & 0.154^{* *} \\ & (0.053) \end{aligned}$ |  |  |  |  |
| $d_{2}$ | $\begin{aligned} & 0.074^{* *} \\ & (0.025) \end{aligned}$ | $\begin{gathered} -0.262^{* *} \\ (0.060) \end{gathered}$ |  |  |  |  |
| $d_{3}$ | $\begin{aligned} & 0.151^{* *} \\ & (0.032) \end{aligned}$ | $\begin{aligned} & 0.239^{* *} \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.395^{* *} \\ & (0.043) \end{aligned}$ | $\begin{aligned} & 0.100^{*} \\ & (0.050) \end{aligned}$ | $\begin{gathered} -0.057^{\dagger} \\ (0.032) \end{gathered}$ | $\begin{aligned} & 0.230^{* *} \\ & (0.061) \end{aligned}$ |
| $t$ | $\begin{gathered} 0.001 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.055^{* *} \\ (0.016) \end{gathered}$ | $\begin{gathered} -0.016^{\dagger} \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.011) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.029^{*} \\ (0.013) \end{gathered}$ |
| Lag_Choice | $\begin{gathered} -0.643^{*} \\ (0.270) \end{gathered}$ | $\begin{aligned} & -0.093 \\ & (0.632) \end{aligned}$ | $\begin{aligned} & -0.423 \\ & (0.330) \end{aligned}$ | $\begin{aligned} & -0.589 \\ & (0.439) \end{aligned}$ | $\begin{gathered} 0.067 \\ (0.268) \end{gathered}$ | $\begin{gathered} -1.120^{\dagger} \\ (0.668) \end{gathered}$ |
| Lag_Earnings | $\begin{gathered} -0.029^{*} \\ (0.014) \end{gathered}$ | $\begin{aligned} & -0.021 \\ & (0.023) \end{aligned}$ | $\begin{gathered} -0.045^{*} \\ (0.017) \end{gathered}$ | $\begin{aligned} & -0.016 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.014) \end{aligned}$ | $\begin{gathered} -0.038^{* *} \\ (0.017) \end{gathered}$ |
| Lag_Choice $\times$ Lag_Earnings | $\begin{aligned} & 0.055^{\dagger} \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.129 \\ & (0.098) \end{aligned}$ | $\begin{aligned} & 0.128^{* *} \\ & (0.037) \end{aligned}$ | $\begin{aligned} & 0.170^{* *} \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 0.095^{* *} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.158^{*} \\ & (0.073) \end{aligned}$ |
| Observations | 819 | 429 | 858 | 429 | 858 | 429 |

The variable Lag_Choice captures the choice of participant $i$ from Zone $j$ in period $(t-1)(=1$ if the driver moved previously and 0 otherwise). The variable Lag_Earnings captures the earnings of participant $i$ in period $(t-1)$ plus the corresponding relocation cost for the participant's initial zone. Standard errors in parentheses. ${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.

In Table A.5, we observe that after controlling for drivers' decisions and their outcomes from the previous period, participants' relocation decisions continue to be significantly influenced by the demand information available to them. Additionally, results from Table A. 5 support the notion that previous decisions and outcomes do have some influence on drivers' subsequent decisions: Holding everything else fixed, $(i)$ a driver that previously chose to stay is more likely to continue to do so upon receiving higher earnings (as evident from the coefficient of Lag_Earnings, which is negative for drivers across all treatments and zones, and is significant for Zone 1 drivers in the full and surge treatments, and Zone 2 drivers in the local treatment.). (ii) In contrast, a driver that previously chose to move may be less likely to do so in the next round upon not being assigned
a ride (as evident from the coefficient of Lag_Choice, which is negative for drivers across all treatments and zones, and is significant for Zone 1 drivers in the full information treatment, and Zone 2 drivers in the local information treatment). (iii) However, achieving higher earnings upon moving increases the attractiveness of moving again in the next round (as evident from the positive and significant coefficients of Lag_Choice $\times$ Lag_Earnings for drivers in all treatments and zones except for Zone 2 drivers in the full treatment).

## A.2.6 Effect of Participants' Prior Practical Experience on their Decisions

Here, we analyze whether the presence of prior practical experience of working as a service provider for a gig economy platform influences participants' decisions. To that end, we re-run the regression model in (Equation 2.17) with an additional control variable, $E X P_{i}$, which equals 1 if participant $i$ stated in the post-experiment questionnaire that had he/she had practical experience of working as a service provider for a gig economy platform, and equals 0 otherwise. Results are reported in Table A.6. We observe that the coefficient on the binary variable EXP is insignificant, indicating consistent behavior among human participants with and without practical experience.

Table A.6: Observed vs. predicted probability of moving: Regression models with random-effects for individuals while controlling for participants' experience of working for a platform.

|  | Dependent variable: $\left(c^{j}-\theta^{j}\right)$ |
| :---: | :---: |
|  | All Drivers pooled |
|  | (1) |
| Constant | $\begin{gathered} \hline 0.020 \\ (0.041) \end{gathered}$ |
| TRS | $\begin{aligned} & 0.118^{*} \\ & (0.056) \end{aligned}$ |
| TRL | $\begin{aligned} & 0.115^{*} \\ & (0.056) \end{aligned}$ |
| $t$ | $\begin{aligned} & 0.0004 \\ & (0.001) \end{aligned}$ |
| $T R S \times t$ | $\begin{gathered} -0.002^{\dagger} \\ (0.001) \end{gathered}$ |
| $T R L \times t$ | $\begin{gathered} -0.003^{\dagger} \\ (0.001) \end{gathered}$ |
| $E X P$ | $\begin{gathered} 0.096 \\ (0.063) \end{gathered}$ |
| Observations | 3920 |

The variable $E X P$ equals 1 if the participant had prior experience of working for a platform as a driver, and equals 0 otherwise. Standard errors in parentheses. ${ }^{\dagger} \mathrm{p}<0.1 ;{ }^{*} \mathrm{p}<0.05 ;{ }^{* *} \mathrm{p}<0.01$.

## A. 3 Additional Details of the Experimental Setup

Table A.7: Information structure for Stage 2

| Mismatch Information | Full Information |  |  | Surge Information |  |  | Local information |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Available to Drivers in: | Zone 1 | Zone 2 | Zone 3 | Zone 1 | Zone 2 | Zone 3 | Zone 1 | Zone 2 | Zone 3 |
| Zone 1 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark\left(\right.$ if $\left.d_{1}>s_{12}\right)$ | $\checkmark\left(\right.$ if $\left.d_{2}>s_{22}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{3}>s_{32}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{1}>s_{12}\right)$ |  |  |
| Zone 2 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\sqrt{ }\left(\right.$ if $\left.d_{1}>s_{12}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{2}>s_{22}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{3}>s_{32}\right)$ |  | $\checkmark\left(\right.$ if $\left.d_{2}>s_{22}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{3}>s_{32}\right)$ |
| Zone 3 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark\left(\right.$ if $\left.d_{1}>s_{12}\right)$ | $\sqrt{ }\left(\right.$ if $\left.d_{2}>s_{22}\right)$ | $\checkmark\left(\right.$ if $\left.d_{3}>s_{32}\right)$ |  | $\checkmark\left(\right.$ if $\left.d_{2}>s_{22}\right)$ | $\checkmark\left(\right.$ if $\left.d_{3}>s_{32}\right)$ |


| PERIOD SUMMARY |  | EARNING PROJECTIONS |  |
| :--- | :--- | :--- | :--- |
| Your Current Location is | 1 |  | My Decision |

My decision for this period is:
STAY
MOVE

Submit ...

Figure A.3: Screen 1 (full treatment): Decision area

|  | STAGE 1 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | ZONE 1 | ZONE 2 | ZONE 3 | Ride Assigned/Not | (Earnings - Relocation Cost) |
| INITIAL (\#Customers - \#Drivers) Stage 1 | -10 | -4 | 4 |  |  |
| FINAL (\#Customers - \#Drivers) Stage 1 | $-3(\checkmark)$ | 0 | 4 | NO | 0.00 |

$(\checkmark)$ Marks Your Presence in the Zone During Allocation of Customer Demand
If You Decided to Move, None of the Zones Will Have the $(\checkmark)$ Mark
Sign Number: 1


Please select the appropriate action for the traffic sign displayed above.


Figure A.4: Screen 2 (full treatment): Stage 1

STAGE 2

|  | ZONE 1 | ZONE 2 | ZONE 3 | Ride Assigned/Not | Earnings |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (\#Customers - \#Drivers) Stage 2 | -3 | 0 | $-7(\checkmark)$ | YES | 10.00 |

$(\checkmark)$ Marks Your Presence in the Zone During Allocation of Customer Demand


Please select the appropriate action for the traffic sign displayed above.


Figure A.5: Screen 3 (full treatment): Stage 2


Figure A.6: Screen 4 (full treatment): Period result

## APPENDIX B

## SUPPLEMENTAL MATERIALS FOR CHAPTER 3

## B. 1 Experimental Materials

## B.1.1 Post-experiment Questionnaire

1. Please answer the following (Strongly disagree (1)-Strongly agree (7))
(a) I would trust the Platform
(b) I would rely on the Platform
(c) The Platform is honest
(d) The Platform is safe
(e) The Platform sincerely cares about the welfare of workers
(f) The Platform sincerely cares about providing workers with sufficient information
(g) The Platform treats workers fairly
(h) I believe that the information provided by the Platform is correct
2. The Platform is:
(a) Extremely unfavorable (1)-Extremely favorable (7)
(b) Extremely negative (1)-Extremely positive (7)
(c) Extremely bad (1)-Extremely good (7)
(d) Extremely not likable (1)-Extremely likable (7)
3. The Platform is:
(a) The Platform is: Extremely attractive to work for (1)-Extremely unattractive to work for (7)

Note: The four items on trust (1a-1d) are based on Chaudhuri and Holbrook (2001). The item on accuracy of information (1h) and the items on favorability (2a-2d) are based on Yoon et al. (2006). The items on sincerity (1e-1f) and attractiveness to work for (3a) are adapted from Buell and Kalkanci (2021).

## Questions about algorithm change (shown only to those who see algorithm change):

In reference to the change in payment algorithm implemented by the Platform, to what extent do you disagree or agree with the following statements?

1. The Platform's implementation of change in payment algorithm was fair (Strongly disagree (1)-Strongly agree (7))
2. Compared to the payment algorithm used by the Platform for the first task, the algorithm used after the change was appropriate (Absolutely inappropriate (1)- Absolutely appropriate (7))
3. Earnings from the payment algorithm used by the Platform for the first task often exceed those from the payment algorithm used after the change (Strongly disagree (1)-Strongly agree (7))

| Variable | Study 1 | Study 2 | 2 Study 3 |
| :---: | :---: | :---: | :---: |
| Trust ${ }_{i}$ | 0.938 | 0.956 | 0.931 |
| Sincerity $_{i}$ | 0.822 | 0.879 | 0.812 |
| Favorability $_{i}$ | 0.968 | 0.971 | 0.970 |

## B.1.2 Risk Preference Elicitation

To elicit participants' risk preferences, they were presented with 10 pairs of lotteries, and for each pair, they were asked to choose the lottery (A or B) they would prefer to play. In lottery A (B),
the possible outcomes were $\$ 0.5$ and $\$ 0.4$ (\$0.96 and $\$ 0.09$ ). The expected values of both lotteries increased going down the list. Lottery A (B) had a higher expected value in pairs 1-4 (5-10), and therefore, risk-neutral individuals maximizing their expected payoff were predicted to choose A for pairs 1-4 and B for pairs 5-10. A participant is considered risk averse if the participant switches from A to B at pair 6 or later, and is not considered to be risk averse otherwise. To incentivize subjects' choices, we informed them that one pair of lotteries would be randomly selected from the list and their choice would be played out. Participants earned a small bonus based on the outcome of the risk preference elicitation task over their earnings from the experiment.
B.1.3 Screens from Experimental Interface

| Order Screen | Item Type | Possible Item Positions | Possible Physical Weights | \# Items | Per-Item Payments |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Type 1 | 1 to 5 | - | 30 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 5 | $w_{2}$ |
|  | Type 3 | 1 to 5 | $\begin{gathered} 16 \text { to } 64 \mathrm{oz} \\ \text { (integer scale) } \end{gathered}$ | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 5 | $w_{4}$ |
|  | Total |  |  | 45 |  |
|  | Item Type | Possible Item Positions | Possible Physical <br> Weights | \# Items | Per-Item <br> Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 30 | $w_{2}$ |
|  | Type 3 | 1 to 5 | $\begin{gathered} 16 \text { to } 64 \mathrm{oz} \\ \text { (integer scale) } \end{gathered}$ | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 5 | $w_{4}$ |
| Possible Order Compositions | Total |  |  | 45 |  |
|  | $\begin{aligned} & \text { Item } \\ & \text { Type } \end{aligned}$ | Possible Item Positions | Possible Physical Weights | \# Items | Per-Item Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 5 | $w_{2}$ |
|  | Type 3 | 1 to 5 | $\begin{gathered} 16 \text { to } 64 \mathrm{oz} \\ \text { (integer scale) } \end{gathered}$ | 30 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 5 | $w_{4}$ |
|  | Total |  |  | 45 |  |
|  | Item Type | Possible Item Positions | Possible Physical <br> Weights | \# Items | Per-Item Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 5 | $w_{z}$ |
|  | Type 3 | 1 to 5 | $\begin{gathered} 16 \text { to } 64 \mathrm{oz} \\ (\text { integer scale) } \end{gathered}$ | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 30 | $w_{4}$ |
|  | Total |  |  | 45 |  |

Payment Algorithm: $\left[w_{1} \times(\# i t e m s\right.$ of Type 1) $]+\left[w_{2} \times\right.$ (\#items of Type 2) $]+$

$$
\left[w_{3} \times(\# i t e m s \text { of Type 3) }]+\left[w_{4} \times(\# i t e m s \text { of Type 4) }]\right.\right.
$$

| Depending on the Order Composition you end up observing, and |
| :---: |
| using the Payment Algorithm shown above, our payment to you for |
| this order will be in the range: |
| $\$ 1.50$ to $\$ 2.95$ |
| (This excludes your Participation Cost) |

Participation Cost will be randomly drawn between $\$ 0$ and $\$ 1.50$ - each value being equally likely to be drawn. The order will be assigned to you if the amount you enter below is greater than or equal to the


Figure B.1: WTP elicitation screen for non-intuitive + opaque treatment


Payment Algorithm: [ $w_{1} \times(\# i t e m s$ of Type 1) $]+\left[w_{2} \times(\# i t e m s\right.$ of Type 2) $]+$
[ $w_{3} \times$ (\#items of Type 3) $]+\left[w_{4} \times\right.$ (\#items of Type 4) $]$

| Depending on the Order Composition you end up observing, and <br> using the Payment Algorithm shown above, our payment to you for <br> this order will be in the range: <br> \$1.50 to $\$ 2.95$ <br> (This excludes your Participation Cost) |
| :---: |

Participation Cost will be randomly drawn between $\$ 0$ and $\$ 1.50$ - each value being equally likely to be
drawn. The order will be assigned to you if the amount you enter below is greater than or equal to the
Participation Cost.
Using your Endowment of $\$ 1.50$, what is the maximum amount you are willing to pay to participate and fulfill

> the order on the Platform? (You can use up to two decimal places, e.g., A.BC)


Figure B.2: WTP elicitation screen for non-intuitive + transparent treatment

| Order Screen | Item Type | $\begin{aligned} & \text { Possible } \\ & \text { Item } \\ & \text { Positions } \end{aligned}$ | Possible Physical Weights | \# Items | Per-Item Payments |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Type 1 | 1 to 5 | - | 30 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 5 | $w_{2}$ |
|  | Type 3 | 1 to 5 | 16 to 64 or (integer scale) | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | 0 to 5 lb (decimal scale) | 5 | $w_{4}$ |
|  | Total |  |  | 45 |  |
|  | Item Type | Possible Item Positions | Possible Physical Weights | \# Items | Per-Item Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{s}$ |
|  | Type 2 | 1 to 50 | - | 30 | $w_{2}$ |
|  | Type 3 | 1 to 5 | $\begin{gathered} 16 \text { to } 64 \mathrm{oz} \\ \text { (integer scale) } \end{gathered}$ | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 5 | $w_{4}$ |
| Possible Order Compositions | Total |  |  | 45 |  |
|  | Item Type | Possible Item Positions Positions | Possible Physical <br> Weights | \# Items | Per-Item <br> Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{1}$ |
|  | Type 2 | 1 to 50 |  | 5 | $w_{z}$ |
|  | Type 3 | 1 to 5 | 16 to 64 oz (integer scale) | 30 | $w_{3}$ |
|  | Type 4 | 1 to 50 | $\begin{gathered} 0 \text { to } 5 \mathrm{lb} \\ \text { (decimal scale) } \end{gathered}$ | 5 | $w_{4}$ |
|  | Total |  |  | 45 |  |
|  | Item Type | Possible Item Positions | Possible Physical <br> Weights | \# Items | Per-Item Payments |
|  | Type 1 | 1 to 5 | - | 5 | $w_{1}$ |
|  | Type 2 | 1 to 50 | - | 5 | $w_{2}$ |
|  | Type 3 | 1 to 5 | 16 to 54 oz (integer scale) | 5 | $w_{3}$ |
|  | Type 4 | 1 to 50 | 0 to 5 lb (decimal scale) | 30 | $w_{4}$ |
|  | Total |  |  | 45 |  |

Payment Algorithm: [ $w_{1} \times$ (\#items of Type 1) $]+\left[w_{2} \times(\# i t e m s\right.$ of Type 2) $]+$

$$
\left[w_{3} \times(\# i t e m s \text { of Type 3) }]+\left[w_{4} \times(\# i t e m s \text { of Type 4) }]\right.\right.
$$

| Depending on the Order Composition you end up observing, and |
| :---: |
| using the Payment Algorithm shown above, our payment to you for |
| this order will be in the range (Our algorithm uses per-item payments |
| $\left(w_{1}, w_{2}, w_{3}\right.$, and $\left.w_{4}\right)$ that are based on the estimated time it takes |
| to fulfill each item-type): |
| $\$ 1.50$ to $\$ 2.95$ <br> (This excludes your Participation Cost) |

Participation Cost will be randomly drawn between $\$ 0$ and $\$ 1.50$ - each value being equally likely to be drawn. The order will be assigned to you if the amount you enter below is greater than or equal to the

Figure B.3: WTP elicitation screen for intuitive + opaque treatment


Payment Algorithm: $\left[w_{1} \times\right.$ (\#items of Type 1) $]+\left[w_{2} \times(\# i t e m s\right.$ of Type 2) $]+$
[ $w_{3} \times$ (\#items of Type 3) $]+\left[w_{4} \times\right.$ (\#items of Type 4) $]$

| Depending on the Order Composition you end up observing, and |
| :---: |
| using the Payment Algorithm shown above, our payment to you for |
| this order will be in the range (Our algorithm uses per-item payments |
| $\left(w_{1}, w_{2}, w_{3}\right.$, and $\left.w_{4}\right)$ that are based on the estimated time it takes |
| to fulfill each item-type): |
| $\$ 1.50$ to $\$ 2.95$ <br> (This excludes your Participation Cost) |

Participation Cost will be randomly drawn between $\$ 0$ and $\$ 1.50$ - each value being equally likely to be
drawn. The order will be assigned to you if the amount you enter below is greater than or equal to the

Using your Endowment of $\$ 1.50$, what is the maximum amount you are willing to pay to participate and fulfill
$\square$
Figure B.4: WTP elicitation screen for intuitive + transparent treatment

We have decided to change our Payment Algorithm
From:

$$
\text { Payment Algorithm: }\left[w_{1} \times N_{1}\right]+\left[w_{2} \times N_{2}\right]+\left[w_{3} \times N_{3}\right]+\left[w_{4} \times N_{4}\right]
$$

To:

$$
\text { Payment Algorithm V2: }\left[z_{1} \times N_{1}\right]+\left[z_{2} \times N_{2}\right]+\left[z_{3} \times N_{3}\right]+\left[z_{4} \times N_{4}\right]
$$

Payment Algorithm V2 will be used to determine your payments on orders hereafter.
Figure B.5: Study 3 Announcement of change in algorithm

## B. 2 Additional Analysis, Study 3

## B.2.1 Drivers of the effect of change in algorithm under transparency and opacity

Here, we explore the reason for the drop in workers' willingness to work for a transparent platform and for the decline in workers' perceptions of an opaque platform following a change from an intuitive to a non-intuitive algorithm. To do this, we divide the change into two categories to capture a worker's experience under the change. Workers who are assigned a difficult order (OC3 or OC4) in the second period, undergo a decrease in financial return on their effort, since the newly introduced non-intuitive algorithm pays less for such orders compared to the previously used intuitive algorithm. In contrast, workers who are assigned an easy order (OC1 or OC1) in the second period, undergo an increase in financial return on their effort. We use Decrease $i_{i}$ and Increase $_{i}$ to capture these experiences at the individual level. Our empirical approach is similar to the one in Table 3.11, except that now we specify a worker's individual experience under the change. In this analysis, both Decrease $_{i}$ and Increase $_{i}$ equal 0 for workers that do not experience an algorithm change.

Results are reported in Table B.2. From the last two rows of column (2), we observe that under transparency, the lower willingness to work for the platform following the change is attributable to workers who experience a decrease in return on their effort under the change. Moreover, the coefficients on the terms Decrease and Increase in columns (3)-(8) show that when the platform is opaque, workers' poor perceptions following the change are attributable to workers who experience a decrease in return on their effort under the change.

## B.2.2 Role of transparency in managing perceptions about the change

Continuing with a similar empirical approach, we study the role of transparency in managing workers' perceptions about the change. Results are reported in Table B.3. In columns (1) and (2), we observe that workers who see a decrease in return on effort under the change on an opaque platform directionally find the change to be less fair and find the newly implemented non-intuitive

Table B.2: Drivers of the effect of change in algorithm under transparency and opacity, Study 3

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorabilit <br> (7) | Workattractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | $\begin{aligned} & -0.038 \\ & (0.058) \end{aligned}$ | $\begin{gathered} 0.098 \\ (0.099) \end{gathered}$ | $\begin{aligned} & -0.121 \\ & (0.234) \end{aligned}$ | $\begin{gathered} 0.409 \\ (0.299) \end{gathered}$ | $\begin{gathered} 0.191 \\ (0.294) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.238) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.270) \end{gathered}$ | $\begin{gathered} 0.197 \\ (0.307) \end{gathered}$ |
| Increase | $\begin{aligned} & -0.052 \\ & (0.074) \end{aligned}$ | $\begin{gathered} 0.194 \\ (0.126) \end{gathered}$ | $\begin{gathered} -0.070 \\ (0.301) \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.385) \end{gathered}$ | $\begin{gathered} 0.093 \\ (0.379) \end{gathered}$ | $\begin{gathered} -0.439 \\ (0.307) \end{gathered}$ | $\begin{gathered} 0.025 \\ (0.348) \end{gathered}$ | $\begin{gathered} -0.072 \\ (0.396) \end{gathered}$ |
| Decrease | $\begin{gathered} 0.026 \\ (0.074) \end{gathered}$ | $\begin{aligned} & -0.200 \\ & (0.125) \end{aligned}$ | $\begin{gathered} -1.171^{* * *} \\ (0.296) \end{gathered}$ | $\begin{gathered} -1.300^{* * *} \\ (0.378) \end{gathered}$ | $\begin{gathered} -1.660^{* * *} \\ (0.372) \end{gathered}$ | $\begin{gathered} -0.801^{* * *} \\ (0.301) \end{gathered}$ | $\begin{gathered} -1.485^{* * *} \\ (0.341) \end{gathered}$ | $\begin{gathered} -1.628^{* * *} \\ (0.388) \end{gathered}$ |
| Transparent $\times$ Increase | $\begin{gathered} 0.116 \\ (0.103) \end{gathered}$ | $\begin{gathered} -0.284 \\ (0.176) \end{gathered}$ | $\begin{gathered} -0.059 \\ (0.421) \end{gathered}$ | $\begin{gathered} -0.190 \\ (0.538) \end{gathered}$ | $\begin{aligned} & -0.246 \\ & (0.529) \end{aligned}$ | $\begin{gathered} 0.208 \\ (0.428) \end{gathered}$ | $\begin{gathered} -0.138 \\ (0.487) \end{gathered}$ | $\begin{aligned} & -0.227 \\ & (0.553) \end{aligned}$ |
| Transparent $\times$ Decrease | $\begin{gathered} 0.076 \\ (0.103) \end{gathered}$ | $\begin{gathered} -0.072 \\ (0.176) \end{gathered}$ | $\begin{gathered} 1.225^{* * *} \\ (0.414) \end{gathered}$ | $\begin{aligned} & 1.508^{* * *} \\ & (0.529) \end{aligned}$ | $\begin{gathered} 1.679^{* * *} \\ (0.521) \end{gathered}$ | $\begin{gathered} 1.186^{* * *} \\ (0.421) \end{gathered}$ | $\begin{gathered} 1.436^{* * *} \\ (0.478) \end{gathered}$ | $\begin{gathered} 1.581^{* * *} \\ (0.543) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.018 \\ (0.042) \end{gathered}$ | $\begin{gathered} 0.048 \\ (0.072) \end{gathered}$ | $\begin{aligned} & 0.300^{*} \\ & (0.170) \end{aligned}$ | $\begin{gathered} 0.267 \\ (0.217) \end{gathered}$ | $\begin{gathered} 0.164 \\ (0.214) \end{gathered}$ | $\begin{gathered} 0.186 \\ (0.173) \end{gathered}$ | $\begin{gathered} 0.178 \\ (0.196) \end{gathered}$ | $\begin{gathered} 0.223 \\ (0.223) \end{gathered}$ |
| $\mathrm{Easy}_{3}$ |  |  | $\begin{gathered} 0.583^{* * *} \\ (0.206) \end{gathered}$ | $\begin{gathered} 0.266 \\ (0.263) \end{gathered}$ | $\begin{gathered} 0.356 \\ (0.259) \end{gathered}$ | $\begin{gathered} 0.228 \\ (0.209) \end{gathered}$ | $\begin{gathered} 0.318 \\ (0.238) \end{gathered}$ | $\begin{gathered} 0.253 \\ (0.270) \end{gathered}$ |
| Difficult ${ }_{3}$ |  |  | $\begin{gathered} 0.257 \\ (0.206) \end{gathered}$ | $\begin{gathered} 0.297 \\ (0.264) \end{gathered}$ | $\begin{gathered} 0.213 \\ (0.259) \end{gathered}$ | $\begin{gathered} 0.221 \\ (0.210) \end{gathered}$ | $\begin{gathered} 0.214 \\ (0.238) \end{gathered}$ | $\begin{gathered} 0.202 \\ (0.271) \end{gathered}$ |
| Constant | $\begin{aligned} & 0.087^{* *} \\ & (0.044) \end{aligned}$ | $\begin{gathered} 0.779^{* * *} \\ (0.075) \\ \hline \end{gathered}$ | $\begin{gathered} 4.859^{* * *} \\ (0.198) \end{gathered}$ | $\begin{gathered} 4.109^{* * *} \\ (0.253) \\ \hline \end{gathered}$ | $\begin{gathered} 4.640^{* * *} \\ (0.248) \end{gathered}$ | $\begin{gathered} 5.208^{* * *} \\ (0.201) \end{gathered}$ | $\begin{gathered} 4.672^{* * *} \\ (0.228) \end{gathered}$ | $\begin{gathered} 4.343^{* * *} \\ (0.259) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: <br> Decrease + <br> (Transparent $\times$ Decrease) | $\begin{gathered} 0.102 \\ (0.072) \end{gathered}$ | $\begin{gathered} -0.272^{* *} \\ (0.123) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.290) \end{gathered}$ | $\begin{gathered} 0.208 \\ (0.370) \end{gathered}$ | $\begin{gathered} 0.019 \\ (0.364) \end{gathered}$ | $\begin{gathered} 0.385 \\ (0.295) \end{gathered}$ | $\begin{gathered} -0.0495 \\ (0.335) \end{gathered}$ | $\begin{gathered} -0.047 \\ (0.380) \end{gathered}$ |
| Increase + (Transparent $\times$ Increase) | $\begin{gathered} 0.063 \\ (0.072) \end{gathered}$ | $\begin{aligned} & -0.091 \\ & (0.123) \end{aligned}$ | $\begin{gathered} -0.129 \\ (0.291) \end{gathered}$ | $\begin{gathered} -0.160 \\ (0.371) \end{gathered}$ | $\begin{gathered} -0.154 \\ (0.365) \end{gathered}$ | $\begin{gathered} -0.231 \\ (0.295) \end{gathered}$ | $\begin{gathered} -0.113 \\ (0.336) \end{gathered}$ | $\begin{gathered} -0.299 \\ (0.381) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$
algorithm to be significantly inappropriate compared to those who see an increase in return on effort, whereas transparency helps workers perceive the change to be more fair comparatively, which is confirmed through a linear hypothesis test on the sum of coefficients on Decrease and Decrease x Transparent demonstrated in the last row of the table. In column (3), we observe that workers do not perceive the pay under the intuitive algorithm to exceed that under the non-intuitive algorithm irrespective of the transparency condition.

Table B.3: Role of transparency in managing perceptions about change, Study 3

|  | $\mathrm{New}_{\text {fair }}$ <br> (1) | $\mathrm{New}_{\text {appropriate }}$ <br> (2) | Oldpaysmore <br> (3) |
| :---: | :---: | :---: | :---: |
| Decrease | $\begin{aligned} & \hline-0.730 \\ & (0.443) \end{aligned}$ | $\begin{gathered} -0.957^{* *} \\ (0.452) \end{gathered}$ | $\begin{aligned} & \hline-0.199 \\ & (0.470) \end{aligned}$ |
| Transparent | $\begin{gathered} 0.135 \\ (0.434) \end{gathered}$ | $\begin{aligned} & -0.175 \\ & (0.443) \end{aligned}$ | $\begin{aligned} & -0.758 \\ & (0.461) \end{aligned}$ |
| Decrease $\times$ Transparent | $\begin{gathered} 0.657 \\ (0.605) \end{gathered}$ | $\begin{gathered} 0.622 \\ (0.617) \end{gathered}$ | $\begin{gathered} 0.556 \\ (0.642) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} -0.457 \\ (0.305) \end{gathered}$ | $\begin{aligned} & -0.541^{*} \\ & (0.312) \end{aligned}$ | $\begin{aligned} & 0.559^{*} \\ & (0.324) \end{aligned}$ |
| Easy $_{3}$ | $\begin{aligned} & 0.720^{*} \\ & (0.374) \end{aligned}$ | $\begin{gathered} 0.456 \\ (0.382) \end{gathered}$ | $\begin{aligned} & -0.049 \\ & (0.397) \end{aligned}$ |
| Difficult $_{3}$ | $\begin{gathered} 0.329 \\ (0.372) \end{gathered}$ | $\begin{aligned} & -0.133 \\ & (0.380) \end{aligned}$ | $\begin{gathered} 0.467 \\ (0.395) \end{gathered}$ |
| Constant | $\begin{gathered} 4.315^{* * *} \\ (0.440) \end{gathered}$ | $\begin{gathered} 4.834^{* * *} \\ (0.449) \end{gathered}$ | $\begin{gathered} 4.114^{* * *} \\ (0.467) \end{gathered}$ |
| Observations | 97 | 97 | 97 |
| Linear Hypotheses Tests: <br> Transparent + <br> (Transparent $\times$ Decrease) | $\begin{aligned} & -0.072 \\ & (0.411) \end{aligned}$ | $\begin{aligned} & -0.335 \\ & (0.420) \end{aligned}$ | $\begin{gathered} 0.358 \\ (0.437) \end{gathered}$ |

These perceptions were elicited only from subjects who experienced a change in algorithm. Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$

## B. 3 Controlling for participants' risk aversion and demographics

Since our experimental manipulation of transparency varies the amount of information that participants have about the algorithm, workers' poor perceptions of the platform under an opaque algorithm can potentially be attributed to participants' risk aversion. More generally, one might be concerned that heterogeneity in participant demographics can influence our results. To test for these effects, we run our regression models while controlling for risk aversion and demographic characteristics. In particular, we include the following variables: Age $_{i}$ denotes the participant $i$ 's age in years; Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1 if the participant self-identifies as a male (female), and 0 otherwise (with other and prefer not to say serving as the baseline for these dummy variables); Education_college $_{i}$ equals 1 for participants with at least a college degree, and 0 otherwise; Income high $_{i}$ equals for participants with an annual income of $\$ 50,000$ or more, and 0 otherwise; Risk-averse $_{i}$ equals 1 for participants categorized as being risk averse based on responses in the risk preference elicitation section, and 0 otherwise. As evident from the tables below, our insights continue to hold after controlling for participants' risk preferences and demographics.

Table B.4: Effect of algorithm intuitiveness and transparency, Study 1

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorability <br> (7) | Workattractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{aligned} & \hline-0.025 \\ & (0.025) \end{aligned}$ | $\begin{gathered} -0.067 \\ (0.059) \end{gathered}$ | $\begin{aligned} & \hline-0.244 \\ & (0.189) \end{aligned}$ | $\begin{aligned} & \hline-0.045 \\ & (0.215) \end{aligned}$ | $\begin{aligned} & \hline-0.094 \\ & (0.217) \end{aligned}$ | $\begin{gathered} \hline-0.007 \\ (0.203) \end{gathered}$ | $\begin{gathered} -0.179 \\ (0.202) \end{gathered}$ | $\begin{aligned} & \hline-0.225 \\ & (0.227) \end{aligned}$ |
| Transparent | $\begin{aligned} & -0.019 \\ & (0.025) \end{aligned}$ | $\begin{gathered} 0.081 \\ (0.058) \end{gathered}$ | $\begin{aligned} & 0.424^{* *} \\ & (0.187) \end{aligned}$ | $\begin{gathered} 0.947^{* * *} \\ (0.213) \end{gathered}$ | $\begin{gathered} 0.729^{* * *} \\ (0.214) \end{gathered}$ | $\begin{gathered} 0.648^{* * *} \\ (0.201) \end{gathered}$ | $\begin{gathered} 0.609^{* * *} \\ (0.200) \end{gathered}$ | $\begin{gathered} 0.678^{* * *} \\ (0.225) \end{gathered}$ |
| Easy |  |  | $\begin{gathered} 0.946^{* * *} \\ (0.220) \end{gathered}$ | $\begin{gathered} 0.792^{* * *} \\ (0.251) \end{gathered}$ | $\begin{gathered} 0.823^{* * *} \\ (0.252) \end{gathered}$ | $\begin{gathered} 0.739^{* * *} \\ (0.236) \end{gathered}$ | $\begin{gathered} 1.094^{* * *} \\ (0.235) \end{gathered}$ | $\begin{gathered} 1.263^{* * *} \\ (0.265) \end{gathered}$ |
| Difficult |  |  | $\begin{gathered} 1.047^{* * *} \\ (0.269) \end{gathered}$ | $\begin{gathered} 0.894^{* * *} \\ (0.307) \end{gathered}$ | $\begin{gathered} 0.961^{* * *} \\ (0.308) \end{gathered}$ | $\begin{gathered} 0.864^{* * *} \\ (0.288) \end{gathered}$ | $\begin{gathered} 0.982^{* * *} \\ (0.288) \end{gathered}$ | $\begin{gathered} 1.247^{* * *} \\ (0.323) \end{gathered}$ |
| Age | $\begin{gathered} 0.00003 \\ (0.001) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.010) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.011) \end{aligned}$ |
| Male | $\begin{gathered} 0.025 \\ (0.081) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.192) \end{gathered}$ | $\begin{gathered} 0.825 \\ (0.620) \end{gathered}$ | $\begin{gathered} 0.473 \\ (0.706) \end{gathered}$ | $\begin{gathered} 1.000 \\ (0.710) \end{gathered}$ | $\begin{gathered} -0.214 \\ (0.664) \end{gathered}$ | $\begin{gathered} 0.243 \\ (0.662) \end{gathered}$ | $\begin{aligned} & -0.144 \\ & (0.745) \end{aligned}$ |
| Female | $\begin{gathered} 0.023 \\ (0.082) \end{gathered}$ | $\begin{gathered} -0.079 \\ (0.193) \end{gathered}$ | $\begin{gathered} 0.617 \\ (0.624) \end{gathered}$ | $\begin{gathered} 0.273 \\ (0.710) \end{gathered}$ | $\begin{gathered} 0.685 \\ (0.714) \end{gathered}$ | $\begin{gathered} -0.394 \\ (0.668) \end{gathered}$ | $\begin{gathered} 0.052 \\ (0.667) \end{gathered}$ | $\begin{gathered} -0.381 \\ (0.749) \end{gathered}$ |
| Education_college | $\begin{aligned} & -0.053 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & -0.034 \\ & (0.106) \end{aligned}$ | $\begin{aligned} & -0.185 \\ & (0.344) \end{aligned}$ | $\begin{gathered} -0.426 \\ (0.392) \end{gathered}$ | $\begin{gathered} -0.462 \\ (0.394) \end{gathered}$ | $\begin{gathered} -0.156 \\ (0.368) \end{gathered}$ | $\begin{aligned} & -0.251 \\ & (0.368) \end{aligned}$ | $\begin{gathered} -0.638 \\ (0.413) \end{gathered}$ |
| Income_high | $\begin{aligned} & 0.053^{* *} \\ & (0.026) \end{aligned}$ | $\begin{aligned} & -0.051 \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 0.369^{*} \\ & (0.197) \end{aligned}$ | $\begin{gathered} 0.290 \\ (0.224) \end{gathered}$ | $\begin{aligned} & 0.441^{*} \\ & (0.226) \end{aligned}$ | $\begin{gathered} 0.277 \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.346 \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.192 \\ (0.237) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.019 \\ (0.025) \end{gathered}$ | $\begin{gathered} -0.160^{* * *} \\ (0.058) \end{gathered}$ | $\begin{aligned} & -0.332^{*} \\ & (0.192) \end{aligned}$ | $\begin{gathered} -0.440^{* *} \\ (0.218) \end{gathered}$ | $\begin{aligned} & -0.339 \\ & (0.220) \end{aligned}$ | $\begin{gathered} -0.009 \\ (0.205) \end{gathered}$ | $\begin{gathered} -0.272 \\ (0.205) \end{gathered}$ | $\begin{gathered} -0.233 \\ (0.230) \end{gathered}$ |
| Constant | $\begin{gathered} 0.034 \\ (0.097) \end{gathered}$ | $\begin{gathered} 1.077^{* * *} \\ (0.230) \end{gathered}$ | $\begin{gathered} 3.583^{* * *} \\ (0.753) \end{gathered}$ | $\begin{gathered} 3.799^{* * *} \\ (0.857) \end{gathered}$ | $\begin{gathered} 3.096^{* * *} \\ (0.862) \end{gathered}$ | $\begin{gathered} 4.340^{* * *} \\ (0.806) \end{gathered}$ | $\begin{gathered} 3.841^{* * *} \\ (0.804) \end{gathered}$ | $\begin{gathered} 4.270^{* * *} \\ (0.904) \end{gathered}$ |
| Observations | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $A g e_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $_{i}$ ) equals 1, and 0 otherwise. The variable Education_college $i_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high ${ }_{i}$ equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse $i_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.5: Role of transparency in managing engagement under the algorithms, Study 1

|  | Reject <br> (1) | $\begin{gathered} \text { WTP } \\ \text { (2) } \end{gathered}$ | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorability <br> (7) | Workttractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{gathered} -0.013 \\ (0.035) \end{gathered}$ | $\begin{gathered} \hline-0.071 \\ (0.083) \end{gathered}$ | $\begin{gathered} -0.406 \\ (0.267) \end{gathered}$ | $\begin{gathered} 0.056 \\ (0.304) \end{gathered}$ | $\begin{gathered} -0.122 \\ (0.306) \end{gathered}$ | $\begin{gathered} 0.109 \\ (0.286) \end{gathered}$ | $\begin{aligned} & -0.120 \\ & (0.286) \end{aligned}$ | $\begin{gathered} -0.138 \\ (0.321) \end{gathered}$ |
| Transparent | $\begin{gathered} -0.008 \\ (0.035) \end{gathered}$ | $\begin{gathered} 0.077 \\ (0.083) \end{gathered}$ | $\begin{gathered} 0.260 \\ (0.268) \end{gathered}$ | $\begin{gathered} 1.051^{* * *} \\ (0.306) \end{gathered}$ | $\begin{aligned} & 0.701^{* *} \\ & (0.308) \end{aligned}$ | $\begin{gathered} 0.766^{* * *} \\ (0.287) \end{gathered}$ | $\begin{aligned} & 0.669^{* *} \\ & (0.287) \end{aligned}$ | $\begin{aligned} & 0.766^{* *} \\ & (0.323) \end{aligned}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} -0.022 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.116) \end{gathered}$ | $\begin{gathered} 0.323 \\ (0.376) \end{gathered}$ | $\begin{gathered} -0.203 \\ (0.429) \end{gathered}$ | $\begin{gathered} 0.055 \\ (0.431) \end{gathered}$ | $\begin{aligned} & -0.232 \\ & (0.403) \end{aligned}$ | $\begin{gathered} -0.119 \\ (0.402) \end{gathered}$ | $\begin{gathered} -0.173 \\ (0.452) \end{gathered}$ |
| Easy |  |  | $\begin{gathered} 0.941^{* * *} \\ (0.221) \end{gathered}$ | $\begin{gathered} 0.795^{* * *} \\ (0.251) \end{gathered}$ | $\begin{gathered} 0.823^{* * *} \\ (0.253) \end{gathered}$ | $\begin{gathered} 0.743^{* * *} \\ (0.236) \end{gathered}$ | $\begin{gathered} 1.096^{* * *} \\ (0.236) \end{gathered}$ | $\begin{gathered} 1.266^{* * *} \\ (0.265) \end{gathered}$ |
| Difficult |  |  | $\begin{aligned} & 1.042^{* * *} \\ & (0.270) \end{aligned}$ | $\begin{gathered} 0.897^{* * *} \\ (0.307) \end{gathered}$ | $\begin{gathered} 0.960^{* * *} \\ (0.309) \end{gathered}$ | $\begin{gathered} 0.868^{* * *} \\ (0.289) \end{gathered}$ | $\begin{gathered} 0.984^{* * *} \\ (0.288) \end{gathered}$ | $\begin{gathered} 1.250^{* * *} \\ (0.324) \end{gathered}$ |
| Age | $\begin{gathered} -0.00002 \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.011 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.011) \end{gathered}$ |
| Male | $\begin{gathered} 0.025 \\ (0.081) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.192) \end{gathered}$ | $\begin{gathered} 0.822 \\ (0.621) \end{gathered}$ | $\begin{gathered} 0.475 \\ (0.707) \end{gathered}$ | $\begin{gathered} 0.999 \\ (0.712) \end{gathered}$ | $\begin{aligned} & -0.212 \\ & (0.665) \end{aligned}$ | $\begin{gathered} 0.244 \\ (0.664) \end{gathered}$ | $\begin{gathered} -0.143 \\ (0.746) \end{gathered}$ |
| Female | $\begin{gathered} 0.024 \\ (0.082) \end{gathered}$ | $\begin{gathered} -0.079 \\ (0.193) \end{gathered}$ | $\begin{gathered} 0.599 \\ (0.625) \end{gathered}$ | $\begin{gathered} 0.285 \\ (0.712) \end{gathered}$ | $\begin{gathered} 0.682 \\ (0.717) \end{gathered}$ | $\begin{gathered} -0.381 \\ (0.670) \end{gathered}$ | $\begin{gathered} 0.058 \\ (0.669) \end{gathered}$ | $\begin{gathered} -0.371 \\ (0.751) \end{gathered}$ |
| Education_college | $\begin{gathered} -0.052 \\ (0.045) \end{gathered}$ | $\begin{gathered} -0.034 \\ (0.106) \end{gathered}$ | $\begin{gathered} -0.196 \\ (0.345) \end{gathered}$ | $\begin{aligned} & -0.420 \\ & (0.393) \end{aligned}$ | $\begin{gathered} -0.463 \\ (0.395) \end{gathered}$ | $\begin{gathered} -0.149 \\ (0.369) \end{gathered}$ | $\begin{gathered} -0.247 \\ (0.369) \end{gathered}$ | $\begin{gathered} -0.632 \\ (0.414) \end{gathered}$ |
| Income_high | $\begin{aligned} & 0.052^{* *} \\ & (0.026) \end{aligned}$ | $\begin{gathered} -0.051 \\ (0.061) \end{gathered}$ | $\begin{aligned} & 0.376^{*} \\ & (0.198) \end{aligned}$ | $\begin{gathered} 0.285 \\ (0.225) \end{gathered}$ | $\begin{aligned} & 0.442^{*} \\ & (0.227) \end{aligned}$ | $\begin{gathered} 0.272 \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.343 \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.188 \\ (0.238) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.018 \\ (0.025) \end{gathered}$ | $\begin{gathered} -0.159^{* * *} \\ (0.058) \end{gathered}$ | $\begin{aligned} & -0.324^{*} \\ & (0.192) \end{aligned}$ | $\begin{gathered} -0.445^{* *} \\ (0.219) \end{gathered}$ | $\begin{gathered} -0.337 \\ (0.221) \end{gathered}$ | $\begin{gathered} -0.015 \\ (0.206) \end{gathered}$ | $\begin{gathered} -0.275 \\ (0.206) \end{gathered}$ | $\begin{gathered} -0.238 \\ (0.231) \end{gathered}$ |
| Constant | $\begin{gathered} 0.029 \\ (0.098) \end{gathered}$ | $\begin{gathered} 1.079^{* * *} \\ (0.232) \end{gathered}$ | $\begin{gathered} 3.658^{* * *} \\ (0.759) \end{gathered}$ | $\begin{gathered} 3.752^{* * *} \\ (0.864) \end{gathered}$ | $\begin{gathered} 3.108^{* * *} \\ (0.870) \end{gathered}$ | $\begin{gathered} 4.286^{* * *} \\ (0.813) \end{gathered}$ | $\begin{gathered} 3.814^{* * *} \\ (0.811) \end{gathered}$ | $\begin{gathered} 4.230^{* * *} \\ (0.912) \end{gathered}$ |
| Observations | 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 |
| Linear Hypotheses Tests: <br> Transparent + <br> (Intuitive $\times$ Transparent) | $\begin{gathered} -0.030 \\ (0.035) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.081) \end{gathered}$ | $\begin{aligned} & 0.582^{* *} \\ & (0.263) \end{aligned}$ | $\begin{gathered} 0.848^{* * *} \\ (0.300) \end{gathered}$ | $\begin{aligned} & 0.755^{* *} \\ & (0.302) \end{aligned}$ | $\begin{aligned} & 0.534^{*} \\ & (0.282) \end{aligned}$ | $\begin{aligned} & 0.551^{*} \\ & (0.281) \end{aligned}$ | $\begin{aligned} & 0.593^{*} \\ & (0.316) \end{aligned}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $A g e_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1, and 0 otherwise. The variable Education_college ${ }_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse ${ }_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.6: Effect of algorithm intuitiveness and transparency, Study 2

|  | Reject <br> (1) | WTP <br> (2) | Trust (3) | Sincerity <br> (4) | Fairness (5) | Infocorrectness (6) | Favorabilit <br> (7) | Workractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{aligned} & \hline-0.036 \\ & (0.042) \end{aligned}$ | $\begin{aligned} & \hline 0.132^{*} \\ & (0.071) \end{aligned}$ | $\begin{gathered} \hline 0.076 \\ (0.201) \end{gathered}$ | $\begin{gathered} \hline 0.238 \\ (0.220) \end{gathered}$ | $\begin{gathered} \hline 0.096 \\ (0.224) \end{gathered}$ | $\begin{gathered} \hline 0.120 \\ (0.201) \end{gathered}$ | $\begin{gathered} \hline 0.132 \\ (0.201) \end{gathered}$ | $\begin{aligned} & \hline-0.159 \\ & (0.235) \end{aligned}$ |
| Transparent | $\begin{gathered} -0.099^{* *} \\ (0.042) \end{gathered}$ | $\begin{gathered} 0.093 \\ (0.071) \end{gathered}$ | $\begin{aligned} & 0.505^{* *} \\ & (0.201) \end{aligned}$ | $\begin{gathered} 1.078^{* * *} \\ (0.220) \end{gathered}$ | $\begin{aligned} & 0.512^{* *} \\ & (0.223) \end{aligned}$ | $\begin{gathered} 0.323 \\ (0.201) \end{gathered}$ | $\begin{gathered} 0.693^{* * *} \\ (0.201) \end{gathered}$ | $\begin{gathered} 0.885^{* * *} \\ (0.234) \end{gathered}$ |
| Difficult $_{1}$ | $\begin{aligned} & -0.042 \\ & (0.043) \end{aligned}$ | $\begin{gathered} 0.053 \\ (0.073) \end{gathered}$ | $\begin{gathered} 0.139 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.225) \end{gathered}$ | $\begin{gathered} 0.053 \\ (0.228) \end{gathered}$ | $\begin{gathered} 0.204 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.076 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.132 \\ (0.240) \end{gathered}$ |
| Easy $_{2}$ |  |  | $\begin{gathered} 0.917^{* * *} \\ (0.246) \end{gathered}$ | $\begin{gathered} 0.943^{* * *} \\ (0.269) \end{gathered}$ | $\begin{gathered} 0.819^{* * *} \\ (0.274) \end{gathered}$ | $\begin{aligned} & 1.011^{* * *} \\ & (0.246) \end{aligned}$ | $\begin{gathered} 0.966^{* * *} \\ (0.246) \end{gathered}$ | $\begin{aligned} & 1.269^{* * *} \\ & (0.288) \end{aligned}$ |
| Difficult $_{2}$ |  |  | $\begin{gathered} 0.789^{* * *} \\ (0.245) \end{gathered}$ | $\begin{gathered} 0.828^{* * *} \\ (0.268) \end{gathered}$ | $\begin{gathered} 0.857^{* * *} \\ (0.272) \end{gathered}$ | $\begin{gathered} 0.823^{* * *} \\ (0.245) \end{gathered}$ | $\begin{gathered} 0.941^{* * *} \\ (0.245) \end{gathered}$ | $\begin{gathered} 1.146^{* * *} \\ (0.286) \end{gathered}$ |
| Age | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{aligned} & -0.0003 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.014 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.009) \end{aligned}$ | $\begin{gathered} -0.011 \\ (0.011) \end{gathered}$ |
| Male | $\begin{gathered} -0.179 \\ (0.125) \end{gathered}$ | $\begin{gathered} 0.330 \\ (0.213) \end{gathered}$ | $\begin{gathered} 0.124 \\ (0.604) \end{gathered}$ | $\begin{gathered} -0.014 \\ (0.661) \end{gathered}$ | $\begin{gathered} -0.135 \\ (0.671) \end{gathered}$ | $\begin{gathered} 0.130 \\ (0.604) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.603) \end{gathered}$ | $\begin{gathered} 0.072 \\ (0.705) \end{gathered}$ |
| Female | $\begin{aligned} & -0.221^{*} \\ & (0.125) \end{aligned}$ | $\begin{gathered} 0.251 \\ (0.213) \end{gathered}$ | $\begin{gathered} 0.347 \\ (0.604) \end{gathered}$ | $\begin{gathered} 0.176 \\ (0.661) \end{gathered}$ | $\begin{gathered} -0.018 \\ (0.671) \end{gathered}$ | $\begin{gathered} 0.210 \\ (0.604) \end{gathered}$ | $\begin{gathered} 0.302 \\ (0.603) \end{gathered}$ | $\begin{gathered} 0.164 \\ (0.705) \end{gathered}$ |
| Education_college | $\begin{gathered} 0.120^{*} \\ (0.065) \end{gathered}$ | $\begin{gathered} -0.052 \\ (0.110) \end{gathered}$ | $\begin{gathered} -0.905^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -1.142^{* * *} \\ (0.342) \end{gathered}$ | $\begin{gathered} -1.088^{* * *} \\ (0.347) \end{gathered}$ | $\begin{gathered} -0.851^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -0.931^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -0.937^{* *} \\ (0.365) \end{gathered}$ |
| Income_high | $\begin{gathered} -0.114^{* * *} \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.074) \end{gathered}$ | $\begin{gathered} 0.882^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.686^{* * *} \\ (0.231) \end{gathered}$ | $\begin{gathered} 0.886^{* * *} \\ (0.235) \end{gathered}$ | $\begin{gathered} 0.829^{* * *} \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.918^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.848^{* * *} \\ (0.247) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.003 \\ (0.044) \end{gathered}$ | $\begin{gathered} -0.018 \\ (0.074) \end{gathered}$ | $\begin{gathered} -0.325 \\ (0.208) \end{gathered}$ | $\begin{gathered} -0.326 \\ (0.228) \end{gathered}$ | $\begin{gathered} -0.051 \\ (0.231) \end{gathered}$ | $\begin{gathered} -0.234 \\ (0.208) \end{gathered}$ | $\begin{aligned} & -0.288 \\ & (0.208) \end{aligned}$ | $\begin{aligned} & -0.255 \\ & (0.243) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.306^{* *} \\ & (0.148) \end{aligned}$ | $\begin{aligned} & 0.425^{*} \\ & (0.251) \end{aligned}$ | $\begin{gathered} 4.019^{* * *} \\ (0.706) \end{gathered}$ | $\begin{gathered} 4.060^{* * *} \\ (0.773) \end{gathered}$ | $\begin{gathered} 4.371^{* * *} \\ (0.785) \end{gathered}$ | $\begin{gathered} 4.347^{* * *} \\ (0.707) \end{gathered}$ | $\begin{gathered} 3.989^{* * *} \\ (0.706) \end{gathered}$ | $\begin{gathered} 3.714^{* * *} \\ (0.825) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $\mathrm{Age}_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male
(female), the variable Male $_{i}\left(\right.$ Female $_{i}$ ) equals 1, and 0 otherwise. The variable Education_college ${ }_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income high $_{i}$
equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-
averse ${ }_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.7: Role of transparency in managing engagement under the algorithms, Study 2

|  | Reject <br> (1) | WTP <br> (2) | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness <br> (6) | Favorability <br> (7) | Workttractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{gathered} -0.063 \\ (0.059) \end{gathered}$ | $\begin{aligned} & \hline 0.226^{* *} \\ & (0.100) \end{aligned}$ | $\begin{gathered} -0.154 \\ (0.284) \end{gathered}$ | $\begin{gathered} \hline 0.034 \\ (0.312) \end{gathered}$ | $\begin{gathered} -0.0002 \\ (0.317) \end{gathered}$ | $\begin{gathered} \hline-0.154 \\ (0.284) \end{gathered}$ | $\begin{gathered} \hline-0.138 \\ (0.284) \end{gathered}$ | $\begin{gathered} \hline-0.171 \\ (0.333) \end{gathered}$ |
| Transparent | $\begin{gathered} -0.127^{* *} \\ (0.061) \end{gathered}$ | $\begin{aligned} & 0.192^{*} \\ & (0.102) \end{aligned}$ | $\begin{gathered} 0.266 \\ (0.290) \end{gathered}$ | $\begin{gathered} 0.866^{* * *} \\ (0.318) \end{gathered}$ | $\begin{gathered} 0.412 \\ (0.323) \end{gathered}$ | $\begin{gathered} 0.038 \\ (0.289) \end{gathered}$ | $\begin{gathered} 0.412 \\ (0.289) \end{gathered}$ | $\begin{aligned} & 0.873^{* *} \\ & (0.340) \end{aligned}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} 0.054 \\ (0.083) \end{gathered}$ | $\begin{gathered} -0.188 \\ (0.141) \end{gathered}$ | $\begin{gathered} 0.452 \\ (0.396) \end{gathered}$ | $\begin{gathered} 0.402 \\ (0.434) \end{gathered}$ | $\begin{gathered} 0.189 \\ (0.441) \end{gathered}$ | $\begin{gathered} 0.539 \\ (0.395) \end{gathered}$ | $\begin{gathered} 0.532 \\ (0.395) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.464) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} -0.041 \\ (0.043) \end{gathered}$ | $\begin{gathered} 0.052 \\ (0.073) \end{gathered}$ | $\begin{gathered} 0.141 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.069 \\ (0.225) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.229) \end{gathered}$ | $\begin{gathered} 0.206 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.132 \\ (0.240) \end{gathered}$ |
| Easy $_{2}$ |  |  | $\begin{gathered} 0.934^{* * *} \\ (0.246) \end{gathered}$ | $\begin{gathered} 0.958^{* * *} \\ (0.270) \end{gathered}$ | $\begin{gathered} 0.826^{* * *} \\ (0.275) \end{gathered}$ | $\begin{gathered} 1.031^{* * *} \\ (0.246) \end{gathered}$ | $\begin{gathered} 0.986^{* * *} \\ (0.246) \end{gathered}$ | $\begin{gathered} 1.270^{* * *} \\ (0.289) \end{gathered}$ |
| Difficult ${ }_{2}$ |  |  | $\begin{gathered} 0.797^{* * *} \\ (0.245) \end{gathered}$ | $\begin{gathered} 0.835^{* * *} \\ (0.268) \end{gathered}$ | $\begin{gathered} 0.861^{* * *} \\ (0.273) \end{gathered}$ | $\begin{aligned} & 0.833^{* * *} \\ & (0.245) \end{aligned}$ | $\begin{aligned} & 0.951^{* * *} \\ & (0.244) \end{aligned}$ | $\begin{gathered} 1.146^{* * *} \\ (0.287) \end{gathered}$ |
| Age | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{aligned} & -0.0001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.015 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.011 \\ (0.011) \end{gathered}$ |
| Male | $\begin{gathered} -0.179 \\ (0.126) \end{gathered}$ | $\begin{gathered} 0.329 \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.122 \\ (0.603) \end{gathered}$ | $\begin{gathered} -0.016 \\ (0.661) \end{gathered}$ | $\begin{gathered} -0.136 \\ (0.672) \end{gathered}$ | $\begin{gathered} 0.127 \\ (0.603) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.602) \end{gathered}$ | $\begin{gathered} 0.071 \\ (0.707) \end{gathered}$ |
| Female | $\begin{aligned} & -0.219^{*} \\ & (0.126) \end{aligned}$ | $\begin{gathered} 0.242 \\ (0.213) \end{gathered}$ | $\begin{gathered} 0.361 \\ (0.603) \end{gathered}$ | $\begin{gathered} 0.189 \\ (0.661) \end{gathered}$ | $\begin{gathered} -0.012 \\ (0.673) \end{gathered}$ | $\begin{gathered} 0.227 \\ (0.603) \end{gathered}$ | $\begin{gathered} 0.319 \\ (0.602) \end{gathered}$ | $\begin{gathered} 0.165 \\ (0.707) \end{gathered}$ |
| Education_college | $\begin{aligned} & 0.118^{*} \\ & (0.065) \end{aligned}$ | $\begin{gathered} -0.046 \\ (0.110) \end{gathered}$ | $\begin{gathered} -0.919^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -1.155^{* * *} \\ (0.342) \end{gathered}$ | $\begin{gathered} -1.094^{* * *} \\ (0.348) \end{gathered}$ | $\begin{gathered} -0.869^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -0.948^{* * *} \\ (0.312) \end{gathered}$ | $\begin{gathered} -0.938^{* *} \\ (0.366) \end{gathered}$ |
| Income_high | $\begin{gathered} -0.115^{* * *} \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.041 \\ (0.074) \end{gathered}$ | $\begin{gathered} 0.875^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.680^{* * *} \\ (0.232) \end{gathered}$ | $\begin{gathered} 0.883^{* * *} \\ (0.236) \end{gathered}$ | $\begin{gathered} 0.822^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.910^{* * *} \\ (0.211) \end{gathered}$ | $\begin{aligned} & 0.848^{* * *} \\ & (0.248) \end{aligned}$ |
| Risk-averse | $\begin{gathered} 0.003 \\ (0.044) \end{gathered}$ | $\begin{gathered} -0.017 \\ (0.074) \end{gathered}$ | $\begin{gathered} -0.326 \\ (0.208) \end{gathered}$ | $\begin{gathered} -0.326 \\ (0.228) \end{gathered}$ | $\begin{gathered} -0.051 \\ (0.232) \end{gathered}$ | $\begin{gathered} -0.235 \\ (0.208) \end{gathered}$ | $\begin{gathered} -0.288 \\ (0.207) \end{gathered}$ | $\begin{aligned} & -0.255 \\ & (0.244) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.323^{* *} \\ & (0.151) \end{aligned}$ | $\begin{gathered} 0.363 \\ (0.255) \end{gathered}$ | $\begin{gathered} 4.167^{* * *} \\ (0.717) \end{gathered}$ | $\begin{gathered} 4.191^{* * *} \\ (0.786) \end{gathered}$ | $\begin{gathered} 4.433^{* * *} \\ (0.800) \end{gathered}$ | $\begin{gathered} 4.523^{* * *} \\ (0.717) \end{gathered}$ | $\begin{gathered} 4.162^{* * *} \\ (0.716) \end{gathered}$ | $\begin{gathered} 3.722^{* * *} \\ (0.841) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: <br> Transparent + <br> (Intuitive $\times$ Transparent) | $\begin{gathered} -0.073 \\ (0.058) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.097) \end{gathered}$ | $\begin{aligned} & 0.718^{* * *} \\ & (0.274) \end{aligned}$ | $\begin{aligned} & 1.268^{* * *} \\ & (0.300) \end{aligned}$ | $\begin{aligned} & 0.601^{*} \\ & (0.305) \end{aligned}$ | $\begin{aligned} & 0.577^{* *} \\ & (0.274) \end{aligned}$ | $\begin{gathered} 0.943^{* * *} \\ (0.273) \end{gathered}$ | $\begin{aligned} & 0.895^{* * *} \\ & (0.321) \end{aligned}$ |
| Intuitive + <br> (Intuitive $\times$ Transparent) | $\begin{gathered} -0.009 \\ (0.059) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.099) \end{gathered}$ | $\begin{gathered} 0.299 \\ (0.280) \end{gathered}$ | $\begin{gathered} 0.435 \\ (0.307) \end{gathered}$ | $\begin{gathered} 0.189 \\ (0.312) \end{gathered}$ | $\begin{gathered} 0.386 \\ (0.280) \end{gathered}$ | $\begin{gathered} 0.393 \\ (0.279) \end{gathered}$ | $\begin{gathered} -0.149 \\ (0.328) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $\mathrm{Age}_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1, and 0 otherwise. The variable Education_college $i_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income high $h_{i}$ equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse $e_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.8: Role of transparency in managing the effect of experience, Study 2

|  | Reject <br> (1) | $\begin{aligned} & \text { WTP } \\ & (2) \end{aligned}$ | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness (6) | Favorabilit <br> (7) | Workattractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Intuitive | $\begin{gathered} 0.056 \\ (0.071) \end{gathered}$ | $\begin{gathered} 0.062 \\ (0.120) \end{gathered}$ | $\begin{gathered} -0.304 \\ (0.343) \end{gathered}$ | $\begin{gathered} 0.065 \\ (0.377) \end{gathered}$ | $\begin{aligned} & -0.290 \\ & (0.382) \end{aligned}$ | $\begin{gathered} -0.364 \\ (0.342) \end{gathered}$ | $\begin{gathered} -0.401 \\ (0.342) \end{gathered}$ | $\begin{gathered} -0.618 \\ (0.399) \end{gathered}$ |
| Transparent | $\begin{gathered} -0.158^{* *} \\ (0.071) \end{gathered}$ | $\begin{gathered} 0.154 \\ (0.122) \end{gathered}$ | $\begin{gathered} 0.271 \\ (0.349) \end{gathered}$ | $\begin{aligned} & 0.775^{* *} \\ & (0.383) \end{aligned}$ | $\begin{gathered} 0.470 \\ (0.388) \end{gathered}$ | $\begin{gathered} 0.149 \\ (0.348) \end{gathered}$ | $\begin{gathered} 0.377 \\ (0.347) \end{gathered}$ | $\begin{aligned} & 0.790^{*} \\ & (0.406) \end{aligned}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.059 \\ (0.074) \end{gathered}$ | $\begin{gathered} -0.173 \\ (0.126) \end{gathered}$ | $\begin{gathered} -0.029 \\ (0.359) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.394) \end{gathered}$ | $\begin{gathered} -0.222 \\ (0.399) \end{gathered}$ | $\begin{gathered} 0.078 \\ (0.358) \end{gathered}$ | $\begin{gathered} -0.266 \\ (0.357) \end{gathered}$ | $\begin{gathered} -0.480 \\ (0.417) \end{gathered}$ |
| Intuitive $\times$ Transparent | $\begin{gathered} 0.057 \\ (0.082) \end{gathered}$ | $\begin{gathered} -0.193 \\ (0.139) \end{gathered}$ | $\begin{gathered} 0.446 \\ (0.397) \end{gathered}$ | $\begin{gathered} 0.400 \\ (0.436) \end{gathered}$ | $\begin{gathered} 0.178 \\ (0.441) \end{gathered}$ | $\begin{gathered} 0.533 \\ (0.396) \end{gathered}$ | $\begin{gathered} 0.519 \\ (0.395) \end{gathered}$ | $\begin{gathered} -0.0003 \\ (0.461) \end{gathered}$ |
| Transparent $\times$ Difficult $_{1}$ | $\begin{gathered} 0.055 \\ (0.083) \end{gathered}$ | $\begin{gathered} 0.092 \\ (0.141) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.402) \end{gathered}$ | $\begin{gathered} 0.186 \\ (0.442) \end{gathered}$ | $\begin{gathered} -0.084 \\ (0.447) \end{gathered}$ | $\begin{gathered} -0.203 \\ (0.401) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.400) \end{gathered}$ | $\begin{gathered} 0.233 \\ (0.467) \end{gathered}$ |
| Intuitive $\times$ Difficult $_{1}$ | $\begin{gathered} -0.242^{* * *} \\ (0.082) \end{gathered}$ | $\begin{aligned} & 0.338^{* *} \\ & (0.139) \end{aligned}$ | $\begin{gathered} 0.319 \\ (0.404) \end{gathered}$ | $\begin{gathered} -0.063 \\ (0.443) \end{gathered}$ | $\begin{gathered} 0.611 \\ (0.449) \end{gathered}$ | $\begin{gathered} 0.442 \\ (0.403) \end{gathered}$ | $\begin{gathered} 0.557 \\ (0.402) \end{gathered}$ | $\begin{aligned} & 0.950^{* *} \\ & (0.469) \end{aligned}$ |
| Easy ${ }_{2}$ |  |  | $\begin{gathered} 0.912^{* * *} \\ (0.249) \end{gathered}$ | $\begin{gathered} 0.967^{* * *} \\ (0.273) \end{gathered}$ | $\begin{gathered} 0.783^{* * *} \\ (0.277) \end{gathered}$ | $\begin{gathered} 0.996^{* * *} \\ (0.248) \end{gathered}$ | $\begin{gathered} 0.951^{* * *} \\ (0.248) \end{gathered}$ | $\begin{gathered} 1.211^{* * *} \\ (0.289) \end{gathered}$ |
| Difficult ${ }_{2}$ |  |  | $\begin{aligned} & 0.762^{* * *} \\ & (0.250) \end{aligned}$ | $\begin{gathered} 0.846^{* * *} \\ (0.274) \end{gathered}$ | $\begin{gathered} 0.791^{* * *} \\ (0.278) \end{gathered}$ | $\begin{gathered} 0.779^{* * *} \\ (0.249) \end{gathered}$ | $\begin{gathered} 0.891^{* * *} \\ (0.248) \end{gathered}$ | $\begin{gathered} 1.046^{* * *} \\ (0.290) \end{gathered}$ |
| Age | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.0004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.014 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.0003 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.012 \\ (0.011) \end{gathered}$ |
| Male | $\begin{gathered} -0.166 \\ (0.124) \end{gathered}$ | $\begin{gathered} 0.283 \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.103 \\ (0.610) \end{gathered}$ | $\begin{gathered} -0.046 \\ (0.670) \end{gathered}$ | $\begin{gathered} -0.154 \\ (0.678) \end{gathered}$ | $\begin{gathered} 0.140 \\ (0.608) \end{gathered}$ | $\begin{gathered} -0.034 \\ (0.607) \end{gathered}$ | $\begin{gathered} -0.022 \\ (0.708) \end{gathered}$ |
| Female | $\begin{aligned} & -0.215^{*} \\ & (0.125) \end{aligned}$ | $\begin{gathered} 0.197 \\ (0.213) \end{gathered}$ | $\begin{gathered} 0.346 \\ (0.614) \end{gathered}$ | $\begin{gathered} 0.146 \\ (0.674) \end{gathered}$ | $\begin{aligned} & -0.015 \\ & (0.682) \end{aligned}$ | $\begin{gathered} 0.260 \\ (0.612) \end{gathered}$ | $\begin{gathered} 0.271 \\ (0.610) \end{gathered}$ | $\begin{gathered} 0.069 \\ (0.713) \end{gathered}$ |
| Education_college | $\begin{aligned} & 0.133^{* *} \\ & (0.064) \end{aligned}$ | $\begin{gathered} -0.060 \\ (0.109) \end{gathered}$ | $\begin{gathered} -0.941^{* * *} \\ (0.315) \end{gathered}$ | $\begin{gathered} -1.142^{* * *} \\ (0.346) \end{gathered}$ | $\begin{gathered} -1.140^{* * *} \\ (0.350) \end{gathered}$ | $\begin{gathered} -0.908^{* * *} \\ (0.314) \end{gathered}$ | $\begin{gathered} -0.981^{* * *} \\ (0.313) \end{gathered}$ | $\begin{gathered} -0.992^{* * *} \\ (0.366) \end{gathered}$ |
| Income_high | $\begin{gathered} -0.110^{* *} \\ (0.043) \end{gathered}$ | $\begin{gathered} 0.037 \\ (0.073) \end{gathered}$ | $\begin{gathered} 0.874^{* * *} \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.683^{* * *} \\ (0.233) \end{gathered}$ | $\begin{gathered} 0.879^{* * *} \\ (0.236) \end{gathered}$ | $\begin{gathered} 0.817^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.908^{* * *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.845^{* * *} \\ (0.246) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.001 \\ (0.043) \end{gathered}$ | $\begin{gathered} -0.019 \\ (0.073) \end{gathered}$ | $\begin{gathered} -0.325 \\ (0.209) \end{gathered}$ | $\begin{gathered} -0.333 \\ (0.229) \end{gathered}$ | $\begin{gathered} -0.046 \\ (0.232) \end{gathered}$ | $\begin{gathered} -0.226 \\ (0.208) \end{gathered}$ | $\begin{gathered} -0.290 \\ (0.208) \end{gathered}$ | $\begin{gathered} -0.259 \\ (0.243) \end{gathered}$ |
| Constant | $\begin{gathered} 0.239 \\ (0.155) \end{gathered}$ | $\begin{aligned} & 0.541^{* *} \\ & (0.264) \end{aligned}$ | $\begin{gathered} 4.312^{* * *} \\ (0.756) \end{gathered}$ | $\begin{gathered} 4.228^{* * *} \\ (0.830) \end{gathered}$ | $\begin{gathered} 4.676^{* * *} \\ (0.840) \end{gathered}$ | $\begin{gathered} 4.649^{* * *} \\ (0.754) \end{gathered}$ | $\begin{gathered} 4.448^{* * *} \\ (0.752) \end{gathered}$ | $\begin{gathered} 4.228^{* * *} \\ (0.878) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: Transparent + (Transparent $\times$ Difficult $_{1}$ ) | $\begin{gathered} -0.103 \\ (0.074) \end{gathered}$ | $\begin{aligned} & 0.246^{*} \\ & (0.125) \end{aligned}$ | $\begin{gathered} 0.280 \\ (0.358) \end{gathered}$ | $\begin{aligned} & 0.961^{* *} \\ & (0.393) \end{aligned}$ | $\begin{gathered} 0.387 \\ (0.398) \end{gathered}$ | $\begin{gathered} -0.054 \\ (0.357) \end{gathered}$ | $\begin{gathered} 0.484 \\ (0.356) \end{gathered}$ | $\begin{aligned} & 1.023^{* *} \\ & (0.416) \end{aligned}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $\mathrm{Age}_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $_{i}$ ) equals 1, and 0 otherwise. The variable Education_college ${ }_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse $i_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.9: Effect of Change, Study 3

|  | Reject <br> (1) | WTP <br> (2) | Trust (3) | Sincerity <br> (4) | Fairness (5) | Infocorrectness (6) | Favorability <br> (7) | Workractiveness (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | $\begin{gathered} 0.022 \\ (0.043) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.075) \end{gathered}$ | $\begin{gathered} \hline 0.130 \\ (0.175) \end{gathered}$ | $\begin{gathered} 0.763^{* * *} \\ (0.222) \end{gathered}$ | $\begin{aligned} & 0.500^{* *} \\ & (0.221) \end{aligned}$ | $\begin{gathered} \hline 0.278 \\ (0.179) \end{gathered}$ | $\begin{gathered} \hline 0.278 \\ (0.202) \end{gathered}$ | $\begin{aligned} & 0.502^{* *} \\ & (0.229) \end{aligned}$ |
| Change | $\begin{gathered} 0.046 \\ (0.043) \end{gathered}$ | $\begin{aligned} & -0.097 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & -0.340^{*} \\ & (0.173) \end{aligned}$ | $\begin{aligned} & -0.288 \\ & (0.219) \end{aligned}$ | $\begin{aligned} & -0.425^{*} \\ & (0.219) \end{aligned}$ | $\begin{gathered} -0.251 \\ (0.177) \end{gathered}$ | $\begin{gathered} -0.416^{* *} \\ (0.200) \end{gathered}$ | $\begin{gathered} -0.500^{* *} \\ (0.227) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.016 \\ (0.043) \end{gathered}$ | $\begin{gathered} 0.047 \\ (0.075) \end{gathered}$ | $\begin{gathered} 0.190 \\ (0.175) \end{gathered}$ | $\begin{gathered} 0.120 \\ (0.222) \end{gathered}$ | $\begin{gathered} 0.027 \\ (0.221) \end{gathered}$ | $\begin{gathered} 0.128 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.202) \end{gathered}$ | $\begin{gathered} 0.108 \\ (0.229) \end{gathered}$ |
| Difficult ${ }_{2}$ | $\begin{gathered} 0.007 \\ (0.043) \end{gathered}$ | $\begin{aligned} & -0.082 \\ & (0.074) \end{aligned}$ | $\begin{aligned} & -0.229 \\ & (0.172) \end{aligned}$ | $\begin{aligned} & -0.399^{*} \\ & (0.218) \end{aligned}$ | $\begin{gathered} -0.562^{* *} \\ (0.218) \end{gathered}$ | $\begin{aligned} & -0.107 \\ & (0.176) \end{aligned}$ | $\begin{gathered} -0.391^{*} \\ (0.199) \end{gathered}$ | $\begin{aligned} & -0.396^{*} \\ & (0.226) \end{aligned}$ |
| Easy $_{3}$ |  |  | $\begin{gathered} 0.665^{* * *} \\ (0.207) \end{gathered}$ | $\begin{gathered} 0.394 \\ (0.261) \end{gathered}$ | $\begin{aligned} & 0.495^{*} \\ & (0.261) \end{aligned}$ | $\begin{gathered} 0.243 \\ (0.211) \end{gathered}$ | $\begin{aligned} & 0.428^{*} \\ & (0.238) \end{aligned}$ | $\begin{gathered} 0.368 \\ (0.271) \end{gathered}$ |
| Difficult ${ }_{3}$ |  |  | $\begin{gathered} 0.317 \\ (0.208) \end{gathered}$ | $\begin{gathered} 0.391 \\ (0.262) \end{gathered}$ | $\begin{gathered} 0.315 \\ (0.262) \end{gathered}$ | $\begin{gathered} 0.220 \\ (0.212) \end{gathered}$ | $\begin{gathered} 0.309 \\ (0.239) \end{gathered}$ | $\begin{gathered} 0.343 \\ (0.272) \end{gathered}$ |
| Age | $\begin{gathered} 0.002 \\ (0.002) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.0003 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.007) \end{aligned}$ | $\begin{gathered} -0.00001 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.009) \end{gathered}$ |
| Male | $\begin{gathered} 0.122 \\ (0.178) \end{gathered}$ | $\begin{gathered} 0.047 \\ (0.310) \end{gathered}$ | $\begin{gathered} 0.037 \\ (0.726) \end{gathered}$ | $\begin{gathered} 0.906 \\ (0.918) \end{gathered}$ | $\begin{gathered} 0.055 \\ (0.917) \end{gathered}$ | $\begin{gathered} -0.404 \\ (0.740) \end{gathered}$ | $\begin{gathered} -0.248 \\ (0.837) \end{gathered}$ | $\begin{aligned} & -0.700 \\ & (0.950) \end{aligned}$ |
| Female | $\begin{gathered} 0.111 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.062 \\ (0.311) \end{gathered}$ | $\begin{gathered} 0.113 \\ (0.728) \end{gathered}$ | $\begin{gathered} 0.851 \\ (0.921) \end{gathered}$ | $\begin{gathered} 0.024 \\ (0.920) \end{gathered}$ | $\begin{gathered} -0.433 \\ (0.743) \end{gathered}$ | $\begin{gathered} -0.222 \\ (0.840) \end{gathered}$ | $\begin{gathered} -0.872 \\ (0.953) \end{gathered}$ |
| Education_college | $\begin{array}{r} -0.078 \\ (0.065) \end{array}$ | $\begin{gathered} 0.061 \\ (0.113) \end{gathered}$ | $\begin{aligned} & -0.431 \\ & (0.264) \end{aligned}$ | $\begin{gathered} -1.014^{* * *} \\ (0.334) \end{gathered}$ | $\begin{gathered} -0.770^{* *} \\ (0.333) \end{gathered}$ | $\begin{aligned} & -0.308 \\ & (0.269) \end{aligned}$ | $\begin{gathered} -0.746^{* *} \\ (0.304) \end{gathered}$ | $\begin{gathered} -0.862^{* *} \\ (0.346) \end{gathered}$ |
| Income_high | $\begin{gathered} -0.008 \\ (0.046) \end{gathered}$ | $\begin{aligned} & -0.069 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.484^{* *} \\ & (0.187) \end{aligned}$ | $\begin{aligned} & 0.412^{*} \\ & (0.236) \end{aligned}$ | $\begin{aligned} & 0.484^{* *} \\ & (0.236) \end{aligned}$ | $\begin{gathered} 0.283 \\ (0.190) \end{gathered}$ | $\begin{gathered} 0.596^{* * *} \\ (0.215) \end{gathered}$ | $\begin{aligned} & 0.511^{* *} \\ & (0.244) \end{aligned}$ |
| Risk-averse | $\begin{gathered} 0.052 \\ (0.044) \end{gathered}$ | $\begin{aligned} & -0.087 \\ & (0.076) \end{aligned}$ | $\begin{gathered} 0.262 \\ (0.178) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.225) \end{gathered}$ | $\begin{gathered} 0.101 \\ (0.225) \end{gathered}$ | $\begin{gathered} 0.234 \\ (0.181) \end{gathered}$ | $\begin{gathered} 0.169 \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.166 \\ (0.233) \end{gathered}$ |
| Constant | $\begin{aligned} & -0.103 \\ & (0.198) \end{aligned}$ | $\begin{gathered} 0.973^{* * *} \\ (0.345) \end{gathered}$ | $\begin{gathered} 4.738^{* * *} \\ (0.814) \end{gathered}$ | $\begin{gathered} 3.671^{* * *} \\ (1.029) \end{gathered}$ | $\begin{gathered} 5.226^{* * *} \\ (1.028) \end{gathered}$ | $\begin{gathered} 5.698^{* * *} \\ (0.830) \end{gathered}$ | $\begin{gathered} 5.170^{* * *} \\ (0.939) \end{gathered}$ | $\begin{gathered} 5.312^{* * *} \\ (1.066) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $\mathrm{Age}_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1, and 0 otherwise. The variable Education_college ${ }_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high ${ }_{i}$ equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse ${ }_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.10: Effect of transparency in managing engagement under change, Study 3

|  | Reject <br> (1) | $\begin{gathered} \text { WTP } \\ (2) \end{gathered}$ | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness <br> (6) | Favorability <br> (7) | Workttractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | $\begin{aligned} & \hline-0.027 \\ & (0.060) \end{aligned}$ | $\begin{gathered} 0.094 \\ (0.105) \end{gathered}$ | $\begin{aligned} & -0.169 \\ & (0.243) \end{aligned}$ | $\begin{gathered} 0.423 \\ (0.307) \end{gathered}$ | $\begin{gathered} 0.118 \\ (0.306) \end{gathered}$ | $\begin{gathered} -0.093 \\ (0.246) \end{gathered}$ | $\begin{gathered} -0.060 \\ (0.280) \end{gathered}$ | $\begin{gathered} 0.148 \\ (0.318) \end{gathered}$ |
| Change | $\begin{aligned} & -0.003 \\ & (0.060) \end{aligned}$ | $\begin{aligned} & -0.011 \\ & (0.105) \end{aligned}$ | $\begin{gathered} -0.644^{* * *} \\ (0.243) \end{gathered}$ | $\begin{gathered} -0.633^{* *} \\ (0.308) \end{gathered}$ | $\begin{gathered} -0.813^{* * *} \\ (0.307) \end{gathered}$ | $\begin{gathered} -0.628^{* *} \\ (0.247) \end{gathered}$ | $\begin{gathered} -0.759^{* * *} \\ (0.280) \end{gathered}$ | $\begin{gathered} -0.859^{* * *} \\ (0.319) \end{gathered}$ |
| Transparent $\times$ Change | $\begin{gathered} 0.099 \\ (0.085) \end{gathered}$ | $\begin{aligned} & -0.174 \\ & (0.149) \end{aligned}$ | $\begin{aligned} & 0.613^{*} \\ & (0.346) \end{aligned}$ | $\begin{gathered} 0.696 \\ (0.438) \end{gathered}$ | $\begin{gathered} 0.783^{*} \\ (0.436) \end{gathered}$ | $\begin{aligned} & 0.761^{* *} \\ & (0.351) \end{aligned}$ | $\begin{aligned} & 0.692^{*} \\ & (0.399) \end{aligned}$ | $\begin{gathered} 0.724 \\ (0.453) \end{gathered}$ |
| Difficult $_{1}$ | $\begin{gathered} 0.023 \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.036 \\ (0.076) \end{gathered}$ | $\begin{gathered} 0.231 \\ (0.176) \end{gathered}$ | $\begin{gathered} 0.166 \\ (0.223) \end{gathered}$ | $\begin{gathered} 0.079 \\ (0.222) \end{gathered}$ | $\begin{gathered} 0.179 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.203) \end{gathered}$ | $\begin{gathered} 0.156 \\ (0.230) \end{gathered}$ |
| Difficult ${ }_{2}$ | $\begin{gathered} 0.008 \\ (0.042) \end{gathered}$ | $\begin{aligned} & -0.083 \\ & (0.074) \end{aligned}$ | $\begin{aligned} & -0.223 \\ & (0.171) \end{aligned}$ | $\begin{aligned} & -0.392^{*} \\ & (0.217) \end{aligned}$ | $\begin{gathered} -0.554^{* *} \\ (0.216) \end{gathered}$ | $\begin{gathered} -0.100 \\ (0.174) \end{gathered}$ | $\begin{gathered} -0.384^{*} \\ (0.198) \end{gathered}$ | $\begin{aligned} & -0.389^{*} \\ & (0.225) \end{aligned}$ |
| Easy $_{3}$ |  |  | $\begin{gathered} 0.692^{* * *} \\ (0.206) \end{gathered}$ | $\begin{gathered} 0.425 \\ (0.261) \end{gathered}$ | $\begin{aligned} & 0.530^{* *} \\ & (0.260) \end{aligned}$ | $\begin{gathered} 0.277 \\ (0.209) \end{gathered}$ | $\begin{aligned} & 0.458^{*} \\ & (0.238) \end{aligned}$ | $\begin{gathered} 0.401 \\ (0.270) \end{gathered}$ |
| Difficult $_{3}$ |  |  | $\begin{aligned} & 0.344^{*} \\ & (0.207) \end{aligned}$ | $\begin{gathered} 0.421 \\ (0.262) \end{gathered}$ | $\begin{gathered} 0.348 \\ (0.261) \end{gathered}$ | $\begin{gathered} 0.253 \\ (0.210) \end{gathered}$ | $\begin{gathered} 0.339 \\ (0.239) \end{gathered}$ | $\begin{gathered} 0.374 \\ (0.271) \end{gathered}$ |
| Age | $\begin{gathered} 0.002 \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.007) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.009) \end{gathered}$ |
| Male | $\begin{gathered} 0.112 \\ (0.178) \end{gathered}$ | $\begin{gathered} 0.065 \\ (0.310) \end{gathered}$ | $\begin{aligned} & -0.020 \\ & (0.723) \end{aligned}$ | $\begin{gathered} 0.841 \\ (0.915) \end{gathered}$ | $\begin{gathered} -0.018 \\ (0.912) \end{gathered}$ | $\begin{gathered} -0.475 \\ (0.734) \end{gathered}$ | $\begin{aligned} & -0.312 \\ & (0.833) \end{aligned}$ | $\begin{gathered} -0.767 \\ (0.947) \end{gathered}$ |
| Female | $\begin{gathered} 0.105 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.073 \\ (0.311) \end{gathered}$ | $\begin{gathered} 0.076 \\ (0.725) \end{gathered}$ | $\begin{gathered} 0.808 \\ (0.918) \end{gathered}$ | $\begin{gathered} -0.024 \\ (0.915) \end{gathered}$ | $\begin{gathered} -0.479 \\ (0.736) \end{gathered}$ | $\begin{gathered} -0.264 \\ (0.836) \end{gathered}$ | $\begin{gathered} -0.916 \\ (0.950) \end{gathered}$ |
| Education_college | $\begin{aligned} & -0.081 \\ & (0.065) \end{aligned}$ | $\begin{gathered} 0.068 \\ (0.114) \end{gathered}$ | $\begin{gathered} -0.455^{*} \\ (0.263) \end{gathered}$ | $\begin{gathered} -1.042^{* * *} \\ (0.333) \end{gathered}$ | $\begin{gathered} -0.801^{* *} \\ (0.332) \end{gathered}$ | $\begin{gathered} -0.339 \\ (0.267) \end{gathered}$ | $\begin{gathered} -0.774^{* *} \\ (0.303) \end{gathered}$ | $\begin{gathered} -0.891^{* *} \\ (0.345) \end{gathered}$ |
| Income_high | $\begin{aligned} & -0.011 \\ & (0.046) \end{aligned}$ | $\begin{aligned} & -0.064 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.465^{* *} \\ & (0.186) \end{aligned}$ | $\begin{aligned} & 0.390^{*} \\ & (0.236) \end{aligned}$ | $\begin{gathered} 0.459^{*} \\ (0.235) \end{gathered}$ | $\begin{gathered} 0.259 \\ (0.189) \end{gathered}$ | $\begin{gathered} 0.574^{* * *} \\ (0.215) \end{gathered}$ | $\begin{aligned} & 0.488^{* *} \\ & (0.244) \end{aligned}$ |
| Risk-averse | $\begin{gathered} 0.054 \\ (0.044) \end{gathered}$ | $\begin{gathered} -0.090 \\ (0.076) \end{gathered}$ | $\begin{gathered} 0.273 \\ (0.177) \end{gathered}$ | $\begin{gathered} 0.113 \\ (0.224) \end{gathered}$ | $\begin{gathered} 0.116 \\ (0.223) \end{gathered}$ | $\begin{gathered} 0.248 \\ (0.180) \end{gathered}$ | $\begin{gathered} 0.182 \\ (0.204) \end{gathered}$ | $\begin{gathered} 0.180 \\ (0.232) \end{gathered}$ |
| Constant | $\begin{aligned} & -0.064 \\ & (0.201) \end{aligned}$ | $\begin{aligned} & 0.906^{* *} \\ & (0.349) \end{aligned}$ | $\begin{gathered} 4.953^{* * *} \\ (0.819) \end{gathered}$ | $\begin{gathered} 3.915^{* * *} \\ (1.037) \end{gathered}$ | $\begin{gathered} 5.501^{* * *} \\ (1.034) \end{gathered}$ | $\begin{gathered} 5.965^{* * *} \\ (0.831) \end{gathered}$ | $\begin{gathered} 5.413^{* * *} \\ (0.944) \end{gathered}$ | $\begin{gathered} 5.566^{* * *} \\ (1.073) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: <br> Change + <br> (Transparent $\times$ Change) | $\begin{gathered} 0.095 \\ (0.061) \end{gathered}$ | $\begin{aligned} & -0.185^{*} \\ & (0.106) \end{aligned}$ | $\begin{aligned} & -0.031 \\ & (0.245) \end{aligned}$ | $\begin{gathered} 0.063 \\ (0.310) \end{gathered}$ | $\begin{gathered} -0.031 \\ (0.310) \end{gathered}$ | $\begin{gathered} 0.132 \\ (0.249) \end{gathered}$ | $\begin{aligned} & -0.068 \\ & (0.283) \end{aligned}$ | $\begin{gathered} -0.135 \\ (0.321) \end{gathered}$ |
| Transparent + <br> (Transparent $\times$ Change) | $\begin{gathered} 0.072 \\ (0.061) \end{gathered}$ | $\begin{aligned} & -0.080 \\ & (0.107) \end{aligned}$ | $\begin{aligned} & 0.443^{*} \\ & (0.248) \end{aligned}$ | $\begin{aligned} & 1.120^{* * *} \\ & (0.315) \end{aligned}$ | $\begin{gathered} 0.900^{* * *} \\ (0.314) \end{gathered}$ | $\begin{aligned} & 0.668^{* * *} \\ & (0.252) \end{aligned}$ | $\begin{aligned} & 0.632^{* *} \\ & (0.287) \end{aligned}$ | $\begin{gathered} 0.872^{* * *} \\ (0.326) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable Age $_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1, and 0 otherwise. The variable Education_college $i_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high $h_{i}$ equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse ${ }_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.11: Role of transparency in managing the effect of experience under change, Study 3

|  | Reject <br> (1) | $\begin{gathered} \text { WTP } \\ (2) \end{gathered}$ | Trust <br> (3) | Sincerity <br> (4) | Fairness <br> (5) | Infocorrectness <br> (6) | Favorability <br> (7) | Workattractiveness <br> (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transparent | $\begin{aligned} & \hline-0.026 \\ & (0.060) \end{aligned}$ | $\begin{gathered} 0.091 \\ (0.103) \end{gathered}$ | $\begin{gathered} -0.183 \\ (0.238) \end{gathered}$ | $\begin{gathered} \hline 0.401 \\ (0.304) \end{gathered}$ | $\begin{gathered} 0.091 \\ (0.300) \end{gathered}$ | $\begin{gathered} -0.107 \\ (0.244) \end{gathered}$ | $\begin{gathered} -0.079 \\ (0.274) \end{gathered}$ | $\begin{gathered} 0.127 \\ (0.312) \end{gathered}$ |
| Decrease | $\begin{gathered} 0.038 \\ (0.074) \end{gathered}$ | $\begin{aligned} & -0.210 \\ & (0.127) \end{aligned}$ | $\begin{gathered} -1.172^{* * *} \\ (0.294) \end{gathered}$ | $\begin{gathered} -1.229^{* * *} \\ (0.375) \end{gathered}$ | $\begin{gathered} -1.643^{* * *} \\ (0.371) \end{gathered}$ | $\begin{gathered} -0.805^{* * *} \\ (0.301) \end{gathered}$ | $\begin{gathered} -1.470^{* * *} \\ (0.338) \end{gathered}$ | $\begin{gathered} -1.589^{* * *} \\ (0.386) \end{gathered}$ |
| Increase | $\begin{aligned} & -0.045 \\ & (0.075) \end{aligned}$ | $\begin{gathered} 0.189 \\ (0.128) \end{gathered}$ | $\begin{gathered} -0.086 \\ (0.299) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.382) \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.378) \end{gathered}$ | $\begin{gathered} -0.437 \\ (0.307) \end{gathered}$ | $\begin{gathered} -0.011 \\ (0.345) \end{gathered}$ | $\begin{gathered} -0.088 \\ (0.393) \end{gathered}$ |
| Transparent $\times$ Decrease | $\begin{gathered} 0.081 \\ (0.106) \end{gathered}$ | $\begin{aligned} & -0.071 \\ & (0.181) \end{aligned}$ | $\begin{gathered} 1.262^{* * *} \\ (0.418) \end{gathered}$ | $\begin{gathered} 1.521^{* * *} \\ (0.533) \end{gathered}$ | $\begin{gathered} 1.750^{* * *} \\ (0.527) \end{gathered}$ | $\begin{aligned} & 1.301^{* * *} \\ & (0.428) \end{aligned}$ | $\begin{gathered} 1.473^{* * *} \\ (0.480) \end{gathered}$ | $\begin{gathered} 1.620^{* * *} \\ (0.548) \end{gathered}$ |
| Transparent $\times$ Increase | $\begin{gathered} 0.118 \\ (0.104) \end{gathered}$ | $\begin{aligned} & -0.280 \\ & (0.178) \end{aligned}$ | $\begin{gathered} -0.050 \\ (0.418) \end{gathered}$ | $\begin{gathered} -0.126 \\ (0.533) \end{gathered}$ | $\begin{gathered} -0.193 \\ (0.527) \end{gathered}$ | $\begin{gathered} 0.241 \\ (0.428) \end{gathered}$ | $\begin{gathered} -0.108 \\ (0.481) \end{gathered}$ | $\begin{gathered} -0.185 \\ (0.548) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} 0.019 \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.048 \\ (0.075) \end{gathered}$ | $\begin{gathered} 0.251 \\ (0.172) \end{gathered}$ | $\begin{gathered} 0.171 \\ (0.220) \end{gathered}$ | $\begin{gathered} 0.088 \\ (0.217) \end{gathered}$ | $\begin{gathered} 0.175 \\ (0.176) \end{gathered}$ | $\begin{gathered} 0.104 \\ (0.198) \end{gathered}$ | $\begin{gathered} 0.175 \\ (0.226) \end{gathered}$ |
| $\mathrm{Easy}_{3}$ |  |  | $\begin{gathered} 0.591^{* * *} \\ (0.205) \end{gathered}$ | $\begin{gathered} 0.308 \\ (0.262) \end{gathered}$ | $\begin{gathered} 0.375 \\ (0.259) \end{gathered}$ | $\begin{gathered} 0.229 \\ (0.210) \end{gathered}$ | $\begin{gathered} 0.326 \\ (0.236) \end{gathered}$ | $\begin{gathered} 0.261 \\ (0.269) \end{gathered}$ |
| Difficult ${ }_{3}$ |  |  | $\begin{gathered} 0.243 \\ (0.206) \end{gathered}$ | $\begin{gathered} 0.313 \\ (0.263) \end{gathered}$ | $\begin{gathered} 0.201 \\ (0.260) \end{gathered}$ | $\begin{gathered} 0.214 \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.209 \\ (0.237) \end{gathered}$ | $\begin{gathered} 0.239 \\ (0.270) \end{gathered}$ |
| Age | $\begin{gathered} 0.002 \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ |
| Male | $\begin{gathered} 0.106 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.079 \\ (0.306) \end{gathered}$ | $\begin{gathered} -0.124 \\ (0.711) \end{gathered}$ | $\begin{gathered} 0.669 \\ (0.908) \end{gathered}$ | $\begin{gathered} -0.197 \\ (0.898) \end{gathered}$ | $\begin{gathered} -0.625 \\ (0.729) \end{gathered}$ | $\begin{gathered} -0.434 \\ (0.818) \end{gathered}$ | $\begin{gathered} -0.924 \\ (0.933) \end{gathered}$ |
| Female | $\begin{gathered} 0.104 \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.074 \\ (0.306) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.712) \end{gathered}$ | $\begin{gathered} 0.690 \\ (0.909) \end{gathered}$ | $\begin{gathered} -0.152 \\ (0.899) \end{gathered}$ | $\begin{gathered} -0.572 \\ (0.729) \end{gathered}$ | $\begin{gathered} -0.358 \\ (0.819) \end{gathered}$ | $\begin{aligned} & -1.032 \\ & (0.934) \end{aligned}$ |
| Education_college | $\begin{aligned} & -0.088 \\ & (0.066) \end{aligned}$ | $\begin{gathered} 0.096 \\ (0.112) \end{gathered}$ | $\begin{gathered} -0.415 \\ (0.259) \end{gathered}$ | $\begin{gathered} -1.014^{* * *} \\ (0.331) \end{gathered}$ | $\begin{gathered} -0.744^{* *} \\ (0.327) \end{gathered}$ | $\begin{gathered} -0.360 \\ (0.266) \end{gathered}$ | $\begin{gathered} -0.715^{* *} \\ (0.298) \end{gathered}$ | $\begin{gathered} -0.840^{* *} \\ (0.340) \end{gathered}$ |
| Income_high | $\begin{aligned} & -0.012 \\ & (0.046) \end{aligned}$ | $\begin{aligned} & -0.061 \\ & (0.079) \end{aligned}$ | $\begin{aligned} & 0.452^{* *} \\ & (0.183) \end{aligned}$ | $\begin{gathered} 0.371 \\ (0.233) \end{gathered}$ | $\begin{gathered} 0.444^{*} \\ (0.231) \end{gathered}$ | $\begin{gathered} 0.235 \\ (0.187) \end{gathered}$ | $\begin{gathered} 0.563^{* * *} \\ (0.210) \end{gathered}$ | $\begin{gathered} 0.470^{*} \\ (0.240) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.053 \\ (0.044) \end{gathered}$ | $\begin{gathered} -0.083 \\ (0.075) \end{gathered}$ | $\begin{aligned} & 0.306^{*} \\ & (0.174) \end{aligned}$ | $\begin{gathered} 0.159 \\ (0.222) \end{gathered}$ | $\begin{gathered} 0.173 \\ (0.219) \end{gathered}$ | $\begin{gathered} 0.274 \\ (0.178) \end{gathered}$ | $\begin{gathered} 0.226 \\ (0.200) \end{gathered}$ | $\begin{gathered} 0.228 \\ (0.228) \end{gathered}$ |
| Constant | $\begin{aligned} & -0.049 \\ & (0.201) \end{aligned}$ | $\begin{aligned} & 0.822^{* *} \\ & (0.344) \end{aligned}$ | $\begin{gathered} 4.959^{* * *} \\ (0.805) \end{gathered}$ | $\begin{gathered} 3.910^{* * *} \\ (1.028) \end{gathered}$ | $\begin{gathered} 5.409^{* * *} \\ (1.016) \end{gathered}$ | $\begin{gathered} 6.102^{* * *} \\ (0.825) \end{gathered}$ | $\begin{gathered} 5.348^{* * *} \\ (0.926) \end{gathered}$ | $\begin{gathered} 5.544^{* * *} \\ (1.056) \end{gathered}$ |
| Observations | 201 | 201 | 201 | 201 | 201 | 201 | 201 | 201 |
| Linear Hypotheses Tests: <br> Decrease + <br> (Transparent $\times$ Decrease) | $\begin{gathered} 0.120 \\ (0.076) \end{gathered}$ | $\begin{gathered} -0.281^{* *} \\ (0.129) \end{gathered}$ | $\begin{gathered} 0.090 \\ (0.299) \end{gathered}$ | $\begin{gathered} 0.292 \\ (0.381) \end{gathered}$ | $\begin{gathered} 0.107 \\ (0.377) \end{gathered}$ | $\begin{gathered} 0.497 \\ (0.306) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.344) \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.392) \end{gathered}$ |
| Increase + <br> (Transparent $\times$ Increase) | $\begin{gathered} 0.073 \\ (0.073) \end{gathered}$ | $\begin{gathered} -0.091 \\ (0.125) \end{gathered}$ | $\begin{aligned} & -0.136 \\ & (0.290) \end{aligned}$ | $\begin{gathered} -0.130 \\ (0.370) \end{gathered}$ | $\begin{gathered} -0.133 \\ (0.366) \end{gathered}$ | $\begin{gathered} -0.197 \\ (0.297) \end{gathered}$ | $\begin{gathered} -0.119 \\ (0.333) \end{gathered}$ | $\begin{gathered} -0.274 \\ (0.380) \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
The variable $A g e_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable Male $_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1, and 0 otherwise. The variable Education_college ${ }_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Risk-averse $e_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.

Table B.12: Role of transparency in managing perceptions about change, Study 3

|  | $\underset{\text { (1) }}{\mathrm{New}_{\text {fair }}}$ | $\overline{\mathrm{New}_{\text {appropriate }}}$ | Idpaysmore <br> (3) |
| :---: | :---: | :---: | :---: |
| Decrease | $\begin{aligned} & \hline-0.755 \\ & (0.459) \end{aligned}$ | $\begin{gathered} -1.019^{* *} \\ (0.460) \end{gathered}$ | $\begin{aligned} & \hline-0.230 \\ & (0.478) \end{aligned}$ |
| Transparent | $\begin{gathered} 0.048 \\ (0.452) \end{gathered}$ | $\begin{aligned} & -0.255 \\ & (0.452) \end{aligned}$ | $\begin{aligned} & -0.848^{*} \\ & (0.470) \end{aligned}$ |
| Decrease $\times$ Transparent | $\begin{gathered} 0.739 \\ (0.629) \end{gathered}$ | $\begin{gathered} 0.713 \\ (0.630) \end{gathered}$ | $\begin{gathered} 0.550 \\ (0.655) \end{gathered}$ |
| Difficult ${ }_{1}$ | $\begin{gathered} -0.473 \\ (0.321) \end{gathered}$ | $\begin{aligned} & -0.538^{*} \\ & (0.321) \end{aligned}$ | $\begin{gathered} 0.413 \\ (0.334) \end{gathered}$ |
| Easy $_{3}$ | $\begin{aligned} & 0.701^{*} \\ & (0.388) \end{aligned}$ | $\begin{gathered} 0.452 \\ (0.388) \end{gathered}$ | $\begin{aligned} & -0.153 \\ & (0.404) \end{aligned}$ |
| Difficult $_{3}$ | $\begin{gathered} 0.319 \\ (0.385) \end{gathered}$ | $\begin{aligned} & -0.137 \\ & (0.385) \end{aligned}$ | $\begin{gathered} 0.356 \\ (0.400) \end{gathered}$ |
| Age | $\begin{aligned} & -0.005 \\ & (0.013) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.013) \end{gathered}$ | $\begin{aligned} & -0.024^{*} \\ & (0.013) \end{aligned}$ |
| Male | $\begin{gathered} -0.419 \\ (1.565) \end{gathered}$ | $\begin{aligned} & -0.121 \\ & (1.566) \end{aligned}$ | $\begin{gathered} 1.858 \\ (1.629) \end{gathered}$ |
| Female | $\begin{gathered} -0.168 \\ (1.561) \end{gathered}$ | $\begin{gathered} 0.144 \\ (1.562) \end{gathered}$ | $\begin{gathered} 2.019 \\ (1.625) \end{gathered}$ |
| Education_college | $\begin{gathered} 0.116 \\ (0.552) \end{gathered}$ | $\begin{gathered} 0.265 \\ (0.552) \end{gathered}$ | $\begin{gathered} -0.056 \\ (0.574) \end{gathered}$ |
| Income_high | $\begin{gathered} 0.231 \\ (0.341) \end{gathered}$ | $\begin{gathered} 0.322 \\ (0.342) \end{gathered}$ | $\begin{gathered} 0.362 \\ (0.355) \end{gathered}$ |
| Risk-averse | $\begin{gathered} 0.235 \\ (0.318) \end{gathered}$ | $\begin{aligned} & 0.606^{*} \\ & (0.319) \end{aligned}$ | $\begin{aligned} & -0.118 \\ & (0.332) \end{aligned}$ |
| Constant | $\begin{aligned} & 4.490^{* *} \\ & (1.706) \end{aligned}$ | $\begin{aligned} & 4.002^{* *} \\ & (1.708) \end{aligned}$ | $\begin{aligned} & 3.179^{*} \\ & (1.776) \end{aligned}$ |
| Observations | 97 | 97 | 97 |
| $\begin{aligned} & \hline \hline \text { Linear Hypotheses Tests: } \\ & \text { Transparent }+ \\ & \text { (Transparent } \times \text { Decrease) } \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.015 \\ (0.442) \\ \hline \end{array}$ | $\begin{array}{r} -0.306 \\ (0.443) \\ \hline \end{array}$ | $\begin{gathered} 0.320 \\ (0.461) \\ \hline \end{gathered}$ |

Standard errors in parentheses. ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05$; ${ }^{* * *} \mathrm{p}<0.01$.
The variable Age $_{i}$ denotes the age of participant $i$. For individual $i$ identifying themselves as a male (female), the variable $\mathrm{Male}_{i}\left(\right.$ Female $\left._{i}\right)$ equals 1 , and 0 otherwise. The variable Education_college $e_{i}$ equals 1 if participant $i$ is at least a college graduate, and 0 otherwise. The variable Income_high $h_{i}$ equals 1 if participant $i$ has an annual income of $\$ 50,000$ or more, and 0 otherwise. The variable Riskaverse $_{i}$ equals 1 if participant $i$ can be categorized as being risk averse, and 0 otherwise.
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[^0]:    ${ }^{1}$ Grab follows a similar practice: https://www.grab.com/my/blog/driver/improved-heat-map/

[^1]:    ${ }^{2}$ This allows us to analyze a setting in which a driver's knowledge of the demand-supply conditions in one zone is the least informative about the other zones. As a result, information-sharing mechanisms are more likely to influence drivers' relocation decisions and the differences between these mechanisms are more meaningful. This is also consistent with the primary purpose of spatial information sharing, which is to inform drivers about the unanticipated demand-supply mismatches that occur in the short-run (Lu et al. 2018).

[^2]:    ${ }^{3}$ Drivers commonly access this information from the rider version of a platform's app (Karacaoglu et al. 2018), (https://www.reddit.com/r/uberdrivers/comments/vp19vz/does_everyone_know_how_to_see_where_the_other/) or from other sources such as Google maps.

[^3]:    ${ }^{4}$ Surge multiplier is calculated in a consistent manner in all mechanisms. However, the actual value of the surge multiplier depends on the driver supply in a surge zone (as well as demand), which is endogenous to the informationsharing mechanism in implementation.
    ${ }^{5}$ Explanations to drivers by platforms, including by Uber, DoorDash, Ola and Deliveroo given below, indicate that pricing in a surge zone (and the associated information shared with drivers) is indicative of the underlying demand-supply mismatch: https://www.uber.com/us/en/drive/driver-app/how-surge-works/, https://doordashdriver.blogspot.com/2018/01/doordash-heat-map-really-mean.html, https://blog.olacabs.com/ peak-hour-surcharge-the-what-why-and-how-of-it/, https://riders.deliveroo.co.uk/en/news/heatmap. In reality, the surge multiplier may depend on other factors in addition to the level of demand and supply (Chen and Sheldon 2016). We adopt the simplest function of demand and supply as the multiplier that yields tractability in analysis, is continuous, and ensures existence of equilibria. Furthermore, the surge multiplier in a zone is independent of the demand and supply levels in other zones in our model. This is supported by Chen et al. (2015), which report that Uber partitions cities into surge areas and calculates surge multipliers independently for each area.

[^4]:    ${ }^{6}$ Figure A. 1 in Appendix subsection A. 2.1 shows that the main insights on the comparison of expected matching efficiency across different information-sharing mechanisms continue to hold when both stages are considered.

[^5]:    ${ }^{7}$ Proposition 7 in Appendix section A. 1 theoretically establishes for the limiting case with $\left\{r_{1}, r_{2}\right\} \rightarrow 0$ that surge information sharing leads to $100 \%$ matching efficiency in all zones for all demand scenarios.
    ${ }^{8}$ Proposition 7 in Appendix section A. 1 shows in the limiting case with $\left\{r_{1}, r_{2}\right\} \rightarrow 0$ that with full information sharing, demand in Zone 3 may not be satisfied fully.

[^6]:    ${ }^{9}$ Number of drivers in each experiment was set to be 33. In the event that there were fewer than 33 human participants, the remaining drivers were computerized to make random decisions. Participants were informed about the number of computerized drivers in the experiments (only 1 in the full treatment), and hence, knew that the vast majority of participants were human. They were not informed about the computerized drivers' strategies or their initial zones.

[^7]:    ${ }^{10}$ For this purpose, we calculate the supply of drivers that move from Zones 1 and 2 by taking the proportion of human drivers who chose to move from Zones 1 and 2, and then scaling them by multiplying with the initial number of drivers in each zone. We then calculate the experimental matching efficiency for each period given the specific demand condition tested in that period and report the average across periods in Table 2.2.

[^8]:    ${ }^{11}$ In instances wherein the model predicts that the proportion of drivers who relocate or stay is 0 , we perturb those

[^9]:    ${ }^{12}$ We have also explored drivers' risk aversion jointly with decision errors as a possible explanation. We omit the discussion of this model because it is significantly dominated by the full behavioral model presented in this section.

[^10]:    ${ }^{1}$ https://www.reddit.com/r/uberdrivers/comments/wd5y13/is_anyone_else_noticing_the_pay_shortage_with/
    ${ }^{2}$ https://www.reddit.com/r/uberdrivers/comments/wk8wqv/rip_my_market_is_moving_to_upfront_fares/
    ${ }^{3}$ https://www.reddit.com/r/uberdrivers/comments/y65jhn/upfront_pricing_or_how_i_learned_to_quit_worrying/
    ${ }^{4} h t t p s: / / w w w . r e d d i t . c o m / r / S h i p t S h o p p e r s / c o m m e n t s / f a q 12 c / v 2 \_p a y \_s u c k s \_f o r \_l a r g e \_o r d e r s \_552 \_t o t a l f o r \_o n l y / ~$

[^11]:    ${ }^{5}$ https://www.prolific.co/

[^12]:    ${ }^{6}$ https://gigworkersunited.ca/gig_workers_bill_of_rights.html
    ${ }^{7}$ https://payup.wtf/instacart/delivering-inequality
    ${ }^{8}$ http://www.workingwa.org/gig-workers-speak-out-on-pay
    ${ }^{9}$ https://actionnetwork.org/petitions/payup-its-time-to-reboot-the-gig-economy?nowrapper=true\&referrer= $\&$ source=

[^13]:    ${ }^{10} \mathrm{https}: / / \mathrm{www} . u b e r p e o p l e . n e t / t h r e a d s / 2022-$ unicorn-ride-short-and-fast.466877/

[^14]:    ${ }^{11}$ We choose this value to ensure that the minimum payment for an order (which is equal to $\$ 1.50$ ) covers the random cost of participation in all circumstances, which will be explained in more detail in subsubsection 3.4.4.

[^15]:    ${ }^{12}$ By conducting a separate study to analyze the effect of algorithmic features on worker behavior after workers gain some work and pay experience instead of eliciting participants' WTP multiple times in a single study, we avoid potential bias in results due to workers' experience not being fully exogenous.

[^16]:    ${ }^{1}$ https://nammayatri.in/

[^17]:    ${ }^{1}$ We find consistent results when a regression model, which includes time and random effects for participants, and linear hypothesis testing approach similar to subsection 2.6.1 are utilized to examine differences across treatments and from theory. These results are excluded for brevity and available upon request.

