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SUMMARY

Microorganisms have played a critical role in ggatal processes and in the
formation of soils throughout geological time. dthypothesized that biological activity
can also affect soil properties in short enginegtime-scales. Bioactivity in sediments is
determined by the classical limiting factors (i.aeutrients, water, C for biomass,
temperature and pH) as well as by pore-size ge@akttimits and mechanical
interactions between bacterial cells and soil pisgi These constraints restrict the range
of grain size and burial depth where biomediatemtemical processes can be expected
in sediments, affect the interpretation of geolafiprocesses and the development of
engineering solutions such as bioremediation. Wléslogical, geometrical and
mechanical limiting factors are satisfied, bioaityivcan be designed to alter the
mechanical properties of a soil mass, includingeomg the bulk stiffness of the pore
fluid through controlled gas bio-generation, ingieg the shear stiffness of the soil
skeleton by biomineralization, and reducing hydmuwonduction through biofilm
formation and clogging. Each of these processesbeaanalyzed to capture the bio-
chemo-hydro-mechanical coupling effects, in ordeidentify the governing equations
that can be used for process design. Design musgmee the implications of spatial
variability, reversibility and environmental impact

The results of this study: (a) define the main oagiin a particle-size versus
depth space that characterize the fate of bact&a@ive and motile,” “trapped inside
pores,” and “dead or dormant”, (b) demonstrate thability of biogenic gas generation
as a tool to reduce pore pressure generation dunidgained shear, (c) show that biofilm
growth on pore surfaces is pore size and flow vgidanited so that a characteristic

radial distance to clogging appears in radial flemd (d) identify biomineralization



habits on sediment surfaces and their implicationghe mechanical properties of the

soil skeleton.

Xi



CHAPTER 1

INTRODUCTION

Motivation
The study of soil behavior has been conducted fidifferent perspectives
throughout the centuries: Coulomb (XVIII) and Rarki(XIX) advanced physical and
mechanical insight, Terzaghi (>1920’s) combinedlggical and mechanical concepts,
and Lambe and Mitchell (>1950's) among other redes incorporated colloidal
chemistry and mineralogy. The biological dimensisrbeing discovered [Mitchell and
Santamarina, 2005] and it is explored herein.

Environmental conditions act as growth limiting tars for bacterial cells.
Among them, moisture content, pH, temperature,ienitravailability, oxygen, and light
have been extensively studied in the literature aredreviewed in most microbiology
textbooks. However, mechanical and geometrical tcaimés have not been studied in
detail and are often neglected. The motivationhaf tirst section of this thesis is to
identify geometric restrictions for bioactivity, tdevelop particle-level mechanical
models for bacteria-sediment interaction, and tiinderegions for bacteria’s fate in the
two dimensional space of sediment grain size versuis| depth. The scope of this study
is limited to microorganisms present in natural antficially compacted, fracture-free
sediments.

Microorganisms living in soils play important rolesgeological processes; they
influence soil and rock formation, are able to deithe soil or rock properties once
formed and can also affect geochemical procesdasgtgplace in the soil. Thus,

biogeochemical processes can have significant geoieal consequences over relatively



short times [Ehrlich, 1996]. Microorganisms can @ete gas bubbles, biofiims, and
mineral precipitates through their metabolism. phesence of small gas bubbles affects
the pore fluid bulk stiffness and consequently bisdpore pressure generation during
shear. The production of biofiims reduces the hylitaconductivity of soils and
fractured rocks, alters fines migration, clogsefi#t, enhances hydrodynamic dispersion,
and increases chemical retardation. Finally, bioeralization leads to mineral
deposition on soil grains, causes soil cementadioth increase in shear stiffness. The
second section of this thesis explores the effenggs and control of these metabolisms
in sediments. The general methodology used foritivaestigation combines the detailed
evaluation of databases gathered from publishedcesuparticle level and macroscale

experiments, and complementary models and analyses.

Organization

This research centers on the fundamental undelisgaof the microbial influence
on soil behavior and properties, from the survillgbof microbial cells in sediments
under diverse mechanical and geometrical condititmg¢he alteration of soil properties
by microbial manipulation and its possible appl@as in the geotechnical field.

Chapter 2 reviews basic biological concepts relevarnthe coexistence of soill
particles and microbial cells and their interacsiom the soil matrix. The main
requirements for microbial growth and bio-availdapibre reviewed, as well as microbial
cell characteristics that may affect their intei@ts with soil particles.

Chapter 3 addresses the viability of microbial\aistiin soils. The likelihood of
microbial survivability inside the soil matrix isnalyzed from the mechanical and
geometrical points of view.

Chapter 4 focuses on microbial gas generation. sty starts with a review of

the principal bacterial metabolisms that generas gs a by-product, as well as the



process of biogenic gas generation in soils. Aosemique experiments are designed to
assess the evolution of biogenic gas in soils. Exgmtal data are analyzed using
poroelastic models that capture the influence «f gabbles on P-wave velocity and
Skemptom’s B parameter.

Chapter 5 concentrates on biologically-mediatedgilog of soils. The scope of
this study encompasses the identification of thelfimental factors and mechanisms of
microbial clogging. Then, an experimental progranmmplemented to study clogging in
radial flow.

Chapter 6 documents the investigation of biolodyealediated cementation of
soil grains, starting with a review of the condisorequired to trigger biogenic CagO
precipitation in the soil mass. Several experimeatal conceptual studies follow to
explore: the nucleation “habits” of biogenic Caf€ystals over mineral surfaces, the
influence of nutrient type and time, grain-sizdfudiion-versus-advection process control,
and the coupling between spatial variability andirbybio-mechanical phenomena in
biogenic soil cementation.

Chapter 7 summarizes general conclusions and mevia series of

recommendations for future research.



CHAPTER 2

PRELIMINARY BIOLOGICAL CONCEPTS

The behavior of viable microbial cells is influedcdoy their capacity to
metabolize, grow and reproduce. The factors tHatamicrobial growth are reviewed in

this Chapter.

Bacteria

Bacteria are microorganisms that undergo metabolieproduction and growth,
differentiation, communication, movement and evolut Bacterial activity requires a
source of carbon for cell mass, a source of enagygyustain life-activity, water, other
nutrients and a favorable environment (includingperature, pH, salinity, and sufficient

space). Any of these can act as the "growth limgitactor".

Bacterial Growth

Bacterial growth curves depend on the type ofucalsystem utilized. In a batch
culture, an initial amount of cells is inoculatedta an initial amount of substrate
(nutrients) and incubated for the desired time aithincorporating external sources of
either cells or substrate. A typical growth curveler these conditions is shown in Figure
2.1. Four “growth phases” can be identified: (1)eg” period when cells are adapting to
their new environment, macromolecules are beingh®gized and therefore not all cells
are dividing, (2) an “exponential” phase when ceitdize the substrate provided and
duplicate fast, (3) a “stationary” phase when cedlgsch a maximum population density
due to either nutrient exhaustion, waste accunaratxygen depletion, the development

of an unfavorable pH, or a combination of thesedis; and (4) the “death” phase, when



cells undergo autorespiration and eventually digheuit having other cells to replace
them because they lack the necessary nutrientseXéet shape of the curve is species-
dependent and it is also affected by the factas ¢bntributed to cell deatiidesirk et

al., 2006;Moat and Foster1995;Sadava et al.2006].
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Figure 2.1 Typical growth curve for a bacterial population @ batch culture (no
additional nutrients added after test initiatioNumbers shown were experimentally
measured foPseudomonas fluoresceirs Luria-Bertani broth. Four growth phases can
be identified: (1) “lag” period when cells are atlag to their new environment, (2)
“exponential” phase when cells utilize the substrggrovided and duplicate, (3)
“stationary” phase when most of the substrate heenhutilized and therefore the net
growth is almost negligible, and (4) “death” phageen cells die without having other
cells to replace them because they lack the negessdrients. From fadigan et al.

2003].

Biosynthesis: Carbon Sources

Biosynthesis is the energy-consuming formation efvncellular constituents

using different carbon sources. Microorganisms lbamlivided into two large categories



on the bases of energy and carbon sources fortiantriAutotrophic organisms (self-

feeding) use inorganic carbon (mainly carbon diekxids carbon source and either
inorganic redox (chemolithotrophic) or radiant eyyer(photolithotrophic) as energy

source. Heterotrophic organisms (non-self-feedingg organic carbon (e.g., glucose,
acetate) as carbon source and either organic rédmamoorganotrophic) or radiant
energy (photoheterotrophic) as energy souitla§ 1995;Madigan et al. 2003].

Note that autotrophic microorganisms do not requare organic substrate
(provided source of carbon); however, heterotrophganisms need organic substrates to
achieve metabolism, reproduction and growth (egiucose, acetate). Also, many
microorganisms are capable of mixotropy, i.e., tbay switch from one type of source to

another if the conditions in the surrounding enwvinent change.

Biosynthesis: Energy Production

High-energy compounds such as Adenosine Triphospi#diP) are produced in
biological systems through the energy released xmdation-reduction (REDOX)
reactions. Bacterial energy production and biosgsihare complex processes that can be
accomplished by many different metabolic pathwaydrief summary of the principal
processes follows.

Oxidation is the removal of electrons, while reduetis the addition of electrons
from a substance. REDOX reactions involve electrbagg donated by an electron
donor also known as “energy source” (which becomedized) and being accepted by
an electron acceptor (which becomes reduced). @hagency of a substance to become
oxidized or reduced is expressed as the reductw@npal. In biochemistry, oxidation
and reduction processes usually involve the trarsffevhole hydrogen atoms, not only

electrons Audesirk et al.2006;Madigan et al. 2003].



Energy production follows different pathways in fdient types of
microorganisms. In chemoorganotrophic microorgasisrenergy is generated by
catabolic break-down of organic compounds througsiméntation, or either aerobic or
anaerobic respiration. In phototrophic microorgarss (both photolithotrophic and
photoheterotrophic) the energy required for biolsgsis is gathered by photosynthesis.
And, in chemolithotrophic microorganisms, energy generated mainly by either
inorganic compound oxidation (aerobic) or by hydnogoxidation in which carbon

dioxide acts as the electron acceptor (anaeroBi@q 1995;Sadava et al.2006].

Factors that Affect Bioavailability

There are many factors that control the viabilifynmcroorganisms in soils in
addition to the sources of carbon and energy. Okmewn growth limiting factors
include moisture, temperature, oxygen, pH, lightliadon and reduction potential
[Alexandey 1961;Atlas 1995;Hattori, 1973;Moat and Foster1995]. Anyone of them
can act as the “limiting factor” controlling thepaility of the microorganism to survive,
metabolize and reproduce. Space availability innsedts is a limiting factor generally

neglected in the literature. Its relevance is esgulan Chapter 3.

Moisture

Moisture affects microbial activity in two differemays. On the one hand, water
is essential for life and it is the main constituehthe cell cytoplasm. On the other hand,
the degree of water saturation in sediments canttibé gaseous exchange and the
availability of oxygen, i.e. the aerobic or anaecatmture of the environmenilexander

1961].



Temperature

Four types of microorganisms can be identified ba bases of the optimal
growth temperaturgFigure 2.2). psychrophiles (optimum 5°C-to-15°@)esophiles
(optimum 20°C-to-40°C), thermophiles (optimum 43%8¢50°C) and hyperthermophiles
(>80°C) Madigan et al. 2003;Moat and Foster1995]. Temperature affects the rate of
all processes occurring in microbes, including fpeliam and reproduction, and can also
alter cell properties such as size and shafmtpri, 1973]. Most bacteria in soils are
mesophiles, with optimal temperature in the vigirof 25°C to 35°C and a capacity to

grow from about 15°C to 45°@\[exandey 1961].
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Figure 2.2 Temperature-based taxonomy of microorganisms: tpsphile, mesophile,

thermophile and hyperthermophile. Frolgdigan et al. 2003].

Oxygen

Microorganisms that require oxygen as an electronod (energy source) are
called aerobes, while does that cannot utilize erygare anaerobes. Some
microorganisms can switch between respiration (usixygen) and fermentation (in the

absence of oxygen), and therefore are named féigeltaAlso, among anaerobes, some



microorganisms are aerotolerants (i.e. cannotzatiixygen but can live in the presence

of it), but for others, oxygen is toxidoat and Foster1995].

Acidity and Alkalinity (pH)

Some cell substances such as chlorophyll, RNA, DNAP, phospholipids and
proteins are very sensitive to pH. Bacteria exhitie least tolerance among
microorganisms to highly acid or alkaline condisomhe optimum for most bacterial
species is near neutralitplexandey 1961]. Changes in pH influence microbial growth
and behavior, alter cell-surface charge, and affeatteria interaction with the

surroundingsFigure 2.3 shows the influence of pH on microbiedvgh rate Hattori,

1973;Madigan et al. 2003].
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Figure 2.3 Effect of pH on growth rate for a typical soil meorganism. Organisms with
pH optimum below 7 are called acidophiles and theglke optimum above 7 are known

as alkaliphiles. FromHattori, 1973].

Light Radiation

Light radiation may have two types of effects orcmbial activity. Exposure to

visible light can cause the transformation of sehgixygen and produce bacterial death.



On the other hand, phototrophic microorganismsradeant energy as energy source and
the rate of photosynthesis is a function of ligitensity (some species can process very
low intensity light) and wavelength (depending dwit pigmentation) Atlas 1995;
Audesirk et al.2006].

Reduction Potential

The reduction potential is the tendency of a mdkedo become oxidized or
reduced. Molecules with the higher negative reductpotential donate electrons to
neighboring molecules or substances. Cells uttleemore favorable electron acceptors
first (i.e. the substance with more positive reducpotential). As favorable sources get
depleted, less efficient substances are used aedttherefore lower energy is gradually

releasedfadigan et al. 2003].

Conclusions

The minimum requirements for bacterial growth imidua carbon source, an
energy source, sufficient water, and other traceenails. Other known bacterial-growth
limiting factors include temperature, pH, light i@ibn and reduction potential.

Many soil bacteria are facultative aerobes (theyloa with or without oxygen),
mesophiles (their optimal temperatures are arodfC)3 prefer a neutral pH and are
heterotrophs (require organic compounds for metsitnpl Exemptions are often

encountered.

10



CHAPTER 3

MECHANICAL LIMITS TO MICROBIAL ACTIVITY IN SOILS

Introduction

Microorganisms have played a critical role in ggidal processes leading to the
formation of near surface and submerged sedimé&itidi¢h, 1996;Hattori, 1973]. The
ubiquitous presence of microorganisms in sedimastpresumed and extensively
reported in the literature. The observed declineniorobial abundance with increasing
depth Fierer et al, 2003;Howard-Jones et gl.2002;Kieft et al, 1998;Parkes et al.
1994;Parkes et al.2000;Phelps et al.1994;Wellsbury et al.2002;Zhang et al. 1998];
has been associated to the influence of prefetepdiths in the transport of microbes
through the sediment profiléApu-Ashour et al.1994], limited input of fresh organic
carbon at the surface and/or use of recalcitrahbalied organic matter by deep bacteria
[Parkes et al. 2000; Wellsbury et al. 2002; Zhang et al. 1998], and low hydraulic
conductivity or diffusion for the transport of réed chemicals Fredrickson et al.
1991;Phelps et al.1994].

However, geometrical constraints and mechanicataations must be considered
as well. For example, it has been recognized tmailgores restrict bacteria movement
and activity Fredrickson et aJ.1997], limit nutrient transporBivin-Jahns et al.1996;
Wellsbury et al.2002], diminish space availabilitZhang et al. 1998], slow the rate of
division [Boivin-Jahns et al. 1996], and lead to reduced biodiversity; in fespatial
isolation due to lack of pore connectivity impligsat all cells in a pore are lineal
descendants of a bacterium that became entomb#te atme of geologic deposition

[Boivin-Jahns et al.1996;Kieft et al, 1998;Treves et aJ.2003;Zhou et al. 2002;Zhou

11



et al, 2004]. Previous studies suggest that the sizgo# throats must be around twice
the cell diameter for bacteria trangitddegraff 1982]. Still, a detailed analysis is lacking.
The goals of this study are to identify geometastrictions for bioactivity, to
develop cell-level mechanical models for bacteddisment interaction, and to define
regions for bacteria’s fate in the two dimensiosphce of sediment grain size versus
burial depth. The scope of this study is limitedriroorganisms present in natural and

artificially compacted, fracture-free sediments.

Materials and Methods

Three approaches are used for this study: data itatimap from published studies,

experimental study, and analyses based on paltett-geometrical-mechanical models.

Data Synthesis: Geometric Constraints RepresentedyliPore and Pore-throat Sizes

A database of published scanning electron microsc(&EM) pictures and
mercury intrusion porosimetry (MIP) data was comgilto explore the presence of
habitable pore space and traversable pore throdiaa-grained sediments subjected to
various stress levels. (Note: the term “sedimeistused herein to refer to either residual
or transported materials made of mineral grains).

Assuming a nominal iim microbial cell diameter, a sediment is consideed
contain habitable pore space if more than 5% optires are larger thanuin (estimated
as area ratio from SEM pictures). On the other hansediment is considered to have
traversable pore throats if the probability of mavia pore throat larger thanuin is
higher than 5% (taken as the area ratio under ttieddrve). The particle size and depth
(surrogate for effective overburden stress leve@lresponding to each data point is

extracted from the information provided in the psikd works. The selected

12



representative particle size is théhliercentiledlo because the finer fraction that fills the
voids between large particles determines the hyidraonductivity, porosity, pore size
distribution and therefore the effective pore sizéhe sediment masS@ntamarina et al.

2001]. In the case of laboratory studies, depthosputed from the applied effective

overburden stress.

Data Synthesis: Bacteria in Sediments

The second database that is compiled consists pufrtesl cases of “viable”
bacteria in sediments. Each entry in the databadedes the representative particle size
dip and the corresponding depth as a surrogate fectefé overburden stress level. Even
though each case history was carefully analyzeeretimay be biases in the database
related to contamination and sampling effe&siyin-Jahns et al.1996], reactivation of
dormant cells during core extractioAweifel and Hagstrom1995], cell growth during
storage $inclair et al, 1990] and our interpretation of particle size wiaeithors provide

descriptive information only.

Experimental Study

One-dimensional compression tests were used tooexphed;, versus depth
space where biological evidence is insufficient.e Tollowing sediments, cells and

devices were used.

Sediments

Five sediments were chosen for their particle stmmpatible solution pH and
grain strength characteristics: Crushed silicarfiggil-co-sil, d;o = 10 um), Precipitated
silica flour (Zeo;d;o = 20 um uncrushed; 0.1m after crushing), Kaolinite (RP2o =

0.36um), lllite (IMt-1, dip = 0.04um), and Montmorillonite (Bent;o = 0.0034um).

13



Bacterial Species

The selected strain Bseudomonas fluorescenhis is a mesophilic, non-spore-

forming species naturally present in sediments.

Test Device

The system consists of a set of six stainless steeldimensional compression
chambers (see Figure 3.1) which are loaded usiegrpatic cylinders. The air pressure
control permits applying preselected effective bueden stress levels between 30 kPa

and 9 MPa (i.e., ~3 m to ~900 m burial depth).

Figure 3.1 Experimental device: One dimensional compressi@mmber and piston (left).

Solil core after extraction (right).

Other Materials

The nutrients are Difco Nutrient Broth for poreifluand Difco Nutrient Agar for
Petri plates (Fisher Scientific). Sterile hydroghihicrofilter discs (13 mm diameter, 0.2
um filtration — Fisher Scientific) were used at bahds of the specimen to facilitate

drainage during consolidation and to prevent execontamination.

14



Test Procedures

All procedures were conducted under aseptic canditi Sediments, broth, agar
and all device parts in contact with the sedimgnst¢n, chamber and base) were
autoclaved at 124°C and 125 kPa for 35 min. Sedsremd broth were stored at 3°C in
sterile containers, while agar was poured intoi pddtes and stored at 3°C. Frozen cells
were transferred into sterile Petri plates contgjnagar and incubated 24 hours at the
optimum growth temperature (25°C for Pseudomonasrékscens). Then, a 24 hours
colony was transferred into 5 mL sterile broth, k&mathoroughly and incubated for
additional 24 hours at the optimum growth tempegaté total of six 5 mL vials were
prepared following this procedure (one per chamb®mnpr analyses demonstrated that
this procedure produces ~#1¢ells/mL.

Prior to assemblage, device parts were rinsed tighlg with alcohol. The
microfilter disc was placed on the base and thenggghamber was set in place. Half of
the sterile sediment was transferred asepticaflidenthe chamber, culture from the vials
and sterile broth were added and mixed with thénsext; then, the rest of the sediment
was incorporated and mixed until a uniform pasts wlatained. The amounts of sediment,
culture and nutrient vary with sediment type (tdniage saturation) and are shown in

Table 3.1.

Table 3.1Specimen Preparation

Soil type Sterile soil mass Culture volume Sterile nutrient volume
(9) (mL) (mL)
Crushed silica flour 1.0 2.0 2.0
Precipitated silica flour 1.0 2.0 2.0
Kaolinite 4.0 1.5 1.5
Ilite 4.0 2.0 2.0
Montmorillonite 1.0 3.0 3.0

15



Finally, a second microfilter disc was placed op tf the sediment and pushed
slightly using the piston. Thereafter, pistons wstep loaded until the target effective
overburden stress was reached. The load was sedtduring 48 to 72 hours. Longer
loading periods were avoided to minimize the eHeof nutrient deficit and waste
accumulation on bacterial survivability.

Finally, the chamber was disassembled to recowers#diment specimen. The
periphery of each specimen was aseptically trimn@dreduce the probability of
contamination, and approximately 0.5 mL of eachcspen was introduced into vials,
prepared with 4.5 mL Phosphate Buffered Saline jP®&ition. Vials were sonicated for
10 to 20 seconds to detach cells from sedimenicfestand 0.1 mL of the fluid was
transferred into agar plates, spread using a eterdl and incubated for 24 hours at the
optimum temperature.

This protocol was designed to prevent contaminatibne adequacy of the
procedure was corroborated by sterile controls fan all sediments and stress
combinations. Furthermore, the complete study wgichted for verification, obtaining

identical results.

Particle-Level Analytical Models

Various geometrical and mechanical interaction nsdeere analyzed to
establish boundaries and the effect of effectiverbbnrden stress and particle size on
bacteria’s fate. All models assume initial sphdraal shape, constant cell volume and
constant cell wall volume and are available as Appe A. Relevant geometrical and
mechanical properties used in the models are suimnedain Table 3.2. Brief comments

on each of the models follow (equations in Tab®.3.
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Table 3.2Mechanical and Geometrical Properties of Bacteria

Property Average value References
[Boulbitch et al, 2000;Thwaites
Cell wall elastic moduluss 30 MPa and Suranal991;Yao et al,
1999]

[Thwaites and Surana, 1991;

Cell wall tensile strength, 13 MPa Thwaites et al., 1991]
Drag velocity of cellsy 10 um/s [Astumian and Hanggi, 2002]
Cell radiusR 0.5um [Katz et al., 2003]
Cell wall thicknesst 50 nm [Edwards, 1990]

Note: average values for bacteria commonly founsbits.

Habitable Pore Space and Traversable Pore-Throatddq 3.3, Models a and b)

Cells can loosely fit inside pore spaces withoudfesing mechanical stresses wheg
<< dpore FOr cubic-tetrahedral and simple cubic packingnohosized spherical particles

Sizedsediment the pore size varies frotfore = 0.260sediment0 0.37dsediment

Cell Squeezed Between Two Particles (Table 3.3,éVlod

Large platy particles such as kaolinite can bagagelas or larger than the cell size.
The loading mechanism resembles a sphere beingezaegidbetween two large plates.

The deformed cell gains a filled torous shape uhélcell wall fails in tension.

Cell Puncture (Table 3.3, Model d)

The thickness of kaolinite and illite clay partEl@are one or two orders of
magnitude smaller than cells, and therefore thditmpmechanism resembles a spherical
bacteria being “pressed by needles” until theemwally puncture the celBun et al.
2003]. The lower limit for this model correspondsthe smallest particle that can exert
the required puncture force without buckling, i.evhen platy sediment particles

experience excessive bending before perforatingehevall.

17



Cell Squeezed Within the Equivalent Continuum SedlinEkeleton (Table 3.3, Model e)

When sediment particles are much smaller thaneleecg., montmorillonite, the
cell is effectively submerged in an equivalent awnim, and sediment particles are not
strong enough to puncture the cell wall. However tlee burial depth of the sediment
increases, particles move closer together by cossfme of the counterion diffuse layer,
reducing the space around the cell. In this casgpped cell can be axially deformed into
a filled torous until its cell wall breaks in teasi For this model, the initial interparticle
distance is assumed to be equal to twice the diffiayer thickness and the limit
deformation is established at an interparticle aise of 10 A. According to this
mechanical model and the parameters summarizealte13.3, reversed arching takes
place within the sediment skeleton and the celesakore load than the neighboring
particles due to the high sediment skeleton compéa The position of this boundary
depends on the lateral effective stress, whicinietl to the sediment formation history.
Nutrient and waste transport are slow in these-giréned sediments and may become

the limiting factor.

Cell Entrapment and Mobilization inside the Seditrfékeleton (Table 3.3, Model f)

Motile microbial cells can generate a viscous dge in the order of 0.1-t0-10
pN [Astumian and Hanggi2002; Miyata et al, 2002]. This force may be sufficient to
displace neighboring particles. The boundary fes thechanism in thd;o versus depth
space is computed with the displacement model ptedaen Table 3.3 (Model f), which
considers the particles self weight and the skeket@e per particle, and disregards
electrostatic interactions between cells and fireergd sediment particles. Note that the
model considers the displacement of a single partather than the area corresponding

to the cell’s cross section.
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Table 3.3Models for Bacteria-Sediment Interaction
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“ Notation: « =4, whers 1 is initial cell wall thickness and R is initial cell radins; -%, where £, Is particle thickness and R is initial cell radius; ¢ - ”-g:'l'-, where 7oy 15 cell wall tensile strength and E, is
cell wall elastic modulus. K, and R, .. radius of pore and pore throat for a given geomstric configuration; M., maximum depth before the cell wail fails; H oy siinge Maximum depth where cell can push
sediment paticles; Ry, = 8314 N-m/“K-mol; 7] sbsolute temperature; g [mol/ny*]; £, double laver thickness; pemittivity of free space £q = 885 % 107'* Fim; real relative permittivity of water » = 78.5;
Faraday's constant &, = 9.6485 » 107 C/mol; 2, valence of cations; E g, elastic modulus of cell wall; T effective unit weight of sediment mass; Kg, lateral stress coefficient; £y, elastic modulus of sediment
particle; &, radius of bacterial cell; v velocity of bacterial cell; 1), viscosity of pore fluid; y, friction coefficient; £, particle size. For Figure 3, 4= 10 kl'\'.i'm:;, Kom 0L E g=5GPa, =1 x 107 ‘ g -8, and
and u = 0.5,



Results

Results from the data synthesis exercise, the ewpatal study, and computed
with analytical models are presented in the same dimensional space defined by
particle size and equivalent burial depth (whictaisurrogate for effective overburden
stress level), to identify boundaries for the mewtel limits of microbial activity in deep

sediments.

Data Synthesis: Geometric Constraints

Habitable pore space and traversable pore-throas $or a Jum nominal bacteria
size are shown in Figure 3.2. The data show thbitdizle pores and traversable pore
throats are found in coarse sediments, and in steyey sediments at shallow depth.

Silt and sand grains may crush at large burialfdephd cause a reduction in pore
and pore-throat sizes. The depth required for angsks inversely proportional to the
particle diameter and directly proportional to tesmsile strength of the mineral that
makes the graingcDowell and Bolton1998]. The dotted line in Figure 3.1 captures the
estimated grain crushing boundary.

Data in Figure 3.2 provides a geometric explanatmnthe generally observed
decrease in microbial abundance with decreasinuclgasize Fredrickson et al. 1991,
Phelps et al.1994;Sinclair et al, 1990;Zhang et al. 1998], and the comparatively low
microbial diversity found in deep, fine-grained ®meents Marchesi et al. 2001;
Newberry et al. 2004;Zhou et al. 2004]. Both can be linked to lack of habitableegyo

space and hindered mobility across pores.
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Figure 3.2 Pore and pore-throat size. Habitable pore spaul@ (diamonds® SEM),
traversable pore throat (open diamokds  MIP), nbithlale pore space (asterisks
SEM), and nontraversable pore throat (crossBBP). Lines suggest estimated limits for
each geometric configuration, and in the absenaata points, boundaries are extended
to reflect expected behavior. Underlined data ktedlicate natural samples; all other
data points were obtained from artificially compmattspecimens (PQM. Santagata
2005 -personal communicatignTypical mineral sizes are indicated in the uppent of

the plot Mitchell, 1993;Santamarina et g/2001].
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Sources for Figure 3.2MIP data from Ahmed et al. 1974; AlMukhtar et al, 1996;

Bolton et al, 2000;Cuisinier and Laloui2004;Delage and Lefebvred984;Delage et al.
1996; Dewhurst et al. 1998;Dewhurst et al. 1999;Diamond 1971;Garcia-Bengochea
et al, 1979;Griffiths and Joshi1989; 1990Heling, 1970;Horsrud et al, 1998;Juang

and Holtz 1986;Lapierre et al, 1990;Lohnes et a).1976;Penumadu and Dear2000;

Simms and YanfuR001; 2004;Sridharan and Altschaeffll971; Tanaka et al. 2003;

Vasseur et al.1995;Yang and Aplin1998]. SEM pictures fromDelage and Lefebvre
1984; Griffiths and Joshi1990;Hicher et al, 2000;Negre et al. 2004].

Data Synthesis: Presence of Bacteria in Sediments

The compiled data shown in Figure 3.3 emphasizeptiesence of bacteria in
sediments with representative grain dize> 1 um. Reduced biodiversity is reported in
various cases that either involve sediments aigh< 1 um or high burial depth. Positive
reports are predominant for silts and sands. Irntrast) there is limited data for finer
sediments, and contamination is suspected in sasesdas reported by some of authors).
It is important to note that bioactivity at deptlayrbe restricted by other limiting factors
such as lack of nutrients. Therefore published detahe absence of contamination)
should be considered as one-way indicators: docteddroactivity suggests that proper
conditions exist; however, the absence of bioagtidoes not necessarily imply

geometric/mechanical limiting conditions.
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Figure 3.3 Presence of bacteria in sediments. Detected lmadienossest ), reduced
diversity—nondividing cells (open diamon&s ), pbksicontamination (triangla ) (as
reported by the authors). Lack of reported datacentain regions does not imply
impossible living conditions. Experimental data hgaied in this study: solid circles,
alive; open circles, dead. Dashed curved arrowcatds negative plates in precipitated
silica flour after grain crushing at high overbund&tresses which causes a particle size

reduction from ~20 pm to ~0.1 um.
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Sources for Figure 3.3[Agnelli et al, 2004;Bird et al, 2001; Blume et al. 2002;
Boivin-Jahns et al.1996;Chen et al. 2003;Cragg et al, 1996;D'Hondt et al, 2004;
Dodds et al. 1996; Fierer et al, 2003; Fredrickson et al. 1991; Phelps et al. 1994;
Sinclair and Ghiorsg1989;Sinclair et al, 1990;Wellsbury et al.1996;Wellsbury et al.
2002; Zhang et al. 1998]. Underlined data labels correspond to wmated sediment
specimens. Data fronAfnelli et al, 2004;Blume et al. 2002;Chen et al. 2003;Dodds
et al, 1996; Fierer et al, 2003; Sinclair and Ghiorse 1989] do not specify water

saturation conditions; the remaining data corredgorpresumably saturated sediments.

Experimental Results

The experimental study conducted to gather dataddiments and depths that are
poorly constrained by the available field data vdesigned to provide either of two
possible outcomes: “dead” when no colonies formea@ulture plates after 24 hours, or
“alive” when colonies were present in culture f@a after 24 hours. Results are
superimposed on Figure 3.3. Average plate coumtsdoh sediment-stress pair are listed
in Table 3.4. Note that some species may becomeculturable, yet be alive. This

possibility is excluded from the analysis.

Table 3.4Colony-Forming Units per mL of Sediment (CFU/mLd8gent) in Specimens

Equivalent Bentonite Illlite Kaolinite Sﬁgfgggr Psrileigri‘tlitjerd
depth (m) (Bent) (IMt-1) (RP2) (Sil-co-sil) (Zeo)
3.0 > 16
11.0 > 16 > 10
55.2 > 10 0 > 10 12 x 16 > 10
110.3 0 8 x1C
220.6 5x16 0 6 x 10 > 10
330.9 0 _
_— 0 (crushing)
882.5 2x16 0 0 5x 10 0

24



0.001

Depth [m]

corresponds

Montmorillonite
llite
Diffusive nutrient transport Kaolinite
"""" Silt Sand
0.01 1 |
I Trapped| Motile
0.1
I Single particle
| displacement
11 ] {b) Traversable pore
Particle throats
| buckKing Q
o I\ e |CO
(d) Puncture {a) Habitable pore
I space
100 - I
! | Equivalent
X | continuum
' s
1000 | v I {c) Squeezing
0.001 0.01 0.1 10 100 1000

Representative particle size d i [prn]

to zero lateral stress.

Model Predictions

25

Figure 3.4 Sediment-bacteria mechanical interaction: predidteundaries. Parameters
and equations are listed in Tables 3.2 and 3.3.pOsdion of the equivalent continuum

boundary depends on lateral stress; the dashedshiows the shallowest case which

Bacteria-sediment interaction models are plottedFigure 3.4 in the two
dimensional space defined by effective overburdegss and particle size, in terms of

depth andl;p. These boundaries define different regions fortdréa's fate in sediments.



Puncture appears as the most critical mechaniseataf§ the survivability of bacteria in
clayey sediments. Possible variations in cell siza| thickness and tensile strength have
a small effect on the position of the boundariegmvthey are plotted in the large variable

range captured in Figure 3.4.
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Figure 3.5 Bacteria’s fate in sediments. Regions are defingdcombining compiled
evidence, new experimental data gathered in thidystpore and pore-throat data, and

predicted bacteria-sediment mechanical interactions
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Discussion and Conclusions

Combined Effect of Geometric Constraints and Mechaical Interactions

Pore and pore-throat sizes correlate with graie sizilts and sands, where fabric
formation is controlled by the particle self-weiglmtd remain quite stable with stress
changes. However, fabric formation is determinedel®ctrostatic interactions in fine-
grained clayey sediments, and the sediment stei@xperiences significant volumetric
changes with increasing confinemeBehnett et a).1991;Mitchell, 1993;Santamarina
et al, 2001]. Note that pores in clayey sediments camsdweral times larger than the

particles themselves, yet, relatively enclosed.

Regions for Bioactivity

Geometrical constraints and mechanical interactsuggest different regions for
bacteria’s fate, identified in Figure 3.5. (a) “the and motile” when pore and pore
throats are large so that cells can move througiptite network and find sufficient space
for growth and metabolic activity. (b) “Trappedside pores” when pore throats hinder
migration; this zone can be subdivided into threbzenes depending on the bacteria’s
ability to push particles and the size of the redile pore space. (c) “Dead” when burial
depths exceed the puncturing and/or squeezinghibliss spore-forming species may
remain dormant, as illustrated in Figure 3.5. Baaten the region that corresponds to
very small particle sizes, beyond the buckling fjmmay not be mechanically
compromised, yet their survivability will be limdeby nutrient and waste transport. The
geometrical and mechanical constraints to microbilivity identified in Figure 3.5
apply to fracture-free sediments; the pore siz&idigion and inter-particle forces in the
gauge material within fractures may deviate frorosthimposed by lithostatic stresses

assumed in this study.
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Summary

The extensive biological activity observed in tle@ansurface cannot be presumed
a priori in deep sediments. Pore and pore-thraassiestrict habitable pore space and
traversable interconnected porosity. Furthermoeslinsent-cell interaction may cause
puncture or tensile failure of the cell membrankeede results restrict the range of grain
size and burial depth where biomediated geochenpoatesses can be expected in
sediments, affect the interpretation of geologipabcesses and the development of

engineering solutions such as bioremediation.
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CHAPTER 4

MECHANICAL EFFECTS OF BIOGENIC GAS IN SOILS

Introduction

The undrained strength as well as the liquefaatesistance can be enhanced by
reducing the contractive tendency of soils (i.erptigh densification), increasing their
threshold strain (e.g., by injecting foams or ptaBhes [Gallagher and Mitche)l2002]),
increasing their small strain stiffness (i.e., tigtementation to prevent early pore
pressure generatiofsail et al, 2002]), or by decreasing their pore fluid bulifsess
[Yang et al. 2004;Yegian et a].2007]. The field application of these alternasiwan be
restricted by the presence of nearby constructioigs, cost, uncertainty of execution, or
possible environmental implications.

The fluid bulk stiffness is very sensitive to theegence of gas, and a small
volume of bubbles can significantly affect the ppressure response to loading including
the value of Skempton’'s B parameter, P-wave veloamd liquefaction resistance
[Chaney 1978;Fourie et al, 2001;Ishihara et al, 1998;Kokushg 2000;Tamura et al.
2002; Yegian et al.2007;Yoshimi et al.1989]. Pore fluid softening by gas injection is
limited by the percolation of air bubbles along fprential paths formed by
interconnected large pore throats, thus failingcteate a homogeneous distribution of
small bubbles. On the other hand, methods thatecausrelatively homogeneous
distribution of air bubbles in the pore fluid, s gas generation by electrolysiegian
et al, 2007] appear effective in reducing the liquefaction pttd of soils.

Gas bubbles may also accumulate in otherwise satusmil matrices through gas
dissolution and air trapping during infiltrationddar rapid water table ris€€pnstantz et

al., 1988;Fayer and Hille] 1986] or in-situ anaerobic microbial respirat[@uttler et al,
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1991; Dinel et al, 1988]. Previous studies on biogenic gas bublbiesoils are mainly
related to the effect of bubbles on compressibitityd undrained strength of shallow
sediments containing relatively large gas-filledvitas surrounded by a matrix of
saturated soilills et al, 1991; Sills and Gonzalez22001]. The influence of relatively
small biogenic gas bubbles on the undrained regpohsediments and their potential
effects in liquefaction resistance and P-wave ustaequires further research.

The purposes of this study are to review known dy&dt metabolisms that
generate gas as a by-product, to conduct an exgetain study to improve the
understanding of the process of biogenic gas g&aere soils, and to analyze the data
using poroelastic models that capture the influesicgas bubbles on P-wave velocity

and Skemptom’s B parameter.

Review on Biogenic Gas Bubbles

Biogenic Gas

Biologically mediated processes can lead to thelywtion of gases in porous
media, as shown in Table 4.Adams et a).1990;Soares et al.1988;Wheeley 1988].
Table 4.1 summarizes the conditions and speciagvied in biogenic gas generation in
previous studies reported in the literature. Gasdpetion tends to mimic bacteria
population growth rates, and therefore can be obteatr by limiting bacterial activity
through nutrient availability, and environmentahddions such as temperature, among
other factors $ills and Gonzalez2001]. Pore scale geometric limitations also wpppl

[Rebata-Landa and Santamarirz006].
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Table 4.1Previous studies on biogenic gas generation

Species Remarks Gases Reference
Indigenous bacteria NO; added N.O
from two mine soils in No NO; added I\i [Johns et al.2004]
East Texas, USA NO; + H,0O added 2
Indigenous bacteria
from interstitial waters After sulfate depletion
of sulfate-depleted ~ Rate of ~ 13imole/liter/day CH. [Martens and Berner1974]
marine sediments
Indigenous bacteria ; N,O .
from a Brookston loam NO; added N, [Firestone et al.1980]
. Methane production started
Methanobacterl_um after 1 hour lag and ceased CH, [Daniels et al. 1980]
thermoautotrophicum H,
after 5 hours
Indigenous bacteria After a lag phase of ~20 hours
from soils used for gp " H; [Logan et al. 2002]
gas was produced for 75 hours
tomato plants
Gas production inversely
Mixed anagrob|c proportlone}l to SRT. Total CH, [Nakamura et a).1993]
bacteria gas production ranged from 4 H,
to 10 liter/day
Clostridium . . CcOo, .
acetobutylicum Vigorous gas production H, [Behlulgil and Mehmetog|i2002]
Indigenous bacteria Maximum gas production N,O
from soil at an gas p 2 [Cardenas et a).2003]
. . started after 71 hours N,
experimental site
. o Nitrogen gas (B was present N.O
M|xe% demtnfymg almost entirely in the gas N, [Chung and Chung2000]
acteria
phase CcO,
Indigenous bacteria ~ Gas produced after 21 days CH
from an estuarine and held in the sediment bed COi [Sills and Gonzale2001]
clayey silt for the next 17 days
Indigenous bacteria  NO, removal (and presumed N
from a wood compost N, production) was rapidly N 6 [Barnes et a].1995]
bed medium performed in batch studies 2
Indigenous bacteria . N,O
from a fluvic Ratio NO/(NO+N,) was N, [Cannavo et a).2004]
. . around 0.54 in all cases
hypercalcaric cambisol CGo,

31



The most common biogenic gases found in near-srgads are Cg H,, CH,
and N. Carbon dioxide C®has high solubility in water causing low residenuye;
methane CHlis a green house gas; and both methane and hydewgecombustible. On
the other hand, nitrogen gas resents several advantages within the scopei®f th
investigation: it is neither explosive nor a greamse gas and its solubility in water is
very low (as indicated by Henry’'s values in Tabl@)4therefore less gas is needed to

produce bubbles and bubbles will remain undissofeetbnger periods of time.

Table 4.2Common metabolisms that generate gas as a bygroduc

Henry's
Metabolism Bio-mediated reaction Generated  constant
gas Kn
[m/atm]*
Aerobic Carbon
S CH,0 + O,— CO, + H,0 dioxide 3.4x10°
resplratlon C()z
Fermentation ChD — 0.333 CHCOOH + 0.333 CQ+ 0.667 H hy‘lj_'mge” 7.8 x 10°
2
Denitrification =~ CHO + 0.8 NQ + 0.8 H — CO, + 0.4 N, + 0.35 HO ”'t,:loge” 6.5 x 10°
2
Methanogenesis G — 0.5CH + 0.5 CQ mgltrane 1.4x10°
4
* besides CQ

! wilhelm et al, 1977]

Nitrate Reduction and Respiratory Denitrification in Soils

Nitrate can be reduced in the environment throuble direct path of
ammonification in which the product is ammoniatake the indirect path of respiratory
denitrification in which products can be nitric d& nitrous oxide and nitrogen gas; the
two paths are shown in Figure 4.1. The relativetrdmution of denitrification and nitrate
ammonification is a function of the carbon-to-ni¢raatio [Tiedje et al. 1982]. While
denitrification dominates in environments rich iitrate but relatively deficient in

electron donors, ammonification is largely favoealsl electron-rich environments where
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only low concentrations of nitrate are availalmle and Brown1980;Forsythe et al.

1988].
Ammonification
nitrite reductase
NO, > NH,*
NO;-
nitrate [ NOQ,” | —>| NO [—>|N,O |—>|N,
reductase nitrite nitric oxide nitrous
reductase reductase oxide
reductase

Respiratory denitrification

Figure 4.1 Nitrate and nitrite reduction - Enzymes involve®athway N@ - NO, -
NH;" corresponds to nitrate/nitrite ammonification, WHNO; - NO, - NO - NO - N,
corresponds to respiratory denitrificatididhan et al., 2004; Moura and Moura, 2001,

Richardson et al., 2001; Simon, 2002

In respiratory denitrification, nitrate is reduceddinitrogen through a battery of
reactions catalyzed by specific enzymes, as inelicat Figure 4.1Nlohan et al. 2004;
Moura and Moura 2001; Richardson et al.2001; Simon 2002]. Denitrification not
always reaches the last step of fdrmation with 100% efficiency (lower branch in
Figure 4.1); hence, the produced gas is a combimati N O and N at variable ratios
[Barnes et al. 1995;Chung and Chung2000;Davidson et al. 1993;Firestone et al.
1980;Johns et a].2004]. The most relevant factors influencing tago N,O/N, include:
the presence of specific genes encoding the retj@rzymes in the bacterial species
involved in the process, the ratio C/BHung and Chung2000], the soil acidity and
aeration Barnes et al. 1995;Firestone et al. 1980;Johns et al.2004], the soil texture
and nutrient statusiphns et al.2004], and the soil moistur®évidson et al.1993]. The

reduction of NO to N, is more effective under alkaline conditions sitice activity of
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denitrifiers is higher when the surroundings pHges from pH 6 to 8. In soils with very
high moisture, N can be a significant end-product of denitrificatiavhile in relatively
dry soils N production by denitrification is generally raredam,O becomes the
dominant end-producDjavidson et al. 1993]. It is important to highlight that this as
proof-of-concept study: nitrate and other by-prdadwf denitrification are EPA regulated

contaminants and no action to increase their cdratgon could be applied in the field.

Gas Bubble Nucleation

Biogenic gases dissolve in the pore fluid, i.e.s gaolecules occupy cavities
between water molecules, until the fluid reaches supersaturation threshold that
prompts bubble nucleatiorRpnen et a). 1989]. Spontaneous bubble nucleation, can
result from: (1) depressurization below the vapoespure of the pure liquid, (2)
temperature increase until the vapor becomes mabdesthan the pure liquid, or (3) by
gas dissolution from a supersaturated liquid whea supersaturation exceeds certain
threshold valuesHemmingsenl975; 1977 ubetkin 2003].

Supersaturation thresholds for homogeneous nucteati the bulk liquid are a
function of molecular interactions between theiigand the dissolved gas, however, the
presence of mineral surfaces tends to favor heteemus bubble nucleation at
substantially lower supersaturationBlgnder, 1979; Gerth and Hemmingsenl980;
Pease and Blinks1947]. Nucleation centers in porous media, ineludicrocavities,
irregularities and impurities at mineral surfacesiininguez et a/.2000].

Once supersaturation is reached, the pore watessymeu approaches the
pressure in the ggs, (partial pressure when a single gas specie imtake account),
and bubbles form unless the pressure in the fluideases. The concentration of gas in
the aqueous phasg is related to the gas pressure through Henry'ssteomky as

captured in Henry’s Law:
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k, =l Henry's Law (4.1)
Pq

Henry’s constant depends on the gas species (dd#e 42 for typical values). The tiny
bubbles or “embryos” that form at bubble nucleasdss are stable only after reaching a
critical size Finkelstein and Tam|r1985;La-Mer, 1952;Ward et al, 1970]. The critical
radiusr criical IS defined asljubetkin 2003]:

— 2 |:rS
r.critical - ﬁ

4.2)
whereTs is the surface tension (~0.072 N/m for water #0c is the supersaturation
andu is the pressure at which bubbles nucleate. Notiaesurfactants are generated as a
product of bacterial metabolism, and they can desdhe surface tension of water to a
value as low as 0.027 N/m; the following calculai@ssumé&s = 0.072 N/m to compute
lower-bound estimates of bubble impact on bulkiret$s. Bubbles smaller thagiical
tend to re-dissolve into the pore fluid. On theeothand, stable bubbl@&s> rgitica Can
migrate and/or coalesce to form larger bubbles taat eventually become trapped at

pore throats defining Laplacian capillary surfafies water-vapor interfaces that satisfy

Laplace’s equation). When Henry’s Law applies, ss@tiration is defined as:

Cen
o=-"""-1 (4.3)

wherecgyen is the gas concentration in the flug is the gas concentration soluble in the
liquid under the prevailing experimental conditions

In most cases, theoretical arguments predict mugheh supersaturations than
experimentally foundlubetkin 2003]. These differences point to the use of wstwpic
values for surface tension to analyze very smalbtelrs representing subcritical and
critical nuclei Lubetkin 2003], the reduction of free energy needed tatera critical
bubble nucleus due to geometrical imperfectionslt] 1986], the existence of “active

sites” on a heterogeneous surface that can be chiynistructurally or geometrically
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inhomogeneous and therefore more catalytic thaarstpeutscher and Fletched 990;
Kozisek et aJ. 2000], inhomogeneous supersaturation away froernibdynamic
equilibrium [Li and Yortsos 1994], and secondary nucleation, whereby pretiagis
bubbles behave as nucleation centers for new bsiffdd#gman and Mesled 981].

A compilation of experimentally determined supeusation values for different
gases is presented in Table 4.8Ketkin 2003]. These values, combined with Equation
4.2, can be used to estimate the range of crisieal of bubble nuclei for a specific gas

species. Figure 4.2 shows the range of critica sfzubble nuclei for nitrogen gas.

K
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Critical radius (
>
=
I
o
(=)
=
/ g

20 40 60 80 100 120 140
Supersaturation [for the range observed in Nz]

Figure 4.2 Critical radius for N bubble nucleation under different bubble nucleatio
pressures and supersaturation values, calculated) Equation 4.2. Supersaturation
range corresponds to the one observed experimgimathe literature (Table 4.3). The
bubble nucleation pressure for experiments in gtigly can be considered equal to

atmospheric pressure (~100 kPa, thickest lineamtht).
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Table 4.3 Measured values of supersaturation needed to dawiskle nucleation in
aqueous solutions. Compiled frobrupetkin 2003]

Gas Measured supersaturation needed
Carbon dioxide C® 4.62-20
Hydrogen H 80 -90
Nitrogen N 19 -140
Methane CH 80

Note: Supersaturation is defined as: (cgen/ceq) -1 where cgen is the gas concentration in the fluéd), is the gas concentration
soluble in the liquid under the experimental caodi used.

Experimental Study

This experimental study aimed to evaluate the tghwli Paracoccus denitrificans
to generate gas inside different solil types, toitoogas bubble nucleation inside the soil
matrix, and to assess the evolution of P-wave Wylat time. Additionally, the effects of
nutrient availability and fines content on gas gatien and P-wave velocity were also
explored. As shown later, P-wave velocity was chodee to the controlling effect of
bulk stiffness on the behavior of materials neanrsdion. The study was limited to low-

confinement, and most tests were conducted undauti@nt-recharge conditions.

Materials and devices

Sediments

Seven sediments were chosen for their particle amecompatible solution pH:
Ottawa 20-30 sand (Ottawdyo = 0.5 mm,dsp = 0.72 mm,C, = 1.15), F110 sand (F110
d1o = 90um, dsp = 0.12 mmC, = 1.62), crushed silica flour (Sil-co-sthp = 10um, S, =
0.113 nf/g), precipitated silica flour (Zeaho = 20um, S, = 6 nf/g), RP2 kaolinite (RP2,
dio = 0.36pum, S, = 33 nf/g Wilkinson), SA1 kaolinite (SAlg = 0.4pm, S = 36 ni/g
Wilkinson) and montmorillonite (Bentho = 0.0034um, S = 200 nf/g). Grain-size

information was obtained following ASTM D 422, anlde specific surfaces, was
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measured using methylene blusaptamarina et al.2002]. In addition, clayey-sand

mixtures were prepared by combining these sediments

Bacterial Species

The selected strain iParacoccus denitrificangATCC 13543), a non-motile
coccoid soil organism from the alpha subdivisiontloé proteobacteria. It is able to
reduce nitrate to dinitrogen under anaerobic groedhditions (denitrification — Figure
4.1). The four oxido-reductases required for tkeaitification pathway flohan et al.
2004; Moura and Moura 2001;Richardson et al.2001;Simon 2002], along with their
corresponding structural, accessory and regulaenes, have been well characterized in
P. denitrificangBaker et al. 1998].

Cells were grown in solid agar plates (Nutrientradg2efco - Fisher Scientific)
and incubated at their optimum temperature. Culbwogh (Nutrient broth, Defco - Fisher
Scientific) vials were inoculated with fresh colesj grown for several days until
reaching the late exponential phase (as verifie@ iprevious study by the authors -
results not shown), harvested, washed in salingtisal and resuspended in a different
culture broth (Nitrate broth Defco - Fisher Sciéa}ito enhance their denitrification
potential. Previous studies usiig denitrificansand nitrate-rich broth corroborate the
generation of nitrogen ga$P. Sobecky 2007 - personal communication)The
resuspended mixture will be referred to as the tdyaad inoculum”. In all tests, cells
were resuspended immediately before specimen atsgento prevent cell aging and

deterioration.

Devices

The system consists of a set of square Nalgendebatealed using rubber
stoppers with two exit ports (Figure 4.3). A cagil tube fitted through one port was

used to determine the volume of produced gas. Timer port was used to expel excess

38



air during the specimen assemblage and it was a¢tlafier assemblage (except in tests
when it was used to inject additional nutrientiffedent time intervals).

Water-displacement tube

Port1 Port 2

Rubber stopper

Piez ocrystal Piezocrystal

SIGNAL
GENERATOR  AMPLIFIER
ToDSO R DSO: DIGITAL

Rigid frame %/////////////////////////// OSCILLOSCOPE

Figure 4.3 Experimental device and peripheral electronics.

P-wave velocity measurements across the specimeres performed using a set
of piezocrystals (50 mm in diameter, resonant feeqy of 50 kHz), that were externally
coupled to the Nalgene bottles. The standard pergblelectronics used involved a pulse

generator, amplifier, analog filter and oscilloseop

Test Procedure

Specimen Preparation

All materials and equipment in contact with thetbaal inoculum (broths, agar,
soils, water, capillary tubes, rubber stoppers bottles) were sterilized using a steam
autoclave at 12£€ and 125 kPa for 35 min prior to assemblage. Alseanblage

processes were conducted under aseptic conditions.
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Table 4.4Tested Specimens - Preparation

Study Soll Soil (g) Inoculum (mL) Nutrient (mL) Water (mL)

Bent 49.7 10 200 200

SA1l 227.08 10 200 200
RP2 223.67 10 200 200

Zeo 66.01 10 200 200

Study #1 and #2
Sil 575.67 10 200 50
F110 (£ trial) 637.21 10 200 0
F110 (2° trial) 640 10 200 0
Ottawa 728.58 10 200 0
Sil (a) 576 10 200 50
Study #3

Sil (b) 576 10 200 50

F110 + 1% Bent 646.4 10 200 0

F110 + 3% Bent 618 10 200 0

F110 + 9% Bent 327 10 200 0
F110 + 10% Bent 363 10 200 50

Study #4

F110 + 15% Bent 281.8 10 200 50

F110 + 3% RP2 618 10 200 0

F110 + 9% RP2 545 10 200 0

F110 + 15% RP2 575 10 200 0

" Total soil weight. Mixtures are reported in pereaye by weight.

Solil slurries were prepared by mixing specific amtswf each soil (or mixtures),
bacterial inoculum and fresh nitrate broth, asaatkd in Table 4.4. Slurries were poured
into individual Nalgene bottles, subjected to vanuo ensure initial saturation and filled

to the top with deionized, sterile and deaired waRbber stoppers were set in place
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along with the water-displacement capillary tubetidl assessments of P-wave velocity
were made, when the initial P-wave velocity valuesre lower than ~1400 m/s,
additional vacuum was applied to remove any remgigas to ensure that the initial soil

saturation was$= 100%.

Measurements

The P-wave velocity and the volume of produced @ester displaced in the
capillary tube) were recorded daily for a periodook month for all specimens. On day
30, some of the specimens were subjected to arstegase in pore fluid pressure of 20

kPa for 12 to 24 hours to monitor the partial resxgwof P-wave velocity.

Study #1: Sterile Control

A parallel set of all seven soils was tested durdtydays using heat-killed
bacteria instead of vegetative cells to verify thas bubbles did not form and that the P-

wave velocity remained constant under abiotic cioonis.

Study #2: Single-grained Soils

The selected soils were tested with nutrient aduldg at time zero. All seven

specimens were used for the additional pore flugggure step increase after 30 days.

Study #3: Nutrient Availability Effect

Two additional bottles containing Sil-co-sil wersed, to study the influence of
nutrient availability on P-wave velocity and geriethgas evolution. Initial conditions
were identical to those in Study #2. After the tfimseasurement, one bottle (A) was
injected with 1 mL of fresh Nitrate broth daily, idhthe other bottle (B) was injected

again 10 and 20 days after assemblage with 10 nfitesif Nitrate broth each time.
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Study #4: Mixed soils — Effects of fines content

Eight bottles containing F110 sand with differemtcaints and types of fines were
tested to explore the role of mineral surfacesgaslentrapment. Bottle A contained only
F110 sand, bottles B, C, D, and E contained 3%, A% and 15% bentonite
respectively, and bottles F, G and H contained 3% and 15% RP2 kaolinite
respectively. Bottles C and G (containing 9% bem¢orand 9% RP2 kaolinite
respectively) were also used for the pore fluicspuee step test.

The complete data set and results for these stediede found in Appendix B

and C. Specific results and observations follow.

Results and Observations

Typical sets of P-wave signatures are present&thure 4.4 for F110 sand mixed
with different percentages of RP2 kaolinite. Simitasults were observed when F110
sand was mixed with bentonite. Figure 4.5 showseti@ution of P-wave velocity and
generated gas volume versus time for F110 sanddniith different percentages of
bentonite. Analogous results were observed when0Fddnd was mixed with RP2
kaolinite. Once again, parallel measurements wetheged for all specimens. These
results suggest a strong correlation between biogdisme generation and P-wave
velocity evolution.

The P-wave velocity remained unchanged and no gasgenerated in all sterile
controls (Study #1 - data not shown here); theeefee can assume that all changes

observed in Figures 4.4 and 4.5 are due to theshioggas generation inside the sediment.
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Figure 4.4 Evolution of P-wave signatures during biogenic framation. (i) F110 sand

without fines. (i) F110 + 3%RP2. (iii) F110 + 9%RRiv) F110 + 15%RP2. The first
signal in each sequence was gathered immediatéér #fie initiation of the test.

Successive signals were captured every day thereaft
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Figure 4.5 P-wave velocity and saturation for (i) pure F116d4ii) F110 + 3%

bentonite, (iii) F110 + 9% bentonite and (iv) F14Q5% bentonite.
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The initial (t~0) and final (t~30 days) values efMave velocity for all specimens
are plotted versus specific surface in Figure thell cases, P-wave velocity seems to
stabilize around/p = 500-600 m/s. Results summarized in Figure 46 mdicate that P-
wave velocity can be further modified by conseaitmutrient injections (Study #3). This
suggests that the minimum P-wave velocity is neesearily a boundary imposed by the
system but a limitation due to nutrient exhaustemg thus, nutrient availability could be

used as a tool to control the extent of biogas igeioa in the soil.
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1800 1 el ©
1600 - values o 8 OO
o o oo @ o
~ 1400 A o
K
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2
3
S 1000
>
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d 600 M l A ¢
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Figure 4.6 Initial (t = 0) and final (t = 30 days) steady-ste®-wave velocity for all
specimens, both single-grained soils and mixtumesa function of the specific surface.
The arrow (data for Sil-co-sil) shows the effectraftrient injections on final P-wave
velocity. Original specimens appear as a solid diasn The two specimens that received
nutrient injections daily and every 10 days arewshoas an asterisk and a dash

respectively.
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Figures 4.4 and 4.5 show that changes in P-waweigland gas generation are
triggered earlier in specimens with higher finesteot (Studies #2 and #4). When the
percentage of fines is lower than 9% (both kadimihd bentonite), abrupt changes in P-
wave velocity and generated gas volume are followed partial recovery to finally

reach a stable value. This transient is not obskirveoils with higher fines content.

Pore Fluid Pressure Step

The time-dependent increase in P-wave velocitythiernine tested specimens is
plotted in Figure 4.7. Note that while the 20 kReréase in pore fluid pressure is applied

almost instantaneously, it takes about 15 houri#®iP-wave velocity to stabilize.
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Figure 4.7 P-wave velocity recovery as a function of time iaftee step increase in the
pore fluid pressure. The pressure was increasen ftee initial value equal to the

atmospheric pressure to a constant value=o®0 kPa above the atmospheric pressure.

Dismantling Specimens

All bottles were sealed and vigorously shaken bwydhaefore disposal. Gas
bubbles coalesced and formed larger bubbles thdtldme seen by the naked-eye and

raised towards the surface. Specimens with higksfoontent required significantly more
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shaking than those with low fines content to redetie gas, clearly showing the role of

fines in gas entrapment.

Analysis and Discussion

Low Pore Fluid Pressure Effect

These tests were performed at very low pore flussgures. In field conditions
where higher pore fluid pressures are expected {1000 kPa above atmospheric
pressure), gas bubble generation would requireyatazh of higher amounts of gas due
to higher solubility according to Henry’'s Law (Eda 4.1) and to higher pressures (less

volume of bubbles for the same mass of gas).

Fines Content Effect

No transient was observed in the P-wave velocitguetime data (Figure 4.4) for
soils with some fines content. Apparently, finesdar the motion of gas bubbles which
remain trapped in the soil matrix. On the contrdmybbles can escape in the absence of
fines and the P-wave velocity partially recoveraysing the observed transient in the
data.

The initial gas generation rate and the maximurmumw@ of generated gas is
plotted versus specific surface in Figure 4.8. $ineng correlation observed for all tested
sediments suggests that biogas bubble formatioelolesy as heterogeneous nucleation
and it is directly linked to the availability of dkeation sites on mineral surfaces, which

in turn, also affects the degree of attainable gtaration.
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Figure 4.8 (a) Initial rate of gas generation and (b) maximwolume of
generated gas versus specific surface. For clahg/,cases with additional nutrient are

not included.

Gas Bubbles and Bulk Stiffness — Bubble Size

Bubbles much smaller than soil particles can fithim the pore space without
distorting the soil structure; thus, the presendéegas bubbles only changes the

compressibility of the pore fluid¥Yheeler 1988]. Even relatively small size bubbles are
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sufficient to significantly change the pore fluidlb stiffness Sparks 1963]. The pore
fluid bulk stiffness«; depends on the degree of saturapthe bulk stiffness of watex,

(~2.2 GPa) and the bulk stiffness of gas bubligsRelevant mixture formulas are

summarized in Table 4.5.

Table 4.5 Bulk stiffness, mass density and propagation velo¢extracted from
[Santamarina et al2001]).

Parameter Equation
o, = 1
(a) Fluid bulk stiffness s L1-8
KW Kb
p 1
(b) Bulk stiffness of a soil suspension * n 1-n
K K
Koy =Ky, +K..=K,+ 1
(c) Bulk stiffness of a fluid-filled soil* sol sk Tsus TSk L1-n
Ki K,
(d) Mass density
(e) P-wave velocity
VP
psoil
H — Gsoil
() S-wave velocity Vg = | —
Iosoil

Wheren is the porositySis the degree of saturatiof, ks ©sus kg, Xt, kw aNdx;, are the bulk stiffness of
the mixture, the soil skeleton, the soil suspendioa soil particle (material that forms the grain37 GPa),

the pore fluid, the water (~2.2 GPa) and the gdsblas, respectivelyyp andVs are the P-wave and S-
wave velocity, respectivelyGse is the shear stiffness of the soil mass anglis the mass density of the
soil mass.

*Applicable to near surface soils at low confinememherex; >> xg otherwise the Gassmann equation
must be used instead.
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The bulk stiffness of bubbles can be estimateddiynohg bulk stiffness as:

oP
Ky = 4.4
S (4.4)
where the volum#& of a bubble is a function of its radits
4 3
V = 3 Ort (4.5)

and the gas pressure inside the bulbhlander the assumptions that: (a) the bubbles are
isolated, (b) there is a continuous water phase(enthe vapor-water interface is not in
contact with the mineral surfaces, is related ® ghessure in the surrounding watgr

and the surface tensidig according to Laplace’s equation:

p=u, +23 (4.6)
r
Therefore the bubble bulk stiffness is:
2T
K, = s 4.7
» =3 4.7)

Combining Equation (a) from Table 4.5 and Equatiofy the fluid bulk stiffness
becomes:

1
K, =

(4.8)
stip-g3"
K 210,

On the other hand, the bulk modulus of a suspersiomneral particles in a fluid
ksus takes into account the volumetric changes in graine to changes in pore fluid
pressure, as indicated in Equation (b) in Table Kh&ddition, when particles come into
contact with each other, the granular skeletoneshtire load with the fluid, resulting in
Equation (c) in Table 4.5. These equations candupientially combined to obtain a
general expression for the bulk stiffness of sedisé the presence of disseminated gas

bubbles:
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1

n{81+(1— )3T }1‘”
K 2T, K

w g

Ky =Kyt (4.9)

soil

In laboratory and field applications, the globalkbstiffness of the soiksy and its
skeletal stiffnesscsk can be inferred from P and S wave velocity measards, as
indicated in Table 4.5. Then, these expressionmiperstimating the average bubble

radius as a function of P and S-wave velocity aggiele of saturation (for S<1):

20, 11 1 _1-n|_sS (4.10)

r:3[(1 S)
n IOSOH(VPZ _(g_'_aj WSZJ Kg K,

wherea depends on the Poisson’s ratio of the skeletpand varies betweedsn = 0.92
anda = 1.33 forveg = 0.1 tovek =0.2 respectively.

The evolution in average bubble radius was estithede each experiment using
this expression. Maximum values of average bulduéus ranged from 28 nm to 350 nm.
These sizes are larger than the critical radigga = 10 nm computed for the prevailing
experimental conditions (atmospheric pressurepgétin gas - Figure 4.2) therefore, they
are stable bubbles. No explicit correlation is folnetween the average bubble radius and
the specific surface of the various sediments.ain fhis may reflect the combined effects
of mean bubble size and variability. This is exptbm Figure 4.9 where all experimental
data are shown. Clearly, similar valuesvfcan be obtained for the same saturation for
different mean-variability pairs. Another importdetture is captured in this plot: very
small bubbles do not cause an immediate drop ik $tiffness as the saturation decreases
from 100%.

Microbial surfactants can decrease surface tensfomater from 0.072 N/m to
about 0.027 N/m. For simplicity, all calculatiomsthis study assumens = 0.072 N/m.
Lower values ofTs imply even larger reductions in fluid bulk stifsge therefore these

calculations represent an upper-boundary for trosgss.
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Figure 4.9 Saturation and P-wave velocity data for all tegtst). Lines correspond to
Vp calculated from fluid bulk stiffness (G = 0) aguaction of saturation, bubble mean

sizey, and variabilitys (log-normal distributions of bubble size).

Skempton’s B-value and P-wave Velocity

Skempton’sB-value is the ratio of the change in pore fluidgstge4u for a
change in isotropic confinements applied under undrained conditionSkempton
1954]:

_fu

B=
Ao

(4.11)

From poroelasticity, the paramet@rcan be expressed as a function of the bulk
stiffness of the mineral that makes the graigghe granular skeletoty, and the whole

soil massesoi [Ishihara 1970]:
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B= (4.12)

Replacing Equation 4.9 in 4.12, the asymptotic tsoiu for B when xglkg—0, is
[Skempton1954]:
1

1+n[~1'(ik
Ky

B (4.13)

A convenient expression for Skempton® parameter can be derived by
substituting equations in Table 4.5, Equation 4@ Bquation 4.10 in Equation 14.3:

B = . (4.14)

1 1-n

psoil I:EVPZ - (g + aj WSZJ Kg

While the S-wave velocity in granular media is det@eed by the skeletal

1+ a gosoil WSZ

stiffness and it remains practically unchangedrdpthe early stages of unsaturation (i.e.,
ksk IS not affected at low suctioil€ho and Santamarin&001]), the P-wave velocity is
controlled by the bulk stiffness of the pore flaidd it rapidly decreases as soorSas1
[Ishihara et al, 1998;Tsukamoto et g1.2002]. Hencelp is significantly larger thavs
near saturationvs/Ve? ~ 0). The validity of these expressions for B dsration ofVp is

corroborated against experimental measurementsgureé=4.10.
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Figure 4.10 Relationship between B-value and P-wave velocitypdfimental data
collected from the literature. The lines correspaadequation 4.12 for two different

values of the skeleton bulk stiffness, in termstwfar wave velocity's.

Equation 4.14 was used to estimate the valudB dbr all sediments at the
beginning of the test and after 30 days. Calcutaticonsider tha¥s is a power function

of the mean effective stres% [Santamarina et al2001]:

O.I ﬁ
Vg = 5[@1&;61) (4.15)
p=036-__° (4.16)
70Cn/ s '

For this particular experimental setup, the medectfe stress confinement is very low
(6'o ~ 0.02 — 0.2 kPa) and the emphasis is placed @ulk stiffness of the pore fluid.
Empirical values for thé-factor and theg-exponent range fromi = 25 m/s angg = 0.32
for clays too = 75 m/s ang@ = 0.25 for sands. Thereforés values are in the order of 10
to 50 m/s. Consequently, the skeleton bulk stiffriegis very low and the value @

decreases slightly even in the presence of gasldsilaimd lowVp values, as shown by
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experimental results in Figure 4.11. However, thme volume of gas and bubble size
can have a pronounced effect on B values in fielid@ions where highevs values are
expected. ComputeB-values for soils withvVs = 200 m/s and/s = 400 m/s are also

included in Figure 4.11.

11 V,=30m's m] =] El\i/ O O o o
0.8 - A A
V, = 200 mis A : N WY
() A\l/
3
c?c 0.6 -
@ X
= X X
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X
Initial values: line
0.2 1 Final values: symbols
Based on measured V, values
Arrow s: effect of additional nutrient
.~ 0.00001 0.0001 0.001 0.01 0.1 1 10 100

Specific surface (m?/g)
Figure 4.11 Initial and final (steady-state) value of SkemptB parameter computed
for all single-grained soils and mixtures as a fiomcof specific surface. Compiled using
Equation 4.14 and assumiiMg = 30 m/s and ~ 1. Additional results shown for higher
shear-wave velocities assuming that gas bubblegearerated in the same proportions as

in the experimental study.

As noted earlier,B-values can be further reduced by consecutive entitri

injections as gas generation is conditioned byienttavailability in the medium.

The Effect of Biogenic Gas on Liquefaction Resistae

The number of cycles required to attain liquefattonsiderably increases as the

value of B decreasesshihara et al, 1998;Sherif et al. 1977; Tsukamoto et gl.2002;
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Yang 2002; Yoshimi et al. 1989]. Published results are summarized in Figude
(upper part). For this limited dataset, the liquéfan resistance experiences the most
significant improvement whe decreases belo® ~ 0.5.

From the point of view of field applications, a waation between/r and the
cyclic stress ratio is particularly convenient. Skorrelation is supported by the causal
link between saturation, and fluid bulk stiffnesghaboth B-value and P-wave velocity,
as shown above. This is explored in Figure 4.12qugublished results. It can be
concluded that the cyclic stress ratio increasealmut 20% when the P-wave velocity
decreases fronvp = 1500 m/s tovp = 600 m/s and exhibits a dramatic improvement

when the P-wave velocity drops bel®y~ 500 m/s.
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Figure 4.12 Variation in Normalized cyclic stress ratio (NCS&j}h respect to P-wave
velocity (left) and B-value (right). NCSS = (CSR)a/(CSR)awrates Data collected from

the literature.

These observations, in combination with resultswshin Figures 4.5 and 4.6,
suggest the potential use of biogenic gas generdtirogen gas in this study) to
increase the liquefaction resistance of soils suibgeto cyclic loading. There are few

trade-off: on one hand, presence of fines facditghs nucleation and also increase
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liquefaction resistance by itself; on the other djapresence of fines hinders bacterial

transport and activity in the soil matrix.

Effect of Pore Fluid Pressure Fluctuations in Bubl# Dissolution.

The results from the pore fluid pressure step t@Stgure 4.7) suggest time-
dependent bubble dissolution. In other words, gdsbles compress immediately as the
fluid pressure is increased and latter experientaestbn-limited dissolution to reach the
new equilibrium condition. This phenomenon may bkvant to tidal or water surge

events.

Conclusions

Biogenic gas generation (nitrogen gas in this studfectively reduces the bulk
stiffness of the pore fluid and the P-wave velqcityggesting potential effects in
Skempton’'sB parameter and the susceptibility to liquefactiditimately, the type,
guantity and rate of biogenic gas production may“designed” to address specific
engineering needs.

Controlled nutrient injection can be used to retplthe process; otherwise,
biogenic gas generation is expected to be temperatependent due to the inherent
nature of bacterial growth dynamics.

There is no response in any of the sterile conttalgontrast, consistent changes
in P-wave velocity and gas volume were observadanulated sediments. Therefore, the
generated gas is bio-mediated and cannot be ergldiy chemical effects associated to
the addition of nutrients to the soil.

Biogenic gas appears to form sub-micron size bubhikich are disseminated

throughout the soil mass in contrast to air inttivhich tends to concentrate along
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percolation paths. Thus, the biogenic gas altereahay be more effective at preventing
the local triggering of liquefaction. This hypotieseeds further evaluation.

Soil grain size affects the early evolution of bi@diated gas generation by
contributing nucleation sites as well as entrapm®atls with small percentages of fines
may fail to trap bubbles and show a transient desaen P-wave velocity, followed by a
partial recovery to the final stable value. Whee times content increases, the transient
does not take place, and soils reach a stable B-welucity faster than in “clean” soils.

The effects of spatial variability have been exptbfor the case of cementation
on Chapter 6. The conclusions are also valid fogh$ generation in soils.

Bacteria and nutrients must be properly selectethabthe generated gases are
environmentally safe, have low solubility in watdacilitate bubble formation, and
experience relatively long residency time. Althougtrogen gas appears to exhibit all
these characteristics, possible by-products inneaomplete denitrification pathway are
environmentally inadequate and should be furthatyaed.

P-wave propagation provides insightful informattbat can be effectively used to
monitor biogenic gas generation in laboratory aggtions. Furthermore, this geophysical
method is readily applicable in the field. Poreidlipressure step experiments and
theoretical arguments suggest that biogas generatiifects will require longer time
under higher pore fluid pressure field conditicarsg may be affected by rapid changes in

pore fluid pressure.
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CHAPTER 5

BIOLOGICAL CLOGGING OF SOILS UNDER RADIAL FLOW

Introduction

Microorganisms can reduce the hydraulic condugtieftsoils and fractured rocks,
alter fines migration, clog filters, enhance hydnoamic dispersion, and increase
chemical retardation in soil#\[lison, 1947;Avnimelech and Neyd 964;Baveye et aJ.
1998; Chang et al. 1974;Daniel and Boumal974;Frankenberger et al.1979;Gupta
and Swartzendruberl962; Kristiansen 1981; McCalla, 1950; Mccoy et al. 1981,
Mitchell and Nevp 1964; Nevo and Mitche]l 1967; Oberdorfer and Petersonl985;
Raiders et al.1986;Swartzendruber and Gupt&a964;Taylor and Jaffe1990;van Beek
and van der Ko00jj1982;van Beek1984;Vandevivere and Bavey&992a; b; cwood
and Basseft1975].

The biological clogging of soils has been extergigtudied, often in the context
of detrimental effects such as plugging of sewanitration ponds Mitchell and Nevp
1964], unwanted plugging near the well bore in bwjlection and production wells
[Cunningham et al.1991;Kalish et al, 1964;van Beek1984], and diminished ground
water rechargeNevo and Mitche)l1967]. However, controlled soil bioclogging cam b
applied for selective plugging in enhanced oil kg [Cusack et a).1992;Kim and
Fogler, 2000;Lappin-Scott et al.1988;MacLeod et al.1988], bio-barrier formation and
in situ bioremediationim and Fogley 2000], and rock fracture bio-healingdss et a.
2001]. In all these cases, the extensive literaturesoil bioclogging is limited to one-
dimensional fluid flow situations, in which the welty is constant along the specimen. In
these cases, the most common difficulty experiensdbe development of clogging at

the inlet, close to the source of nutrie@hpng et al. 1974;de Vries 1972;Mitchell and
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Nevq 1964; Oberdorfer and Petersorl985; Paulsen 1995; Rice 1974; Vandevivere
and Baveygel992a].

The main purposes of this chapter are to reviewfdb®ors that affect biological
clogging of soils, to examine biofilm-fluid flow teraction at the pore scale, and to

explore the development of bioclogging in typideld-type radial flow conditions.

Literature Review

Soil Clogging

Clogging is the reduction in the capacity of a doilconduct fluids due to a
decrease in pore or pore-throat sizes or lossterdannectivity. Underlying processes
are of chemical, physical or biological origiBgveye et al.1998]. Physical clogging
results from fines migration and entrapmedbérdorfer and Petersgri985;0kubo and
Matsumoto 1983;Rice 1974;Valdes and Santamarin2005], progressive nucleation of
dissolved gas to form bubbles or segregation ofisuitle liquids Allison, 1947;Gupta
and Swartzendruberl962; 1964 Shaw et al. 1985]. Chemical clogging combines pore
geometry, the chemical properties of the percadafinid (electrolyte concentration,
organic compounds, pH and redox potential) andntiveeralogical composition of the
soil grains; these characteristics control dissmtuand precipitation processd3aveye et
al., 1998;0Oberdorfer and Petersqri985;Rice 1974].

Biological clogging is the result of several intetitag pore-level phenomena:
bacterial transport and attachment, bacterial drpwibiomass accumulation, the
development of micro-colonies and biofilms on maleurfaces, reduction in pore space,
shear detachment of biomass from mineral surfaneshanical filtration at pore throats,
excreted extracellular polymers, and entrapmepbofly soluble biogenic gas bubbles at

pore throatsAllison, 1947;Baveye et al.1998;Bonala and Reddi1l998;Vandevivere
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and Baveye1992a; b; c]. The evolution of bioclogging can dmntrolled through the
addition of growth substrate, carbon and energyrcg®) such as plant residues,
monosaccharides, disaccharides, alcohols and nenpkison, 1947; Baveye et a).
1998; Frankenberger et al.1979;McCalla, 1950]. Bioclogging self-regulates through
mechanisms such as the balance between the raiernéss generation and the rate of
removal, which increases with the increase in hyliragradient across the clogging zone,
as well as through the decrease in nutrient tramspoth increased clogging
[Cunningham et al.1991].

Physical, chemical and biological processes ofteparticipate in soil clogging.
Pure biological clogging can be distinguished froam-biological clogging by applying
treatments that suppress biological activiBayeye et al.1998], such as sterilization
with phenol, ethylene oxide or steadll[son, 1947;Frankenberger et al.1979;Gupta
and Swartzendrube962], and/or low temperatureSypta and Swartzendruhet962;
McCalla, 1950].

Factors that Affect the Biological Clogging of Sod

The main factors that affect the biological clogpiof soils are the size
distribution of soil particlesBaveye et al.1998;Kalish et al, 1964;Raiders et al.1986],
the type of bacteriaHrankenberger et al.1979; Gupta and Swartzendrubed962;
Kalish et al, 1964;Vandevivere and Bavey&992a; b; c], soil moisture level, nutrient
and energy sourceBrankenberger et al.1979], fluid injection rateKalish et al, 1964]
and depth of bacteria penetratid€alfish et al, 1964;Lappin-Scott et al.1988;MacLeod
et al, 1988].

Bacterial transport and retardation within the ricd@nected porous network of a
soil mass is controlled by relative size (pore #hnelative to a single bacteria or bacterial

aggregations), electrical interactions, surfacghmess and cell shape.
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A major mechanism for bacterial attachment to s@sais the development of
biofilms, which starts with the attachment of migiad cells to soil particlesfonlan,

2002;Duddridge et al.1982]. Controlling factors are reviewed next.

Substratum

The extent of microbial colonization increases vsitinface roughnes€haracklis
and Marshal] 1990], probably because rougher surfaces prdvigleer surface areas and
hinder shear forcepnlan 2002]. Electrical interactions between bactend eineral
surfaces reflect the pH and ionic concentrationedepnce of bacterial and mineral
surface charges and the balance between repulstram der Waals attraction between
them. Finally, preferential attachment takes placéo surfaces that are nutritionally

advantageousMueller, 1996].

Conditioning Films

Solil particles are coated or conditioned by polysnaresent in the pore fluid as
soon as they become in contact. This phenomenonfie®the surface chemistry and

facilitates microbial attachmentgeb and Neihgfl975;0fek and Doylg1994].

Pore Fluid Hydrodynamics

The hydrodynamic boundary layer is the zone of igddé flow immediately
adjacent to the solid-liquid interface and actsaabmiting factor in cell-soil particle
attachmentCharacklis and Marshall1990;Donlan, 2002;Rijnaarts et al. 1993;Zheng
et al, 1994]. Its thickness is inversely proportionaltihe fluid velocity so that biofilm

development tends to decrease as velocity incr¢Bseklridge et al. 1982].
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Pore Fluid Composition

Nutrient levels, ionic strength, pH, and tempemtwf the pore fluid affect
microbial attachment to soil particleSgwan et al. 1991;Donlan et al, 1994;Fera et al,

1989;Fletcher, 1988].

Cell Characteristics

Attached cells are linked to the surface by fingamellular polymeric fibrils of
anionic nature in most casd3elech and Gaylardel989;Fletcher et al. 1991;Zottola,
1991]. Cell fimbriae provide hydrophobic aminoacigsidues while the cell
hydrophobicity helps overcome the electrostatiautgipn barrier between the cell and
the mineral surface®pllitt and Makowski 1995;Corpe 1980;Rosenberg et al1982;
Rosenberg and Kjelleberd986]. Motile cells adhere to surfaces duringepiwid flow
conditions and form biofilms more effectively thaon-motile strainsKorber et al,
1989].

There are two phases in bacterial attachment faces: the “reversible” phase is
related to the maximum “initial stickiness” of thacterium, and the “irreversible” phase
which is linked to the adhesive strength of theypwr-stabilized attachmenb{iddridge
et al, 1982].

Compilation and Analysis of Published Results

Hydraulic conductivity data was collected from thierature and plotted in a
Kinitial VErsuskiinai Space in Figure 5.1.

Most reported results correspond to with initialdtgulic conductivity in the
range ofkiniia > 10° cm/s tokinia < 10° cm/s, i.e. silts and fine sands. A possible
explanation for the “de facto” lower boundary istbiologically mediated hydraulic

conductivity reduction can only be achieved whea émvironmental conditions favor
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cell growth and reproduction. When pore sizes araller than ~1 um, geometrical and

mechanical conditions hinder microbial lifiR¢bata-Landa and Santamarin2006] and

consequently prevent biofilm formation that leaal®iblogical clogging of soils.

Hydraulic conductivity after bioclogging k., [cm/s]
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Figure 5.1 Bioclogging effectiveness versus soil type. Coatmh of published

hydraulic conductivity dataAllison, 1947; Cerini et al, 1946; Chang et al. 1974,

Cunningham et gl.1991;Cusack et a).1992;Dennis and Turnerl998;Frankenberger

et al, 1979;Gupta and Swartzendruhet962; 1964Kalish et al, 1964;Lappin-Scott et

al., 1988;McCalla, 1950;0kubo and Matsumotd 983;Raiders et al.1986:Rice 1974;

Sarkar et al. 1994;Shaw et al.1985;Swartzendruber and Gupta964;Taylor and Jaffe

1990;Thomas et al.1966;Vandevivere and Bavey£992a; b; c].
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The upper boundary appears to reflect the ineffimyeof bioclogging in large
pores within coarse soils. A “tube” model is assdnte represent pores. The ratio
between initial and final hydraulic conductivitiges' the “tube” model is estimated from

the Hagen-Poiseuille equation:

kfinal — (dpore_zm)2 :(1_2[{1]2 (51)

kinitial d ? d

pore pore

wheret is the thickness of the biofilm. This trend is sdmposed in Figure 5.1 by
relating pore sizélyore to particle sizéparticie 8SUpore = Dparticie/6.4 (dense packing).

The “tube” model predicts smaller reductions in fagdic conductivity in the
coarser sands than experimentally observed. Thigates that biological clogging is

more complex than uniform coating of soil particles

Experimental Studies

Complementary experimental studies are conductgditoa better understanding
of bioclogging phenomena in radial flow. First, ar@-scale study is conducted to
identify fluid flow velocity effects on biofilm aeenulation on pore wall surfaces in order
to improve the current understanding of biofilmaattment to particle surfaces. Second, a
radial flow study is implemented to identify thdesfts of velocity-dependent bioclogging
to field applications such as injection or extractirom wells.

The selected strain for these studiesPseudomonas fluorescenshis is a
mesophilic, non-spore forming species naturallysent in soils, grown in batch cultures

at 25°C in Luria-Bertani (LB) broth (Fisher Sciéiai.

Viscosity Evolution: Broth and Inocula

The viscosity of a mixture of inocula and Luria-Bem broth was measured at

different time intervals and at different speedsgisa Brookfield DV-E viscometer.
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Inocula was a late exponential growth phase culimgrovide about Focolony forming
units per mL (previous study by the authors, datashown).The mixture was stored at

20°C and the measurements were repeated at 160,3020, 240 and 1440 minutes.

Results and Analysis

Viscosity measurements presented in Figure 5.2 ghaivthe mixture between
inocula and LB broth used in these experiments \mhaas a Newtonian fluid.
Furthermore, the viscosity does not change ovee.tifiherefore, any changes in
hydraulic conductivity must be attributed to readhanges in pore diameter or

interconnectivity and not to changes in fluid visity.
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Figure 5.2 Viscosity measurements. Inocula and LB broth nmtigame mixture used in

subsequent experiments reported here).

The viscosity of a suspensiag,sis related to the pure fluigh and the volume
fraction of suspended particlegs predicted by Einstein’s equatioVdrd and Whitmore

1950]:

”sus :,70 [ﬂl*‘ 25@) (52)
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For a late exponential phase, the cell concentraisoaround 19 cells/mL; the cell
volume is ~5.2x18 mL (1 n in diameter sphere); so, the volume fraction is5.2x10".

For this volume fraction, the viscosity of the seispion is only 0.01% higher than the
fluid viscosity. This calculation corroborates t#mall changes observed in experimental

results.

Pore-scale study

Pore-scale test device and procedure

A sterile chemical-resistant clear PVC capillarpgul mm [.D., 100 cm length
(Figure 5.3) was used to simulate flow conditiohsha pore scale. Different flow rates
inside the capillary tube are applied using a ggipump BS-8000 with a 50 mL sterile
syringe loaded with inocula and fresh LB broth. Thiet pore pressure evolution was
monitored every minute for 2 weeks using a poresguee transducer (Smartec), while
the outlet was left at atmospheric pressure. Fdterdnt flow rates were used: 0.2, 0.3,
0.5 and 0.8 mL/h. A new piece of sterile tube aegh inocula was used for each test.

Pressure transducer

— .
Syringe Capillary tube (L= 1 m)

pump

Figure 5.3 Experimental device — Pore-scale test.

Results

The evolution of the inlet fluid pressure with tinsepresented in Figure 5.4-a for
all four flow rates (0.2, 0.3, 0.5 and 0.8 mL/h)hNg the initial pore fluid pressure

increases with increasing flow rate, the asymptogicavior at > ~ 10000 min shows the
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highest final inlet pressure for the lowest flovterg0.2 mL/h), while the inlet pressure

exhibits almost no change for the highest flow (at& mL/h).

Analysis

The pressure head lobgss for the fluid flow velocityv in a capillary tube is
related to the tube length and the internal diametdd as prescribed by the Darcy-
Weisbach equation:

loss = /1 E L WZ (53)
2D

h
where the Darcy-Weisbach friction coefficientits 64/Refor laminar flow when Re <

2000. Reynolds number is:

_viDLy,
Mg

whereg is the gravitational constant, is the fluid unit weight, ang is the dynamic

Re (5.4)

fluid viscosity. The flow ratej is related to the mean flow velocity and the cresstion:

q=vi"2" (5.5)

4
These equations can be combined to estimate tHatiewoof the internal diametdd(t)
as a function of the head loss with timgJt):

D(t) =#1285£D Lo (5.6)
m yw hloss(t)

and the evolution of the mean flow velocit):

v(t) = \/8;7 B%ﬁ%fm (5.7)

The evolution in flow velocity/(t) is plotted in Figure 5.4-b for the same four ca3és

following observations can be made from these tesul
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Figure 5.4 Evolution of (a) pressure head in the pore-saathe test, and (b) mean flow

velocity calculated using Equation 5.7.
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Small flow rates facilitate biofilm accumulation carthe reduction of the internal
diameter. On the contrary, large flow rates hindfilm accumulation and may
eventually prevent it all together.

Biofilms accumulate until the flow velocity insidéhe tube reaches a certain
asymptotic value, around v = 70 cm/h in this expent (Figure 5.4-b). Thereafter,
the biofilm stops accumulating and the system antsteady-state flow.

When the internal flow velocity is above the asymtipt velocity, biofilms cannot

accumulate, and all flow parameters remain constArdughout the experiment
(pressure head, internal diameter and flow veldcity

Shear stressagainst the wall can be computed from force eguilim:

hiy, 5@2 = 77D 0) (5.8)
to obtain:
) (5.9)
40

Experimental results show that biofilm growth cake place when the shear stress is less

thant ~1 Pa.

Bioclogging in Radial Flow

Radial Flow Test Device and Procedures

The system consisted of a set of two PlexiglassdiEk= 40 cm,t = 1 cm)
separated by a 3 mm rubber O-ring € 30 cm) and pressed together around the
perimeter using 18 fully threaded stainless steéiskand wing nuts, so that the effective
radial flow zone is 30 cm in diameter and approxehya2 mm thick. Radial drainage
ports were carved in the top plate every 5° tonaNeater to escape and a filter placed

over the drainage ports kept sand particles inigeplate (see Figure 5.5). Six pore
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pressure transducers (Smartec) were attached tbattem plate and one to the inlet.
Device parts were rinsed thoroughly with Alconoxoprto assemblage. Once the
equipment was assembled, a perforation locateearbbttom plate was used to fill the
gap between plates with sterile Ottawa F110 saletteel for its grain size (mean grain
size = 11Qum). Continuous in-flow was applied through a cdnp@t using a peristaltic
pump. The test sequence follows:

1. Sterile and deaired water was pumped continuowsly fdays to attain saturation and
constant inlet pressure.

2. Colored sterile water was injected to track thewflfsont and assess homogeneity
using digital imaging at regular time intervals.

3. Bacteria and nutrient were incorporated by injegtéh pore volumes of inoculum
(thereafter, fresh nutrient was injected daily).

4. Deaired water was continuously pumped at a predficege for 3 weeks. All seven
pore pressure transducers were monitored everytelifilne experiment was stopped
when asymptotic values in all seven transducers weached.

The same procedure was followed using three difteftew ratesg: 100 mL/h, 250 mL/h
and 500 mL/h.

Results

Images at different stages of clogging are presemtd-igure 5.5. Homogeneous
radial flow conditions are preserved after clogganyl there are no signs of fingering,
local obstruction or desaturation. This indicatbattthe process is stable and self-
homogenizing under the tested conditions.

Hydraulic heads for all seven transducers and raket tests are plotted as a
function of time in Figure 5.6. All measurements\stan initial “lag phase”, followed by
an increase in hydraulic head until it eventualgaaghes an asymptotic value. The

pressure evolution in different flow rate tests barnnterpreted as follows:
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(b)

Figure 5.5 Set of images at different stages of clogging, fajurated unclogged
specimen (t = 0), (b) clogged specimen at the dnithetest (t = 30000 min). Sketch

indicates the estimated clogging front.

g = 100 mL/h.All measurements in Figure 5.6-a collapse ontedtlirends according
to the radial distance suggesting homogeneous iclogg

g = 250 mL/h Steady-state measurements in Figure 5.6-b cellapso two trends
(pressure at the inlet and at 5 cm radius are wamjlar), which suggests that
clogging is occurring at a radial distance lardgeant5 cm but smaller than 10 cm.

g = 500 mL/h Steady-state measurements in Figure 5.6-c cellapt a single trend,
which indicates that clogging is taking place betwé¢he 10 cm radial distance and

the border of the specimen.
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Figure 5.6 Bioclogging in radial flow. Evolution of hydraulitcead at three radii (inlet, 5
cm and 10 cm) for flow rate (&)= 100 mL/h, (b)g = 250 mL/h and (¢ = 500 mL/h.
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These observations support the following hypotla¢tsequence of events: as the
seepage velocity decreases away from the inley @iveces decrease, bacterial cells
attach to soil particles, and biofilms grow. Thevelepment of biofilms affects the local
fluid velocity which regulates further growth inethvicinity. Gradually, a thick ring-
shaped bio-clogged region develops. These hypotietieps define a highly non-linear
process. The situation is aggravated by the contplekmicrobial transport mechanisms
in porous networksAbu-Ashour et al.1994;Fontes et al. 1991;Gannon et al.1991a;
Gannon et al. 1991b; Harvey et al. 1989; Kjelleberg et al. 1983; Rosenberg and
Kjelleberg 1986;Scholl et al. 1990;Stenstrom1989;Tim et al, 1988;Yates and Yates
1987].

Analysis
The pressure field in radial flow for a disc ofdkmessw satisfies the following

differential equation:

oh=_ 9 9" (5.10)
20wk r

If the hydraulic conductivity is constant betweeadirr; andrs, Equation 5.10 leads to the

following expression for the hydraulic conductivag a function of pressure hedgsand

hiZ

_ q Ie
k'zuﬂwim—n)m{rj (5.11)

The goal of this analysis is to solve the inversebfem of inferringk(r) from the

measured headx¥r). Given the limited amount of information availalnethis study, the
solution to the inverse problem follows Ockham’s&aPrinciple of favoring simplicity
and is based on the minimum number of unknowns phaperly covers the physical

reality [Santamarina and Frattal998].
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Figure 5.7 Bioclogging in radial flow. Heads at t = 0 and &t 30000 min for flow rates
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The following assumptions are made: (a) there araast three “regions” in the
specimen, the “unclogged high flow velocity regiov@ar the well, the “clogged annulus”,
and the “starved region” in the far field; (b) ttransition between the “unclogged high
flow velocity region” and the “clogged annulus”’aensidered to be located at a position
linearly proportional to flow velocity and thereéolinearly proportional to the flow rate;
(c) the transition between the “clogged annulugi #re “starved region” is taken at the
nearest transducer; and (d) the hydraulic condtiiiv each region is homogeneous and
satisfies Equation 5.11.

Figure 5.7 shows heads at time t = 0 and after @00 for the three cases (flow
rates of 100, 250 and 500 mL/h). Clearly, clogdiakes place between the inlet and the
first set of sensors far= 100 mL/h, between the second and the third fse¢msors foq
= 250 mL/h, and between the third sensor and thiddboof the specimen fay = 500
mL/h. The assumed position and width of the clogagadulus is shown in each case.

The evolution of the inverted hydraulic conducivior the three regions within
each specimen as a function of radial distanseplotted in Figure 5.8 at four different
times. Results indicate that the hydraulic condutgtiin the “clogged annulus” can be
more than 2 orders of magnitude smaller than tli@alinvalue, while the hydraulic
conductivity in the “starved region” decreases Ioyyaan order of magnitude from the
initial value. It is important to recognize thatetldifferent regions have been defined
arbitrarily to avoid introducing more unknowns; ligality, the “starved region” could
start at any point after the “clogged annulus”.

The evolution in inverted hydraulic conductivities the “clogged annulus” is
plotted high time resolution in Figure 5.9. Resutsow similar induction time and
clogging time scale observed in the pore-scaleysilidgure 5.4). Furthermore, the
hydraulic conductivity in the clogged zone decredsg 2 or 3 orders of magnitude from

the initial value, for the three flow rates, in @gment with the pore-scale observations.
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Figure 5.8 Bioclogging in radial flow. Evolution of the hydric conductivity within

each specimen as a function of radial distaraed time, for flow rates (a)= 100 mL/h,

(b) g = 250 mL/h and (¢ = 500 mL/h.
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Figure 5.9 Bioclogging in radial flow. Hydraulic conductivés in the “clogged annulus”

as a function of time for the three specimens.

Discussion — Coupled Clogging Phenomena

Small mineral particles may not be trapped in thi€raass when pore throats are
large. However, the development of biofilms mayphsiop migratory fines. The result
becomes a coupled bio-mechanical clogging process.

An additional test was performed to explore thisgpied process. The specimen
was prepared as the others and flow rate was d€xanlL/h. After initial saturation, but
before bacterial cells were incorporated, slurmtaming 1 g/L bentonite was flushed
into the system and the flow pattern was recordgidgudigital imaging at 1-2 min
intervals. Images are similar to those in Figurg Bhere is a homogeneous flow, the
bentonite was flushed away and no clogging developéen, the test proceeded as in
earlier tests by injecting inocula @t= 100 mL/h. Three weeks later, a similar bentonite
suspension was flushed and again the flow pattexs mgcorded using digital images.

Selected snapshots are shown in Figure 5.10. Heepiarticles were no longer able to
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cross the pore throats. As the injection pressureeased, the bio-mechanically clogged

sand specimen experienced hydraulic fracture.
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Figure 5.10 Coupled clogging phenomena. Effect of biofilm inefls transport through

sand

Conclusions

Biological clogging of soils presents two limitifgpundaries related to the pore
size. Biological clogging of soils is limited by ape availability in the pores. It is
presumed that when pore size is smaller thapm L bacterial ability to metabolize and
generate biofilms is hindered by geometrical camsts and therefore their capacity to
reduce the hydraulic conductivity is not as effintias in coarser soils. On the other hand,
when soil particles and pores are too large, moakccumulation is limited by pore flow
velocity and ensuing shear forces.

The fluid viscosity and the Newtonian response dbamange as bacterial counts

increase. It is anticipated that viscosity chanfgesbacterial concentrations as high as
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~1@ cells/mL are less than ~1%. Thus, any changesdnallic conductivity must be
attributed to real changes in pore diameter ordéot@nectivity and not to changes in fluid
viscosity.

Biological clogging of soils is a homogeneous aglftlsomogenizing process. No
fingering, local obstruction or local desaturatiwas observed.

The effects of spatial variability have been exptbrfor the case of
biocementation in Chapter 6. The conclusions ae \ahlid biological clogging of soils.

Clogging studies in radial flow eliminate the inldbgging issue and provide a
more realistic representation of most field appiaes, including fluid injection or
extraction.

Radial flow studies show a characteristic radiagtatice where clogging starts.
This radial distance is directly proportional tovl velocity and it is linked to the pore-
scale flow velocity that matches the pore-scaleeerpental data gathered with the 1D
tube.

The inversion technique used to estimate hydradinductivity values in radial
flow appears to properly recover the physical psses in the soil. This suggests that the
process is relatively homogeneous in each “zonatufé work should include a more
comprehensive distribution of sensors to verifydtigeses made in this inversion.

Coupling between biological and mechanical cloggiogld be used as a tool to
create a long-term yet reversible solution whereelo hydraulic conductivities are
needed, or to engineer techniques to stop the uew@amigration of contaminants,

including fines.
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CHAPTER 6

BIOLOGICAL DEPOSITION OF CaCO 3 IN SOILS

Introduction

Advanced crystal engineering concepts can be iiieamtin natural biological
systems, such as bones, teeth and shells. Indi@etnisms control mineral deposition to
tailor mineral type, crystal nucleation, growth, nmleology and assembly according to
their needsHleywood et al.2000]. The interactions between the “bio-organetnmes”
and the emerging inorganic solids play a crucidk rmm these mineral deposition
processesAddadi and Weiner1992;Heywood et al.2000].

Precipitation of calcium carbonate by bacteria bagn reported in diverse
geological environments, from hot springs to maeneironments and caveBdquet et
al., 1973]. Several metabolic pathways can lead toaegtlular CaC@ precipitation,
such as photosynthesis, denitrification, sulphatkiction, ammonification and anaerobic
sulphide oxidationBaskar et al.2006;Castanier et al.2000].

The purpose of this study is to gain further insigito bio-mediated CaCO
precipitation in soils. Emphasis is placed on p#ation patterns on different mineral
substrates, rate effects, pore-grain size effautistlae consequences of spatial variability

through bio-hydro-chemical coupling.

Literature Review

Biomineralization

More than 60 types of minerals of biological origiave been identified

[Lowenstam and Weinet983]. Most of them involve Ca as the major catiée is the
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second most common metaSifnkiss and Wilbur,1989]. Some microorganisms
accumulate phosphorites, carbonates, silicates egtiiér iron or manganese oxides;
others produce glycocalyx on the cell wall whicaystin the environment even after cell
death Btocks-Fischer et al1999].

Biogenic minerals may be amorphous, paracrystainerystalline Lowenstam and
Margulis, 1980], may occur as a single unit, numerous inodial units or aggregates
[Lowenstam,1981], and can be formed intracellularly, inteldakly or extracellularly
[Krampitz and Witt,1979; Schultze-Lam et al.1996]. The morphology of deposits
depends on microecological conditions (e.g., pHnibg temperature, species present),
therefore, a variety of growth rates and crystatphologies can be foun€pcchio et al.,
2003;Castanier et al.1993;Cunningham et al1995;Ferris et al.,1994].

Once minerals form at a particular site, they mayain in place, be transferred to
other sites, excreted, dissolved and replaced i(aonisly, periodically or occasionally)
[Lowenstam,1981]. Bacterial deposition of carbonates oftaartstat a single nucleus,
which is further grown by the microbial colony, aasdentually forms multiple layers
[Cacchio et al.2003].

Biogenic mineral formation can be the result of tfundamentally different
processes. The first one is “organic matrix-mediate active biomineralization and it is
characterized by the development of an organic nmatdwhich ions are introduced and
induced to crystallize and grow; in this processinaral type, orientation of
crystallographic axes as well as microarchitectaresgenetically controlled. The second
one is “biologically induced” also known as passbiemineralization, and consists of
the creation of bulk extra- and/or intra-cellularineral deposits that lack organic

matrices; the resulting minerals are similar tosth@roduced by inorganic precipitation
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[Lowenstam]1981]. Passive mineralization is usually the restibacterial changes in the
system chemistryTleng and Dovel997].

Microorganisms are the center of a wide range afemalization processes, due to
their participation in various biochemical pathwagad the consequent release of
metabolic products to the environme@ollapudi et al.,1995;Simkiss and Wilbur1 989].
Photosynthetic processes remove carbon dioxide fxasolution such as freshwater or
seawater containing calcium and bicarbonate ioarb@n dioxide fixation) and cause the
precipitation of calcium carbonat®drraga et al.,1998; Simkiss and Wilbur1989].
Nitrate reduction by heterotrophs induces calciuenbonate depositionSjmkiss and
Wilbur, 1989]. Finally, sulfate reduction causes carbonptecipitation in most
pedogenic calcreteMonger et al. 1991].

Several characteristics differentiate biogenic framon-biogenic carbonate
deposits Folk, 1993]: (a) the presence of crystal clusters whigthects the bacterial
tendency to form colonies, (b) size variations lua deposits that are associated to mixed
stages of nutrition, (c) relatively small upperesianit (around < 2um) and a narrow size
range, (d) non-conventional mineral forms thatrawe observed in abiotically processes
(e.g. rod-like or curved), and (e) the presenceSpf Ca, P and/or other minerals

commonly found in biogenic minerals.

CaCOs Precipitation by Bacteria

Heterotrophic bacterial metabolisms can lead tbeeipassive or active CaGO
precipitation Castanier et al.1999; 2000]. In passive precipitation, metabpkthways
such as amino acid ammonification, dissimilatoryaté reduction, urea hydrolysis, and
dissimilatory sulfate reduction increase the pHtloé surrounding environment and

produce both carbonate and bicarbonate ions, tiailg CaCQ precipitation Castanier
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et al, 1999; 2000]. In active precipitation, carbonasées produced by ion exchange
through the cell membran€astanier et al. 1999; 2000Greenfield 1963;Rivadeneyra
et al, 1994].

CaCQ precipitation is controlled by several factorsctsias the concentrations of
calcium and dissolved inorganic carbon, pH, and dkailability of nucleation sites
[Baskar et al.2006;Kile et al.,2000;Sanchez-Moral et al1999].

There is a wide variety of calcium carbonate polgphs which differ in their crystal
structure and thermodynamic characteristics. Galsihows hexagonal-rhombohedral
crystal structure and is thermodynamically stabAeagonite exhibits orthorhombic
crystal structure, often like needles, and it istas@ble. Vaterite displays hexagonal
crystal structure, typically disc-like precipitat@sd is it metastable as well. While most
calcifying strains are able to produce calcite, phecipitation of other CaC{minerals
such as vaterite is not only specie-specific bsd &a&mperature-dependefhakraborty
et al.,1994].

The biogenic precipitation of calcite involves flodowing steps Castanier et al.,
2000; Zavarzin, 2002]: (a) development of an alkaline geochemibatrier, (b)
generation of a calcium carbonate supersaturatétticgsn (c) production of calcite
colloids, (d) nucleation of calcium carbonate omtbdal slime containing immobilized
cd*, (e) diagenesis and crystallization of calcium enats, (6) cementation and

consolidation leading to the transformation of seshts in rock.

Urea Hydrolysis and Biogenic CaCQ Precipitation

The production of urea in soils can be explainedh®ybacterial degradation of
purines Vogels and Drift,1976] and arginineGunin et al.,1986]. Urea hydrolysis and

the subsequent release of free ammonia (urea arficadioin) has been widely studied
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[Pettit et al.,1976;Reynolds et al1985;Zantua et al.1977] and plays an important role
in nitrogen cycling following urea fertilization isoils [Xu et al.,1993].

The hydrolysis of urea to form ammonia and carbaxide in the last step of
nitrogen mineralization is catalyzed by the enzymease (urea amidohydrolase) which
is a nickel-dependent metalloenzynttéaisinger,1993]. Nickel-dependent ureases have
been isolated from different types of bacteriaudatg Bacillus pasteurispecies Benini
et al., 1996], fungi and higher plantslqusinger,1993].

Enzymatic effects on reactivity are commonly acedpbut not well understood
[Estiu and Merz2006]. The role of enzymatic catalysis by the wdidun of the activation
energy is generally recognizeddrcia-Viloca et al.,2004] but the origin of this
reduction remains partially unknowrzjang and Houk_2005]. In the case of urea
hydrolysis, the rate of the uncatalyzed reactioratimut 1&* times slower than the
catalyzed oneJabri et al.,1995].

Ureases have several roles in the environment. Hneyutilized by organisms to
exploit external and internally generated ureaiegen sourceNlobley and Hausinger,
1989] and by higher plants as part of their systemitrogen transport pathwal¢lacco
and Holland, 1993]. Medically, they are implicated in the demwhent of infection-
induced urinary stones (15-20% of all urinary s®&necatheter encrustration,
pyelonephritis and hepatic encephalopatMolpley and Hausinger1989] as well as
peptic ulceration and possibly stomach cancer faandLee et al.,1993]. This enzyme
also catalyzes the hydrolysis of hydroxyurea torbyglamine and is used in sickle cell

anemia treatment.pckamy et al.2003].
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Two bacterial mechanisms related to urease maycabiomineralization. First, urea
hydrolysis modifies the local geochemical condisideading to pH increas@frraga et

al., 1998;Warren et al.2001]:
CO(NH,), +2H,0+H"* = 2[NH," +HCO, (6.1)
Second, bacteria can selectively accumulaté i@aheir cell walls Parraga et al.,1998].

Consequently, active urea degradation processeshan presence of calcium can

significantly favor carbonate precipitatiowrren et al. 2001]:

Ca’ +CO," = CaCQ,, (6.2)
The classical model for a heterotrophic bacteriam loe expressed as:

Ca** +2[HCO, - CaCQ, | +CO, t +H,0 (6.3)

For Equation 6.3, the CaG@issolution/precipitation equilibrium constantisfined as:

K =|ca*|dco,” | (6.4)
where [a*] and [COs?] are the concentrations of €aand CQ* in the local
environment, respectively.

The solubility product constant in watét, at any given pressure, salinity and
temperature conditions, permits tracking the reasti WhenK = Ksp, the solution is
considered to be “exactly saturated”, wher> Ky, precipitation of CaCo@takes place
and wherK <Kg, CaCQ gets dissolveddaskar et al.2006].

The chemical precipitation of calcite requires sgpturation to overcome activation
barriers for calcite nucleation and crystal growtin. the case of bio-mediated
precipitation of calcite, locally enhanced interédealcium ion concentration (produced
due to the tendency of bacterial cell walls to adsmalcium ions) supports the formation

of a diffuse bicarbonate/carbonate ions layer,tergd > K, at a submicron scal&dlk,

86



1993], which is enough to induce crystallizatiomward bacterial cellsBoquet et al.,

1973].

Experimental Studies

Complementary experimental studies are conductgditoa better understanding
of bacterially-induced mineral precipitation on ial surfaces and within soils. First, a
surface-level study is conducted to identify paisein the evolution of biomineralization
on mineral surfaces in order to improve models.o8d¢ three mesoscale tests are
implemented to analyze (1) the effects of nutreamdl incubation time, (2) the relevance
of mineral grain size, and (3) the role of diffusieersus advection of both nutrients and
bacterial cells in the efficiency of the bio-censitin phenomenon. Third, a macroscale
test is performed to study the coupling betweenrdnyiec conduction and bio-

cementation.

Materials and Procedures
The following steps are common to all tests. Sketdior general test setups are shown in

Figure 6.1.

Bacterial Species

The selected strain Bacillus pasteurii(Sporosarcina pasteufiiATCC 11859).
This bacterium is capable of synthesizing ureasd,therefore able to hydrolyze urea to

form ammonia and bicarbonate ions.

Solid Media

Cells were resuscitated in solid WME agar: 1L of 0.13 M Tris Buffer (pH 9.0),

20 g yeast extract, 10 g (NSO, and 20 g powder agar; all reagents were analytical
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grade from Fisher Scientific. Ingredients were ibtexd separately and mixed under
aseptic conditions. Then, Petri dishes containiglts @and NH-YE agar were incubated

at their optimum temperature (T = 30°C).

Stock Liquid Media

NH;-YE liquid media was used to resuspend cell cobhog stock purposes. It

was prepared in similar manner as N¥E agar but omitting the powder agar.

Test Liquid Media

Five different Urea-CaGl media were used for the calcium carbonate
precipitation experiments. All of them containedy Nutrient broth, 10 g NkCI, and
2.12 g NaHCQ per liter of deionized water, but the amounts i@auvaried as shown in
Table 6.1. These mixtures were adjusted to pH BdDsterilized by autoclaving; then, a
filter sterilized solution containing de amount@é#C} indicated in Table 6.1 was added

to the previous preparation under aseptic condition

Table 6.1 Amounts of Urea and Cagper liter of solution in the different nutrient
combinations used.

Nutrient combination Urea () CaCk (9)
#1 20 1.4
#2 20 2.8
#3 20 5.6
#4 10 25
#5 15 37.5

Inocula Preparation

Cells grown in stock NHYE liquid media were washed in saline solution,

harvested and resuspended in Urea-gat@dia or saline solution.
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Figure 6.1 Experimental setup: (a) Study #2 and #3, (b) Stétly(c) Study #5. Details

in the text and Table 6.1.

Study #1: Nucleation “Habits”

The purpose of this surface-scale study was taiiggmatterns in the evolution of
biomineralization on mineral surfaces. It involvedca, calcite and quartz as crystal
nucleation surfaces. Test liquid media #5 was t@ieethis study (Table 6.1). The inocula

was prepared by resuspending cells in Urea-Ca@€tia.

Test Procedure

Small pieces of mica, calcite, and quartz werentisited and rinsed thoroughly
in warm sterile water. Three specimens of each mahigere placed in a sterile Petri dish
and soaked with the resuspended cells in Urea-Cafeldia. All Petri dishes were
incubated at the optimum temperature (T = 30°C)lfa2 and 4 weeks. Sterile controls

were assembled using the same procedure but usirig $Jrea-CaGlmedia.
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Table 6.2Crystal nucleation on mineral surfaces — Main oke@ns

Mineral One week Four weeks
surface
About 90% of the surface is covered by
Some signs of nucleation. crystals. No uniform coating is
observed.
Mica
Ba =100 pm
100% of the surface is evenly coated by a
thin crystal layer: the original calcite
About 10%-30% of the surface is covered surface is transparent and the coating is
with individual nucleation points. Somg opaque. Few sporadic crystals are
dendrites are observed. observed, particularly near edges. The
layer can be detached when pressed With
a point indenter.
Calcite
Bar = 100 pm Bar = 100 pm
About 70% of the surface is covered by
crystals. Edges are preferred. *
About 1% of the surface contains individugl
Quartz . .
nucleation points.
4 J
Bar = 200 pm

* Note water condensation after exposure to atmegph
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At the end of each period (1, 2, 4 weeks), one raineubstrate from each series
was removed from the Petri dishes, rinsed carefuilhalkaline water (pH ~ 9.0) to
eliminate excess nutrient without dissolving thgstals, air-dried and examined using

optical microscopy.

Results

Table 6.2 shows observations on crystal nucleaimiution on mica, calcite and
guartz. It can be observed that:
Bio-mediated CaC@precipitation starts as individual nucleation pein
Precipitation evenly coats surfaces that are simbdahe crystals (i.e. calcite in this
study), however, individual crystal growth is pmeézl on other mineral surfaces
(quartz and mica).
Observations a month after the completion of tis¢ ¢dow relatively weak bond

of the precipitation on the three different minesabstrates.

Study #2: Effect of Nutrients and Time

It is generally accepted that both nutrient conegian and time play a significant
role in bacterial metabolic processes. Urea hydislyand consequently calcium
carbonate precipitation is not an exemption. The@ses of this test are to analyze the
performance of different combination of nutrients(uding cases in which Calcts as
a limiting factor and urea is supplied in excessl giceversa) and to study the influence
of time in the biogenic cementation process.

Several combinations of Urea and Ca€bncentrations have been used in the
literature to generate detectable biogenic Ca@@cipitation Nemati et al.,2005;
Stocks-Fischer et al1,999]. In this analysis, the 5 combinations sunizearin Table 6.1

were tested during 64 days to determine the efféatutrient concentration, nutrient
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volume and incubation time on Cagf@recipitation in sands and their influence in sand
cementation.

Sand (Ottawa F110,6= 90um, dyp = 110um) was selected for this experiment.
It was sterilized in autoclave and kept in an asegintainer. The inocula was prepared

by resuspending cells in Urea-Ca@ledia prepared according to Table 6.1.

Test Procedure

A total of 6 specimens were prepared for each ef 3hnutrient combinations
listed in Table 6.1. One is the sterile control evhwas disassembled after 64 days (same
nutrient but heat-killed cells instead of vegematones). The other 5 were terminated
after 2, 8, 16, 32 and 64 days, respectively. Bohespecimen, inocula was mixed with
sand and fresh Urea-CaQiroth and packed in 60 mL plastic syringes coretwdtd a
tubing to allow nutrient circulation (sketch Figusel-a). All specimens were incubated
at room temperature T = 20°C. A pore volume (PVhutrient was introduced in each
syringe and the old nutrient was allowed to draumh @f the soil every 4 days. The soll
remained submerged in the nutrient between flushiksrefore, specimens terminated
after 2, 8, 16, 32 and 64 days had access to3,,8and 17 PV of nutrient respectively.
The sterile control was fed with the same nutriastthe other specimens during the
whole duration of the test (64 days, 17 PV).

The termination of each test involved (a) drainthg nutrient, (b) washing with
alkaline water pH ~ 9 to remove excess materiath@remaining nutrient (which could
precipitate abiotically during drying) without camg dissolution of biological
precipitates, and (c) oven drying to stop metabuliFhen, syringes were cut with a
mechanical saw to extract the soil. Pictures wakert for qualitative analysis.

The quantitative analysis was designed to deterthiagercentage by weight of

CaCQ precipitate as a function of time and nutrient aairation. Specimens were
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crushed using a mortar and oven-dried, and theverght was recordedys.,. Next, the
dry soil was washed in HCI solution (0.1 M) to dis® precipitated carbonates, rinsed,
drained and oven-dried. Again, the dry soil weigtds recordedvs. The difference
between the two weights is considered to be theghveof the carbonates that were
present in the original specimenCaCQ = (Ws+;—Ws)/ws. The amount of organic carbon
was estimated to be less than 0.2 mg in total lieseé specimens (assuming the dry
weight of a bacterial cell to be 0.2 pg and théoocarmass to be 50%). This corresponds
to a contribution of less than 0.001% for this gtutierefore, organic carbon content was

neglected from the calculations.

Results

Pictures for all specimens are arranged in mabimfas a function of time and
nutrient concentration in Figure 6.2. The firstwoh corresponds to sterile controls.
Each of the subsequent columns corresponds torspasifed during 2, 8, 16, 32 and 64
days respectively. The first row corresponds tovileakest nutrient concentration (#1 in
Table 6.1), and the last one to the strongest #6an Table 6.1). A strong correlation
between nutrient concentration, incubation time applarent cementation of sand can be
appreciated.

Carbonate concentration determined for each specare plotted in Figure 6.3. The
three first nutrients (#1, #2 and #3 in Table Bldiless than 0.1% carbonates after 64
days, the last two nutrients (#4 and #5 in Tablgidlyl 2.4% and 4.0% carbonate.

The cementation efficiency of this experimental geadure is very low.
Comparing the maximum amount of Cagi@at could be generated if all the chemicals
in the nutrient reacted and the actual amount ge@érin the specimens, efficiency
ranges between 0% and 0.64% for Nutrients #1, #2#8nand between 0.34% and 2.6%
for Nutrients #4 and #5. The low efficiency reflethe relatively short time the nutrient

stays inside the specimen between flushes.
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Figure 6.2 Effects of time and nutrient type on biogenic cetaBon as described in

Study #2. Nutrient details in table 6.1.
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Figure 6.3CaCQ content for specimens in Study #2. For detailsTsdde 6.1.
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Study #3: Pore and Grain Size Effects

The objective of this study is to explore the iefige of geometry in the effectiveness of
biocementation. Several materials were selectezbver a broad spectrum of soil grain
sizes. In increasing size: kaolinite (Wilkinson RB@ = 0.36um, S, = 33 nf/g), silt (Sil-
co-sil, crushed silica flougyo = 10pum, S, = 0.113 M/g), fine sand (Ottawa F116, =
90 um, dsp = 120um, C, = 1.62), several sizes of glass beads (GBIR0+ 50 um, dsp =
50 um, C, = 1; GB75,d10 = 75um, dso = 75um, Cy = 1; GB250:0 = 250um, dso = 250
um, Cy = 1; GB700,d10 = 700um, dso = 700um, Cy = 1; GB1000d:o = 1000um, dso =
1000um, C, = 1; GB5000gd;p = 5000um, dso = 5000um, C, = 1), coarse sand (S#1d)o

= 4000um, dsp = 5300um, C, = 1.48), and fine gravel (GV#4;, = 9000um, dso =
11500um, C, = 1.67). All materials were sterilized in autodaa&nd kept in an aseptic
container until use. The test liquid media #5 wasdufor all tests in this study (Table

6.1). The inocula was prepared by resuspending tellrea-CaGlmedia.

Test Procedure

The general assemblage procedure followed the segquiescribed for Study #2
including termination procedures and data gathefmrg qualitative and quantitative
analyses. Only one syringe was used for each rahtard all specimens were terminated

after 32 days.

Results

The content of CaC£s shown as a function of grain size in Figure @idtures
are superimposed on the figure. Maximum carbonegp®sition is observed on grains ~
100 microns in size. The kaolinite (specimen #FEigure 6.4) is uncemented and coarse
grains (specimens #9, #10 and #11 in Figure 6&Jile de-bonded upon manipulation.

All other intermediate cases exhibited a well-bahtsbric.
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Figure 6.4 CaCQ content and models as a function of the grain, a8edescribed in

Study #3. Pictures correspond to each data point.

Analysis

The lack of cementation in very fine particles segjg a relationship between
bacterial activity, nutrient percolation and mirdeprecipitation. Bacterial activity is
hindered in very fine soils (Chapter 3), therefiveir metabolism cannot produce enough
calcium carbonate to cement the soil. In field aggplons the process may also be limited
by the slow advection of nutrient throughout thé s@ss. On the other hand, the lack of
cementation in coarse soils indicate that a thyerdaof mineral precipitation is not
enough to cement particles together when graingage or to increase the coordination
number of the soil mass.

The mass fraction of carbonate Caf®@)as a function of grain sizedepends on the

thicknesg of the precipitate,

AT B DPeyeq, 3

CaCQ,(%) =

gDTl]e‘Eb

soll

r
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This equation properly fits the right portion oktexperimental data for a thicknéss 1
um as shown in Figure 6.4. Therefore, this portibrihe curve is nutrient and/or time
limited.

In view of experimental results, and in agreemeitih wonclusions in Chapter 3, the

left hand side of the data in Figure 6.4 is fitteith a log-model starting ako ~ 1 pum:
r

CaCQ,(%)=2%og -—— forr>21um 6.6

Q,(%) = 2% g(lm] >1p (6.6)

The exponential dependency on size observed fofirtbe materials suggests geometry-
limited bioactivity.

Clearly, both trends in Equations 6.5 and 6.6 applyhe experimental conditions
tested herein. However, they reveal the governimgihg effects of pore size, nutrient,
and time. Results from this experiment do not deéhg possibility of achieving
biocementation in coarser soils, but they emphakiaesufficient nutrients and time will
be required to create a cemented layer thick entmglvercome skeleton forces that are

proportional to the square of the grain size aedefifiective stresses.

Study #4: Diffusion of Nutrients and Cells

The purpose of this study is to analyze how théusiibn of both bacterial cells
and nutrients through the soil mass, affect thednwentation process. Sand (Ottawa
F110, do = 90um, dso = 110um) and silt (Sil-co-sil, crushed silica floutp = 10 um,
dsp = 12 um) were selected for this experiment. Soils weegilsted in autoclave and
kept in an aseptic container. The test liquid méthavas used (Table 6.1), and inocula

was prepared with cells resuspended in salineisalot in Urea-CaGlmedia.
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Test Procedure

Four 60 mL plastic syringes were packed with g@ih with sand and two with
silt. For each soil, specimens differed in the ston procedure: A-type specimens were
saturated with sterile deionized water and a thim of the water was left on top of the
soil to ensure saturation. Then, a pore volume relakCaCJ inocula was poured on top
of the soil, minimizing mixing and preventing adtiee flow into the specimen. The B-
type specimens were saturated with the salineisalutocula and only fresh Urea-CacCl
media was poured on top (see Figure 6.1-b for ldgt&yringes were incubated at room
temperature for 4 weeks without nutrient replacemanthe end of the test, the excess

liquid was removed and specimens were terminatelfssribed in Study #2.

Results and Analysis

Both A-type and B-type specimens were cementednansignificant difference
was observed among them. These results suggesiliffiogion of both bacterial cells and
nutrients occur quite efficiently in these two soll

The chemical diffusion timgnemcan be estimated as:

2
_ L
chem —
Dchem

t (6.7)

The diffusion coefficient for bacteri@,i, assuming unconstrained Brownian motion can
be estimated from Einstein’s expressi@ni{ a 1/iryio). Thus, the time scale for bacterial
diffusion is:

L2
t,, =— 6.8
o Dbio ( )

Finally, a lower-boundary for bacterial self-traogptyin can be estimated as the travel
time of a bacterium swimming in straight line thgbuthe porous network:

L

t ==
V

min

(6.9)

98



For L = 50 mm andDchem = 10° m?s, andv = 10 um/s (Chapter 3)fcher29 days,
thio~800 years anthi;~85 min.Based on these expressions and experimental rethdts
following observations can be made:

Chemical diffusion explains the transport of nuitgealong the specimens within the
length of this study.
Bacterial diffusion through unconstrained Brownraation cannot justify test results.
If bacteria had been transported by bio-diffusitre specimens would have been
uncemented at the end of the 30 day-long study.
Published experimental results show the importasfcehemotaxis for migration of
bacteria towards high-nutrient concentration areggrous mediaqord and Harvey
2007; Olson et al. 2004; Sherwood et al.2003]. Note, however, that in this case
bacteria are migrating together with the nutrierant i.e., towards low-nutrient
concentration areas and against the chemotaxistidine Therefore the mechanism
appears to be related to population growth and mehkexclusion controlled by
nutrient availability. Clearly, bacteria does ndivance ahead of the nutrient front in
this study, hence the biomineralization processmaigent diffusion controlled.

These analyses suggest the benefits of diffusionbfocementation in natural

sands and silts that are not necessarily homogeneou

Study #5: Coupled Effects — Heterogeneity and Unsatation

While diffusion acts as a homogenizing process,estomms of spatial variability
in natural soils may hinder the evolution of biogetementation. The case of imbibition
in unsaturated media is explored next.

Sand (Ottawa F110,6= 90um, dsp = 110um) and silt (Sil-co-sil, crushed silica

flour, dip = 10um, dsp = 12 um) were selected for this experiment. Soils weeeils&ted
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in autoclave and kept in an aseptic container. lfad media #5 was used for this study
(Table 6.1). Inocula was prepared by resuspendgfig in saline solution.

Four 1 L plastic bottles were packed as follow with dry sand as a host with
a cylindrical dry silt inclusion, and two with dsjit as a host with a cylindrical dry sand
inclusion at the center (See Figure 6.1-c for d#&tad\ pore volume of the saline solution
inocula was slowly poured on top of the specim@im&n, a pore volume of nutrient was
added to the top of each bottle. This process epsated every 3 days allowing the old
nutrient to drain out of the soil every time. Speens were fed approximately 5 PV by
the end of the 2 week-long experiments and 10 P¥hbyend of the 4 week-long tests.
At the end of the test, excess liquid was remowet] specimens were terminated as

described in Study #2.

Results

Sketches presented in Figure 6.5 capture the dexjreementation observed in
the disassembled specimens. The following obsemaitan be made:

Two weeks: the silt portion was strongly cemerntetdoth specimens. The sand host
was lightly cemented at the top, bottom and aratmedborders of the silt inclusion
while the sand inclusion was clearly uncemented.

Four weeks: no significant changes were observettt the silt host and silt inclusion
were strongly cemented. The top portion of the shost was significantly more
cemented after 4 weeks; however, no significantngba were appreciated in the
bottom and sides of the sand host, or in the sacidsion, compared to the 2 weeks
specimens.

Results show that capillary driven fluid flow prene the penetration of fluid in

the sand (either the same inclusion or along tdessof the sand host) which remains
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Discussion and Analysis

Cementation and Soil Stiffness and Strength

The particle-level deformation mechanisms vary vettain level. At small-strainss(<
~10°), stresses and strains concentrate at contadsctinthe normal stiffness of the soil
skeleton at small strainS,, depends on the size of contactsfor a particle sizer

[Santamarina et al2001],

SR SN, (6.9)

E. 2[@_—va) r

whereE,, andv,, are the elastic modulus and Poisson’s ratio ofmilagerial that makes

the grains. This equation highlights that a smha#inge in contact area can significantly
affect soil stiffness.

The cementation thickness, particle size and ceroentent can be geometrically
related as follows:

t= ((a +1)% —1)DT (6.10)
wheret is the cementation thicknegsjs the particle size, and is the relative cement
content WeemerfWsoi). Combining Equations 6.9 and 6.10 it can be g#ted that even a
slight amount of cementation can significantly affeoil stiffness.

At large strains, bio-precipitated carbonates caah iaterparticle tensile resistance,
increase rotational frustration, and partially fiids. In turn, these particle level effects
cause higher friction and dilative tendency at thacroscale. These particle level
mechanisms are summarized in Figure 6.6.

The effects of biogenic cementation in soil stifseand strength have been

reported in recent publications. Soil stiffness letton with biocementation has been
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monitored in sands using shear-wave velodty and reported data indicates that
increases from ~ 180 m/s to ~ 540 m/s due to ttusgss PeJong et al.2006]. The soil
strengthening effects of biocementation has beewlsorated using drained triaxial tests:
a maximum compressive strength of ~ 500 kPa wasuned for a confining pressure of

50 kPa Whiffin et al, 2007].

Mechanical Effects

STIFFNESS
%
L o+ -1+ sth-v,)( o
1-v, 2 G,
[Fernandez & Santamarina, 2001]
STRENGTH
Surface roughness Contact tensile strength Pore filling and Dilation

rotational frustration

/—>

HYDRAULIC Uncemented  Reduced pore-throat
CONDUCTIVITY

I(final — (dpore_zm)2 _[l_ 2[1] JZ

kinitial d :

pore

Figure 6.6 Effects of biogenic cementation on soil properties.

Metabolic By-Products

Environmentally undesirable metabolic by-productehs as ammonia can be

deposited into the soil when biocementation takasepthrough the pathway described in
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this study. Further research is needed to adjust gtocess to attain the desired

mechanical impact within an environmentally frigndiethodology.

Reversibility

Biocementation is a reversible process. Since Ga@®solves in pH < 7,
precipitates may dissolve as the pore fluid rexgeteebackground conditions prevailing

before treatment.

Conclusions

The morphology and timing of biogenic crystal natien on mineral surfaces is
influenced by the nature of the substrate. Thugs #&xpected that biocementation will
vary in soils with different mineralogy even if thpore and grain sizes are similar.

The balance between Urea and CgC0Ontent, as well as the residency time of
the nutrients must be adjusted to achieve optirffediency and minimize waste in the
biocementation process.

Pore and grain sizes play a fundamental role ihklsocementation. On the one
hand, bacterial activity cannot take place in vBng soils. On the other hand, when
grains are large, a thin layer of cementation camvercome skeletal forces that are
proportional to the square of the grain size amdeffective stresses and fails to cement
the soil mass. Therefore, longer time and largeowmts of nutrients are needed to
increase the stiffness and strength in coarse. soils

Diffusion of nutrients and bacterial cells can l@néficial for biocementation in
saturated natural sands and silts, where hydromeaiaconditions may bias fluid

transport.
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Capillary-driven fluid flow in unsaturated soils rcgprevent penetration of
nutrients and bacterial cells in the coarser sgians and favor biocementation of finer
zones within the soil mass.

At small strains, even a slight cementation caniaantly increase soil stiffness.
At large strains, cementation can add interparttelesile resistance, increase surface
roughness and rotational frustration and partidily voids, increasing friction and
dilative tendencies of the soil mass. In additimojd filling alters the hydraulic

conductivity of soils.
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CHAPTER 7

GENERAL CONCLUSIONS AND FUTURE WORK

General Conclusions

Mechanical and geometrical interactions betweenelbiat cells and soil particles
play an important role in the design of bio-mediaseil improvement techniques. Grain
size and burial depth restrict the range where bdiated geochemical processes can be
expected in sediments, affect the interpretation geblogical processes and the
development of engineering solutions such as bieteation (Chapter 3).

Geometrical constraints and mechanical interactsuggyest different regions for
bacteria’s fate. (a) “Active and motile” when gand pore throats are large so that cells
can move through the pore network and find suffitigpace for growth and metabolic
activity. (b) “Trapped inside pores” when poradlats hinder migration; this zone can be
subdivided into three subzones depending on theehas ability to push particles and
the size of the habitable pore space. (c) “Deadhen burial depths exceed the
puncturing and/or squeezing thresholds; spore-fognspecies may remain dormant.
Bacteria in the region that corresponds to verylispzaticle sizes, beyond the buckling
limit, may not be mechanically compromised, yetirtlsirvivability will be limited by
nutrient and waste transport. The geometrical aeghanical constraints to microbial
activity apply to fracture-free sediments; the paiee distribution and inter-particle
forces in the gouge material within fractures magvidte from those imposed by
lithostatic stresses assumed in this study.

Bacterial metabolic activity and by-products carvehamportant effects in the

mechanical properties of soils, including the bsiliifness of the pore fluid hence pore
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pressure generation during shear (Chapter 4), birdraonductivity (Chapter 5) and
small-strain shear stiffness (Chapter 6).

Biogenic gas forms into sub-micron size bubbles ciwhare disseminated
throughout the soil mass in contrast to air in@ttivhich tends to concentrate along
percolation paths. Thus, the biogenic gas altereatiay be more effective at preventing
the local triggering of liquefaction. Soil grainzsi affects the early evolution of bio-
mediated gas generation by contributing nucleasites as well as entrapment. Bacteria
and nutrients must be properly selected so thag#merated gases are environmentally
safe, have low solubility in water, facilitate bldlormation, and experience relatively
long residency time. Biogenic gas generation (géro gas in this study) effectively
reduces the bulk stiffness of the pore fluid arel Fawave velocity, suggesting potential
effects in Skempton’sB parameter and the susceptibility to liquefactidhrwave
propagation provides insightful information thatnche effectively used to monitor
biogenic gas generation in laboratory applications.

The effective biological clogging of soils presetw® limiting boundaries related
to the pore size. Bacterial ability to metabolized agenerate biofilms is hindered by
geometrical constraints when pore size is smaltian t~1um. On the other hand, when
soil particles and pores are too large, biofilm umsalation is limited by pore flow
velocity and ensuing shear forces. Radial flow istsidshow a characteristic radial
distance where clogging starts. This radial distam directly proportional to flow
velocity and it is linked to the “pore-scale” flovelocity. Coupling between biological
and mechanical clogging could be used as a toalr¢ate a long-term yet reversible
solution where lower hydraulic conductivities areeded, or to engineer techniques to
stop unwanted contaminants including migratorydine

Biogenic cementation is influenced by the pore grain size and mineralogy of
the soil particles where crystals nucleate, andtype of nutrient, residency time and

flow processes that take place in the soil massn#dll strains, even a slight cementation
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can significantly increase soil stiffness. At larggains, biomineralization can add
interparticle tensile resistance, increase surfacghness and rotational frustration and
partially fill voids, increasing friction and dilae tendencies of the soil mass. In addition,
void filling alters the hydraulic conductivity obss.

Bio-mediated changes of soil properties can berobed/engineered to modify
the mechanical and conduction properties of sbitsvever, the potential development of
bio-mediated soil improvement methods needs to lmthdr analyzed to prevent
environmental issues related to the injection daftédal cells and/or nutrients into the
soil mass, and to assess the long-term stabildyg@ochemical equilibrium of the treated

soil.

Future Work

Results and conclusions gathered in this studybmaaugmented to extend the
scope and impact of this research. Some suggestbos.

Chapter 3 A Gram-positive bacterium could be used. Gramtjesbacteria are
less common in soils but they have thicker celllviaat may protect them against
bursting and puncture under high overburden cabti

Chapter 4 Only the effects of nitrogen gas on the bulkfiséiss of the pore fluid
were analyzed. Other metabolisms could be explurezlaluate possible differences. A
more detailed analysis of waste-products genertdweaigh denitrification, in particular
when this metabolic pathway is incomplete is neddeéield applications.

Chapter 5 Use a more comprehensive configuration of poesgure transducers
to gather more extensive information in a singkt snd improve the inversion process.
Implement reverse flow and mixed-fluid flow to eapd the effect of this common field

condition.
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Chapter 6.A large-scale test is needed to account for thesipte effects of
percolation and spatial variability in the efficignof biocementation. X-Ray diffraction
analysis can be used to corroborate the natuteeatrystals.

General. Investigate long-term equilibrium conditions, amdtend previous

studies to explore the effects of mixed-microb@hmnunities.
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APPENDIX A

PARTICLE LEVEL ANALYTICAL MODELS

Cell Squeezed Between Two Particles (Table 3.3, Melt)

Since the critical particle size is considerededhe one generating the critical contact area:

t Particle size

R Cell radius

Yeff Effective unit weight of the soil mass

of Internal pressure in the cell at failure

€ Axial strain
t.

a Ratio initial thickness over initial radius ~ —
R

B Ratio final over initial surface area

v Poisson's ratio of cell wall

Ecell Elastic modulus of cell wall

) Ratio tensile strenght over elastic modulus

Herit Maximum depth the cell can survive

2
tp crit o .
A.= 2 g Critical contact area (when cell wall fails)
Ainf = (2[9;)2 Influence area
or A
Herit = —f[-)—c Critical depth for cell wall straining (deeper thizis, cell wall
Yeff Ainf fails)
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To obtain the internal pressure at failugg,
b= I{G 1- s) Deformed radius

Assuming constant volume inside the cell, the deéaf contact radius can be obtained:

PR - €)? + jn4mz2[61 _e)to %Zmzmzzg(l —e)- 1J

a=
4{1 - €)
This expression can be approximated by: &= 0.01, 0.020.85 N\RN:: 1
AIR( = 6 |
a=—Ui—— o —— Exact value
m\1l-¢ 3 .
=T Approximated valug
3 _
The cell is assumed to deform following g
the shape of a filled torous ol
i®)
o]
é —
o
)
[a)
1
The initial and final surface areas are: . .
Axial strain
A= 4|]‘[1:R2 Initial surface area (sphere)
Ag= 2@@2 + 2@12@[5 + 4@@2 Final surface area (filled torous)
N At i am
Assuming thin-walled geometry: —=—=—= $:=0.1,0.2.0.5
At t
i f f
Then, the transversal strain can be defined ingeinp as: & = 1-8
B
_ . . o & p-1
Assuming constant volume in the membrane=(0.5) the tensile strain is: g=—="—"—"
2 2B
Therefore the tensile stress is: 0| = &g = @ B-1
[ = “I"cell 2 B
. . . ) Bmax~1
Thus, the maximum deformation the cell can sustaielated toB as: b=—"—
2B max
. . 1
And therefore, the maximum allowaplés: Bmax® m
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Which can be approximated as:

3
Emax= ¢

By force equilibrium:

op: 0|EI—
A 2 B2

p

Al _ Foell®® (g - 1) 4+ 2t
Ara(b + 1B

_ Beel @R [ Brax—1 . Aamaxt Iy

O.
f 2 2

2
Bmax | #@maXPmin* ™min

0.8 T

—— From m
----- From approx max straif

I
ax ratio Af/Ai

Ratio Tensile strength / Elastic modulus

Replacing: O = Egg@ Eq)[ﬁl - Z@)Dn

Which can be approximated as:

of = Egelf@®{1 - 29)

~N g
|

N =
Bl

Factor multiplying failure pressure

Axial strain

—— Exact solution

----- Approximated solutio
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0.5

Ratio Tensile strength / Elastic modulus




Finally the critical depth will be:

@1 - 29)) —— 2
7 2 2
Herit = = 5
Yeff (2[R
1
tp crit 3R ¢ 3
but the critical particle thickness is: 5 = AnaE ——

n 1
3

2 1-¢

EcentDam)[ﬁl—zzp) )
Yeff 4t E__lm, 1
7 2 e

H

crit=
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Ecell

crit

Wd

Cell Puncture (Table 3.3, Model d)

2]
1
=

€:=0.01 0.020.85
M\

A:=6.86.9.25

Particle size
Cell radius

Effective unit weight of the soil mass

Axial strain

t.
Ratio initial thickness over initial radius il
R

Ratio particle radius over deformed contact area radius
Poisson's ratio of cell wall (equal to 0.5)

Elastic modulus of cell wall

Ratio tensile strenght over elastic modulus

Maximum depth the cell can survive

Ratio particle thickness over cell radius

Indentation depth

Deformed radius of contact area
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Following the expressions developed by Sun et@3Zor puncturing geometry:

2
CFeel™d | 3-an®nte 2[1]1()\2)

° 2 2
a (1 - )\2)£1 A%+ |n()\2))
This expression can be simplified as: 0
2
g
2 5 ?
EcelVd ( m Q@
o=——M— ®
2 3\ S T0.01 .
2
But by definition: A= YR %
2A =]
2 -0.02[ -
o= Eceutﬁz—m[-)—dj g —— Exact solution
3 YR w0 Approximated solution
-0.03 | I I I
At failure: 5 10 15 20 25 30
1 1 Ratio particle radius / deformed radius
AP _ 2 APMR . 2
W, = —@ = —@
df o %=
In addition, according to Sun et al, 2003 model:
2 4 2
3-4A +\ + 2E[h()\ )
Ff = Tl [0 ROV ¢ 3
(1-32e -2+ ns2)
810 ¢ I I I |
Simplifying: — Exact solution
o) . .
o N N Approximated solution
o 4 L -
4 4 ; 6-10
5] 32t 1 c
Ff = Ege)[0RWq ¢ [E—3 jfé—wmj =
g 410% | .
>
Replacing the indentation depth at failure, E
the critical depth is: % 2104 a
@
w
5
> | |
0
Herit = ﬂg@m@@ 2 5 10 15 20 25 30

Ratio particle radius / deformed radius
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Cell Squeezed Within the Equivalent Continuum Sedimant Skeleton (Table 3.3,

Model e)
t Particle size
R Cell radius
Yeff Effective unit weight of the soil mass
o5 Internal pressure in the cell at failure
€ Axial strain
t
a Ratio initial thickness over initial radius  —
R
B Ratio final over initial surface area
v Poisson's ratio of cell wall
Ecell Elastic modulus of cell wall
) Ratio tensile strenght over elastic modulus
Herit Maximum depth the cell can survive
1] Ratio particle thickness over cell radius
Og Stress acting in the soil skeleton
K Diffuse double layer thickness IE
€0 Permittivity of the free space
Rgas Gas constant
K Real permittivity of water
T Absolute temperature
Fa Faraday's constant
o lonic concentration
z Valence of cations
Ap Hamaker constant
Ko Lateral stress coefficient
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In this case, the critical depth includes a compodee to the stress in the soil skeleton:

2 - .
A= apax Ot Critical contact area (when cell wall fails)
2
Aint = (4R Influence area
2 . .
Agoil = (2R Soil skeleton influence
of Ac  Og Agoj . - _
Hyit= — 80— + —GF— Cr_mcal depth for cell wall straining (deeper thiquis, cell wall
Yeft Ainf  Veff Ainf fails)
To obtain the internal pressure at failugg, £:=0.010.020.85 Ri=1
b= R[ﬁ 1- s) Deformed radius

Assuming constant volume inside the cell, the deéa contact radius can be obtained:

PR - €)? + jn4m22[ﬁ1 _e)t %Zﬁnzmzz (1-¢)3-1|

a=
4l - ¢)
this expression can be approximated by: 6 |
ol —— Exact value
s || Approximated value
3R € I
a=—-I[— =
m\l-¢ 3 .
IS
o
(&)
3
The cell is assumed to deform following = -
the shape of a filled torous §
]
(m)
1
The initial and final surface areas are: Axial strain
Aj= 4@[1]3?2 Initial surface area (sphere)
Af= zmz + ZDIIZM + 4@1[&)2 Final surface area (filled torous)
A
Assuming thin-walled geometry: f L aR =B
it t
i f f



Then, the transversal strain can be defined ingerimB as: & = 1-8

B
_ _ . o & p-1
Assuming constant volume in the membramne=0.5) the tensile strain is: g=—=—
2 2p
Therefore the tensile stress is: 0| = &Egg)= Ec_ell B-1
1= 51 el ™ 7, B
. . . ) Pmax~1
Thus, the maximum deformation the cell can sustaielated tof as: b= —
2Bmax
. . 1 .
And therefore, the maximum allowallés: Bmaxe ——— $:=0.1,0.2.0.5
1-2¢
Which can be approximated as: o 08 | | T T
S —— From max ratio Af/Ai
3 |- From approx max strai
1 S _
g 2
_ 17
€max- ¢ ©
LL] p—
But considering the lateral %
support of the soil: S
43 _
- _ Q@
€real™ € ~ Esup D
[
S i
o) (o)
_ Pov ov o
freal™ £~ Koo 2
x
- | | | |
02 0 0.2 0.4 0.6 0.8
€real™ 8[(]1 - KO) 1 '
0] 3 Axial strain
And therefore: Emaxs H
0

By force equilibrium:

o Pressure inside the cell

=0
P™ 1A 2 2

8% ) 4 + ib°

Al Beel®R (g - 1) 4@+ 2tb
E— = —= Pl

p

_ Belf0R [ Brax—1 o Aamaxt 23Dmin

o
f
2 2 2
Bmax | #@ma®min* ™min
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L L
3 3
= 1¢ o A 1¢ K
nl- _
Replacing:  of = E oG Iil)[ﬁl - 2:¢)D 0 0 5 E !
1 1
3 3 o
1—2|3¢— + 1- 0 1- 1-K
m 1-Kq 1-Kp 0
Which can be approximated as: $,=0.1,0.1110.5
10 | | |
—— Exact solution
PO S e Approximated solution
0f = Eceif@ @11 - 29) T 1 ¢ 8
772
(1- ko)

Factor multiplying failure pressure
D
|

Ratio Tensile strength / Elastic modulus

To calculate the stress in the soil skeleton, aeédion compatibility is used:

Np = AR Number of particles in one cell-height, assumirgf trech patrticle is
Efﬁz th surrounded by an amount of water equivalent todmeble layer
+ —_—
3
cell= RE = 8¢ = np[aﬁp Deformation compatibility
€ tp o . .
6p = E 2+ ? Deformation in one soil particle

By DLVO theory: 0s = RppL — Ayt
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-1 Repulsion component assuming short interparticle
2 distance

Ag=—" Attraction component for two parallel platy parés!

C
|
=

RppL = 2Rgas T Col] 5

w |~
w |

¢ ¢ ' 3 ct)E ¢ '
g oot aiats)

Neglecting the attraction component, and calling

_ RgadTleg
et

B
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Finally the critical depth will be:

H

crit™

1
¢3
[ 2 ] _ 1-K
sl 20 . EcellD 9 a1 - 29) I 0
Yeff 16m E_EBL 1
= 3
3 . . 7 2 (1—K0)3 o
2- b0 £ 1-K
1- K 2[@1— KO) g 0

When the lateral support is ignored, og K 0, the expression becomes:

Herit =

B
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Cell Entrapment and Mobilization inside the Sedimen Skeleton (Table 3.3, Model f)

n Viscosity of pore fluid

tp Particle size

o] Skeletal stress in the soil mass

Yeff Effective unit weight of the soil mass

Ygrains Unit weight of soil grains

Yoy Unit weight of water

Wparticle Effective weight of a single soil particle

u Soil friction coefficient

R Cell radius

v Velocity of cell

Fdrag Drag force generated by a cell

tp_maximum Maximum patrticle size that can be displaced bylla ce
Hpushing Depth of analysis or maximum depth a cell can @ragil particle
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The displacement of a single particle must overctmaenormal force associated to the skeleton N,
the frictional component between soil grainsyikion and the force that a motile cell can exert over a
soil particle thanks to the drag it can mobilizgaf.

Taking into account the viscosity of the pore flutde velocity that can be achieved by a cell ed t
typical cell diameters, the drag force a cell cabilize can be estimated as follows:

Fdrag= 60mn W R
The skeletal component (N) can be obtained fronfdhewing expression:

N=t, [0

p

Finally, the frictional component can be calculadsd
_ _ 2
Friction = Nt = uli, 0
Replacing the definition of in the previous expression:
0 = YefiHpushing
F = WE, 2 o H
friction = Mo NeffHpushing

By force equilibrium in the horizontal directiofet maximum depth can be calculated as follows:

60 VR
|"pushingz 5

The upper limit of this model corresponds to theecim which the effective self-weight of the salicle
cannot be overcome by the cell drag, and this costien:

Fdrag= Wparticle

¢ 3
4 P
Wparticle= gmﬁzj [ﬁ\/grains' Vw)

3
_ 360 R
Therefore: tp_maximurﬁ —
Ygrains ~ Yw
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APPENDIX B

P-WAVE SIGNATURES

Study #1: Sterile Control
Evolution of P-wave signatures in sterile contr¢ég. Bentonite, (b) SA1, (c) RP2,
(d) Zeofree, (e) Sil-co-sil, (f) F110 sand and @ftfawa sand. The first signal in each
sequence was gathered immediately after the ioiiadbf the test. Successive signals
were captured every day thereafter.

No measurable changes were observed during thay3ddg experiment.

Time (ms) Time (ms)
0 01 nz2 03 04
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Study #2: Single-grained Soils
Evolution of P-wave signatures during biogenic gaseration. (a) Bentonite, (b)

SAl, (c) RP2, (d) Zeofree, (e) Sil-co-sil, (f) F148d (g) Ottawa.
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Study #3: Nutrient Availability Effect
Evolution of P-wave signatures in Sil-co-sil duribgpgenic gas generation. (a)

No extra nutrient added, (b) Nutrient added evey, dc) Nutrient added every 10 days.

Time (ms) Time (ms)

0 0.1 0.2 03 04 0 0.1 0.2 0.3 04

Time (ms)
] 01 0.2 03 04
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APPENDIX C

COMPLEMENTARY DATA

P-wave Signatures
Evolution of P-wave signatures during biogenic d¢asnation. (i) F110 sand
without fines. (i) F110 + 3% bentonite. (iii) F110 9% bentonite. (iv) F110 + 15%
bentonite. The first signal in each sequence wésegad immediately after the initiation

of the test. Successive signals were captured elaryhereafter.

Time (ms) Time (ms)

E i ms
APAIANANNAAANANA ""
il i

—— A

:/%/\\AM/\M/\AW
WWW%

13C



131




P-wave Velocity and Generated Gas
P-wave velocity and saturation for (i) pure F110ds&ii) F110 + 3% RP2, (iii)

F110 + 9% RP2 and (iv) F110 + 15% RP2.
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P-wave velocity (m/s)
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