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SUMMARY 

 

Suspension fluids are a class of complex fluids which are extensively used in 

industrial and biological systems. Examples of such fluids are nano/micro fluids, fiber 

suspensions in a paper making machine, particle filled thermal interface materials, food 

products, fluidized beds, chemical products and biological systems. The thermo-physical 

properties of these fluids are different from the pure fluids. Due to the various 

applications of such mixtures, it is important to determine the properties of the resultant 

complex fluid. In this research, thermal properties of complex suspension flows are 

investigated using numerical computations.  

The objective of this research is to develop an efficient and accurate 

computational method to investigate heat transport in suspension flows. The method 

presented here is based on solving the lattice Boltzmann equation for the fluid phase, as it 

is coupled to the Newtonian dynamics equations to model the movement of particles and 

the energy equation to find the thermal properties. This is a direct numerical simulation 

that models the free movement of the solid particles suspended in the flow and its effect 

on the temperature distribution. This is a robust and efficient computational method for 

the analysis of solid particles suspended in fluid. An advantage of the lattice Boltzmann 

method is that the code can be easily implemented on parallel processors because of the 

local nature of the time evolution operator. Here, parallel implementations are done using 

MPI (message passing interface) method. Teragrid super computing resources have been 

used for large domain simulations. 
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In this study, convective heat transfer in internal suspension flow (low solid 

volume fraction, φ<10%), heat transfer in hot pressing of fiber suspensions and thermal 

performance of particle filled thermal interface materials (high solid volume fraction, 

φ>40%) are investigated. The effect of different parameters such as particle size or 

thermal conductivity on thermal performance is discussed. The results have been 

compared to previous experimental, analytical or numerical studies. Large domain 

simulations show that the flow disturbance due to movement of suspended particles is the 

main reason for local and overall thermal enhancements in convective heat transfer of 

internal suspension flows. The results show that the heat transfer rate is enhanced about 

10% at 5% particle volume fraction.  

Hot pressing of wood fiber suspensions is studied numerically. It is shown that 

effective pre-heating of fiber suspensions can lead to considerable energy savings in 

paper making process. The results show that the thermal properties are highly dependent 

on the wood fiber type. The effective thermal conductivity changes about 45% for 

suspensions of different softwood and hardwoods at 20-40% of solid fiber contents. 

Detail study of particle laden thermal interface materials (a dense suspension) in 

squeeze flow, shows that the microstructure changes in assembly process. This affects the 

thermal properties and needs to be considered for realistic thermal predictions. The 

results show that effective thermal conductivity is enhanced 2-7 times at φ=55% 

depending on particle size and conductivity. It is also shown that using ellipsoidal 

particles with aspect ratio=4 enhances the thermal conductivity 2.5 times compared to a 

mixture with spherical particles at φ=60%. 
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CHAPTER 1  

INTRODUCTION 

 

Mixing solid particles in a liquid forms a multi component fluid. The thermo-

physical properties of these complex fluids are different from the base fluid. Due to the 

various applications of such mixtures, it is important to determine the properties of the 

resultant complex fluid. Nano/micro fluids, particle filled thermal interface materials or 

fiber suspensions in a paper making machine are examples of such fluids. 

A nanofluid is a mixture of suspended highly conducting nano/micro size solid 

particles (such as Al2O3 or CuO) in a base liquid such as water. Because of the high 

thermal conductivity of the solid particles it is expected that the mixture results in a 

cooling medium with improved thermal properties [1-5].  It is a promising cooling 

solution for future high heat dissipating systems such as micro mechanisms or biological 

and electronic devices. The thermal conductivity models for composites such as the 

Maxwell-Garnett [6] model cannot predict the thermal conductivity in nanofluids [2, 7, 

8]. Several mechanisms and models have been presented in the literature as the possible 

explanation for the heat transfer enhancement in nanofluids [2, 9, 10]. Some of the 

presented mechanisms are [7]: simple conduction through the liquid and solid composite; 

ordered layering of liquid near the solid particle; thermal energy transfer due to 

translational Brownian motion; thermal energy transfer due to the existence of an inter 

particle potential; thermophoresis, and localized convection in the liquid due to the 
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Brownian movement of the particles. None of these explanations are proved to be the 

primary reason for the improved thermal properties of nanofluid.  

The analytical or semi-empirical models usually result in complicated and 

inaccurate correlations that are valid under limited conditions [11, 12]. Furthermore, there 

is no general agreement in the literature on the amount of enhancement in the thermal 

properties. Experimental results having uncertainties cannot be used as the primary 

source for determining the mechanism of heat transfer or in determining the design 

parameters [3]. However, experimental validations are critical for confirming any model 

or explanation. The need for an accurate numerical simulation that can explain the heat 

transfer enhancement mechanism is stated in the literature[7]. 

Another example of advanced complex fluids which is extensively used is particle 

filled thermal interface material (TIM). Particle laden TIMs are used extensively in 

electronics components to enhance the heat transfer between heat dissipating components 

such as chips and the thermal packaging components such as heat spreaders [13]. TIM is 

placed between the contacting heat transfer surfaces and goes through a squeezing step. 

The thermal conductivity of the TIM is around 0.1-0.4 W/mK. Adding solid particles 

with high thermal conductivity will increase the bulk thermal conductivity. 

Improvements of 5-10 times in effective thermal conductivity have been reported in the 

literature using particle filled TIM. Effective bulk thermal conductivity of 2-5 W/mK are 

reported to be common in the industry [14].  

Thermal conductivity of thermal interface materials is believed to depend on the 

particle loading and other physical properties of the particles such as thermal conductivity 
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and size. Increasing the particle loading will also affect the viscosity of the thermal 

grease and the minimum bond line thickness (BLT) [15]. Increasing BLT on the other 

hand will increase the thermal resistance which is not desired. Indeed, it has been shown 

that above a certain particle volume fraction, the thermal resistance of TIM will increase 

[16]. Linderman et al. have designed Hierarchical nested surface channels to reduce the 

BLT at a certain applied pressure [17]. Zhou et al. [18] have derived a model for bond 

line thickness based on a Newtonian fluid assumption . This type of correlations fail to 

predict experiments, especially at high particle loading since the particle laden TIM is 

non-Newtonian. Particle laden TIMs have a strain rate dependent viscosity and also have 

a yield stress. Prasher et al. [19] have derived a correlation to predict the thermal 

resistance of TIM based on empirical and analytical models assuming it to be a Herschel-

Bulkley fluid. For the effective thermal conductivity they applied the relation presented 

by Every et al. [20].The results are consistent with the experimental results for higher 

particle loading up to  fifty percent. On the other hand, there are parameters in the 

correlation that must be determined or assumed.  

Water removal from a wet fibrous web is a critical operation in papermaking. For 

each kilogram of paper produced, typically more than 200 liters of water enters a paper 

machine. Most of this water is removed by drainage and mechanical pressing. Only a few 

percent of this water must be removed by evaporation, but doing so uses most of the 

energy needed for papermaking and requires a vast amount of equipment. There is a 

strong economic incentive for improved water removal techniques which can save energy 

and may also lead to better paper properties. Improved paper properties can mean new 
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markets, or can allow a papermaker to meet specifications by using an alternative source 

of fibers. 

The fiber suspension in the hot press section can be assumed as a multi 

component flow containing long solid/deformable fibers under squeeze flow. 

Understanding and characterizing the heat transfer from the hot pressing cylinder through 

the suspension can lead to improvements in the drying section and increase the overall 

efficiency. 

1.1 Objectives 

Considering the above discussion, developing an efficient and accurate numerical 

model that can predict the thermal properties of multi-component fluids is important and 

has applications in many areas. It also helps in explaining the mechanism behind the 

observed thermal properties of this kind of fluids. The objective of this study is to 

develop a numerical method based on lattice Boltzmann method for modeling heat 

transfer in suspension flows. The method is used to investigate heat transfer in several 

systems. Three special cases are considered: suspension flow in microchannels, hot 

pressing of fiber suspensions, and squeeze flow of thermal interface materials.  

In  Chapter 2, Lattice Boltzmann method is described. The extensions to the 

method and development of Thermal Lattice Boltzmann method are outlined.  Chapter 3 

includes sample problems to validate the method and its accuracy. It also includes the 

details of parallel computation implementations and benchmark studies on computer 

clusters. In  Chapter 4, heat transfer in suspension flow in microchannels is investigated. 
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Large domain computation results are presented here. The effect of particle suspensions 

on thermal enhancement is investigated.  Chapter 5 includes study of heat transfer in fiber 

suspension during hot pressing in paper making process. Comparisons with experimental 

results and thermal properties of different wood types are investigated. In  Chapter 6, 

numerical simulations are used to predict particle micro structure during squeeze flow of 

particulate thermal interface materials. The results are used to predict thermal properties 

of these materials. The general conclusions, unique contributions and recommended 

future work are covered in  Chapter 7. 

 

 

 



 

6 

CHAPTER 2  

THERMAL LATTICE BOLTZMANN METHODS 

 

In this chapter, the lattice Boltzmann method is described. The thermal lattice 

Boltzmann methods and recent improvements in the original methods are discussed. The 

present method for modeling heat transfer in suspension flows is outlined.  

2.1 Lattice Boltzmann Method 

The Lattice Boltzmann Method (LBM) is obtained by discretizing the Boltzmann 

transport equation (BTE): 

collisiont
f

Dt
Df

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

=  
( 2.1)

The Boltzmann transport equation is based on advanced kinetic theory. The 

distribution function, t) (x,f iσ  is defined as the possibility of finding fluid particles at a 

given location and time. The collision term describes the rate of change in fluid particle 

distribution due to interaction between fluid particles at each location and at each time 

step. The discrete Boltzmann equation obtained with the BGK (Bhatangar-Gross-Krook) 

approximation for the collision term. It is given as [21]: 

[ ]t) (x,f-t) (x,f1-t) (x,f-1)t ,e(xf eq
iiiii σσσσσ τ

=++  ( 2.2)
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Where t) (x,f eq
iσ is the equilibrium distribution function at x and t, andτ is the 

relaxation time which controls the rate of approach to the equilibrium. The discrete 

Boltzmann equation is used to update the distribution function, t) (x,f iσ  at each time step. 

In this formulation dt=1. 

 It has been shown that the lattice Boltzmann equation with an appropriate equilibrium 

distribution function reduces to the full Navier-Stokes equations [22-24]. In Lattice 

Boltzmann method, the physical domain is discretized as a lattice and the flow field is 

described defining the distribution function in each lattice node. The distribution function 

is the population of fluid particles at location x=(x1, x2, x3) and time t that move in the 

discrete directions iσ with discrete velocities eσi. In the present study we use D2Q9 (two 

dimensional nine velocity) model for two dimensional simulations in which the fluid 

particle may be at rest or move to the nearest lattice point in the horizontal, vertical or 

diagonal directions [21]. The 2D discrete velocity vectors are defined as: 

),( 00e01 =  

41i
2

1i
2

1ie i1 ,..,,)sin,(cos =
−−

= ππ  

41i
42

1i
42

1i2e i2 ,..,,)sin(),cos( =⎟
⎠
⎞

⎜
⎝
⎛ +

−
+

−
=

ππππ  

( 2.3)

In the three dimensional case, the D3Q19 (three dimensional nineteen velocity) 

model is used in which the fluid particle may be at rest or move to the nearest lattice 
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point in any of 18 directions denoted by iσ [25]. The directions are illustrated in Figure 

 2.1.  

 

Figure  2.1. Illustration of 18 directions in D3Q19 model 

 

The density, )t,x(ρ  and the macroscopic velocity vector, u(x,t) of the continuum 

fluid are defined in terms of the fluid distribution function as: 

∑=
i

i t) (x,ftx
,

),(
σ

σρ  
( 2.4)

ie
i

t) (x,iftxutx σ
σ

σρ ∑=
,

),(),(  
( 2.5)

The equilibrium distribution function, t) (x,f eq
iσ is defined as[25]: 

]uD)ueC)ueBt)[A (x,t) (x,f 22
ii

eq
i σσσσσσσ ρ +⋅+⋅+= ((  ( 2.6)
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Considering the conservation laws for mass, momentum and kinetic energy, the 

coefficients can be determined for (2D and 3D model respectively) as: 

24
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12
1B

36
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6
1D

2
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3
1B

9
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3
2D0C0B

9
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0000

−====
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 ( 2.7)
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1111

0000

====

−====

====

,,,

,,,

,,,

 ( 2.8)

The relaxation time is related to the kinematic viscosity by [21]: 

6
12 −

=
τυ  ( 2.9)

2.2 Thermal Lattice Boltzmann Methods 

Increasing interest in Lattice Boltzmann simulations has encouraged the efforts to 

develop a Thermal LBM based on the well developed LB models. Previously, mostly two 

types of Thermal LBM (TLBM) were used: Multispeed approach and Passive scalar 

approach. 
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2.2.1 Multispeed Approach 

The multispeed approach can be considered as an extension of the isothermal LB 

equations. In this method higher order velocity terms are included in the equilibrium 

distribution function in order to obtain the temperature distribution [26-30]. Alexander et 

al. introduced a model for flows of monatomic gases that uses a linear and single time 

relaxation operator [26, 31]. In this approach, the internal energy per unit mass ε is 

defined through the second-order moment of the distribution function, 

∑ −=
i

ii uef
,

2
, 2/)(

σ
σσρε . The equilibrium distribution function includes third-order 

velocity dependent terms: 

2
i

3
i

2
ii

eq
i )uueF)ueEuuD)ueC)ueBAf ⋅+⋅++⋅+⋅+= σσσσσσσσσσσ (().(((  ( 2.10)

The transport coefficients, including viscosity and heat conductivity derived from 

the Chapman-Enskog expansion, agreed well with numerical simulation. 

This approach uses a single distribution function and is straight forward. 

However, this approach has some disadvantages. Deriving the parameters in the 

equilibrium function is not simple. The Prandtl number is usually assumed constant and 

the temperature range is narrow. In addition this approaches suffer from numerical 

instability; although some efforts has been done to overcome this limitation [28]. 
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2.2.2 Double Distribution Function or Passive Scalar Approach 

In this method an additional distribution function is utilized to describe the 

evolution of temperature. When the viscous and compressive heat generation is 

negligible, the temperature is passively advected by the fluid flow. Therefore, using this 

analogy between heat and mass transfer the macroscopic temperature is considered as a 

passive scalar and the Multi Component LBE model is utilized. It has been shown that 

this method has a better numerical stability (the energy conservation is not implemented) 

and is applicable for problems with different Prandtl numbers (diffusivity is independent 

of the viscosity) [32-34]. Shan has utilized this approach to simulate two and three 

dimensional Reyleigh-Benard convection [35]. In this method the distribution of 

component “a” can be determined utilizing the LBE for each component: 

[ ]t) (x,f-t) (x,f1-t) (x,f-1)t ,e(xf eq
iaa

a
aaa τ

=++  
( 2.11)

Here, component 1 represents the motion of the fluid and component 2 represents 

the passive temperature field. The density and velocity are calculated based on the 

distribution function for component 1. In the incompressible flow, the temperature field 

can be simulated by the density field, f2 which satisfies the diffusion equation: 

).().( 22
2 fDun
t
f

∇∇=∇+
∂
∂  ( 2.12)
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2.2.3 Further Developments of TLBM 

The above mentioned methods are based on the primary derivation of the Lattice 

Boltzmann method utilizing single relaxation time collision method (BGK). In that case, 

the equilibrium distribution function is selected as a small Mach number expansion 

containing a few coefficients. These coefficients are determined based on the idea that the 

macroscopic equations derived utilizing Chapman-Enskog expansion should agree with 

the Navier-Stokes equations.  

In 1997, it was shown that the LBE isothermal models can be directly derived by 

properly discretizing the continuous Boltzmann equation in temporal, spatial, and 

velocity spaces [36, 37]. He et al. [38] following the same procedure proposed a thermal 

LBE model in the incompressible limit. This model introduces an internal energy density 

distribution function to simulate the temperature field by discretizing the continuous 

evolution equation for the internal energy distribution. Later in 2006, Shan et al. 

presented in detail the theoretical framework for representing hydrodynamic systems 

through a systematic discretization of the Boltzmann kinetic equation using Hermite 

polynomials [39]. 

In 2004, Shi et al. utilizing the same procedure as He et al. proposed a method for 

thermal LB simulations in the incompressible limit with only considering viscous heat 

dissipation and neglecting pressure work [40]. The proposed method is claimed to be 

more robust and less complex compared to the model presented by He et al. which is 

rather complicated even in the case when the compression work and the viscous heat 

dissipation are negligible.  
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Later, Guo et al. proposed a similar model that includes both viscous heat 

dissipation and compression work [41]. They considered the evolution of the total energy, 

h, (instead of the internal energy) as the second distribution function. The evolution of h 

is obtained from the Boltzmann equation.  

In 2007, Gonnella  et al. presented a model for non-ideal (van der Waals) fluid 

[42]. In this model an extra term, I is added to the right hand side of LBE. The extra term 

I, accounts for the inter particle forces and allows to recover the mass, momentum and 

energy equations of a van der Waals fluid. In 2008, Nie et al. derived a thermal LBM for 

gas flows with internal degrees of freedom [43]. This method is useful specially for 

simulating polyatomic gas flows or for flows with non constant specific heat ratio. Tang 

et al. described the appropriate thermal boundary conditions for thermal LBE [44]. 

Several LB models have been developed to simulate multiphase flows under 

isothermal conditions [45-47]. But, the new TLBMs have led to recent models that can 

simulate multiphase flows considering the effects of temperature [48-50]. Palmer et al. 

[50] have proposed a thermal LB model to incorporate temperature effects into LB 

simulation of two phase flows. The proposed method is a combination of a double 

distribution function scheme and the work presented by Swift et al. (Ref. [46]) for 

isothermal two phase flow. The algorithm has been tested for several simple cases such 

as evaporation of a thin liquid film or an isolated droplet, and condensation of a liquid in 

a channel. This method can be used for arbitrary values of Prandtl number and non-ideal 

gases having arbitrary equation of state. Jiaung et al. [51] presented a thermal LBM for 

the simulation of the phase change problem governed by the heat conduction equation 
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incorporated with enthalpy formation. Huber et al. [52] utilized the above mentioned 

method to simulate melting with natural convection. 

2.3 Thermal Lattice Boltzmann Model to Simulate Heat Transfer in Suspension 

Flows 

The fluid flow and heat transfer due to a moving body can be simulated by the 

Navier-Stokes (NS) and Energy (E) equations. The traditional NS & E solvers consider a 

moving boundary problem and require re-meshing every few time steps. The numerical 

model used in the current study is based on the solution of the discrete Boltzmann 

equation over a lattice space for the fluid phase. The lattice Boltzmann method is used, 

coupled with the Newtonian dynamics and the energy equation to investigate the effect of 

solid particles on the fluid flow and heat transfer in a complex fluid. This is a robust and 

efficient computational method for the analysis of solid particles suspended in fluid [25]. 

An advantage of the lattice Boltzmann method is that the code can be easily implemented 

on parallel processors because of the local nature of the time evolution operator. Another 

advantage of this method is that the computational time is independent of the Reynolds 

number, and only weakly dependent on the number of solid particles, although it is 

dependent on the size of the computational domain.  

Here, the Thermal Lattice-Boltzmann method is based on coupling the LBM with 

the energy equation [53, 54]. The velocity field and the particle distribution are obtained 

from the LB calculations and then the temperature field is obtained by solving the energy 

equation: 
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TkTu
t
Tc 2

p ∇=⎟
⎠
⎞

⎜
⎝
⎛ ∇+

∂
∂ .ρ  ( 2.13)

using a hybrid differencing scheme for the convective term[55]. This scheme is a 

combination of central and upwind differencing schemes. The hybrid scheme accounts 

for flow direction based on local Peclet number which is defined as the ratio of 

convective to diffusive terms. The central differencing scheme is accurate to second order 

and is applied to small Peclet numbers (Pe<2). At Pe≥2, the upwind scheme is applied. 

The upwind scheme which accounts for transportiveness is accurate to first order.  

The dimensionless temperature is defined as: 

inw

in
TT

TT
−

−
=θ  ( 2.14)

Using the lattice units for time, location and velocity, the dimensionless energy 

equation and the thermal boundary conditions can be written as: 

θθθ 21u
t

∇=∇+
∂
∂

Pr.Re
.  ( 2.15)

The results presented here for simulating the movement of suspended solid 

particles are based on the ALD’ method [56]. In this method which combines the 

Newtonian dynamics of the solid particles with a LB model of the fluid, the movement of 

the solid particles can be simulated. Furthermore, the interaction between the particles is 

calculated using the near contact lubrication forces. The LBM presented here is for non-

colloidal limit where the effect of Brownian motion is negligible. The motion of each 

solid particle is found by solving Newton’s equations of motion: 
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)()( tF
dt

tUdM =  

)()](.[)()( tTtIt
dt

tdI =×+ ΩΩΩ  

( 2.16)

Where, M, I, U and Ω are particle mass, inertia, linear and angular velocity. T and 

F are total torque and force on the particle. 

The no slip boundary conditions are applied at the solid surfaces. The Knudsen 

number for liquid flow in microchannels is <<0.01, so the no slip boundary condition 

applies. In the present study, the no-slip condition is applied using the bounce-back 

method. In this method, it is assumed that fluid distributions propagating to the wall 

boundary are directly bounced back to the fluid domain (Figure  2.2). The effect of 

Galilean Invariance (GI) error in standard bounce-back method in the lattice-Boltzmann 

simulations are discussed by Clausen and Aidun, [57], for rigid and deformable particles 

[58]. The LB operators should be modified at the boundaries to incorporate the boundary 

conditions. Here, the bounce-back boundary condition is used to calculate the momentum 

transfer between the fluid and the solid surface. The boundary is always assumed to be 

located at the middle of the boundary links [25]. When the boundary is at the midpoint of 

these links, the bounce-back formulation is accurate to second order. The accuracy is first 

order for more complex boundaries [59]. 
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Figure  2.2. Bounce-back boundary condition 

 

The bounce-back boundary condition at stationary solid walls is applied with an 

appropriate adjustment in distribution function at boundary links: 

)t (x,f1)t (x,f i'i +=+ σσ  ( 2.17)

Where, σi' is in the direction opposite to the boundary link σi. At a moving solid 

boundary with velocity ub, the momentum correction is: 

ibi'i euB2)t (x,f1)t (x,f σσσσ ρ .+=+ +  ( 2.18)
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CHAPTER 3  

MODELING HEAT TRANSFER IN SUSPENSION FLOWS 

USING LATTICE BOLTZMANN METHOD COUPLED WITH 

ENERGY EQUATION 

 

In this chapter, sample problems are considered to validate the numerical method 

and the choice of grid size. The common parameters which will be use in future chapters 

are also defined here. In section  3.2, the method used for parallel computations is 

described and the infrastructure used in the large domain simulations is introduced. 

3.1 Sample Problem and Validation 

In this section sample problems are considered for method validation. To find the 

appropriate grid size, the effect of a stationary solid particle on heat transfer in channel 

flow is considered. The numerical results are then validated by comparison with prior 

results available in the literature for heat transfer from a hot particle in cross flow in a 

channel. A schematic of the domain and the relevant parameters is shown in Figure  4.1. 

The Reynolds number is defined based on the channel height and the mean inlet 

velocity, um.  

υ
Hum=Re  ( 3.1)

Where the mean velocity is given by: 



 

19 

dyu
H
1u

H

0
m ∫=  ( 3.2)

In order to compare the thermal performance, the local Nusselt number is defined 

as: 

⎟
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 ( 3.3)

Where wθ  is the non-dimensional temperature at the wall and mxθ is the non-

dimensional form of the mean fluid temperature at location x, defined as: 

dyuT
Hu

1T
H

0m
mx ∫=  ( 3.4)

The average Nusselt number between two locations x1 and x2 is defined as: 

dxNu
xx

1Nu
2x

1x
x

12
∫

−
=  ( 3.5)

Where x1 can be selected anywhere in the channel. In the results presented in 

 Chapter 4 the average Nu has been computed between x1=25 and x2 located at the end of 

the channel. Eccentricity is defined as a measure of the distance between the vertical 

position of the particle with respect to the centerline of the channel, given by 

H
Hy2

e 0 −
=  ( 3.6)

Blockage ratio, b, is defined as a measure of the size of particle 
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H
db =  ( 3.7)

The appropriate grid size for a grid-independent solution is determined for this 

sample problem. Three mesh sizes of 256 x 64, 128 x 32 and 64 x 16 corresponding to 

16065, 3937 and 945 lattice units are considered. Figure  3.1 compares the effect of lattice 

units on the horizontal and vertical velocity and the temperature distribution along a line 

parallel to the y axis and through the center of the solid particle. The difference between 

the results for grid sizes of 256 x 64 and 128 x 32 is less than 5 percent in the worse case. 

Therefore, the lattice size of 256 x 64 is selected for two dimensional computations. The 

selected grid size for particle diameter is 20. This value will be used as minimum particle 

size in future simulations. 



 

21 

 

Figure  3.1. Comparing a) horizontal and b) vertical velocity and c) temperature 

profile for different lattice units 

(a) 

(c) 

(b) 
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Next, to investigate the accuracy of the computational method, heat transfer from 

a circular cylinder confined in a channel is considered. In this problem heat is removed 

from a two dimensional cylinder with constant surface temperature confined in a channel. 

The flow is from left to right. Here, Re is calculated based on the cylinder diameter and 

the channel flow rate over the cylinder. Where, the average velocity is defined as: 

dyy0u
d
1u

2d0y

2d0y
c ∫=

+

−

/

/
),(  ( 3.8)

Figure  3.2 shows the streamlines and isotherms for a flow with Pr=0.74 and Re = 

5 and 50. For Re=5, the streamlines and isotherms are attached and symmetric. At 

Re=50, a pair of symmetric and counter-rotating vortices appear. Figure  3.3 shows the 

snapshots of the streamlines and isotherms at Re=110 where periodic vortex shedding 

occurs in the cylinder wake. The snapshots are at four equally spaced time intervals 

through the periodic vortex shedding cycle.  
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Figure  3.2. Streamlines and isotherms around a hot particle at a) Re=5, and b) 

Re=50 

(a) 

(b) 
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Figure  3.3. Snapshots of streamlines and isotherms around a hot particle at Re=110 
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The variation of average cylinder Nu with Re from the present computations is 

compared to the experimental results of Hilpert [60], numerical results of Mettu et al. 

[61], and the analytical results of Khan et al. [62] for b=0.2 in Figure  3.4. The current 

results are in close agreement with the previous experimental and computational results. 

 

Figure  3.4. Variation of average Nu with Re 

 

3.2 Parallel Computation Implementation 

There are two main computing hardware architectures in which each CPU has its 

own control and computation unit. In shared memory architecture, all of the computing 

units use a common memory which is shared between them. The processors and memory 
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are interconnected by some type of network. Figure  3.5 Presents a schematic of shared 

memory architecture. 

 

 

 

 

 

Figure  3.5. Schematic of shared memory architecture 

 

In distributed memory architecture each processor has its own private memory. A 

schematic of this architecture is shown in Figure  3.6. 

 

Figure  3.6. Schematic of distributed memory architecture 
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Two methods for parallel computations are used in the current study: OpenMp 

and MPI. OpenMP is a standard directives based data parallel model which is used on 

shared memory architectures. MPI (Message Passing Interface) is the standard 

application programming interface for message passing model. 

3.2.1 Programming Style and Code Performance 

The thermal LB code is written in C programming language. Both OpenMP and 

MPI methods have been used in parallel computations. In MPI implementation, the 

Cartesian topology is used to discretize the computational domain. The MPI standard 

Cartesian topology functions (e.g. MPI_Cart_create) are utilized. Ghost cells are used in 

communication of data at boundaries between neighboring sub-domains. The data are 

communicated between sub-domains in each time step using MPI_Sendrecv function. In 

Figure  3.7 a schematic of the sub-domains and ghost cells is presented. 

 

 

Figure  3.7. Schematic of Cartesian sub-domains and ghost cells 
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Benchmark studies are performed on Mercury cluster at NCSA and Steele cluster 

at Purdue University [63, 64].  Mercury (IBM IA-64) cluster consists of 887 IBM cluster 

nodes. 256 nodes with dual 1.3 GHz Intel Itanium 2 processors Peak performance 5.2 

Gflops (Phase 1) and 631 nodes with dual 1.5 GHz Intel Itanium 2 processors Peak 

performance 6 Gigaflops (Phase 2).  The nodes on Phase 1 have 4GB or 12 GB of 

memory. The nodes on Phase 2 have 4GB of memory. 

The Steele cluster consists of 902 dual quad-core Dell 1950 compute nodes. Each 

node thus has 8 64-bit Intel 2.33 GHz CPUs and either 16 GB or 32 GB of RAM. They 

are interconnected with either Gigabit Ethernet or InfiniBand. Steele’s overall peak 

performance is 66.59 Teraflops.  

In benchmark studies of high performance computing, strong scaling is defined as 

the ratio of the solution time on one processor to the solution time on N number of 

processors for a fixed domain size: 

N

1
t
t

Speedup =  
( 3.9)

The efficiency is defined as: 

100Speedup
N
1

××=η  
( 3.10)

The weak scaling is defined as how the solution time varies with the number of 

processors for a fixed sub-domain size per processor. 
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In the benchmark studies, the sample problem is 3D simulation of heat transfer in 

a forced driven microchannel flow. On Mercury the problem was run for pure fluid and 

for 105 time steps. The domain size is 1283 cube. Figure  3.8 shows the strong scaling. 

Figure  3.9 presents the efficiency. It is observed that the efficiency is more than 50 

percent until 128 CPUs. The simulation run time is presented in Figure  3.10 and Table 

 3.1 . The strong scaling study on Steele was done for suspension flow with 5 percent 

volume fraction. The Strong scaling and efficiency are presented in Figure  3.11 and 

Figure  3.12. Table  3.2 presents the run time for each LB time step for different number of 

CPUs on Steele. 
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Figure  3.8. Strong scaling on Mercury. The domain size is 1283 cube. 
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Figure  3.9. Efficiency of strong scaling on Mercury. The domain size is 1283 

cube. 
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Figure  3.10. Simulation run-time on Mercury. The domain size is 1283 cube. 
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Table  3.1. Strong scaling results on Mercury. The domain size is 1283 cube. 

CPUs Sub-domain size LB time steps / second 

1 128×128×128 0.476 
4 64×64×128 1.875 
8 64×64×64 3.719 

16 32×64×64 6.283 
32 32×32×64 10.598 
64 32×32×32 17.615 
128 16×32×32 28.257 
256 16×16×32 38.745 
512 16×16×16 58.548 
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Figure  3.11. Strong scaling on Steele. The domain size is 1283 cube. (φ=5%) 
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Figure  3.12. Efficiency of strong scaling on Steele. The domain size is 1283 cube. 

(φ=5%) 

 

Table  3.2. Strong scaling results on Steele. The domain size is 1283 cube. (φ=5%) 

CPUs Sub-domain size LB time steps / second 

1 128×128×128 0.424 
2 64×128×128 0.747 
4 64×64×128 1.194 
8 64×64×64 2.256 
16 32×64×64 3.333 
32 32×32×64 5.295 
64 32×32×32 7.494 
128 16×32×32 13.891 
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CHAPTER 4  

HEAT TRANSFER IN SUSPENSION FLOW IN 

MICROCHANNELS 

 

In this chapter, convective heat transfer in suspension flow in microchannels is 

studied numerically. The numerical method described in the previous chapter is utilized. 

In section  4.1, the motivation and an overview of previous studies is presented. The 

computational domain and boundary conditions are described in section  4.2. The effects 

of single or multiple particles on channel flow heat transfer are presented in section  4.3.  

These simulations provide the details of the phenomena which happen in large domain 

simulations with large number of particles. Section  4.4 presents the results of large 

domain simulations. 

4.1 Convective Heat Transfer in Suspensions 

There are several applications in thermal systems such as heat exchangers, turbine 

blade cooling, and electronics thermal management in which forced convective heat 

transfer in microchannels is important. Increasing use of microchannel heat exchangers in 

high performance thermal systems motivates exploration of techniques to further improve 

the channel heat transfer rate.  The possibility to enhance the rate of heat transfer through 

interaction between a stationary or moving solid particle and the fluid flow confined 

within a channel is of significant interest. These interactions cause variations in the flow 
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field and temperature distribution and consequently change the thermal performance of 

the system. 

Analytical solutions for laminar forced convection heat transfer in ducts are 

summarized by Shah and London [65]. Furthermore, many numerical and experimental 

studies consider different channel flow geometries [66-70]. Khan et al. reported an 

integral approach to study the heat transfer from a cylinder confined between parallel 

plates [62]. Mettu et al. [61] and Dennis et al. [71] have reported numerical results for 

heat transfer from an isothermal cylinder in a channel flow. An experimental 

investigation has been done by Nakagawa et al. for heat transfer in a channel flow around 

a rectangular cylinder [72]. They have shown that the heat transfer is enhanced compared 

to a channel with no blockage. Sharma at al. have studied the effect of channel 

confinement on the natural convection from a rectangular body using a finite volume 

method [73]. Wu et al. have studied numerically the transient mixed heat convection 

around three heated cylinders in a horizontal channel and the effect of cylinder spacing 

on it [74].  

Several studies consider the effect of a moving solid particle in a channel. Fu et 

al. adopted an arbitrary Lagrangian-Eulerian method to simulate the heat transfer induced 

by an isothermal rectangular body moving in the streamwise direction in an adiabatic 

channel [75, 76]. The heat transfer around a heated oscillating cylinder is studied 

experimentally by Gau et al. [77]. Patnaik et al. have done finite element simulations of 

heat transfer in internal flows employing a velocity correction algorithm, with a Galerkin 

weighted residual formulation [78]. Most of the previous works outlined above are 
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focused on heat transfer from the solid particle. The fluid flow and heat transfer due to a 

moving body is studied in some special conditions by finite element methods. These 

methods consider a moving boundary problem and require re-meshing in each (/few) time 

step(s).   

4.2 Problem Description 

The physical domain with the coordinate system and the relevant parameters are 

presented in Figure  4.1. Cylindrical or spherical solid particles with diameter d are 

considered for the cases of (i) fixed, (ii) moving with constant velocity, and (iii) freely 

suspended inside a microchannel with dimensions L × H.  The channel walls (top and 

bottom surfaces) are considered at constant temperature, Tw. Periodic boundary 

conditions for the forced flow are used at the inlet and outlet boundaries at x=0 and x=L, 

respectively. The inlet temperature, Tin, of the fluid is assumed constant and the 

temperature gradient normal to the outlet boundary (x=L) is set to zero. The temperature 

field and heat flux are assumed to be continuous at the interface of the fiber and water. As 

mentioned in section  2.3, the LBM presented here is for non-colloidal limit where the 

effect of Brownian motion is negligible. The effect of Brownian motion can be evaluated 

using the dimensionless Peclect number [79, 80]: 

TBk
d 36Pe

.
γπμ

=  ( 4.1)

Where, 
.
γ is the shear strain rate, T is temperature, d is particle diameter and 

kB=1.381×10-23 is the Boltzmann constant. The Pe number is defined as the ratio of the 
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time required for the Brownian motion to move a particle to the time required for the 

shear flow to move it a distance equal to its size. At large Pe number regime (Pe>100), 

the effect of Brownian motion can be neglected [80, 81]. For water suspension flow in a 

microchannel at room temperature, T=300K with channel height, H=50μm and particle 

diameter, d=200 nm, the Pe is equal to 500 and 5000 at Re=10 and 100, respectively. 

Therefore, the present results for suspension flow simulations are valid for particle size 

larger than 200 nm in diameter. In the following simulations, properties of base fluid and 

solid particles are selected based on properties of water (Pr=5.8, k=0.613 W/m.K at 

300K) and Al2O3 (k=50 W/m.K) which are common materials in such applications. 

 

 

 

 

 

 

 

 

 

Figure  4.1. Schematic of the physical domain 
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4.3 Detail Study of Effect of Individual Particles on Heat Transfer from Channel 

Walls 

In this section, the effect of solid cylindrical particles within the channel on the 

heat transfer from the channel walls is studied. Three cases are considered, (i) stationary, 

(ii) moving with a constant velocity, and (iii) freely suspended in the flow. 

4.3.1 Effect of a single particle 

Figure  4.2 and Figure  4.3 show the streamlines and isotherms in a channel with 

and without a solid particle with different conditions. Comparing Figure  4.2-a and b it is 

seen that interaction of the fluid with the particle results in deviations in the streamlines. 

This effect results in a faster fluid motion and larger heat transfer rate near the wall.  The 

constant velocity particle and freely suspended particle cases (Figure  4.3), will be 

discussed in the following sections. 
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Figure  4.2. Streamlines and isotherms in a) an unblocked channel, and b) a 

channel containing a stationary particle  

 

(a) 

(b) 
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Figure  4.3. Streamlines and isotherms in a channel containing a particle a) moving 

with constant velocity, and b) freely suspended  

 

Figure  4.4 shows Nu distribution along the channel walls for pure fluid as well as 

a case with stationary solid particle. Prior analytical [65] and numerical [76] results are 

also presented in this figure showing good agreement with the current results. It is seen 

that the wall Nusselt number is larger near the particle with a local peak in Nu due to the 

higher fluid speed in this region. In this case, the local Nu is 90% higher near the particle 

(a) 

(b) 
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and the average Nu for the channel containing a solid particle is 7.6% higher than the 

average Nu for an unblocked channel. Results show that heat transfer can be enhanced 

with solid particles inside the channel suggesting a method to provide cooling in the 

presence of non-uniform heat dissipation, for example, when there are hot spots in the 

channel walls that require locally more effective heat transfer. In that case, an obstacle 

could be placed in the channel behind the hot spot to locally increase the heat transfer 

rate. 

 

Figure  4.4. Local Nu distribution along the channel wall; b=35% 

 

Figure  4.5 shows Nu distribution along the channel wall containing a solid 

particle for different Re. It is seen that with increasing Re the local peak in Nu increases. 

The local Nu at the location of particle for Re=70 and 30 is 67% and 50% higher 

compared to the local Nu for Re=15, resulting in a relatively higher average Nu. 
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Therefore, the average Nu for Re=70 and 30 is 55% and 23% respectively higher than the 

average Nu for Re=15. 
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Figure  4.5. Effect of Re on Nu (stationary particle); b=35% 

 

The size of particle can affect the flow field and therefore thermal performance. 

Figure  4.6 shows the distribution of Nu for particles with different sizes. As the size of 

the particle increases, the streamlines become denser near the wall above and under the 

particle, causing a higher fluid velocity in the vicinity of the hot walls and therefore a 

better heat transfer rate. For b=0.35 and 0.25 the average Nu numbers are 7% and 3% 

higher than b=0.15 at Re=40. 
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Figure  4.6. Effect of blockage ratio on Nu (stationary particle); Re=40 

 

The effect of vertical position or eccentricity of the solid particle on the Nu 

variation is shown in Figure  4.7. When the particle is located closer to the lower wall, 

there is a higher peak in the Nu distribution at the lower wall compared to the upper wall. 

For example, for 22% eccentricity the local peak in the lower wall is 14% higher than the 

local peak when the particle is at the center. In this case, the streamlines are denser near 

the lower wall and the fluid velocity is higher, resulting in a better heat removal and a 

higher Nu. Therefore, the local peak in Nu increases, as the eccentricity increases. On the 

other hand, the fluid velocity is slower near the upper wall. Therefore, the local peak at 

the upper wall is smaller relative to the local peak at the lower wall. It is also smaller than 

the local peak when the particle is located at the center of the channel. The fluid trends to 

move toward the center of the channel after the particle. The movement is more effective 

near the lower wall because of the higher fluid velocity. It causes Nu to decline more at 
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the lower wall compared to the upper wall. Therefore, the overall heat transfer 

enhancement is more effective in the upper wall and the average Nu is 8% larger in this 

case. Thus, moving the particle toward a wall in the channel locally enhances the heat 

transfer at that wall but the overall heat transfer becomes worse at that wall. 
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Figure  4.7. Effect of Eccentricity on Nu (stationary particle); Re=40 and b=35% 

 

4.3.2 Effects of multiple particles 

When there is more than one particle inside the channel, the Nu variation along 

the channel walls is more complex.  Figure  4.8 presents the Nu distribution for a channel 

containing one, two or three stationary solid particles at different locations at Re=40. The 

disturbance in the flow field is more while there are multiple particles inside the channel. 

Therefore, the heat transfer is enhanced more, and the average Nu is higher. In fact, each 

particle can locally increase the heat transfer rate due to flow modification near the wall. 
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If the particles are close to each other, the upstream particle affects the flow downstream. 

If the particles are far enough, for example at x=70 and 150, the shape and the magnitude 

of Nu around the particle may be approximated from the results for a channel containing 

one particle at that location. 
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Figure  4.8. Nu distribution (multiple stationary particles); Re=40 

 

4.3.3 Effect of a particle moving with a constant velocity 

Figure  4.3-a shows the streamline and isotherms for a particle which is moving to 

the right with a constant velocity equal to 0.03 for Re=50. Compared to a stationary 

particle, when a particle moves with a constant velocity, there is a sudden vacant space 

behind it which is occupied by the surrounding fluid. It causes the fluid to move toward 

the center right before the particle. This results in a drop in Nu. The flow then passes the 

particle and therefore the streamlines become somehow deflected towards the wall. In 



 

45 

front of the particle, there is no obstacle in the flow, so the fluid trends to move toward 

the center of the channel. The isotherms also behave in a similar manner. Therefore, it is 

expected that Nu will decease in front of the particle. Figure  4.9 shows the Nu 

distribution at different Re. The sudden drop right before the particle is because of the 

earlier mentioned movement of the adjacent fluid to the vacant space before the particle. 

At higher Re the mean fluid velocity is higher than the particle velocity; therefore it is 

observed that as the Re increases the local Nu increases as well.  
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Figure  4.9. Nu distribution for particle moving with const. velocity; b=35% 

 

4.3.4 Effect of freely suspended particles 

When a particle is freely suspended in the main flow, the flow conditions are 

different relative to when a particle moves with constant velocity: For this case, the 

streamlines and isotherms are shown in Figure  4.3-b for Re=50. The streamlines behind 
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the particle are deflected to the wall. On the other hand, the streamlines smoothly go 

toward the center of the channel in front of the particle. These effects are also observed in 

the isotherms, which are denser and smoother behind the particle causing the local Nu to 

be relatively constant in the region upstream proximity of the particle. Furthermore, a 

sudden drop of Nu, such as in Figure  4.9, is not observed in this case. The isotherms 

decline toward the center in front of the particle and finally approach those in a channel 

containing no particles. Therefore, Nu decreases in front of the particle. Figure  4.10 

shows the Nu distribution during the flow as the particle is moving through the channel.   
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Figure  4.10. Nu distribution at different times (freely suspended particle); Re=45 

and b=35% 

 

Nu distribution along the channel wall containing a feely suspended solid particle 

for different Re is shown in Figure  4.11. For the same number of time steps, the 
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displacement of a particle suspended in a flow with lower Re is smaller. It is seen that 

with increasing Re the local Nu in the entry region increases. The effect of suspended 

particle on the Nu distribution is similar for different Re. Nu is nearly constant behind the 

particle and there is a sudden drop in Nu in front of the particle. 
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Figure  4.11. Effect of Re on Nu distribution; b=35% 

 

Figure  4.12 shows the distribution of Nu for suspended particles with different 

sizes. It is seen that the blockage ratio does not have an important effect on the Nu 

distribution. 
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Figure  4.12. Effect of blockage ratio on Nu (suspended particle); Re=110 

 

In real life applications such as in micro/nanofluids there are multiple solid 

particles freely suspended in the cooling medium (Figure  4.1-b). Figure  4.13 presents the 

Nu distributions for channel flow in which 48 solid particles are suspended in the fluid. 

The suspension flow is non-homogeneous, so the Nu distribution in the upper and the 

lower channel walls are not similar. It is observed that the Nu distribution is similar to 

that in a channel containing no particles with some local fluctuations. The location and 

the amount of variation in the Nu depend on many factors such as the position of the 

particle and the Re. The heat transfer is enhanced when the particles are closer to the 

wall, or when a particle is located close to another particle. Furthermore, when there is 

more than one particle inside the channel, the Nu variation along the channel walls is 

more complex. Therefore, different thermal effects are expected when the particles are in 

different locations. In a sample where many particles are homogeneously distributed in 
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the fluid and we expect to observe similar effects on heat transfer. Simulations with 

larger domains considering are performed in the next section to investigate these effects. 
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Figure  4.13. Nu distributions for a fluid containing several suspended particles; 

Re=220 and b=6% 

 

4.4 Large Domain Simulation Results 

In this section, large domain transient three dimensional simulation results are 

presented. The results of the small scale simulations from section  4.3 are used to describe 

the current observations. The simulations are performed on Purdue Steele cluster 

applying MPI method for parallel computing as outlined in the previous chapter. A 

sample of domain decomposition (128 sub-domains) for a channel flow containing 

spherical particles is presented in Figure  4.14. The boundary conditions are similar to the 

conditions described in section  4.2. In the z direction, periodic conditions are applied.  
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Figure  4.14. Computational domain decomposition 

 

Figure  4.15 presents particle distributions in a sample sub-domain at three different times 

at 1percent volume fraction. It is observed that the number of particles in each section is 

random and time dependent. Therefore, different streamline and isotherms are observed 

at different times. As discussed in the previous section, the effect of particles suspended 

in flow is to disturb the flow near the walls. This affects the temperature gradient near the 

channel wall and enhances heat transfer. The temperature field in the sub-domain is 

presented in Figure  4.16. In Figure  4.16-a, no particle is observed near the wall. In this 

case, the temperature gradient is not affected by the particles and it is not expected to 

have enhanced heat transfer in that section. The temperature field in a pure fluid channel 
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flow is presented in Figure  4.17. Comparing these two figures shows the effect of particle 

on temperature field disturbance near the wall. Particle distribution and temperature field 

for 5 percent volume fraction are shown in Figure  4.18 and Figure  4.19. The temperature 

field in a vertical plane of this sub-domain at similar times and for different volume 

fractions is presented in Figure  4.20. The transient wall Nusselt number along channel 

length is presented in Figure  4.21 and Figure  4.22 for zero and five percent volume 

fractions, respectively. The non-dimensional time is defined based on mean velocity and 

particle diameter. As outlined in the previous section ( 4.3.4), the suspended particles 

cause local disturbance in wall Nu. The disturbance domain is affected by particle size, 

volume fraction and mean flow Reynolds number. 
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Figure  4.15. Particle distribution in a sample sub-domain at different times 

(φ=1%) 
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Figure  4.16. The effect of flow disturbance caused by moving particles on the 

temperature field in a sample sub-domain at different times (φ=1%) 
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Figure  4.17. Temperature field in a sample sub-domain (no solid particles) 

 

Figure  4.18. Particle distribution in a sample sub-domain at different times 

(φ=5%) 
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Figure  4.19. The effect of flow disturbance caused by moving particles on the 

temperature field in a sample sub-domain at different times (φ=5%) 
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Figure  4.20. Comparing temperature field in a vertical plane in flow with 0, 1 and 

5% solid particles 
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Figure  4.21. Wall Nusselt number at different times (no suspensions) 
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Figure  4.22. Wall Nusselt number at different times (φ=5%) 
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4.4.1 Effect of Particle Volume Fraction 

Figure  4.23 compares the wall Nu at different time for zero and five percent 

volume fraction at Re=40. The local disturbances in Nu number are due to existence of 

particle in the vicinity of wall. It is observed that the average Nu is higher for a 

suspension flow. Figure  4.24 shows wall Nu for three different volume fractions. Here, 

Nu is normalized based on average Nu of a pure fluid. It is seen that the average Nu 

increases with increasing the volume fraction. However, the local jumps in Nu are much 

higher at 5 percent volume fraction compared to 1 and 2 percent. In that case particles are 

closer to each other and as is discussed in section  4.3.2, the upstream particle affects the 

flow downstream and this causes the local jumps to be higher. 
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Figure  4.23. Comparing wall Nusselt number at different times 
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Figure  4.24. Effect of volume fraction on wall Nu 

 

4.4.2 Effect of Reynolds Number 

It was shown in the previous section that increasing Re increases the local jumps 

in wall Nu. Figure  4.25 shows the affect of Re on Nu along the channel wall. Nu is 

normalized based on average Nu of a pure fluid. It is observed that the local disturbances 

are higher at higher Re. It causes the average Nu to be higher at higher Re. The effect of 

Re is especially important at higher volume fraction as is shown in Figure  4.26. 
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Figure  4.25. Effect of Re on wall Nu 
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Figure  4.26. Effect of volume fraction and Re on wall Nu 
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4.4.3 Effect of Particle Thermal Conductivity 

Solid suspensions have higher conductivity compared to the base fluid. Therefore 

the heat transfer is expected to be enhanced by increasing particle thermal conductivity. 

In Figure  4.26 compares Nu for Al2o3 and Al suspensions with thermal conductivity 

equal to 50 and 200, respectively. It is observed that using Al particles, the Nu is 

enhanced about one percent. 

4.4.4 Effect of Particle Size 

It was discussed in the previous section that the blockage ratio (or particle size) 

does not have an important effect on the amount of local Nu jump when particles are 

suspended freely in the flow. Figure  4.27 presents wall Nu along channel length for two 

different particle sizes. Nu is normalized based on average Nu of a pure fluid. It is 

observed that the average Nu is enhanced about 1 percent with 30 percent increasing 

particle size. 
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Figure  4.27. Effect of particle size on Nu 
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Head box Drying Pressing Forming 

CHAPTER 5  

HEAT TRANSFER IN HOT PRESS SECTION OF A PAPER 

MAKING MACHINE 

 

Paper is a complex material which consists of wood fibers. Paper making process 

includes several steps from fiber preparation to drying the final product. The fibers enter 

a paper making machine in dilute water suspensions. The fiber suspension or pulp moves 

through several sections in a paper machine. In Figure  5.1 a schematic of different 

sections in a paper making machine are shown. 

 

 

 

 

Figure  5.1. Different sections in paper making machine 

 

There are three main sections in a typical paper making machine: Forming, 

Pressing and Drying. In the forming section, dilute fiber suspension move on a screen and 

some of its water is removed due to drainage caused by gravitational force. The 

consistency of the suspension which is defined as mass fraction of fibers is less than one 
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percent. The next section is the press section. In this section, the paper web moves 

through pressing rolls. This action removes most of the water from the fiber suspension. 

In fact, less than 0.5 percent of the initial water remains in the paper sheet after the press 

section. The remaining water is removed by evaporation in the drying section. 

In a wood fiber suspension, water can exist in a bound or unbound form. The 

unbound or free water exists in spaces between fibers, or in large pores (diameter>25 μm) 

within the fibers. The unbound water can be removed during pressing or drying sections. 

Bound water exists in small fiber pores with diameter less than 25 micrometers and is 

chemically adhered to the fibers. The bound water can only be removed by evaporation in 

the drying section [82].  

5.1 Energy Consumption in Drying and the Effect of Hot Pressing 

Paper making is an expensive and energy intensive process. Most of the energy is 

used in the dewatering sections. For each kilogram of paper produced, typically more 

than 200 liters of water enters a paper machine. Considering the large paper production 

around the world, it is evident that efficient dewatering is an important factor in 

determining the operational costs. Most of the water is removed in the forming and 

pressing sections. Less than 0.5 percent of the original water entering the paper machine 

remains to be removed by evaporation in drying section. However, the drying section 

uses the most amount of energy in the paper making process. The demands for energy 

efficiency and environmentally friendly production require more efficient methods for 

dewatering that use less energy. One of the technologies used to increase energy 

efficiency is hot pressing. The idea is to increase the pulp temperature before entering the 
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press section. This leads to higher mechanical water removal in the press section. 

Therefore, less amount of water is required to be removed by evaporation returning 

reduced energy consumption. Hot pressing is performed by moving the paper sheet 

through heated metal rolls. In hot pressing typically the surface temperature of rolls is 

less than 100 ◦C. Another similar technology is impulse drying in which the surface 

temperature is around 300 ◦C. 

Increasing the temperature of paper sheet before the press section has several 

advantages [83-85]. It reduces the water viscosity, resulting in easier water removal. It 

reduces water surface tension resulting in reduction in rewet from capillary effects when 

the paper exits the press nip. It also results in more softened fiber networks which 

enhances paper compression. The disadvantages of elevated temperature during pressing 

are sticking of paper to the hot surface and delamination. Delamination is splitting of 

paper into separate layers [86, 87]. 

Figure  5.2 shows the effect of temperature on the dynamic viscosity of water. 

Viscosity decreases considerably with increasing temperature. The water flow through a 

porous medium (such as fiber network or felt) is related to viscosity. The relationship can 

be explained by Darcy’s law: 

pKu ∇−=
μ

 
( 5.1)

Where μ is dynamic viscosity, K is permeability which depends on geometry, p is 

pressure and u is velocity. From equation ( 5.1), velocity is inversely proportional to the 

viscosity. This explains higher dewatering rates in press section while the paper sheet is 
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preheated.  Efficient dewatering is very important, considering the small (about 10-50 

ms) residence time in press nip. Experiments of Patterson et al. and Busker and Cronin 

show that any 10 ◦C increase in temperature increases the outgoing solids by 1 percent 

[88, 89]. 
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Figure  5.2. Effect of temperature on dynamic viscosity of water 

 

It should be noted that increase in the consistency of the fiber suspension leaving 

the press section means less moisture content entering the dryer section. It leads to lower 

energy consumption for evaporation in the drying section. Table  5.1 shows that one 

percent increase in solids leaving the press section results in about 3-4 percent energy 

saving in drying section.  
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Consistency or solids is mass fraction of wood fibers in paper sheet and is defined 

as: 

eff
fS

wmfm
fm

S

ρ
ρ

φ=

+
=

 
( 5.2)

Where, f, m, w, ρ and φ stand for fiber, mass, water, density and volume fraction 

respectively. Moisture ratio is defined as: 

1
S
1MR
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( 5.3)
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Table  5.1. Effect of consistency on energy usage 

sheet temperature (°C) 20 

evaporation temperature (°C) 100 

heat of evaporation (kJ/kg) 2333 

steam temperature in dryer can (°C) 120 

heat of condensation (kJ/kg) 2203 

specific heat of water (kJ/kg/K) 4.18 

specific heat of fiber (kJ/kg/K) 1.34 

  
Case 1 Case 2 Case 3

solids content of entering sheet 0.4 0.45 0.5 

moisture ratio of entering sheet 1.5 1.22 1.00 

energy to heat water (kJ/kg fiber) 500 410 330 

energy to heat fiber (kJ/kg fiber) 110 110 110 

energy to evaporate water (kJ/kg fiber) 3400 2700 2200 

total energy (kJ/kg fiber) 4000 3200 2700 

steam needed (kg / kg evaporated water) 1.8 1.5 1.2 

energy usage reduction (compared to case 1)   18% 35% 

 

5.2 Modeling Hot Pressing of Fiber Suspension 

Considering the effect of heat transfer in fiber suspension in paper making it is 

important to have a good understanding of its heat transfer properties. Finding the 

temperature field inside the paper and required heat flow during hot pressing is important 

in the design of the press rolls and heat generating components. Several modeling studies 

have been conducted to predict thermal behavior in hot pressing and other drying 
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sections. In section 6.2.1, a review of the previous studies on hot pressing is presented. In 

section  5.2.2, the thermal properties of fiber suspensions are investigated using numerical 

simulations. 

5.2.1 Previous Experimental and Numerical Studies 

The properties of wood fibers vary with wood type and environmental conditions. 

The variety of fiber types and other parameters such as density and temperature make it 

difficult to rely only on experiments. Accurate models can be used to better understand 

the physical phenomena and predict the effect of design parameters. Several researchers 

have studied heat transfer in wood fiber based composites both experimentally and 

numerically [90-92]. They cover different heating sections in paper making, such as 

preheating and hot pressing, impulse drying and evaporative drying [93-96].  

Busker and Cronin studied the effect of pulp temperature on pressing performance 

[88]. Patterson et al. designed and tested an apparatus for web preheating [89]. Walker 

has investigated different hot pressing technologies [85]. Lindsay et al. have 

experimentally studied heat transfer in linerboard [84, 97]. The surface temperature range 

in their experiments is from 125 to 300 ◦C. They have shown that increasing the 

mechanical pressure in press heating at low surface temperature does not have an 

important effect on heat transfer. They have also tried to model paper sheet as a semi-

infinite body. However, their experimental results over estimate heat flux compared to 

industrial scale tests. Krook and Stenstrom performed experiments on Swedish softwood 

pulp heating at 100 to 300 ◦C surface temperature [87]. They used several thermocouples 

to measure temperature at different vertical positions along the paper thickness. Later, 
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Nilsson and Stenstrom analyzed these experiments using a simple model [98].  Zombori 

et al. applied a two dimensional numerical approach to simulate the structure of oriented 

strand board and predict its thermal conductivity [99]. In this model no free water is 

simulated and only wood fiber and air are considered. Dai et al. presented a mathematical 

formulation to model heat transfer in wood composites during hot pressing as a porous 

structure [100, 101]. They assumed a simplified porous structure for the wood panel and 

used semi-empirical predictions for effective values of parameters such as thermal 

conductivity. Thoemen and Humphrey presented numerical simulations to model heat 

transfer in pressing of relatively thick medium density fiberboard (MDF) [102]. They 

assumed no free water is present in the composite. Later, Thoemen et al. used x-ray 

tomography to determine the structure of MDF and obtained semi-empirical formulations 

for parameters such as thermal conductivity and permeability [103]. 

5.2.2 Problem Description 

Figure  5.3 presents a schematic of the problem. The paper sheet moves through a 

heated roll. The upper cylinder is heated by saturated steam and its surface temperature is 

held constant. Due to the high speed of the paper sheet and small contact area, the 

residence time is small, typically around 50 ms. Here, the transient heat transfer 

phenomenon is studied using the domain shown in Figure  5.3. The initial and boundary 

conditions are selected as follows. The upper plate is assumed to be at constant 

temperature. The other boundaries have zero temperature gradient due to small residence 

time and small length scales. The temperature field and heat flux are assumed to be 

continuous at the interface of the fiber and water. The initial temperature is the ambient 
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temperature. Since the temperature range in hot pressing is below 100 ◦C, no phase 

change occurs. In fact, as discussed by Krook and Stenstrom [87], when the hot surface 

temperature is below 150 ◦C no phase change is observed, considering the minimum 

pressure applied in pressing. They have also shown that in this temperature range the 

applied pressure only has a minor effect on heat transfer. 

 

 

 

 

 

 

Figure  5.3. Schematic of hot pressing of fiber suspension 

 

The properties of water depend on temperature. Figure  5.4 and Figure  5.5 show 

the variation of wood thermal conductivity and Prandtl number with temperature. The 

properties of fibers depend on wood type and environmental conditions [90, 104]. The 
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properties of hardwoods and softwoods are different. Three types of wood fibers are 

investigated here. Their properties are listed in Table  5.2. 
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Figure  5.4. Effect of temperature on water thermal conductivity 

 

Table  5.2. Properties of wood fibers 

wood k (W/m.K) cp (J/kg.K) ρ (kg/m3) 
Southern pine 0.15 2500 600 

Oak 0.17 2000 900 
Swedish softwood [98] 0.335 1340 1550 
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Figure  5.5. Effect of temperature on water Prandtl number 

 

5.2.3 Method Validation and Results 

Figure  5.6 to Figure  5.8 present the temperature variation with time in a paper 

sheet while in contact with a hot surface. The current numerical results are  compared 

with the experimental results reported by Krook and Stenstrom [87] who performed 

experiments using Swedish softwood pulp on a test hot pressing setup. The basis weight 

(BW) of the sample paper is 60 g/m2. The BW is the mass of the paper sheet per unit area 

and is defined as: 

cSBW
LW
mm

BW

eff

wf

..ρ=
×

+
=  

( 5.4)
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Where, c stands for paper thickness or caliper. The over dried BW is defined as: 

LW
m

BWOD f
×

=.  
( 5.5)

The consistency is 30 percent. Therefore, the paper sheet thickness (caliper) is 

180 μm. The press residence time is about 50 ms. The surface temperatures are 100 ◦C 

and 150 ◦C. They measured the temperature at three vertical positions. Figure  5.6 and 

Figure  5.7 show the temperature at z=2/3H for Tw=100 ◦C and 150 ◦C, respectively. 

Figure  5.8 shows the temperature at z=1/3H for Tw=150 ◦C. It is observed that there is a 

good agreement between the present simulations and the results of Krook and Stenstrom. 
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Figure  5.6. Temperature in paper sheet at 2/3 of caliper; Tw=100 ◦C 
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Figure  5.7. Temperature in paper sheet at 2/3 of caliper; Tw=150 ◦C 
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Figure  5.8. Temperature in paper sheet at 1/3 of caliper; Tw=150 ◦C 
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Figure  5.9 presents the transient temperature in hot pressing of a paper sheet made 

of Swedish softwood pulp. The fiber volume fraction in the simulated sample is 20 

percent (S=0.3), and the caliper is 180 μm. The hot surface temperature is 100 ◦C. The 

results presented in Figure  5.10 are at Tw=150 ◦C. It is seen that the rate of temperature 

increase decreases with time. This happens since the temperature difference between the 

hot surface and the paper sheet decreases. However, the thermal conductivity of the paper 

is expected to increase with temperature. It shows that the effective thermal conductivity 

is not enhanced at higher temperatures. The effect of temperature on effective 

conductivity is discussed in the next sections. 
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Figure  5.9. Temperature in Swedish softwood pulp paper sheet; Tw=100 ◦C 
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Figure  5.10. Temperature in Swedish softwood pulp paper sheet; Tw=150 ◦C 

 

Figure  5.11 and Figure  5.12 present the transient temperature for a paper sheet 

made of southern pine fibers with φ=0.2 and c=180 μm. The hot surface temperature is 

100 ◦C and 150 ◦C, respectively. The temperature inside paper sheets made of Swedish 

softwood pulp is higher compared to paper sheets made of southern pine pulp at similar 

contact times. This suggests that the effective conductivity is higher in the first case. 
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Figure  5.11. Temperature in southern pine paper sheet; Tw=100 ◦C 
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Figure  5.12. Temperature in southern pine paper sheet; Tw=150 ◦C 
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5.2.4 Effect of Temperature and Solid content on Effective Thermal Conductivity 

In this section, the effective thermal conductivity of a fiber suspension is 

calculated numerically. In the previous studies, the effective conductivity is usually 

calculated based on averaging or is estimated based on experimental results. The present 

method can be used to predict thermal properties based on different parameters such as 

fiber type, consistency or temperature. 

5.2.4.1 Effect of Moisture Ratio on keff 

Figure  5.13 presents the effect of moisture content on the effective conductivity of 

a paper sheet. The samples are made of for southern pipe, oak and Swedish softwood 

pulp. As seen in this figure, keff increases with increasing MR. This is because water has 

higher thermal conductivity compared to wood fibers.  

0.2

0.3

0.4

0.5

0.6

0.7

0 5 10 15

MR (kg water/kg fiber)

k e
ff
 (W

/m
K

)

Swedish softwood pulp
Oak pulp
Southern pine pulp

 

Figure  5.13. Effect of MR on keff  
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Figure  5.14 presents the effective conductivity for three fiber types with respect to 

solid content. It should be mentioned that because of the difference in densities of 

different wood fibers, the consistencies are equivalent to different volume fractions in 

each case. For example φ=0.4 corresponds to S=0.5 in southern pine pulp, 0.4 in oak pulp 

and 0.3 in Swedish softwood pulp. Therefore, although the thermal conductivities of oak 

and southern pine fibers are close, they have different effective pulp thermal 

conductivities at the same consistency because of the difference in density. 
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Figure  5.14. Effect of solids on keff 

5.2.4.2 Effect of Temperature on keff 

The effect of temperature on keff for three wood fiber types at φ=50% is presented 

in Figure  5.15. Considering Figure  5.4, it is seen that water conductivity increases with 
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temperature in the temperature range studied here. On the other hand, fiber conductivity 

does not change significantly in this temperature range [104]. It is observed that the 

increase in effective conductivity of pulp is less than 5 percent. Figure  5.16 shows the 

effect of temperature on keff for Swedish softwood pulp at different consistencies. It is 

seen that the effect of temperature is higher at lower consistency. This is due to higher 

dependency of water conductivity on temperature compared to fiber. 
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Figure  5.15. Effect of temperature on keff 
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Figure  5.16. Effect of Swedish softwood pulp consistency and temperature on keff 

 

5.2.5 Modeling Paper Sheet as a Semi-Infinite Body 

Some researches have tried to model heat transfer in paper sheet during hot 

pressing as heat transfer in a semi-infinite body [97, 98]. In this section, the validity of 

this assumption is investigated. Transient heat transfer near a surface subjected to 

specified thermal condition in a medium can be modeled as heat transfer in a semi-

infinite body as long as no boundaries near the surface impact the transport. The 

temperature profile in a semi-infinite body with constant surface temperature can be 

obtained by [105]: 
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Where, Ti is the initial temperature, t is time, z is the distance from the hot surface 

and α is thermal diffusivity. The non-dimensional temperature can be defined as: 

iw

i
TT

TtzT
−

−
=

),(
θ  

( 5.7)

It is reasonable to apply this model for transient heat transfer in paper as long as 

the temperature change in the unheated surface of paper in less than 5 percent (θc<0.05). 

Figure  5.17 shows the non dimensional temperature distribution in a paper sheet obtained 

based on equation ( 5.6). The assumption of semi-infinite body is valid for t<5 ms if the  

caliper is larger than 100 μm. Figure  5.18 shows the non dimensional temperature at the 

unheated surface of paper sheet with different BW. The sample is Swedish softwood pulp 

with S=0.3 and Ti=300 K. The heating time is 50 ms. Based on this figure, in this 

condition the semi-infinite body model can be used with less than 5 percent error if the 

basis weight of the sample is higher than 100 g/m2. Figure  5.19 compares the present 

simulation results with equation ( 5.6). The sample is a paper sheet at BW=120 g/m2 made 

of Swedish softwood pulp. It is observed that above 50 ms the relative error is large. The 

minimum paper basis weight in which the model is valid for t<50 ms heating is presented 

in Table  5.3 and Table  5.4 for Swedish softwood pulp and southern pine pulp. 
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Figure  5.17. Non-dimensional temperature in a paper with c=180 μm 
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Figure  5.18. Non-dimensional temperature at unheated surface 
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Figure  5.19. Non-dimensional temperature at unheated surface for Swedish 
softwood pulp at BW=120 g/m2 

 

Table  5.3. Minimum BW for validity of semi-infinite body modeling for Swedish 
softwood pulp (t<50 ms) 

S φ BW (g/m2) 
0.05 0.03 12 
0.1 0.07 24 
0.2 0.14 49 
0.3 0.22 76 
0.4 0.30 105 
0.5 0.39 137 
0.6 0.49 171 
0.7 0.60 210 
0.8 0.72 255 

 

 

0

0.005

0.01

0.015

0 10 20 30 40 50



 

86 

Table  5.4. Minimum BW for validity of semi-infinite body modeling for southern 
pine pulp (t<50 ms) 

S φ BW (g/m2) 
0.05 0.08 11 
0.1 0.16 22 
0.2 0.29 41 
0.3 0.42 58 
0.4 0.53 73 
0.5 0.63 85 
0.6 0.71 96 
0.7 0.80 104 
0.8 0.87 110 
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CHAPTER 6  

THERMAL PROPERTIES OF PARTICLE LADEN MIXTURES 

IN SQUEEZE FLOW 

 

The increase in the heat generation rate of electronic components and the 

importance of compactness of electronic systems requires more efficient thermal 

packaging. Therefore, there has been extensive research on minimizing the overall 

thermal resistances in such systems. In this chapter we investigate the thermal properties 

of thermal interface material which is a key element in thermal packaging. 

6.1 Thermal Interface Materials 

Thermal Interface Materials (TIM) are used in electronics packaging to enhance 

heat transfer between heat dissipating components such as electronic chips, and thermal 

packaging components such as heat spreaders [13]. A common type of TIM is thermal 

grease. In an effort to improve thermal performance of thermal greases, particulate TIMs 

which are mixtures of thermal grease and highly conductive solid particles are 

extensively used. The effective thermal conductivity of the TIM grease is around 0.1-0.4 

W/mK [13, 14]. Adding micro size solid particles with high thermal conductivity can 

increase the effective thermal conductivity 5-10 times, with values of 2-5 W/mK reported 

[14]. Effective thermal conductivity of these TIMs depends on the loading fraction and 

physical properties of the particles, such as thermal conductivity and size. Increasing the 

particle loading affects both the viscosity of the TIM and the minimum bond line 
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thickness (BLT) [15]. Increasing BLT increases thermal resistance which is not desired 

[16].  

Particle laden TIM is an example of a multi-component fluid. The thermo-

physical properties of these complex fluids are often very different from the base fluid. In 

fact, complex fluids are non-Newtonian and have a strain rate dependent viscosity with 

yield stress. Due to the various applications of such mixtures, it is important to determine 

their transport properties. During the package assembly process, TIM is dispensed 

between the two surfaces that are to be in contact, and then the surfaces are pushed 

together [17]. Therefore, the TIM goes through a squeezing step which needs to be 

considered in modeling of its thermal characteristics. 

The experimental methods for measuring thermal characteristics of TIMs are 

usually based on the ASTM D5470 tester [15]. Such measurements are not easy to 

perform for BLT < 100 μm for solids, and in general for greases.  Also, for non-

homogeneous TIMs such as particulate filled greases, they do not determine the structure 

of the TIM mixture, or the BLT. Once the package has been assembled it is difficult, if 

not impossible, to disassemble it and measure the BLT or study the structure. A review of 

experimental methods for TIM thermal conductivity measurements is provided by Goel 

et al. [106].  

There has been much effort in the literature to develop models to predict thermo-

physical properties of particle laden TIMs. The classical methods consider a disperse 

suspension of solid particle in the base matrix for vanishing interfacial thermal resistance, 

such as the well known Maxwell type formulations  which are valid for volume fractions 
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less than percolation threshold [107, 108]. The Hashin-Shtrikman (H-S) bounds are 

obtained based on the effective medium theory and suggest lower and upper limits for 

thermal conductivity of composites [107, 108]. Nielsen has presented a formulation for 

two phase composites [109], which overestimates the effective conductivity, especially at 

higher particle volume fractions. There have been several modifications or extensions to 

formulations based on effective medium theories, to consider the interfacial resistances at 

higher particle volume fractions. Every at al. presented a modified Bruggeman model that 

includes an empirically specified Biot number to account for the interfacial thermal 

resistance between the solid particles and the base grease [20]. Using this model, Prasher 

et al. have derived a correlation to predict the thermal resistance of particulate TIM 

assuming it to be a Herschel-Bulkley fluid [19].  

Phelan and Niemann have used thermal resistance network calculations to predict 

the effective thermal conductivity of randomly oriented composites [110]. McPhedran et 

al. have presented analytical solutions for the effective conductivity of lattices of spheres 

in certain cubical arrangements [111, 112].  Their work is an extension to the previous 

work by Rayleigh [113]. Torquato has derived an expression for the effective thermal 

conductivity of dispersions which is sensitive to the microstructure [114]. This 

approximate expression is valid while the disperse solids are not close to each other. 

Pham and Torquato have extended this approach to isotropic multiphase composites 

[115].  

Kim and Torquato have applied a Brownian motion technique to simulate the 

effective thermal conductivity of particulate suspensions in regular and random 
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arrangements [116-118]. In this method, they have used first-passage-time analysis to 

compute the appropriate mean times. A random-walk of a Brownian particle which 

represents diffusing species is used to calculate the average transport behavior of the 

suspension. Kanuparthi et al. have used a meshless computational procedure based on 

formalism of hierarchical partition of unity field compositions to simulate heat transfer in 

microstructures [119]. They have utilized this method to develop several random 

distributions of particles and then calculated the average thermal conductivity of the 

mixture. Their method is based on constructing complex behavioral fields through 

Boolean compositions of primitive fields. Figure  6.1 compares a number of above-

mentioned models. The differences between the predicted values of different methods is 

due to differences in models employed, such as effect of particle size, shape, thermal 

conductivity, volume fraction, and particle distribution.  
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Figure  6.1. Different models for the effective thermal conductivity of a particle 

laden TIM 

 

In the present study, numerical simulations are utilized to investigate the effect of 

key factors on the effective thermal conductivity of particulate TIMs. The present 

approach is not limited to a specific particle distribution, particle shape, or size. By 

simulating the squeezing process, we obtain the actual particle distribution in realistic 

working conditions. Therefore, there is no need to assume pre-defined random 

distributions. Here, we develop an efficient and accurate model based on numerical 

simulations of suspended particles are used to predict the thermal properties of particle 

laden TIMs. Based on the simulations, the effects of particle parameters such as loading, 
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thermal conductivity and size on the thermal conductivity of TIM are predicted. The 

predicted results are compared with existing experimental data and semi-analytical 

models. 

6.2 Problem Description 

Figure  6.2 presents a schematic of the physical domain and the relevant 

parameters. Thermal grease mixed with highly conductive metallic particles is placed 

between two flat plates. The lower plate has a uniform heat flux, "
wq , and simulates a heat 

generating component and the upper plate is held at a constant temperature, Tcold, 

simulating a heat sink. Solid particles are assumed to be uniformly distributed initially in 

the matrix (assuming that the particles are well dispersed in the mixture) with volume 

fraction φ, but after the squeezing step the distribution of particles evolves with flow. A 

constant pressure is applied on the upper plate to simulate the squeezing pressure during 

component packaging. The particles are assumed to be freely suspended in the base 

matrix, which is assumed to be a Newtonian fluid such as silicone oil (k=0.2 W/m.K).  

However, the non-Newtonian effects are captured via direct simulation of particle 

movements and their interactions with the base fluid. 
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Figure  6.2. Schematic of the physical domain 

Stress free and zero temperature gradient (adiabatic) boundary conditions are 

applied at the outlet boundaries at x1=0, L and x3=0, W. Since the components are usually 

square, we assume L=W in the simulations. After the squeezing step, the particle 

distribution is obtained. Figure  6.3 shows particle distribution after squeezing for a two 

dimensional simulation. 

x1 
x2 
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Figure  6.3. Particle distribution before (a), and after (b), squeezing 

 

The thermal calculations are performed to obtain the steady state temperature 

distribution in the domain. Then, having the applied heat flux and calculating the 

temperature gradient, the effective thermal conductivity is obtained. 

Thermal resistance of a TIM sample is defined as: 

cth RRR +=  ( 6.1)

Where, Rc is the contact thermal resistance between TIM and the plates and 

TIM
th k

BLTR =  is the bulk thermal resistance of TIM. kTIM is the effective thermal 

conductivity of TIM and BLT (bond line thickness) is the thickness of the TIM.  

The non dimensional temperature is defined as: 

(a) 

(b) 

x1 
x2 
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6.3 Simple Cubic Arrangement 

To verify the computational method, we have calculated the effective thermal 

conductivity for simple cubic arrangement of solid spheres for two different thermal 

conductivity ratios. The results are presented in Figure  6.4 and Figure  6.5. The results 

have been compared with the existing literature. Bonnecaze and Brady have performed a 

numerical study for this arrangement [120, 121]. The particle configurations have been 

generated based on a Monte Carlo method. The results of the Brownian motion 

simulations of Kim and Torquato [117], and the analytical solution of McPhedran and 

McKenzie [111], are also presented. As observed from the results, the current predictions 

match well with the previous studies. 
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Figure  6.4. Effective thermal conductivity for simple cubic arrangement; 
m
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Figure  6.5. Effective thermal conductivity for simple cubic arrangement; 
m

f
k
k

>> 1 
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6.4 Microstructure and Particle Distribution 

As mentioned earlier, the particle distribution is an important factor in 

determining the thermal properties of solid suspensions. The previous studies have 

examined different arrangements such as simple cubic, body centered, face centered, or 

random. Here, utilizing squeeze flow simulations, we are able to generate the actual 

particle distribution resulting from the assembly process. Figure  6.6 shows particle 

distribution in a sample simulation (φ=30%) before and after squeezing. The projections 

of the particle distribution onto the horizontal (at x2=0) and vertical (x3=w/2) planes show 

that although the particle-to-particle distance is decreased in the vertical direction, it is 

increased in the horizontal directions. It is observed that the particle distribution is not 

uniform or random after the squeezing step, which should be considered while evaluating 

the thermal performance of TIMs. Figure  6.6-d presents the local effect of each particle 

and the overall effect of particle configuration on the temperature profile in a vertical 

plane.  
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Figure  6.6. Particle distribution before (left) and after (right) 10% squeezing. a) 
three dimensional particle distribution, b) particle distribution projection at the horizontal 

plane (x2=0), c) particle distribution , and d) temperature profile at the vertical (x1-x2) 
center plane 
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When the TIM is squeezed between two flat plates, two particle stack lines form 

in the diagonal directions. This effect has been observed in earlier experiments by 

Linderman et al. [14, 17] and is due to the symmetry of the squeeze flow between the two 

square plates. Figure  6.7 presents the velocity vectors and temperature distribution 

(deviations from the mean planar value) in the x1-x3 mid-plane. The stacking lines are 

observed in Figure  6.7-a and b. It is seen that, because of the stacking of particles there is 

relatively lower temperature and higher heat flux in the diagonal directions. During the 

squeezing, the TIM mixture tends to move to the sides, away from the diagonals. 

Therefore, as is shown, the particles along the diagonal symmetry lines move with less 

velocity and are more likely to stack on each other. Linderman et al. (Figure  6.7-a) have 

presented a picture that shows this effect using a mixture of silver particles and PDMS 

using a glass chip for visual access. Based on these observations, Linderman et al. 

designed hierarchical nested surface channels to reduce the BLT at a certain applied 

pressure [14, 17]. 
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Figure  6.7. (a) particle stacking lines in the diagonal directions (adapted from 

Linderman et al. [14, 17] ), (b) velocity vectors, and (c) temperature distribution in x1-x3 

mid-plane 
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6.5 Effective Thermal Conductivity of TIM 

Based on the simulations, the effect of parameters such as particle loading, 

particle thermal conductivity and particle size on the thermal conductivity of the TIM can 

be predicted. Figure  6.8 presents the effect of volume fraction of solid particles on the 

effective thermal conductivity of TIM.  
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Figure  6.8. Effect of particle volume fraction on TIM effective thermal 

conductivity 

 

It can be seen that the effective thermal conductivity increases with increasing 

particle loading due to the formation of highly conductive paths by filler particles. The 
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experimental results presented by Prasher et al. [19] and Kanuparthi et al. [119] are 

presented in this figure. In both experiments aluminum particle fillers have been used at 

d=7.9 and 8 μm, respectively. Prasher et al. utilized a standard ASTM D5470 setup for 

thermal measurements. Kanuparthi et al. have used the laser flash diffusivity method 

(ASTM E-1461). The measured thermal resistances in these studies are the total value, 

which includes both the bulk resistance of the TIM layer, as well as interfacial contact 

resistances. The TIM to plate interfacial contact resistance is estimated by plotting 

thermal resistance versus BLT , and calculating the vertical intercept.  

The results for random particle distributions presented by Kim and Torquato  

[117], and Bonnecaze and Brady [121], are also given. It is observed that the different 

approaches predict similar trends that indicate the thermal conductivity increases rapidly 

at volume fractions above 40%. These results are in good agreement with the 

experimental results by Prasher et al. [19] for the medium volume fraction. At sixty 

percent volume fraction the experimental kTIM is about 40 percent less than the expected 

value based on the analytical relations, possibly due to the imperfect wetting of particles 

during mixing, or the experimental uncertainty. The results have been compared with the 

modified Bruggeman model [20]. In this model, assuming that the thermal conductivity 

of filler is much larger than the thermal conductivity of the matrix, the effective thermal 

conductivity of TIM is given by: 

( ) ( )( )ααφ 2113

m

TIM 1
k

k +−−−=  
( 6.3)
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Where, 
d
kR mb=α  is the Biot number, d is the particle diameter and Rb denotes 

the thermal resistance at the interface of filler particles and the matrix. Rb increases when 

the wetting of filler particles is not perfect. This may happen when the particle loading is 

high, or when the mixing is not perfect. In this model, the Biot number is an unknown 

parameter that needs to be estimated. Therefore, this kind of formulation can be used in 

qualitative studies of the performance of such mixtures in low to medium particle 

loading. Equation ( 6.3) shows that for a given Biot number, the effective thermal 

conductivity depends only on the particle volume fraction and not on particle distribution. 

The comparison between the simulation results and the presented model is based on using 

the volume fraction as the independent parameter. 

6.5.1 Effect of Particle Size on TIM conductivity 

The effect of particle size is investigated in Figure  6.9. The particle size is not 

effective in low and medium volume fractions. However, it is observed that at higher 

volume fractions mixtures containing larger particles have a higher effective thermal 

conductivity. On the other hand, the effect of particle size on the BLT needs to be 

considered in calculating thermal resistance. Considering the modified Bruggeman 

model, larger particle size is equivalent to smaller Biot number, which leads to higher 

thermal conductivity, assuming that the contact resistance is unchanged. The results are 

best estimated by the analytical model by choosing α=0.1. The results given based on 

Nielsen model do not match well with the current predictions, especially at high particle 

loading. 
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Figure  6.9. Effect of particle size on TIM effective thermal conductivity 

 

6.5.2 Effect of Particle Shape on TIM conductivity 

Figure  6.10 shows the effect of particle aspect ratio of elliptical particles on the 

effective conductivity at 20 percent particle loading. The TIM conductivity is normalized 

with the conductivity of TIM when AR=1. It is shown that TIM conductivity increases 

with increasing the aspect ratio. The case AR=1 is equivalent to cylindrical particles. 

When AR<1, the majority of particles are positioned such that their longer axis is 

perpendicular to the main heat flow direction. In this case the particle chains between the 

hot and cold plates require larger number of particles to form, compared to mixtures 

containing particles with higher aspect ratios. Therefore, the effective conductivity is 
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lower. The prediction of the Maxwell method is also presented in which a homogeneous 

and isotropic composite is considered. The effective conductivity is given by [107, 122]: 

βφ
βφ

+
−

=
1
1

k
k

m

TIM  
( 6.4)

where β is given by: ( )( )
( )( )rARrAR14

AR1r1 22

++
+−

=
.

β  and 
m

f
k
k

r =  is the conductivity 

ratio and AR is the aspect ratio of the particles. 

The differential method is based on the Maxwell formulation. This formulation 

gives the effective conductivity implicitly. It considers a differential amount of inclusion 

in the base matrix and evaluates its effect based on the Maxwell method [123]. This 

process is repeated until the final formulation is obtained as: 
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Based on Figure  6.10 it is observed that there is a good agreement between this 

method and the present numerical results in this volume fraction. However, since the 

Maxwell method is for random distribution, the results for AR=0.5 and AR=2 are similar. 

Figure  6.11 shows the effect of particle aspect ratio on the effective conductivity at 40 

percent particle loading. Comparing the numerical results with the Maxwell method, it is 

observed that the effective medium theory fails to accurately predict the effect of particle 

shape at high volume fractions. Specially, as aspect ratio increases the Maxwell method 

over estimates the TIM conductivity. 
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To further investigate the effect of particle shape and the accuracy of the effective 

medium based methods, the TIM conductivity for several aspect ratios and volume 

fractions is presented in Figure  6.12. It is seen that the effective medium based methods 

are not accurate in high volume fractions and over estimates the TIM conductivity. In this 

case the results of the Maxwell method and the differential method can be used in low 

and medium particle loading. However, in higher volume fractions they are not accurate. 

It suggests that the effective medium methods can be used for predicting the TIM 

conductivity when they are normalized based on a particular case. 
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Figure  6.10. Effect of particle aspect ratio on TIM effective conductivity, φ=20% 
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Figure  6.11. Effect of particle aspect ratio on TIM effective conductivity, φ=40% 
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Figure  6.12. Effect of particle aspect ratio on TIM effective conductivity 
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6.5.3 Effect of Particle Conductivity on TIM conductivity 

Figure  6.13 presents the effective thermal conductivity of TIM filled with 

particles with d=11μm at different thermal conductivities. It is observed that the effective 

thermal conductivity of TIM increases with increasing thermal conductivity of the fillers. 

However, based on the Nielsen model [109], it is seen that when the thermal conductivity 

of the filler is much larger (>100 times) than the base fluid, increasing the thermal 

conductivity of the solid particles does not have a significant effect. Based on this model, 

the effective thermal conductivity is obtained as: 

φϕ
φ

B1
AB1

k
k

m

TIM
−
+

=  
( 6.6)

Where,
Akk
1kk

B
mf

mf
+

−
=

/
/

, 2
11

max

max )(
φ

φφϕ −
+= , A=1.5 and maxφ =0.637 for 

randomly packed spheres. Comparing the simulation results and the modified Bruggeman 

predictions with the Nielsen model it is evident that the Nielsen model is not realistic at 

high volume fractions and over estimates the thermal enhancement. 
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Figure  6.13. Effect of particle thermal conductivity on TIM effective thermal 

conductivity 
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CHAPTER 7  

CONCLUDING REMARKS 

In this research, a computational method based on Lattice-Boltzmann equation is 

developed for efficient simulation of fluid flow and heat transfer in complex geometries 

under transient conditions. The method presented here is based on solving the Lattice-

Boltzmann equation for the fluid phase. It is coupled to the Newtonian dynamics 

equations to model the movement of particles and the energy equation to find the thermal 

properties in the fluid and solid phases. The flow and energy transport at particle scale are 

numerically predicted. This method is based on solving the basic conservation equations 

at particle scale and does not use any other models for predicting average suspension 

flow properties such as effective mixture viscosity or thermal conductivity. However, 

lubrication model is used to model inter-particle forces where particles are close to each 

other. This is a direct numerical simulation that models the free movement of the solid 

particles suspended in the flow and their effects on the temperature distribution. This is a 

robust and efficient computational method for the analysis of solid particles suspended in 

fluid. An advantage of the Lattice-Boltzmann method is that the code can be easily 

implemented on parallel processors because of the local nature of the time evolution 

operator.  

The Lattice-Boltzmann method is described in  Chapter 2. The developed thermal 

Lattice-Boltzmann method in the present research for modeling heat transfer in 

suspension flows is discussed. Sample problems and method validations are presented in 

 Chapter 3. In section  3.2, the method used for parallel computations is described and the 
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infrastructure used in the large domain simulations is introduced. Benchmark studies 

show good scaling of the method on parallel systems. Large domain simulations are 

performed using parallel implementation of the numerical method. This method is used to 

simulate heat transfer in the systems that contain multi-component fluids including 

suspended particles. 

Convective heat transfer in internal suspension flow is investigated in  Chapter 4. 

The amount of thermal enhancement and the effect of different parameters on it is 

discussed. The results suggest that fluid flow disturbance due to movement of suspended 

particles near the channel walls is a critical factor in thermal enhancement in internal 

suspension flow. It affects the temperature gradient and results in local enhancements on 

heat transfer. The results show that at 5% volume fraction, the average performance is 

enhanced about 10%. The effect of particle volume fraction, size and thermal 

conductivity are investigated in section  4.4. It is observed that when ks/km > 50, the 

thermal performance is not affected by conductivity of solids. Above this limit, thermal 

performance in enhanced 1% with 400% increase in thermal conductivity of solids. It is 

also observed that thermal performance in enhanced 1% with 30% increase in particle 

size. 

In the second application, heat transfer in fiber suspensions during hot pressing in 

paper making process is studied in  Chapter 5. The effects of efficient pre-heating on 

overall energy savings are discussed. It is shown that heat transfer enhancement in fiber 

suspension is essential in increasing the efficiency and energy savings in the paper 

making industry. The results show that the thermal properties are highly dependent on the 
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wood fiber types compared to fiber concentration or temperature. The effective thermal 

conductivity of fiber suspensions for three different wood fibers is calculated 

numerically. The effective thermal conductivity changes about 45% for suspensions of 

different softwood and hardwoods at 20-40% of solid fiber contents. 

In  Chapter 6, thermal properties of particle laden thermal interface materials are 

studied based on the micro-structure of the mixture. Squeeze flow of particle laden fluids 

is investigated numerically. The particle distribution is predicted based on practical 

conditions in the assembly of thermal components. The particles form low thermal 

resistance paths for heat transfer. The inter-particle distance is increased in horizontal 

plane and it is decreased in the main heat flow (vertical) direction. This affects the 

thermal properties and needs to be considered for realistic thermal predictions. The 

results show that effective thermal conductivity is enhanced 2-7 times at φ=55% 

depending on particle size, shape, and conductivity. The results show that increasing 

particle aspect ratio results in thermal enhancement of up to 2.5 times at high (φ>50%) 

particle loading.  

The main contributions from the current work are as following: 

a) A numerical method is developed based on coupling Lattice-Boltzman 

equation, Newtonian dynamics equations and the energy equation. This method is 

especially useful to study heat transfer in complex and multi component particles. This 

method has all the advantages of Lattice Boltzmann method in simulating suspension 

flows. Additionally, the thermal calculations are performed based on first principles and 

the computational method is not complicated. 
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b) An efficient parallel computational model for large domain simulations of 

heat transfer in micro/nano multi-component fluids and fiber suspension flows is 

introduced based on the developed TLBM. Parallel implementation is performed using 

MPI method and benchmark studies on large computing clusters are performed. 

c) The method is used to investigate the effect of suspended solid particles on 

local flow disturbances in forced internal flow. It has been shown that the particles have 

the most impact on local convective heat transfer in microchannel flow of suspensions. 

d) The pre-heating process of fiber mixtures in paper making is investigated 

using numerical simulations. The advantage of the current method is that no experimental 

or semi-empirical modeling is used. Therefore, the predictions are more accurate and 

compare well with the existing experimental data. This provides an efficient method to 

predict thermal properties of fiber mixtures. The design parameters (such as energy 

supplying components in hot pressing or roll design) depend on these thermal properties. 

It is especially important considering the variety in wood fiber types that makes it 

difficult to do experiments for each individual case. 

e) Thermal properties of particulate thermal interface materials are 

investigated based on the microstructure change during squeezing in assembly process.  

Particle distribution is an important factor in determining the thermal properties of solid 

suspensions. The previous numerical or analytical studies have examined arrangements 

such as simple cubic, body centered, face centered, or random. Here, utilizing squeeze 

flow simulations, we are able to generate the actual particle distribution resulting from a 



 

114 

given assembly process. Therefore, there is no need to assume pre-defined random 

distributions. 

7.1 Recommended Future Work 

In this section some recommended future work and possible extensions are 

discussed. 

a) The current Thermal LBM does not include phase change simulations. 

However, it possible to extend the method to cover phase change. It will need to use a 

multi-relaxation time LBM to be able to change the viscosity. This will provide a very 

useful numerical tool to directly simulate complex geometries which involve phase 

change. Especially it will be useful when the system includes a complex multi component 

of solid-liquid or gas-liquid mixtures. 

b) The parallel implementation has been done for the current model based on 

MPI method. Although the benchmark studies show good performance, more efficiency 

studies may be needed to make the computations more efficient and less time consuming.   

c) As outlined in  Chapter 5, energy savings and heat transfer studies are very 

important in paper making process. An efficient and accurate numerical method to study 

the heat transfer process in impulse drying and evaporative drying is extremely useful. 

Therefore, further extensions of the method are required to simulate flexible fiber 

suspensions and to model phase change. 

d) The method presented here provides the means and the general idea of 

predicting thermal properties of particulate TIMs based on particles microstructure during 



 

115 

practical conditions. The samples considered here are for solid fillers. The extension of 

this method to cover other types of TIMs such as CNT based TIMs is straightforward.  
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