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Abstract
This article introduces the use of in situ high-resolution transmission electron

microscopy (HRTEM) techniques for the study and development of nanomaterials and
their properties. Specifically, it shows how in situ HRTEM (and TEM) can be used to
understand diverse phenomena at the nanoscale, such as the behavior of alloy phase
formation in isolated nanometer-sized particles, the mechanical and transport properties
of carbon nanotubes and nanowires, and the dynamic behavior of interphase
boundaries at the atomic level. Current limitations and future potential advances in
in situ HRTEM of nanomaterials are also discussed.

form an image. Because the lens system of
the TEM must preserve the coherence of the
image-forming beams, the spacing being
resolved in the image must be within the
resolution limits of the microscope. This
requirement generally limits HRTEM to
observations of projected specimen struc-
tures along relatively low-index zone axes
with wide interplanar spacings that are
within the resolution limits of the micro-
scope. Under optimum conditions, an
HRTEM image can be directly interpreted
as a map of the projected crystal structure
(crystal potential) along the electron-beam
direction. Such interpretation is usually
possible only for a narrow range of speci-
men and microscope parameters, but this

Introduction
It is often necessary to study nanoscale

materials under the actual conditions in
which they exist in order to understand
their functionality, or the fundamental
phenomena governing their behavior in
realistic environments. As materials sys-
tems continue to decrease in size, the
capability to study these materials at the
highest possible levels of spatial resolu-
tion is becoming increasingly important.
In situ high-resolution transmission elec-
tron microscopy (HRTEM) enables such
studies and can be applied to a variety of
nanoscale materials phenomena.

HRTEM imaging is a phase-contrast
dominated imaging technique where two
or more beams are allowed to interfere to
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situation and its variations are well under-
stood. In any case, the resulting HRTEM
image is a two-dimensional projection of
the three-dimensional structure, with the
columns (or planes) of atoms being either
dark or bright, depending on the exact
specimen and imaging conditions.

The specimen and microscope require-
ments for in situ HRTEM imaging are not
generally different from those of usual
HRTEM, except that one must have spe-
cialized holders capable of inducing
changes in the specimen and some method
of recording and analyzing the resulting
dynamic responses. Many different types
of holders capable of heating or cooling,
straining, lasing, evaporating/depositing,
applying a current/voltage, etc., are avail-
able commercially or can be fabricated
without great difficulty. Some of these
holders are mentioned in the following
examples. At present, most HRTEMs are
equipped with a charge-coupled device
(CCD) or television (TV)-rate cameras that
are fiber-optically coupled to the HRTEM
for recording high-resolution images at 30
frames/s. Specimen drift caused by tem-
perature changes that lead to expansion or
bending of the sample or sample holder is
usually not a significant problem when
inducing small changes to a specimen and
images are being acquired at TV rates. If
substantial drift does occur, it can make
subsequent interpretation and/or com-
puter comparison of the resulting digital
images difficult. Drift is a critical limiting
factor for HRTEM imaging in a scanning
transmission electron microscope (STEM),
so most in situ experiments have so far
been performed in TEMs; this article
focuses on examples from TEM and
HRTEM techniques. The examples dis-
cussed in this article illustrate the wealth
and variety of information that can be
obtained about nanomaterials and
processes by employing in situ studies.

Applications
Alloy Phase Formation in Isolated
Nanometer-Sized Particles

Nanometer-sized materials are very
attractive for a variety of applications
because they exhibit properties that are
significantly different from those of the
corresponding bulk materials. In the
design and application of these materials,
understanding the basic rule for alloy
phase formation under dimensional con-
strictions is important. Recent remarkable
progress in in situ HRTEM makes it possi-
ble to directly observe the alloy phase
 formation process as a function of temper-
ature, size, and composition.1

It is clear that a large reduction of the
eutectic temperature takes place with
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decreasing size of alloy particles.2 Figure 1a
shows an as-produced Sn particle contain-
ing an amount of In. Lattice fringes seen in
the particle indicate that the particle is in a
crystalline state and therefore in the state of
a solid solution. The formation of facets can
be clearly recognized on the surface of the
particle. The temperature of the graphite
substrate was kept at room temperature.
With continued deposition of In, all the lat-
tice fringes abruptly disappeared, and at
the same time the shape of the particle
changed from faceted and polygonal to
round and semispherical, as seen in Figure
1b. No salt and pepper contrast characteris-
tic of an amorphous solid was present in
the particle. These observations indicate
that the droplet is in a liquid state. The In
concentration in the liquid particle was
approximately 55 at.% In. Therefore, the
stable phase of the approximately 7-nm-
sized Sn-55 at.% In alloy particle at room
temperature is liquid; this is in sharp con-
trast with the equilibrium phase(s) in bulk
material (i.e., a two-phase mixture of In3Sn
and InSn4).3 The eutectic temperature of the
Sn-In system in bulk is reported to be
393 K.3 Figure 1b shows, therefore, the
eutectic temperature was depressed by
more than 100 K when the size of the system
is reduced from bulk to ~7 nm. This large
depression arises because the contribution
of the interfacial energy between two differ-
ent solid phases to the total Gibbs free
energy of the particle becomes so high that
the eutectic temperature is lowered much
faster than the melting point of the pure
components with decreasing particle size.1

The second example concerns the change
in microstructure with composition at tem-
peratures above the eutectic temperature.
Figure 2 shows a typical sequence of the
alloying process of Sn into a nanometer-
sized Bi particle at around 350 K.4 Figure 2a
shows an as-produced pure Bi particle on
the graphite substrate. The size of the parti-
cle was approximately 8 nm. Figure 2b
shows the same particle after Sn deposition.
By the deposition of Sn the structure of the
particle changed from a single crystal to a
mixture of crystalline and liquid phases, as
seen from Figure 2b. The interface between
the crystalline and the liquid phase (double
arrowed) was rather smooth. A faceted sur-
face of the crystalline Bi (shown in Figure
2a) was replaced by a round curved surface
of the liquid phase (arrowed). With contin-
ued deposition of Sn, the crystal–liquid
interface moved left and downward at the
expense of the crystal (Figures 2b-d), and
eventually the whole particle became liquid
(Figure 2e). Figure 2f is an energy-disper-
sive x-ray spectrum taken from the central
portion of the particle depicted in Figure 2e,
showing that the composition of the particle

was Bi-50 at.% Sn. The change in the
microstructure with the composition men-
tioned above (i.e., a heterogeneous mecha-
nism: crystalline → crystalline + liquid →
liquid) is consistent with that predicted
from the phase diagram for the bulk mate-
rial at temperatures between the eutectic
temperature and the melting point of Bi.3
However, this microstructural change with
composition is altered when the size of par-
ticles is further reduced down to the 5 nm
range. Namely, a 5-nm-sized Bi particle
underwent an abrupt crystalline-to-liquid
phase change in the course of continuous
alloying of Sn at around 350 K.5 In the
abrupt phase change, no formation and
movement of a crystal–liquid interface was
detected. This type of phase change (i.e., a
homogeneous mechanism) is in sharp con-
trast to the manner observed in a relatively
large-sized (8-nm-sized) particle shown in
Figure 2 (i.e., a heterogeneous mechanism).
Thermodynamic model calculations indi-
cate that such alteration in the phase change
from a heterogeneous to homogeneous
mechanism with decreasing particle size
can be consistently explained in terms of the
contribution of the solid–liquid interfacial
energy.4

Last, it is worth mentioning that in situ
HRTEM also plays a key role in revealing
the significant enhancement of the solid sol-
ubility in nanometer-sized alloy particles.6

In SituTEM and HRTEM of
Nanotubes and Nanowires
In Situ Nanomechanics of One-
Dimensional Nanomaterials. TEM is
powerful for characterizing the atomic and
electronic structure of inorganic materials.

In recent years, in situ measurement tech-
niques using the high spatial resolution
provided by TEM have been extensively
developed for directly imaging the local
structure while its properties are being
measured. The pioneer work of measuring
the elastic modulus of a single carbon
nano tube is an outstanding example.7,8

Inspired by this work, improved specimen
holders and manipulation stages have
been developed for in situ characterization
of the mechanical, electrical, and field emis-
sion properties of nanotubes (NTs),
nanowires (NWs), and nanobelts (NBs). By
applying an alternating voltage across an
electrode and an NT, mechanical resonance
is induced when the externally applied fre-
quency matches the natural resonance fre-
quency of the NT (see Figure 3). If the size
of the measured object is relatively large
(greater than 10–20 nm as a first approxi-
mation, depending on the material and
conditions) so that classical elasticity the-
ory still holds, quantifying the resonance
frequency gives the elastic modulus of the
NT. Such an  experiment can be easily done
in a scanning electron microscope because
of the large-size specimen chamber and
three- dimensional manipulation.9

TEM is most powerful for direct imag-
ing of dislocations in solid materials and is
ideally suited for studying plastic defor-
mation of NWs. An in situ technique has
been developed for conducting bending
or axial tensile experiments for NWs and
NTs in the TEM.10,11 The technique relies
on the deformation produced by a par-
tially broken carbon film on which NWs
are attached. The stretching of the carbon
film as illuminated by the electron beam

a b

Figure 1. Large depression of the eutectic temperature of a nanometer-sized Sn-In alloy
particle. (a) As-produced Sn-In alloy particle in a state of a solid solution, (b) the same
particle, which underwent a melting transition by additional alloying of In. During the
experiment, the temperature of the substrate was kept at room temperature (from Reference
2). Subscripted numbers in plane spacing values indicate uncertainty in that decimal space.



results in the tensile stretching of an NW.
Using this technique, unusually large-
strain plasticity of ceramic SiC NWs at
room temperature has been directly
observed (Figure 4). The continuous plas-
ticity of the SiC NWs is accompanied by a
process of increased dislocation density at
early stages, followed by an obvious lat-
tice distortion, and finally reaches an
entire structure amorphization at the most
strained region of the NW. These unusual
phenomena for the SiC NWs are funda-
mentally important for understanding
the nanoscale fracture and strain-

induced band structure variation for high-
temperature semiconductors.10 A diameter
reduction as large as 426% (the ratio of
incipient diameter over the breakpoint
diameter [%]) and 125% elongation were
obtained at ambient temperature for Si
NWs.11 Development of dislocations and
their dynamics at the early stage of plastic
deformation was directly imaged.

In Situ Transport Property of One-
Dimensional Nanomaterials. The con-
ductance measurement of individual
carbon NTs has also been carried out using

an in situ TEM technique, employing a
specimen holder that is able to manipulate
the position of the NT so that it can be in a
good contact with a counter electrode that
is mechanically soft enough to make an
Ohmic contact. The idea is to apply a volt-
age across the NT and measure its cur-
rent–voltage (I–V) characteristics when its
structure is continuously imaged by TEM.
This allows a direct correlation between
the observed structural changes with the
measured I–V characteristics. Figure 5a
shows an NT that is in contact with a car-
bon electrode and a Hg electrode. After
applying a large current, the end that was
in contact with Hg was locally burnt off,
possibly because of the large local contact
resistance (Figure 5b). Using this in situ
TEM technique, the detailed conditions
under which the ballistic quantum con-
ductance of a multi-walled NT was
observed has been studied.12

In situ TEM is also powerful for study-
ing the electromechanical coupling
response of one-dimensional (1D) nano-
materials, such as boron nitride (BN)
tubes.13,14 Using a specimen stage that
can apply a strain to an NT and continu-
ously monitor its electrical transport
property, the electromechanical coupled
property can be characterized, provided
the contacts between the NT and the elec-
trodes are Ohmic with negligible contact
resistance.15,16 This technique enables
direct correlation between the transport
properties with the local strain and defor-
mation built in the NT, thus providing a
great technique for investigating the elec-
tromechanical coupled properties of a NT.

In Situ Field Emission of One-
Dimensional Nanomaterials. In situ
TEM is capable of directly mapping the
electric field distribution around an NT tip
when it is emitting electrons. The mapping
is based on electron holography, which is
sensitive to the phase shift of the incident
electron as introduced by the local electro-
static potential around the NT tip.17 Due to
the large aspect ratio of 1D nanomaterials,
the electric field at their tips can be rather
large, thus the local temperature could be
very high during field emission. It is possi-
ble to induce structural damage at the tips.
TEM is ideal for directly observing the
structural damage of a carbon NT during
field emission under a higher voltage.18

The damage occurs in a way that the walls
of the NTs are split piece-by-piece and seg-
ment-by-segment. The mechanisms of the
field-induced damage are believed to be
caused by two processes. One, the electro-
static force acting on the tip of the NT can
split the NT piece-by-piece and segment-
by-segment. The second process is likely
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Figure 2. A sequence from a video recording of the alloying process of Sn into a
nanometer-sized Bi particle: (a) as-produced Bi particle on the graphite substrate; (b–e) the
same particle under a Sn deposition condition. With Sn deposition, a crystalline–liquid
interface formed in the particle (double arrowed in b), and it then moved left and downward
at the expense of the crystal (see c and d) until the whole particle became liquid (e). The
three numbers inserted in each micrograph indicate the time in units of minutes, seconds,
and one-sixtieth seconds (from Reference 4).
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due to the local temperature created by the
flow of emission current, which may
“burn” the NT layer-by-layer. Recent cal-
culations by Wei et al.19 suggest that the
highest temperature along an NT during
field emission is not at the tip but at a short
distance away from the tip because of the
enhanced emission rate at the tip that takes
away some local heat; this may explain the
segment-by-segment damage of the NT.

An important physical quantity in
electron field emission is the surface
work function, which is well docu-
mented for elemental materials. For emit-
ters such as carbon NTs, most of the
electrons are emitted from the tips of the
carbon NTs, and it is the local work func-
tion that matters to the properties of NT
field emission. A technique has been
developed to measure the work function
at the tip of a single carbon NT.20 The
measurement is based on the electric-
field-induced mechanical resonance of
the NT. The field emission of an NT has

been directly correlated to the structure
at the tip, thus providing a quantitative
understanding about the characteristics
of NT field emission and its dependence
on local tip structure.21,22

In Situ HRTEM of Interphase
Boundary Dynamics

Understanding how atoms arrange at
interphase boundaries and cross from
one phase to form the other is essential
to understanding the nature of phase
trans formations in materials.23,24 Phase
transformations are important, because
they are one of the main techniques that
materials scientists employ to develop
materials structures with sizes ranging
from a few atoms to micrometers.25

Since interphase boundaries are internal
interfaces, in situ hot-stage HRTEM is
one of the few techniques capable of
providing both atomic-level structural
and dynamic  information about such

interfaces. This section illustrates how
in situ hot-stage HRTEM can be used to
determine the dynamic behavior of
interphase boundaries at the atomic
level, focusing on a diffuse coherent
interphase boundary in a Au-Cu alloy.

Figure 6a shows an HRTEM image of a
diffuse interphase boundary between
the long-range ordered (O) AuCu-I
phase and disordered (D) α phase in a
Au-41Cu (at.%) alloy sample taken as a
frame from a videotape at approximately
305˚C during in situ heating in the
HRTEM.26 The position where a 25-
 pixel-wide intensity profile was taken
across the interphase boundary is indi-
cated by the white rectangle in the fig-
ure. The corresponding intensity
(brightness) profile is shown in Figure
6b. In this profile, the ends of the diffuse
interphase boundary on the ordered and
disordered sides are indicated by the
lines labeled O and D, respectively, and
the same locations are also indicated in
Figure 6a. Detailed HRTEM image simu-
lations (e.g., inset in bottom left in Figure
6a) show that the Au-rich (001) planes in
the ordered AuCu-I phase appear as
bright lines in the image in Figure 6a and
corresponding high intensity peaks on
the left side of the intensity profile in
Figure 6b. The Cu-rich planes between
the peaks are barely visible because they
appear dark in the HRTEM image in
Figure 6a under these experimental con-
ditions. The lower intensity peaks
spaced only half this distance apart to
the right of position D correspond to the
{002} planes in the disordered α phase. In
the region between O and D, the intensi-
ties change from left to right, leading to
the interphase boundary thickness
labeled L in Figure 6b.

The positions O and D in Figure 6 were
determined for each frame (time interval
of 0.03 s) during a period of 60 s, and these
are plotted in Figure 7a, which shows sev-
eral important features. First, it is evident
that the disordered side of the diffuse
interphase boundary (top graph) generally
moves more frequently and often over
larger distances than the ordered side of
the interphase boundary (bottom graph)
with time. The smallest distance present in
the top graph (arrow) is the spacing of one
{002} plane in the disordered α phase.
Following the disordered side of the inter-
phase boundary with time, it is evident
that the interphase boundary fluctuates
over a distance of one to six {002} α planes.
In contrast, using the {002} plane spacing
as a reference, it is apparent that the
ordered side of the interphase boundary in
the lower graph typically moves twice this
distance, which is the spacing between the
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Figure 3. Nanotube response to resonant alternating applied potentials. (a) In the absence
of a potential, the nanotube tip (length L = 6.25 µm, diameter D = 14.5 nm) vibrated slightly
because of thermal effects. (b) Resonant excitation of the fundamental mode of vibration
(frequency ν1= 0.53 MHz); the shape corresponds closely to that expected for a
cantilevered uniform beam. (c) Resonant excitation of the second harmonic (frequency 
ν2 = 3.01 MHz).



Au-rich (001) planes in the AuCu-I phase.
In addition, it fluctuates with a frequency
that is several times less than that of the
disordered side. Thus, the position of the
disordered side of the interphase bound-
ary rapidly fluctuates between a number

of adjacent {002} α planes with time,
whereas the ordered side fluctuates more
slowly and only between Au-rich planes in
the ordered AuCu-I phase.

The different interphase boundary
behaviors observed in Figure 7a are likely

due to a combination of several factors
occurring at the interphase boundary,
namely: (1) the tetragonality of the AuCu-I
structure, which leads to an energetically
stable (001) plane that tends to keep the
ordered side of the interphase boundary
parallel to this plane, (2) a lower average
diffusivity in the AuCu-I phase as com-
pared to the disordered α phase at 305°C,
(3) a related longer atomic jump-distance
(0.357 nm) for diffusion perpendicular to
the ordered (001) planes in the AuCu-I
ordered phase, and (4) the fact that the
interphase boundary must move this
same distance between Au-rich planes on
the ordered side.27,28 A combination of
these effects leads to a significantly higher
activation energy for movement of the
ordered side of the interphase boundary,
causing the experimentally observed
interphase boundary behavior in Figure
7a. In fact, if one performs an approximate
calculation for the average diffusivities
and corresponding jump frequencies of
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Figure 4. A series of transmission electron microscopy (TEM) images showing the bent
SiC NWs from elastic (1) to plastic (2) and the large strain plasticity through 3 to 12. An
amorphous character was directly observed in 3 and 12. The amorphous region shows
transparent contrast in the middle, which is distinctive from the crystalline regions. (Image
courtesy of X.D. Han and Z. Zhang, from Reference 10).

a b

Figure 5. In situ observation of electric transport through single carbon nanotubes. (a)
Applied voltage V = 0.1 V, current I = 7.3 µA, the resistance of the carbon R = 12.7 kΩ
which corresponds to a conductance G = (12.7 kΩ)−1 = 1.02 G0 where G0 is the quantized
conductance of a single conduction channel. (b) After applying a 4 V voltage, the nanotube
was broken; the break occurred at the contact of the nanotube and the Hg.
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Figure 6. (a) High-resolution TEM
image of an order–disorder interphase
boundary at 305°C with a simulated
image of the interphase boundary for
the same sample and microscope
conditions shown superimposed on the
experimental image. The Au-rich (001)
planes in the AuCu-I phase appear
bright on the left side of the interphase
boundary as do the {002} planes that
are spaced approximately half as far
apart in the α phase on the right side.
(b) A 25-pixel-wide intensity profile
taken across the interphase boundary
over the region indicated by a white box
in (a). The positions O and D, which
indicate the ordered and disordered
sides of the diffuse interphase
boundary, respectively, are indicated in
both (a) and (b) (from Reference 26).



the atoms in the ordered and disordered
phases, respectively, using the equation Γ
= 6D/λ2, where Γ is the jump frequency
(s−1), D is the diffusivity at 305˚C of 1.7 ×
10−15 m2/s for the α phase and 7.0 × 10−16

m2/s for the AuCu-I phase,28 and λ is the
jump distance (3.7 × 10−10 m in AuCu-I),
one finds that the jump frequency in the
disordered phase is approximately 3 × 105

s−1, as compared to 3 × 104 s−1 in the
ordered phase, consistent with the consid-
erations mentioned above. However,
these frequencies are approximately four
orders of magnitude greater than the
actual frequencies of interphase boundary
movement recorded for the ordered and
disordered sides of the interphase bound-
ary, indicating that collective atom vol-
umes, rather than individual atom jumps,
are involved in the process. In other
words, movement of the interface
involves the formation of critical-size fluc-
tuations involving many atoms.29,30

The interphase boundary thickness
and mean position were determined

from the data in Figure 7a and these are
plotted in Figure 7b. The mean inter-
phase boundary position was deter-
mined as the midpoint between
positions O and D. The average fre-
quency of interphase boundary move-
ment is 1.2 s−1, with a maximum
frequency of 7.7 s−1 and a minimum fre-
quency of 0.4 s−1. This temporal varia-
tion reflects mainly that of the
disordered side, which fluctuates at a
higher frequency. Also note that the
mean interphase boundary position
moves up more often than down in
Figure 7b, again reflecting the character
of the disordered side of the interphase
boundary, which tends to move into the
disordered phase, expanding the inter-
phase boundary. Thus, the interphase
boundary fluctuations are not symmet-
ric about the mean position, but favor
the disordered side. The average veloci-
ties of the ordered and disordered sides
of the interphase boundary were also
determined over 60 s using the data in
Figure 7a and were 0.3 nm/s and 1.3
nm/s, respectively.

The interphase boundary thickness is
shown in the bottom graph in Figure 7b.
The average thickness was approxi-
mately 1.7 nm, or the equivalent of 7
{002} planes (or ~ 4 unit-cells) in the dis-
ordered α phase, although the thickness
averaged slightly more than 2.0 nm dur-
ing the latter 20 s of the video sequence,
where the disordered side of the inter-
phase boundary moved a few planes far-
ther away from the ordered side. The
maximum and minimum interphase
boundary thicknesses observed were 3.3
and 0.8 nm, respectively, which repre-
sent variations in thickness on the order
of 100%. The average interphase bound-
ary thickness measured from Figure 7b is
comparable to recent studies on strain-
induced incomplete wetting above the
critical temperature Tc, where the alloy
becomes disordered, at AuCu-I (001) sur-
faces,27 and is also similar to previous
calculations for a Au-Cu alloy31 and
recent atomistic calculations performed
on Al-Li and Al-Ag alloys slightly below
Tc using embedded atom potentials and
Monte Carlo methods.32,33 In the Al-
based alloys, which behave similar to
Au-Cu alloy, the calculations indicate
that the diffuse interphase boundary
should extend over 4–6 unit cells (i.e., L
~ 1.6–2.4 nm), and the strain-induced
incomplete wetting phenomenon leads
to order in AuCu (001) surfaces that
extends 5–7 planes (i.e., L ~ 1.0–1.4 nm)
into the crystal at temperatures much
greater than Tc. Thus, such in situ
HRTEM analyses are capable of reveal-

ing the fundamental mechanisms gov-
erning the dynamic behavior of inter-
phase boundaries in materials.

Summary and Future Prospects
This article has demonstrated how

in situ TEM and HRTEM can be used to
understand the formation mechanisms
of nanoscale materials, as well as many
of their unique properties and dynamic
behavior. It is extremely difficult, if not
impossible, to obtain such information
by any other technique. Having this
information is essential to developing
nanoscale materials and devices for var-
ious applications ranging from catalysts
and field emitters to nanoelectronics
and nanosensors. The time resolution of
dynamic observations is currently lim-
ited by a combination of image signal
and the image recording devices to
about 0.03 s. Even with this limitation,
in situ HRTEM is able to provide a
wealth of information about detailed
processes that occur at the nanoscale in
materials. This situation will continue
to improve as rapid progress is made in
increasing the spatial, temporal, and
chemical resolution of HRTEMs, in 
the capability of imaging devices, in 
storage and processing, and in precise
computer control of the microscope.
Other complementary spectroscopic
techniques that were not mentioned in
this article (e.g., electron energy-loss
 spectroscopy—see article by Saka et al.
in this issue) can also be incorporated 
to follow chemical and/or bonding
changes in materials in situ, offering
many additional insights into nanoma-
terial phenomena. It is conceivable that
it will be possible to image the three-
dimensional structures of materials at
or near the atomic level using energy-
filtering TEM and/or high-angle annu-
lar dark-field scanning TEM and image
reconstruction methods in the near
future. Thus, it is anticipated that the
role and capability of in situ HRTEM in
nanoscience and nanotechnology will
only continue to increase in the future.
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interphase boundary in Figure 6a over
a period of 60 s. (b) Corresponding
graphs showing the interphase
boundary mean position (top) and
thickness (bottom) for the same period.
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