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#### Abstract

In this paper we introduce a concept of exponential dichotomy for skew-product semiflow in infinite dimensional Banach spaces which is an extension of the classic concept for evolution operators. This concept is used to study the roughness property of the skew-product semiflow. Also, we introduce the concept of discrete skew-product and give a necessary and sufficient condition for this discrete skewproduct to have a Discrete Dichotomy. After that, we give necessary and sufficient conditions for the existence of exponential dichotomy for skew-product semiflow. Moreover we prove that the exponential dichotomy for skew-product semiflow is not destroyed by small perturbation. Finally, we apply these results to parabolic partial differential equations and functional differential equations.
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## 1 Introduction

The concept of exponential dichotomy of linear differential equations was introduced by Perron in 1930 [24], which is concerned with the problem of conditional stability of a system

$$
\begin{equation*}
\dot{x}=A(t) x \tag{1.1}
\end{equation*}
$$

and the conection with the existence of bounded solutions of the equation

$$
\begin{equation*}
\dot{x}=A(t) x+f(x, t) \tag{1.2}
\end{equation*}
$$

where the state space is a Banch space $X$ and $t \rightarrow A(t): \mathbb{R} \rightarrow L(X)$ is bounded, continuous in the strong operator topology. For related work, see Massera and Shaffer [21], Hale [8], Levinson [15], Coppel [6], Sacker and Sell [28], [29], [30] and Palmer [22].

One of the important problems of exponential dichotomies of the equation (1.1) is its roughness. That is, they are not destroyed by small pertubations of the bounded operator $A(t)$. This was first proved by Massera and Shaffer [21] under the assuption that the original operator $A(t)$ is a bounded matrix; for the case that $A(t)$ is not a matrix the results still true if $A(t) \in L(X)$ where $X$ is and infinite dimensional Banach space and can be found in Daleckii and Krein [7]. Also, Palmer [22] proved the following Lemma:

Lemma 1.1 Let $A(t)$ and $B(t)$ be $n \times n$ matrix functions, bounded and continuous on $\left[t_{0}, \infty\right)$. Suppose the system (1.1) has an exponential dichotomy on $\left[t_{0}, \infty\right)$ with projection matrix function $P(t)$ and $B(t) \rightarrow 0$ as $t \rightarrow \infty$. Then the perturbed system

$$
\begin{equation*}
\dot{x}=[A(t)+B(t)] x \tag{1.3}
\end{equation*}
$$

also has an exponential dichotomy on $\left[t_{0}, \infty\right)$ and if $Q(t)$ is a corresponding projection matrix function

$$
\begin{equation*}
\|Q(t)-P(t)\| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{1.4}
\end{equation*}
$$

The need for a new approach arose from the fact that for the linear differential equation (1.1) with unbounded operator $A(t)$, the solutions generally speaking, either can not be extended in the direction of the negative times, or can be extended, but not uniquely. For example, for parabolic partial differential equations many authors have studied these problems, (see for example, Henry [11], Kolesov [12] and Xiao-Biao Lin [17]). In the case of Henry, he studied the existence and roughness of the exponential dichotomy of the following linear differential equation

$$
\begin{equation*}
\dot{x}=\left(A_{0}+A(t)\right) x \tag{1.5}
\end{equation*}
$$

where $t \rightarrow A(t): \mathbb{R} \rightarrow L(X)$ is bounded, continuous in the strong operator topology and $A_{0}$ is the infinitesimal generator of an analitic semigroup of bounded linear operator in the Banach space $X$. Henry's results has been generalized by A. Carvalho [2], to the case when $A_{0}$ is the infinitesimal generator of a $C_{0}$ semigroup instead of an analitic semigroup. Both of them used the relation between discrete dichotomies and exponential dichotomies.

For the case of functional differential equations we can see the work done by HaleX.B.Lin [9], H.Rodrigues [27] and M.Lizana [18].

In the case of M.Lizana, he proved that, if the linear nonautonomous functional differential equation

$$
\begin{equation*}
\dot{x}(t)=L(t) x_{t}, \quad t \geq 0 \tag{1.6}
\end{equation*}
$$

admits and exponential dichotomy on $\mathbb{R}_{+}$where $L(t): C=C\left[[-r, 0], \mathbb{R}^{n}\right] \rightarrow \mathbb{R}^{n}$ is a linear operator which is uniformly continuous and bounded with respect $t$ on $\mathbb{R}_{+}$in the operator norm of the space $\mathrm{L}\left(C, \mathbb{R}^{n}\right)$, then it is not destroyed by small perturbation. Basically he proved the following:

Lemma 1.2 If (1.6) has an exponential dichotomy on $\mathbb{R}_{+}$and $B(t)$ is a linear bounded operator for $t \geq 0$ and continuous with respect to $t$ in the operator norm of $L\left(C, \mathbb{R}^{n}\right)$, $\|B(t)\| \leq \epsilon$ for all $t \geq 0$, then

$$
\begin{equation*}
\dot{x}(t)=(L(t)+B(t)) x_{t} \tag{1.7}
\end{equation*}
$$

has an exponential dichotomy on $\mathbb{R}_{+}$if $\epsilon$ is sufficiently small.
The prove of the above Lemma is similar to that for ordinary differential equations (see [8], Lemma 5.2, p.p 125-127).

Also, Lizana proved the following Theorem
Theorem 1.1 Suppose the above mentioned hypothesis on $L$ are satisfied. If $L(t)$ is globally Lipschitz in $t$ with a constant $\rho>0$ sufficiently small and all the roots of the characteristic equation $\operatorname{det} \Delta(t, \lambda)=0$, where

$$
\begin{equation*}
\Delta(t, \lambda)=\lambda I-L(t)\left(e^{\lambda} \cdot I\right) \tag{1.8}
\end{equation*}
$$

verify the condition

$$
\begin{equation*}
|\operatorname{Re} e \lambda(t)| \geq \alpha>0, \quad \forall t \geq 0 \tag{1.9}
\end{equation*}
$$

where $\alpha$ is independent of $t$, then $\dot{x}(t)=L(t) x_{t}, \quad t \geq 0$ has an exponential dichotomy on $\mathbb{R}^{+}$, with some projection operators $P(\sigma)$ and $Q(\sigma)$, the subspace $Q(\sigma) X$ is finite dimensional and the dimension is independent of $\sigma$ on $\mathbb{R}^{+}$.

All the problems above can be treated in the unifield setting of a linear skew-product semiflow. In [31] Sacker-Sell use a concept of exponential dichotomy for skew-product semiflow with the restriction that the unstable manifold has finite dimension and they give a sufficient condition for the existence of exponential dichotomies for skew-product semiflow, which is given by the following Theorem.

Theorem 1.2 Let $\pi=(\Phi, \sigma)$ be a weakly hyperbolic skew-product semiflow on $\mathcal{E}=$ $X \times \Theta$. If $\operatorname{codimS}(\theta)=k, \quad \theta \in \Theta \quad(\mathcal{S}(\theta)$-stable manifold), then $\pi$ has an exponential dichotomy over $\Theta$.

This concept is also used by Magalhães in [19] and [20]. It is not hard to prove that the concept of exponential dichotomy used by Sacker-Sell and Magalhães is stronger than the copcept we use here.

A different characterization of the exponential dichotomy for skew-product flow in infinite Banach spaces appears in Rau [25] and [26]. He associates a strongly continuous group to the skew-product flow $\pi=(\Phi, \sigma)$ in the following way:

Given a skew-product flow $\pi=(\Phi, \sigma)$ on $\mathcal{E}=X \times \Theta$ we can associate a family $\{T(t)\}_{t \in \mathbb{R}}$ of linear operators on the Banach space $C(\Theta, X)$ defined by

$$
\begin{equation*}
T(t) f(\theta)=\Phi(\theta \cdot(-t), t) f(\theta \cdot(-t)), \quad \forall t \in \mathbb{R} \tag{1.10}
\end{equation*}
$$

for all $\theta \in \Theta$ and $f \in C(\Theta, X)$.
Proposition 1.1 The operator family $\{T(t)\}_{t \in \mathbb{R}}$ given by (1.10) is a strongly continuous group on $C(\Theta, X)$.

Since $\pi=(\Phi, \sigma)$ is a flow (two side flow) the definition of exponential dichotomy is the same as in the finite dimensional case; this allows Rau in [25] to give the following sufficient and necessary condition for the existence of exponential dichotomy for skew-product flow $\pi=(\Phi, \sigma)$.

Theorem 1.3 (Theorema 12 in [25]) Let $\{T(t)\}_{t \in \mathbb{R}}$ be the strongly continuous group given by (1.10). Then the following statements are equivalent:
(A) $\pi=(\Phi, \sigma)$ has an exponential dichotomy over $\Theta$.
(B) $\sigma(T(t)) \cap \Gamma=\emptyset, \quad \forall t \neq 0$
where $\Gamma$ denotes the unit circle in $C$.

A similar result as Rau's can be found in Latushkin-Stepin [13], [14] and Antonevich [1].
In this paper, first of all, we introduce a concept of exponential dichotomy for skewproduct semiflow weaker than the concepts used by Sacker-Sell and Magalhäes. Here we allow the unstable manifold to have infinite dimension. On the other hand, ours concept is an extension of the classic concept of exponential dichotomy for evolution operators used by Henry in [11].

Second, we introduce the concept of Skew-Product Sequence and give a necessary and sufficient condition for this sequence to have discrete dichotomy.

Third, we apply the above results to prove roughness. We also give a necessary and sufficient condition for a linear skew-product semiflow to has an exponential dichotomy.

Finally, we consider some examples as applications of these results.

## 2 Preliminaries

In this section we shall present some definitions, notations and results about Skew Product Semiflow in infinite Banach spaces, as well as the definition of exponential dichotomy for the skew-product semiflow which is one of the most important concept of this paper.

### 2.1 Linear Skew-Product Semiflow

We begin with the notion of skew-product semiflow on the trivial Banach bundle $\mathcal{E}=$ $X \times \Theta$ where $X$ is a fixed a Banach space (the state space) and $\Theta$ is a compact Hausdorff space.

Definition 2.1 Suppose that $\sigma(\theta, t)=\theta \cdot t$ is a flow on $\Theta$, i.e., the mapping $(\theta, t) \rightarrow \theta \cdot t$ is continuous, $\theta \cdot 0=\theta$ and $\theta \cdot(s+t)=(\theta \cdot s) \cdot t$, for all $s, t \in \mathbb{R}$.

A linear skew-product semiflow $\pi=(\Phi, \sigma)$ on $\mathcal{E}=X \times \Theta$ is a mapping $\pi(x, \theta, t)=$ ( $\Phi(\theta, t) x, \theta . t)$ for $t \geq 0$, with the following properties:
(1) $\Phi(\theta, 0)=I$, the identity operator on $X$, for all $\theta \in \Theta$
(2) $\lim _{t \rightarrow 0^{+}} \Phi(\theta, t) x=x$, uniformly in $\theta$. This means that for every $x \in X$ and every $\epsilon>0$ there is a $\delta=\delta(x, \epsilon)>0$ such that $\|\Phi(\theta, t) x-x\| \leq \epsilon$, for all $\theta \in \Theta$ and $0 \leq t \leq \delta$.
(3) $\Phi(\theta, t)$ is a bounded linear operator from $X$ into $X$ that satisfies the cocycle identity:

$$
\begin{equation*}
\Phi(\theta, t+s)=\Phi(\theta . t, s) \Phi(\theta, t) \quad \theta \in \Theta, \quad 0 \leq s, t \tag{2.1}
\end{equation*}
$$

(4) for all $t \geq 0$ the mapping from $\mathcal{E}$ into $X$ given by

$$
(x, \theta) \rightarrow \Phi(\theta, t) x
$$

is continuous.
The properties (2) and (3) imply that for each $(x, \theta) \in \mathcal{E}$ the solution operator $t \rightarrow$ $\Phi(\theta, t) x$ is right continuous for $t \geq 0$. In fact :

$$
\|\Phi(\theta, t+h) x-\Phi(\theta, t) x\|=\|[\Phi(\theta \cdot t, h)-I] \Phi(\theta, t) x\|
$$

which goes to 0 as $h$ goes to $0^{+}$.
For any subset $\mathcal{F} \subset \mathcal{E}$ we define the fiber

$$
\begin{equation*}
\mathcal{F}(\theta):=\{x \in X:(x, \theta) \in \mathcal{F}\}, \quad \theta \in \Theta . \tag{2.2}
\end{equation*}
$$

So $\mathcal{E}(\theta)=X \times\{\theta\}, \quad \theta \in \Theta$. If $U \subset \Theta$, then we define

$$
\mathcal{F}(U):=\bigcup_{\theta \in U} \mathcal{F}(\theta)
$$

Also we define

$$
\mathcal{E}_{0}=\{(x, \theta) \in \mathcal{E}: x=0\}
$$

the zers fiber.
Proposition 2.1 Let $\pi=(\Phi, \sigma)$ be a linear skew-product semiflow on $\mathcal{E}$. Then there exists constants $M \geq 1, \quad a>0$ such that

$$
\|\Phi(\theta, t)\| \leq M e^{a t} \quad \theta \in \Theta, \quad t \in \mathbb{R}_{+}
$$

Proof First we claim that there is $\delta>0$ such that

$$
M=\sup \{\|\Phi(\theta, t)\|: \quad \theta \in \Theta, \quad 0 \leq t \leq \delta\}<\infty
$$

For the purpose of contradiction. Let us assume that there are sequences $\theta_{n} \in \Theta, t_{n} \in \mathbb{R}_{+}$ such that $t_{n} \rightarrow 0^{+}$and $\left\|\Phi\left(\theta_{n}, t_{n}\right)\right\|>n$. The Banach-Steinhaus Theorem (Uniform Boundedness Principle) implies that there is $x \in X$ such that

$$
\left\{\left\|\Phi\left(\theta_{n}, t_{n}\right) x\right\|: n \in \mathbb{N}\right\}
$$

is unbounded. This contradicts the fact that

$$
\lim _{t \rightarrow 0^{+}} \Phi(\theta, t) x=x
$$

uniformly in $\theta \in \Theta$. Therefore $M<\infty$.
On the other hand we have that $\Phi(\theta, 0)=I$, so $M \geq 1$.
Now fix $t \in \mathbb{R}_{+}$. Let $m$ be an integer satisfying $m \leq t / \delta \leq m+1$, i.e., $\delta m \leq t \leq \delta m+\delta$. Then for any $\theta \in \Theta$ we have

$$
\begin{aligned}
\|\Phi(\theta, t)\| & =\|\Phi(\theta, t-\delta m+\delta m)\| \\
& =\|\Phi(\theta \cdot \delta,(t-\delta m)+\delta(m-1)) \Phi(\theta, \delta)\|
\end{aligned}
$$

Now putting $\theta_{0}=\theta, \quad \theta_{1}=\theta_{0} \cdot \delta, \quad \theta_{2}=\theta_{1} \cdot \delta, \cdots \theta_{m}=\theta_{m-1} \cdot \delta$; we get the following:

$$
\begin{aligned}
\|\Phi(\theta, t)\| & =\left\|\Phi\left(\theta_{m}, t-\theta m\right) \Phi\left(\theta_{m-1}, \theta\right) \cdots \Phi\left(\theta_{1}, \delta\right) \Phi\left(\theta_{0}, \delta\right)\right\| \\
& \leq M^{m+1}=M \cdot M^{m} \leq M \cdot M^{t / \delta}
\end{aligned}
$$

If we put $a=\frac{1}{\delta} \ln (M)$, then

$$
\|\Phi(\theta, t)\| \leq M e^{a t}
$$

Remark 2.1 The theory we present here extends easily to Banach bundles which are locally product spaces. A Banach bundle $\mathcal{E}$ with fiber $X$ over a base space $\Theta$ with projection $\mathcal{P}$ is denoted by $(\mathcal{E}, X, \Theta, \mathcal{P})$, or $\mathcal{E}$ for short, and is defined as follows:
(1) $X$ is a fixed Banach space and $\Theta$ is a compact Hausdorff space.
(2) The mapping $\mathcal{P}: \mathcal{E} \rightarrow \Theta$ is continuous.
(3) For each $\theta \in \Theta, \mathcal{P}^{-1}(\theta)=\mathcal{E}(\theta)$ is a Banach space, which is referred to as the fiber over $\theta$.
(4) For each $\theta \in \Theta$, there is an open neighborhood $U$ of $\theta$ in $\Theta$ and a homeomorphism $\tau: \mathcal{P}^{-1}(U) \rightarrow X \times U$ such that, for each $\eta \in U, \quad \mathcal{P}^{-1}$ is mapped onto $X \times\{\eta\}$ and $\tau: \mathcal{P}^{-1}(\eta) \rightarrow X \times\{\eta\}$ is a linear isomorphism.
(5) The norms $\|\cdot\|=\|\cdot\|_{\theta}$ on the fiber $p^{-1}(\theta)$ vary continuously in $\theta$. One can use the local coordinate notation $(x, \theta)$ to denote a typical point in a Banach bundle $\mathcal{E}$.

### 2.2 Projectors and Subbundles

A mapping $\mathbf{P}: \mathcal{E} \rightarrow \mathcal{E}$ is said to be a projector if $\mathbf{P}$ is continuous and has the form $\mathbf{P}(x, \theta)=(P(\theta) x, \theta)$, where $P(\theta)$ is a bounded linear projection on the fiber $\mathcal{E}(\theta)$.
For any projector $\mathbf{P}$ we define the range and null space by

$$
\begin{aligned}
& \mathcal{R}=\mathcal{R}(\mathbf{P})=\{(x, \theta) \in \mathcal{E}: P(\theta) x=x\} \\
& \mathcal{N}=\mathcal{N}(\mathbf{P})=\{(x, \theta) \in E: P(\theta) x=0\}
\end{aligned}
$$

The continuity of $\mathbf{P}$ implies that the fibers $\mathcal{R}(\theta)$ and $\mathcal{N}(\theta)$ vary continuously in $\theta$. This also means that $P(\theta)$ is strongly continuous in $\theta$. The following result can be found in Sacker-Sell [31].

Lemma 2.1 Let $\mathbf{P}$ be a projector on $\mathcal{E}$, then $\mathcal{R}$ and $\mathcal{N}$ are closed subsets in $\mathcal{E}$ and we have

$$
\mathcal{R}(\theta) \cap \mathcal{N}=\{0\}, \quad \mathcal{R}(\theta)+\mathcal{N}(\theta)=\mathcal{E}(\theta) \quad \theta \in \Theta .
$$

Definition 2.2 A subset $\mathcal{V}$ is said to be a subbundle of $\mathcal{E}$, if there is a projector $\mathbf{P}$ on $\mathcal{E}$ with the property that $\mathcal{R}(\mathbf{P})=\mathcal{V}$; in this case $\mathcal{W}=\mathcal{N}(\mathbf{P})$ is a complementary subbundle. i.e., $\mathcal{E}=\mathcal{V}+\mathcal{W}$ as a Whitney sum of subbundles.

For the proof of the following lemma see [31].

Lemma 2.2 Let $\mathcal{V} \subset \mathcal{E}$ with the properties:
(1) $\mathcal{V}$ is closed.
(2) $\mathcal{V}(\theta)$ is a linear subspace of $\mathcal{E}(\theta)$ for all $\theta \in \Theta$.
(3) $\operatorname{codim} \mathcal{V}(\theta)$ is finite for all $\theta \in \Theta$.
(4) $\operatorname{codim\mathcal {V}}(\theta)$ is locally constant on $\Theta$.

Then $\mathcal{V}$ is a subbundle of $\mathcal{E}$.

### 2.3 The Stable, the Unstable and Initial Bounded Sets.

Definition 2.3 A point $(x, \theta) \in \mathcal{E}$ is said to have a negative continuation with respect to $\pi$ if there exists a continuous functions $\phi:(-\infty, 0] \rightarrow \mathcal{E}$ satisfying the following properties:
(1) $\phi(t)=\left(\phi^{x}(t), \theta \cdot t\right)$ where $\phi^{x}:(-\infty, 0] \rightarrow X$
(2) $\phi(0)=(x, \theta)$
(3) $\phi(s) \in \mathcal{E}(\theta \cdot s)$ for each $s \leq 0$
(4) $\pi(\phi(s), t)=\phi(s+t)$ for each $s \leq 0$, and $0 \leq t \leq-s$

In this case the function $\phi$ is said to be a negative continuation of the point $(x, \theta)$. For any negative continuation $\phi$ and any $\tau \leq 0$, we define $\phi_{\tau}(t)=\phi(\tau+t)$ for $-\infty<$ $t<-\tau$.

Now we shall define the following sets:
$\mathcal{M}:=\{(x, \theta) \in \mathcal{E}:(x, \theta)$ has a negative continuation $\phi\}$
$\mathcal{U}:=\left\{(x, \theta) \in \mathcal{M}:\right.$ there is a negative continuation $\phi$ of $(x, \theta)$ satisfying $\left\|\phi^{x}(t)\right\| \rightarrow$ 0 as $t \rightarrow-\infty\}$
$\mathcal{B}^{+}:=\left\{(x, \theta) \in \mathcal{E}: \sup _{t \geq 0}\|\Phi(\theta, t) x\|<\infty\right\}$
$\mathcal{B}_{u}^{-}:=\{(x, \theta) \in \mathcal{M}:(x, \theta)$ has a unique bounded negative continuation $\phi\}$
$\mathcal{B}^{-}:=\left\{(x, \theta) \in \mathcal{M}:\right.$ there is a negative continuation $\phi$ of $(x, \theta)$ satisfying $\sup _{t \leq 0}\left\|\phi^{x}(t)\right\|<$ $\infty\}$
$\mathcal{S}:=\{(x, \theta) \in \mathcal{E}:\|\Phi(\theta, t) x\| \rightarrow 0$ as $t \rightarrow \infty\}$
$\mathcal{B}:=\mathcal{B}^{+} \cap \mathcal{B}^{-}$
The set $\mathcal{U}$ is called unstable set, $\mathcal{S}$ is the stable set and $\mathcal{B}$ is the initial bounded set.

Remark 2.2 The theory described here does allow for the possibility that the linear operator $\Phi(\theta, t)$ need not be one-to-one for some $t \leq 0$, i.e., $\Phi(\theta, t)$ may has a nontrivial null space. Because of this, it maybe possible for a point $(x, \theta) \in \mathcal{E}$ to have more than one negative continuation. It is easy to see that if $\Phi(\theta, t)$ is one-to-one for all $t>0$, then every negative continuation is unique. Uniqueness of negative continuations is a common feature in the study of partial differential equations, see for example, Temam [32] and Hale [10].

For all $(x, \theta) \in \mathcal{B}_{u}^{-}$we shall denote the unique bounded negative continuation, by $\Phi(\theta, t) x, t \leq 0$; this defines an extension of the mapping $\Phi$. It is clear that for each $\theta \in \Theta$ the fiber $\mathcal{B}_{u}^{-}(\theta)$ is a linear subspaces of $\mathcal{E}(\theta)$ and $\Phi(\theta, t) x$ is linear in $x$ for each $t \geq 0$, i.e., $\Phi(\theta, t)$ is a linear mapping from $\mathcal{B}_{u}^{-}(\theta)$ to $\mathcal{B}_{u}^{-}(\theta \cdot t)$ for $t \leq 0$.
Moreover, the cocycle identity

$$
\Phi(\theta, t+s) x=\Phi(\theta \cdot t, s) \Phi(\theta, t) x \quad s, t \in \mathbb{R}
$$

is valid for all $(x, \theta) \in \mathcal{B}_{u}^{-}$.

### 2.4 Exponential Dichotomy for Linear Skew-Product Semiflow

Now we shall introduce a new concept of exponential dichotomy for skew-product semiflow in infinite dimensional Banach spaces which is an extension of the concept given by Henry in [11].

Definition 2.4 A projector $\mathbf{P}$ on $\mathcal{E}$ is said to be invariant if it satisfies the following property

$$
\begin{equation*}
P(\theta \cdot t) \Phi(\theta, t)=\Phi(\theta, t) P(\theta) \quad t \geq 0, \quad \theta \in \Theta \tag{2.3}
\end{equation*}
$$

Definition 2.5 We shall said that a linear skew-product semiflow $\pi$ on $\mathcal{E}$ has an exponential dichotomy over an invariant set $\hat{\Theta}$, where $\hat{\Theta} \subset \Theta$, if there are constants $k \geq 1, \beta>0$ and invariant projector $\mathbf{P}$ such that for all $\theta \in \hat{\Theta}$ we have the following:
(1) $\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot t)), \quad t \geq 0$ is an isomorphism with inverse:

$$
\Phi(\theta \cdot t,-t): \mathcal{N}(P(\theta \cdot t)) \rightarrow \mathcal{N}(P(\theta)), \quad t \geq 0
$$

(2) $\|\Phi(\theta, t) P(\theta)\| \leq k e^{-\beta t}, \quad t \geq 0$
(3) $\| \Phi(\theta, t)\left(I-P(\theta) \| \leq k e^{\beta t}, \quad t \leq 0\right.$
where $\Phi(\theta, t)(I-P(\theta))$ is well defined for $t \leq 0$ since $\mathcal{N}(P(\theta))=\mathcal{R}(I-P(\theta))$.
Proposition 2.2 If $\pi=(\Phi, \sigma)$ is a linear skew-product semiflow on $\mathcal{E}=X \times \Theta$ which admits an exponential dichotomy over $\Theta$, then one has that $\mathcal{B}=\mathcal{E}_{0}$ and the corresponding projector $\mathbf{P}$ is such that

$$
\mathcal{R}=\mathcal{S}(\Theta), \quad \mathcal{N}=\mathcal{U}(\Theta)
$$

and

$$
\mathcal{E}=\mathcal{R}(\mathbf{P})+\mathcal{N}(\mathbf{P})=\mathcal{S}(\Theta)+\mathcal{U}(\Theta)
$$

(the Whitney sum of two subbundles)
Proof Let $\mathbf{P}$ be the corresponding projector and consider $(x, \theta) \in \mathcal{B}$. Set $y=P(\theta) x$ and $z=(I-P(\theta)) x$. Then each one of the trajectories $\Phi(\theta, t) x, \quad \Phi(\theta, t) y$ and $\Phi(\theta, t) z$ has a negative contiuation $\phi^{x}, \phi^{y}$ and $\phi^{z}$ respectively. In fact, if $\phi^{x}$ is the negative continuation of $\Phi(\theta, t)$, then:
(1) $\phi^{x}(0)=x$
(2) $\phi^{x}(t+s)=\Phi(\theta \cdot s, t) \phi^{x}(s), \quad 0 \leq t \leq-s$
(3) $\Phi(\theta \cdot s, t) \phi^{x}(s)=\Phi(\theta, t+s) x, \quad 0 \leq-s \leq t$.

From here it is easy to prove that

$$
\phi^{y}(s)=P(\theta \cdot s) \phi^{x}(s) \text { and } \phi^{z}(s)=(I-P(\theta \cdot s)) \phi^{x}(s)
$$

for all $s \leq 0$. Therefore

$$
\phi^{x}(s)=\phi^{y}(s)+\phi^{2}(s), \quad(-\infty, 0] .
$$

So

$$
\|y\| \leq k e^{\beta t}\left\|\phi^{x}\right\|, \quad \forall t \leq 0
$$

Since $\phi^{x}(t)$ is bounded and $\beta>0$, then $y=0$.
From the definition of exponential dichotomy we have that

$$
\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot t)), \quad t \geq 0
$$

is an isomorphism with inverse:

$$
\Phi(\theta \cdot t,-t): \mathcal{N}(P(\theta \cdot t)) \rightarrow \mathcal{N}(P(\theta)), \quad t \geq 0
$$

Since $\mathcal{R}(I-P(\theta))=\mathcal{N}(P(\theta))$, then we get the following: $z=(I-P(\theta)) x \in \mathcal{N}(P(\theta))$ and

$$
\begin{aligned}
z & =\Phi(\theta \cdot t,-t) \Phi(\theta, t) z \\
& =\Phi(\theta \cdot t,-t) \Phi(\theta, t)(I-P(\theta)) x \\
& =\Phi(\theta \cdot t,-t)(I-P(\theta \cdot t)) \Phi(\theta, t) x, \quad t \geq 0 .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|z\| & \leq\|\Phi(\theta \cdot t,-t)(I-P(\theta \cdot t))\|\|\Phi(\theta, t) x\| \\
& \leq k e^{-\beta t}\|\Phi(\theta, t) x\|, \quad t \geq 0 .
\end{aligned}
$$

Since $\Phi(\theta, t) x$ is bounded for $t \geq 0$ and $\beta>0$, then $z=0$. Therefore $x=y+z$. which means that $\mathcal{B}=\mathcal{E}_{0}$. This implies that $\mathcal{S} \cap \mathcal{U}=\mathcal{E}_{0}$.

Clearly we have that

$$
\mathcal{R}(\mathbf{P}) \subset \mathcal{S}, \quad \mathcal{N}(\mathbf{P}) \subset \mathcal{U}
$$

and

$$
\mathcal{E}=X \times \Theta=\mathcal{R}(\mathbf{P})+\mathcal{N}(\mathbf{P})
$$

Then

$$
\mathcal{R}(\mathbf{P})=\mathcal{S} \text { and } \mathcal{N}(\mathbf{P})=\mathcal{U}
$$

Corolary 2.1 The projector $\mathbf{P}$ associated with the exponential dichotomy of $\pi=(\Phi, \sigma)$ is uniquely determined.

Proof Assume that we have another projector $\mathbf{Q}$ associated with the exponential dichotomy of $\pi=(\Phi, \sigma)$. Then $\mathbf{Q}(x, \theta)=(Q(\theta) x, \theta)$ where $Q(\theta)$ is a linear bounded Projection on $X$.
From the previous lemma we get that

$$
\mathcal{R}(P(\theta))=\mathcal{R}(Q(\theta)), \quad \mathcal{N}(P(\theta))=\mathcal{N}(Q(\theta)), \quad \theta \in \Theta
$$

This implies that $P(\theta)=Q(\theta), \quad \theta \in \Theta$. Therefore $\mathbf{P}(x, \theta)=\mathbf{Q}(x, \theta),(x, \theta) \in \mathcal{E}$.

Lemma 2.3 Assume $\pi=(\Phi, \sigma)$ has an exponential dichotomy over $\Theta$ with constants $\beta, k$ and corresponding projector $\mathbf{P}$. Then the following holds:
(1) $\| P(\theta)) \| \leq k, \quad \theta \in \Theta$
(2) If we define

$$
G(\theta, t, s)= \begin{cases}\Phi(\theta \cdot s, t-s) P(\theta \cdot s), & \text { if } t \geq s  \tag{2.4}\\ -\Phi(\theta \cdot s, t-s)(I-P(\theta \cdot s)), & \text { if } t \leq s\end{cases}
$$

then

$$
\begin{equation*}
\|G(\theta, t, s)\| \leq k e^{-\beta|t-s|}, \quad t, s \in \mathbb{R} \tag{2.5}
\end{equation*}
$$

Proof Follows from the definition of exponential dichotomy.

## 3 Discrete Skew-Product

Here we shall introduce the concept of discrete skew-product and present some results relative to discrete dichotomy for such skew-product, so as existence and preserving of the discrete dichotomy under small perturbation.

### 3.1 Discrete Dichotomy

We begin this subsection with the concept of discrete skew-product which appears in natural way when we discretize the skew-product semiflow on time.

Definition 3.1 Let $\sigma(\theta, t)=\theta \cdot t, t \in \mathbb{R}$ be a flow on $\Theta$. A mapping $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ is called discrete skew-product if it can be written as follows:

$$
\hat{\pi}(x, \theta, n)=\left(\Phi_{n}(\theta) x, \theta \cdot n\right), \quad(x, \theta) \in \mathcal{E}, \quad n \in Z
$$

where $\Phi_{n}(\theta) \in L(X)$ and has the following properties
(1) there exists $\rho>0$ such that

$$
\left\|\Phi_{n}(\theta)\right\|<\rho, \text { for all } n \in Z, \theta \in \Theta
$$

(2) for each $n \in Z$ the mapping from $\mathcal{E}$ to $X$ given by ( $x, \theta) \rightarrow \Phi_{n}(\theta) x$ is continuous.

Remark 3.1 In principle a discrete skew-product $\hat{\pi}$ is not a semiflow since there is not relation between $\Phi_{n}(\theta)$ 's. However, in section 4 we shall define a discrete skew-product for which we do have relation between the $\Phi_{n}(\theta)$ 's. Also, we do not need to assume that $\Phi_{n}(\theta)$ is invertible in whole the space $X$.

Now we shall introduce two concepts of discrete dichotomy over $\Theta$.
Definition 3.2 (pointwise discrete dichotomy) We shall say that a discrete skewproduct $\hat{\pi}$ has a pointwise discrete dichotomy over $\Theta$ if for each $\theta \in \Theta$, there exist $M_{\theta}, \alpha_{\theta}<1$ and a family of projections $P_{n}(\theta)$ on $X$ such that
(1) $\Phi_{n}(\theta) P_{n}(\theta)=P_{n+1}(\theta) \Phi_{n}(\theta), \quad n \in Z$.
(2) $\Phi_{n}(\theta): \mathcal{N}\left(P_{n}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n+1}(\theta)\right), \quad n \in Z$
is an isomorphism with inverse:

$$
\Phi_{n}(\theta)^{-1}: \mathcal{N}\left(P_{n+1}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n}(\theta)\right)
$$

(3) Define $\Phi_{n, m}(\theta):=\Phi_{n-1}(\theta) \Phi_{n-2}(\theta) \ldots \Phi_{m}(\theta)$, and $\Phi_{m, m}(\theta):=I, n>m$. Then

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x\right\| \leq M_{\theta} \alpha_{\theta}^{n-m}\|x\|, \quad n \leq m \in Z
$$

(4) $\left\|\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x\right\| \leq M_{\theta} \alpha_{\theta}^{m-n}\|x\|, \quad n<m ; \quad n, m \in Z$
where $\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right)$ is well defined by (2) since $\mathcal{R}\left(I-P_{m}(\theta)\right)=\mathcal{N}\left(P_{m}(\theta)\right)$. In particular, if $m=0$ we get

$$
\left\|\Phi_{n, 0}(\theta) P_{0}(\theta) x\right\| \leq M_{\theta} \alpha_{\theta}^{n}\|x\|, \quad n \geq 0
$$

and

$$
\left\|\Phi_{n, 0}(\theta)\left(I-P_{0}(\theta)\right) x\right\| \leq M_{\theta} \alpha_{\theta}^{-n}\|x\|, \quad n \leq 0
$$

Definition 3.3 (uniform discrete dichotomy) We shall say that a discrete skewproduct $\hat{\pi}$ has a uniform discrete dichotomy over $\Theta$, if in definition $3.2 M_{\theta}$ and $\alpha_{\theta}$ are independent of $\theta \in \Theta\left(M_{\theta}=M, \quad \alpha_{\theta}=\alpha\right)$.

Remark 3.2 It is easy to check the following properties:

$$
\begin{equation*}
\Phi_{n, m}(\theta) \Phi_{m, k}(\theta)=\Phi_{n, k}(\theta) ; \quad \Phi_{n}(\theta) \Phi_{n, m}(\theta)=\Phi_{n+1, m}(\theta) \tag{3.1}
\end{equation*}
$$

for $n>m \geq k$.

$$
\begin{gather*}
\Phi_{n, m}(\theta) P_{m}(\theta)=P_{n}(\theta) \Phi_{n, m}(\theta)  \tag{3.2}\\
\Phi_{n, n-1}(\theta)=\Phi_{n-1}(\theta) ; \quad \Phi_{n, r}(\theta) \Phi_{r-1}(\theta)=\Phi_{n, r-1}(\theta) . \tag{3.3}
\end{gather*}
$$

for all $r \leq n, m, k \in Z$ and $\theta \in \Theta$.
Lemma 3.1 Let $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be a discrete skew-product. If for a sequence $y=$ $\left\{y_{n}\right\}$ in $X$ and $\theta \in \Theta$ we have

$$
\begin{equation*}
x_{n+1}=\Phi_{n}(\theta) x_{n}+y_{n}, \quad n \in Z \tag{3.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
x_{n}=\Phi_{n, m}(\theta) x_{m}+\sum_{k=m}^{n-1} \Phi_{n, k+1}(\theta) y_{k}, \quad n>m \in Z \tag{3.5}
\end{equation*}
$$

## Proof

The case $m=n-1$ is easy. In fact, from part (3) of definiton 3.2 we have that

$$
x_{n}=\Phi_{n-1}(\theta) x_{n-1}+y_{n-1}=\Phi_{n-1}(\theta) x_{n-1}+\sum_{k=n-1}^{n-1} \Phi_{n, k+1}(\theta) y_{k}
$$

Assume that (3.5) is true for $m=r<n$. Then we shall prove it is true also for $m=r-1$. In fact,

$$
x_{n}=\Phi_{n, r}(\theta) x_{r}+\sum_{k=r}^{n-1} \Phi_{n, k+1}(\theta) y_{k}
$$

and $x_{r}=\Phi_{r-1} x_{r-1}+y_{r-1}$. Therefore, using Remark 3.1 we get the following

$$
\begin{aligned}
x_{n} & =\Phi_{n, r}(\theta)\left[\Phi_{r-1}(\theta) x_{r-1}+y_{r-1}\right]+\sum_{k=r}^{n-1} \Phi_{n, k+1}(\theta) y_{k} \\
& =\Phi_{n, r}(\theta) \Phi_{r-1}(\theta) x_{r-1}+\Phi_{n, r}(\theta) y_{r-1}+\sum_{k=r}^{n-1} \Phi_{n, k+1}(\theta) y_{k} \\
& =\Phi_{n, r-1}(\theta) x_{r-1}+\sum_{k=r-1}^{n-1} \Phi_{n, k+1}(\theta) y_{k}
\end{aligned}
$$

Lemma 3.2 Assume the discrete skew-product $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ has a pointwise discrete dichotomy over $\Theta$ with the corresponding $M_{\theta}, \alpha_{\theta}$ and projections $P_{n}(\theta)$. Then the following holds:
(a) $\left\|P_{n}(\theta)\right\| \leq M_{\theta}, \quad n \in Z, \theta \in \Theta$
(b) We define the discrete Green's function as follows

$$
G_{n, m}(\theta)= \begin{cases}\Phi_{n, m}(\theta) P_{m}(\theta), & n \geq m  \tag{3.6}\\ -\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right), & n<m\end{cases}
$$

Then

$$
\begin{equation*}
\left\|G_{n, m}(\theta)\right\| \leq M_{\theta} \alpha_{\theta}^{|n-m|}, \quad \theta \in \Theta, n, m \in Z \tag{3.7}
\end{equation*}
$$

Proof It follows from the definition 3.2 of pointwise discrete dichotomy.

Corolary 3.1 Assume the discrete skew-product $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ has a uniform discrete dichotomy over $\Theta$ with constants $M$ and $\alpha<1$. Let $\left\{P_{n}(\theta)\right\}, n \in Z, \theta \in \Theta$ be the corresponding family of projections. Then we have:
(a) $\left\|P_{n}(\theta)\right\| \leq M, \quad n \in Z, \quad \theta \in \Theta$
(b) $\left\|G_{n, m}(\theta)\right\| \leq M \alpha^{|n-m|}, \quad n \in Z, \quad \theta \in \Theta$.

Lemma 3.3 Let $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be a discrete skew-product which has a pointwise discrete dichotomy over $\Theta$. Consider $\theta \in \Theta$ and $y=\left\{y_{n}\right\}$ in $l_{\infty}(Z, X)$. Then $\left\{x_{n}\right\} \in l_{\infty}(Z, X)$ is solution of

$$
\begin{equation*}
x_{n+1}=\Phi_{n}(\theta) x_{n}+y_{n}, \quad n \in Z \tag{3.8}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
x_{n}=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) y_{k} \tag{3.9}
\end{equation*}
$$

Proof We have the following

$$
x_{r+1}=\Phi_{r}(\theta) x_{r}+y_{r}
$$

and using (3.5) we get

$$
x_{r}=\Phi_{n, r}(\theta) x_{n}+\sum_{k=n}^{r-1} \Phi_{r, k+1}(\theta) y_{k}, \quad r>n
$$

Then

$$
\begin{array}{r}
\Phi_{n, r}(\theta)\left[I-P_{r}(\theta)\right] x_{r}=\Phi_{n, r}(\theta) x_{r}-\Phi_{n, r}(\theta) P_{r}(\theta) x_{r} \\
\quad=\Phi_{n, r}(\theta)\left[\Phi_{r, n}(\theta) x_{n}+\sum_{k=n}^{r-1} \Phi_{r, k+1}(\theta) y_{k}\right]- \\
\\
\Phi_{n, r}(\theta) P_{r}(\theta)\left[\Phi_{r, n}(\theta) x_{n}+\sum_{k=n}^{r-1} \Phi_{r, k+1}(\theta) y_{k}\right]
\end{array}
$$

From Remark 3.1 we get

$$
\begin{aligned}
\Phi_{n, r}(\theta)\left[I-P_{r}(\theta)\right] x_{r} & =x_{n}+\sum_{k=n}^{r-1} \Phi_{n, k+1}(\theta) y_{k}-P_{n}(\theta) x_{n} \\
& -\sum_{k=n}^{r-1} \Phi_{n, k+1}(\theta) P_{k+1}(\theta) y_{k} .
\end{aligned}
$$

Hence

$$
\Phi_{n, r}(\theta)\left[I-P_{r}(\theta)\right] x_{r}=\left[I-P_{n}(\theta)\right] x_{n}+\sum_{k=n}^{r-1} \Phi_{n, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k}
$$

Since

$$
\left\|\Phi_{n, r}(\theta)\left[I-P_{r}(\theta)\right] x_{r}\right\| \leq M_{\theta} \alpha_{\theta}^{r-n}\left\|x_{r}\right\|
$$

and $\left\|x_{r}\right\| \leq C$ for all $r>n$, then

$$
\left\|\Phi_{n, r}(\theta)\left[I-P_{r}(\theta)\right] x_{r}\right\| \rightarrow 0, \text { as } r \rightarrow+\infty
$$

and the series

$$
\sum_{k=n}^{\infty} \Phi_{n, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k} \text { converges. }
$$

Therefore

$$
\begin{equation*}
\left[I-P_{n}(\theta)\right] x_{n}=-\sum_{k=n}^{\infty} \Phi_{n, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k} \tag{3.10}
\end{equation*}
$$

For $n>m$ we have the following:

$$
x_{n}=\Phi_{n, m}(\theta) x_{m}+\sum_{k=m}^{n-1} \Phi_{n, k+1}(\theta) y_{k} .
$$

Then

$$
\begin{aligned}
P_{n}(\theta) x_{n} & =P_{n}(\theta) \Phi_{n, m}(\theta) x_{m}+\sum_{k=m}^{n-1} P_{n}(\theta) \Phi_{n, k+1}(\theta) y_{k} \\
& =\Phi_{n, m}(\theta) P_{m}(\theta) x_{m}+\sum_{k=m}^{n-1} \Phi_{n, k+1}(\theta) P_{k+1}(\theta) y_{k} .
\end{aligned}
$$

On the other hand, from definition 3.2 we have

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x_{m}\right\| \leq M_{\theta} \alpha_{\theta}^{n-m}\left\|x_{m}\right\|, \quad n \geq m
$$

Since $\left\{x_{n}\right\}$ is bounded and $\alpha_{\theta}<1$, then

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x_{m}\right\| \rightarrow 0, \text { as } m \rightarrow-\infty .
$$

Therefore the series

$$
\sum_{-\infty}^{n-1} \Phi_{n, k+1}(\theta) P_{k+1}(\theta) y_{k} \quad \text { converges. }
$$

Hence

$$
\begin{equation*}
P_{n}(\theta) x_{n}=\sum_{-\infty}^{n-1} \Phi_{n, k+1}(\theta) P_{k+1}(\theta) y_{k} \tag{3.11}
\end{equation*}
$$

From (3.10) and (3.11) we get:

$$
x_{n}=P_{n}(\theta) x_{n}+\left(I-P_{n}(\theta)\right) x_{n}=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) y_{k} .
$$

Now we shall prove that the sequence $\left\{x_{n}\right\}$ given by (3.9) belongs to $l_{\infty}(Z, X)$ and is a solution of (3.8). In fact,

$$
\begin{aligned}
x_{n+1} & =\sum_{-\infty}^{\infty} G_{n+1, k+1}(\theta) y_{k} \\
& =\sum_{-\infty}^{n} \Phi_{n+1, k+1}(\theta) P_{k+1}(\theta) y_{k}-\sum_{n+1}^{\infty} \Phi_{n+1, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k} .
\end{aligned}
$$

Then

$$
\begin{aligned}
x_{n+1} & =\sum_{-\infty}^{n-1} \Phi_{n+1, k+1}(\theta) P_{k+1}(\theta) y_{k}-\sum_{n}^{\infty} \Phi_{n+1, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k}+y_{n} \\
& =\Phi_{n}(\theta)\left[\sum_{-\infty}^{n-1} \Phi_{n, k+1}(\theta) P_{k+1}(\theta) y_{k}-\sum_{n}^{\infty} \Phi_{n, k+1}(\theta)\left[I-P_{k+1}(\theta)\right] y_{k}\right]+y_{n} \\
& =\Phi_{n}(\theta) \sum_{-\infty}^{\infty} G_{n, k+1}(\theta) y_{k}+y_{n} .
\end{aligned}
$$

Hence

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}+y_{n} .
$$

Now we see that $\left\{x_{n}\right\}$ is bounded respect $\theta \in \Theta$. In fact,

$$
\left\|x_{n}\right\| \leq M_{\theta} \sum_{-\infty}^{\infty} \alpha_{\theta}^{|n-(k+1)|}\left\|y_{k}\right\| \leq M_{\theta}\|y\| \frac{1+\alpha_{\theta}}{1-\alpha_{\theta}}
$$

### 3.2 Necessary and Sufficient Conditions for Discrete Dichotomy

We begin this subsection with a theorem which is an extension of Theorem 7.6.5 [11], to the case of discrete skew-product.

Theorem 3.1 Let $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be a discrete skew-product in $\mathcal{E}=X \times \Theta$. Then the following statements are equivalent:
(A) $\hat{\pi}$ has a pointwise discrete dichotomy over $\Theta$.
(B) for $f=\left\{f_{n}\right\}$ in $l_{\infty}(Z, X)$ and $\theta \in \Theta$, there exists a unique bounded solution $\hat{x}=$ $\hat{x}(\theta)=\left\{x_{n}\right\}$ of the equation

$$
\begin{equation*}
x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n} \tag{3.12}
\end{equation*}
$$

Proof If (A) holds, then by using Lemma 3.3 we get that (B) holds with

$$
x_{n}=x_{n}(\theta)=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) y_{k}
$$

and

$$
\left\|x_{n}\right\| \leq M_{\theta} \frac{1+\alpha_{\theta}}{1-\alpha_{\theta}}\|f\|_{\infty}, \quad n \in Z
$$

Suppose (B) holds and put $\mathbb{B}=l_{\infty}(Z, X)$. Consider the linear operator $S_{\theta}: \mathbb{B} \rightarrow \mathbb{B}$ given by

$$
\hat{x}=\left\{x_{n}\right\} \in \mathbb{B} \rightarrow\left\{x_{n+1}-\Phi_{n}(\theta) x_{n}\right\} .
$$

Since $\left\|\Phi_{n}(\theta)\right\|<\rho$ for all $\theta \in \Theta$ and $n \in Z$, then $S_{\theta} \hat{x} \in \mathbb{B}$ for all $\hat{x} \in \mathbb{B}$. We shall prove the Theorem in several claims.
Claim 1. $S_{\theta}$ is a bounded linear isomorphism and

$$
\left\|S_{\theta}\right\| \leq 1+\rho, \quad \forall \theta \in \Theta
$$

It follows from (B) and Part (2) of the definition 3.1.
Claim 2. $S_{\theta}^{-1}$ is a bounded linear operator with

$$
\left\|S_{\theta}^{-1}\right\| \geq \frac{1}{1+\rho}
$$

In fact. From the open mapping Theorem we get that $S_{\theta}^{-1}$ is a bounded linear operator. On the other hand, we have the following:

$$
\left\|S_{\theta}^{-1}\right\|\left\|S_{\theta}\right\| \geq\left\|S_{\theta}^{-1} S_{\theta}\right\|=\|I\|=1 \Rightarrow(1+\rho)\left\|S_{\theta}^{-} 1\right\| \geq 1
$$

Claim 3. Define $G_{\theta}=S_{\theta}^{-1}$. Then $G_{\theta}$ can be written as follows

$$
\left(G_{\theta} f\right)_{n}=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) f_{k}, \quad n \in Z
$$

at least for sequence $\left\{f_{k}\right\}$ with $f_{k}=0$ for all large $|k|$. Where $G_{n, m}(\theta) \in L(X)$ with

$$
\left\|G_{n, m}(\theta)\right\|_{L(X)} \leq\left\|G_{\theta}\right\|_{L(\mathbb{B})}
$$

and
(a) $G_{n+1, m}(\theta)-\Phi_{n}(\theta) G_{n, m}(\theta)=0$, if $n \neq m-1$
(b) $G_{m, m}(\theta)-\Phi_{m-1}(\theta) G_{m-1, m}(\theta)=I$

Proof of the claim 3. Consider the sequence $f=\{\cdots 0, x, 0, \cdots\}$ with $x$ the $(m-1)$ th component of $f$. Define the following operator

$$
G_{n, m}(\theta) x=\left(G_{\theta} f\right)_{n}, \text { where } G_{\theta} f=\left\{\left(G_{\theta} f\right)_{n}: n \in Z\right\}
$$

Now consider $f=\left\{\cdots 0, x_{1}, x_{2}, 0, \cdots\right\}$ with $x_{1}$ the $(m-1)$ th component of $f$. Then

$$
\left(G_{\theta} f\right)_{n}=\left(G_{\theta} f_{1}\right)_{n}+\left(G_{\theta} f_{2}\right)_{n}=G_{n, m}(\theta) x_{1}+G_{n, m+1}(\theta) x_{2}
$$

where $f_{1}=\left\{\cdots 0, x_{1}, 0 \cdots\right\}$ and $f_{2}=f-f_{1}$.
In this way for sequence $f \in \mathbb{B}$ such that $f_{k}=0$ for all large $|k|$ we get that

$$
\left(G_{\theta} f\right)_{n}=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) f_{k}, \quad n \in Z
$$

It is easy to see that:

$$
G_{n, m}(\theta) \in L(X) \text { and }\left\|G_{n, m}(\theta)\right\|_{L(X)} \leq\left\|G_{\theta}\right\|_{L(\mathbb{B})}
$$

Let $\hat{x}=\left\{x_{n}\right\}$ and $f=\left\{f_{n}\right\}$ in $\mathbb{B}$ such that $G_{\theta} f=\hat{x}$.
Then we have

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n} \Longleftrightarrow\left(G_{\theta} f\right)_{n+1}=\Phi_{n}(\theta)\left(G_{\theta} f\right)_{n}+f_{n}
$$

In particular if $f=\{\cdots 0, x, 0, \cdots\}$ with $x$ the $(m-1)$ th component of $f$, then

$$
G_{n+1, m}(\theta) x=\Phi_{n}(\theta) G_{n, m}(\theta) x+f_{n}
$$

Therefore

$$
\begin{aligned}
G_{n+1, m}(\theta)-\Phi_{n}(\theta) G_{n, m}(\theta) & =0 \text { if } n \neq m-1 \\
G_{m, m}(\theta)-\Phi_{m-1}(\theta) G_{m-1, m}(\theta) & =I .
\end{aligned}
$$

Now consider

$$
\begin{align*}
P_{m}(\theta)=G_{m, m}(\theta) & =\Phi_{m-1} G_{m-1, m}(\theta)+I ., \text { i.e., }  \tag{3.13}\\
I-P_{m}(\theta) & =-\Phi_{m-1} G_{m-1, m}(\theta)
\end{align*}
$$

## Claim 4.

(c) $G_{n, m}(\theta)=\Phi_{n, m}(\theta) P_{m}(\theta)$, if $n \geq m$
(d) $\Phi_{m, n}(\theta) G_{n, m}(\theta)=-\left(I-P_{m}(\theta)\right)$, if $n<m$

Proof of the claim 4. By induction and using parts (a) and (b) of claim 3. In fact. For $n=m$ (c) is true. Suppose that (c) is true for $k>m$, i.e., $G_{k, m}(\theta)=\Phi_{k, m}(\theta) P_{m}(\theta)$.

Since $k>m$, then $k \neq m-1$. Therefore

$$
G_{k+1, m}(\theta)=\Phi_{k}(\theta) G_{k, m}(\theta)=\Phi_{k}(\theta) \Phi_{k, m}(\theta) P_{m}(\theta)
$$

So

$$
G_{k+1, m}(\theta)=\Phi_{k+1, m}(\theta) P_{m}(\theta) .
$$

(d) if $n=m-1$, then

$$
G_{m, m}(\theta)=\Phi_{m-1}(\theta) G_{m-1, m}(\theta)+I
$$

so

$$
\Phi_{m-1}(\theta) G_{m-1, m}(\theta)=-\left(I-P_{m}(\theta)\right) .
$$

Since $\Phi_{m-1}(\theta)=\Phi_{m, m-1}(\theta)$, then we get

$$
\Phi_{m, m-1}(\theta) G_{m-1, m}(\theta)=-\left(I-P_{m}(\theta)\right)
$$

Suppose the relation (d) is true for $n=k<m$ : $\Phi_{m, k}(\theta) G_{k, m}(\theta)=-\left(I-P_{m}(\theta)\right)$. Since $k-1 \neq m-1$, from Claim 3 we get

$$
\begin{aligned}
\Phi_{m, k-1}(\theta) G_{k-1, m}(\theta) & =\Phi_{m, k}(\theta) \Phi_{k-1}(\theta) G_{k-1, m}(\theta) \\
=\Phi_{m, k}(\theta) G_{k, m}(\theta) & =-\left(I-P_{m}(\theta)\right) .
\end{aligned}
$$

Claim 5. If $x_{n+1}=\Phi_{n}(\theta) x_{n}, n \geq m$ defines a bounded sequence, then $\left(I-P_{m}(\theta)\right) x_{m}=0$. Putting $x_{n}=0$ for $n<m$ we get the following

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}, \text { if } n \neq m-1 \text { and } x_{m}-\Phi_{m-1}(\theta) x_{m-1}=x_{m} .
$$

Therefore $\hat{x}=\left\{x_{n}\right\}$ is a bounded solution of the equation $x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n}$ where $f=\left\{\cdots, 0, x_{m}, 0, \cdots\right\}$ with $x_{m}$ the $(m-1) t h$ componet of f .
On the other hand we know that

$$
y_{n}=\left(G_{\theta} f\right)_{n}=G_{n, m}(\theta) x_{m}
$$

is also solution of $x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n}$. Hence , $x_{n}=G_{n, m}(\theta) x_{m}$.
In particular:

$$
x_{m}=G_{m, m}(\theta) x_{m}=P_{m}(\theta) x_{m} \Rightarrow\left(I-P_{m}(\theta)\right) x_{m}=0,
$$

and the claim 5 is proved.
Claim 6. $P_{m}(\theta)$ is a projection.
In fact. Consider $x \in X$ and $x_{n}=G_{n, m}(\theta) x$. Then $x_{n+1}=\Phi_{n}(\theta) x_{n}$ if $n \geq m$ and $\left\|x_{n}\right\| \leq\left\|G_{\theta}\right\|\|x\|$. It follows from the foregoing Claim that:

$$
\left(I-P_{m}(\theta)\right) G_{m, m}(\theta) x=\left(I-P_{m}(\theta)\right) P_{m}(\theta) x=0 . \text { So } P_{m}(\theta) x=P_{m}^{2}(\theta) x, \quad \forall x \in X
$$

Claim 7. If $\left(I-P_{m}(\theta)\right) x=0$, then $\Phi_{m}(\theta) P_{m}(\theta) x=P_{m+1}(\theta) \Phi_{m}(\theta) x$.

If $\left(I-P_{m}(\theta)\right) x=0$, then

$$
\left(I-G_{m, m}(\theta)\right) x=0 \Longleftrightarrow x=G_{m, m}(\theta) x=x_{m}
$$

Consider $x_{n}=G_{n, m}(\theta) x$. Then

$$
x_{n+1}=\Phi(\theta) x_{n} \text { if } n \geq m
$$

and $\left\{x_{n}\right\}$ is bounded. Therefore

$$
\begin{aligned}
& 0=\left(I-P_{m+1}(\theta)\right) x_{m+1}=\left(I-P_{m+1}(\theta)\right) \Phi_{m}(\theta) x_{m} \\
& =\left(I-P_{m+1}(\theta)\right) \Phi_{m}(\theta) x=\Phi_{m}(\theta)\left(I-P_{m}(\theta)\right) x_{m} \\
& =\Phi_{m}(\theta)\left(I-P_{m}(\theta)\right) x
\end{aligned}
$$

So

$$
P_{m+1}(\theta) \Phi_{m}(\theta) x=\Phi_{m}(\theta) P_{m}(\theta) x
$$

and the claim 7 is established.
Claim 8. $\Phi_{m}(\theta): \mathcal{N}\left(P_{m}(\theta)\right) \rightarrow \mathcal{N}\left(P_{m+1}(\theta)\right)$ is an isomorphism for all $\theta \in \Theta$.
In fact. Assume $\left\{x_{n}: n \leq m\right\}$ is bounded and $x_{n+1}=\Phi_{n}(\theta) x_{n}, \quad n<m$.
Then by putting $x_{n}=0$ for $n>m$ we get that $\left\{x_{n}\right\}$ is solution of

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n} \text { with } f=\left\{\cdots 0,0,-\Phi_{m}(\theta) x_{m}, 0, \cdots\right\}
$$

where $-\Phi_{m}(\theta) x_{m}$ is the $m$ th component of $f$. Therefore

$$
x_{n}=G_{n, m+1}\left(-\Phi_{m}(\theta) x_{m}\right)=-G_{n, m+1}(\theta) \Phi_{m}(\theta) x_{m}
$$

In particular

$$
0=x_{m+1}=-G_{m+1, m+1}(\theta) \Phi_{m}(\theta) x_{m}=-P_{m+1}(\theta) \Phi_{m}(\theta) x_{m}
$$

so $\Phi_{m}(\theta) x_{m} \in \mathcal{N}\left(P_{m+1}(\theta)\right)$.
Now suppose that $x \in \mathcal{N}\left(P_{m}(\theta)\right)$ and let $y_{n}=G_{n, m}(\theta) x$. Then $\left\{y_{n}\right\}$ is bounded and

$$
\left\{\begin{array}{l}
y_{n+1}=\Phi_{n}(\theta) y_{n} \text { if } n \neq m-1 \\
y_{m-1}=\Phi_{m-2}(\theta) y_{m-2} \\
y_{m}==\Phi_{m-1}(\theta) y_{m-1}+x
\end{array}\right.
$$

Then the set $\left\{y_{n}: n \leq m-2\right\}$ is bounded and $y_{n+1}=\Phi_{n}(\theta) x_{n}, \quad n<m-2$. Therefore, if we put $y_{n}=0$ for $n>m-2$ we get that $\left\{y_{n}\right\}$ is solution of

$$
y_{n+1}=\Phi_{n}(\theta) y_{n}+f_{n} \text { with } f=\left\{\cdots 0,0,-\Phi_{m-2}(\theta) y_{m-2}, 0,0, \cdots\right\}
$$

where $-\Phi_{m-2}(\theta) y_{m-2}$ is the $(m-2) t h$ component of $f$.
So in the same way as before we get that $0=y_{m-1}=-G_{m-1, m-1}(\theta) \Phi_{m-2}(\theta) y_{m-2}$, which implies

$$
P_{m-1}(\theta) \Phi_{m-2}(\theta) y_{m-2}=0 \Longleftrightarrow y_{m-1}=\Phi_{m-2}(\theta) y_{m-2} \in \mathcal{N}\left(P_{m-1}(\theta)\right)
$$

Since $x \in \mathcal{N}\left(P_{m}(\theta)\right)$, then we get: $y_{m}=G_{m, m}(\theta) x=P_{m}(\theta) x=0$ and

$$
\begin{aligned}
& -x=-\left(I-P_{m}(\theta)\right) x=y_{m}-x=\left(G_{m, m}(\theta)-I\right) x \\
& =\Phi_{m-1}(\theta) G_{m-1, m}(\theta) x=\Phi_{m-1} y_{m-1} \in \Phi_{m-1}(\theta) \mathcal{N}\left(P_{m-1}(\theta)\right.
\end{aligned}
$$

Then

$$
\begin{equation*}
x \in \Phi_{m-1}(\theta) \mathcal{N}\left(P _ { m - 1 } ( \theta ) , \text { so } \mathcal { N } \left(P _ { m } ( \theta ) \subseteq \Phi _ { m - 1 } ( \theta ) \mathcal { N } \left(P_{m-1}(\theta)\right.\right.\right. \tag{3.14}
\end{equation*}
$$

Now consider $\bar{y}_{n}=y_{n}=G_{n, m}(\theta) x$, for $n<m-1$ and

$$
\bar{y}_{n+1}=y_{n}=\Phi_{n}(\theta) \bar{y}_{n}, \quad n+1 \geq m-1 \Longleftrightarrow n \geq m-2 .
$$

Then

$$
\bar{y}_{m-1}=\Phi_{m-2}(\theta) \bar{y}_{m-2}=\Phi_{m-2}(\theta) y_{m-2}=y_{m-1}
$$

and

$$
\bar{y}_{m}=\Phi_{m-1}(\theta) \bar{y}_{m-1}=\Phi_{m-1}(\theta) y_{m-1}=-x .
$$

So we have that $\left\{\bar{y}_{n}: n \leq m\right\}$ is bounded and

$$
\bar{y}_{n+1}=\Phi_{n}(\theta) \bar{y}_{n}, \quad n<m
$$

In the same way as before we get the following:

$$
0=-P_{m+1}(\theta) \Phi_{m}(\theta) \bar{y}_{m}=-P_{m+1}(\theta) \Phi_{m}(\theta)(-x)
$$

then

$$
\begin{equation*}
\Phi_{m}(\theta) x \in \mathcal{N}\left(P_{m+1}(\theta)\right) \tag{3.15}
\end{equation*}
$$

If $\Phi_{m}(\theta) x=0$, then $\bar{y}_{m+1}=\Phi_{m}(\theta) \bar{y}_{m}=-\Phi_{m}(\theta) x=0$. Therefore $\bar{y}_{n}=0$ for all $n \leq m$.
Thus $\left\{\bar{y}_{n}\right\}$ is bounded for $n \geq m$ and $\bar{y}_{n+1}=\Phi_{n}(\theta) \bar{y}_{n}, \quad n \leq m$.
So from Claim 5 we get the following

$$
\begin{equation*}
\left(I-P_{m}(\theta)\right) \bar{y}_{m}=\left(I-P_{m}(\theta)\right)(-x)=0 \Rightarrow x-P_{m}(\theta) x=x=0 \tag{3.16}
\end{equation*}
$$

In conclusion we have proved the following:
From (3.14) $\mathcal{N}\left(P_{m+1}(\theta)\right) \subseteq \Phi_{m}(\theta)\left(\mathcal{N}\left(P_{m}(\theta)\right)\right.$
From (3.15) $\Phi_{m}(\theta)\left(\mathcal{N}\left(P_{m}(\theta)\right) \subseteq \mathcal{N}\left(P_{m+1}(\theta)\right)\right.$
From (3.16) $\Phi_{m}(\theta)$ is one to one. Therefore

$$
\Phi_{m}(\theta): \mathcal{N}\left(P_{m}(\theta)\right) \rightarrow \mathcal{N}\left(P_{m+1}(\theta)\right)
$$

is an isomorphism.
Now we can write the Claim 4 in the following way

$$
\begin{cases}(c) G_{n, m}(\theta)=\Phi_{n, m}(\theta) P_{m}(\theta), & \text { if } n \geq m \\ (d) G_{n, m}(\theta)=-\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right), & \text { if } n<m\end{cases}
$$

Claim 9. If $P_{m}(\theta) x=0$, then

$$
\Phi_{m}(\theta) P_{m}(\theta) x=P_{m+1}(\theta) \Phi_{m}(\theta) x
$$

If $x \in \mathcal{N}\left(P_{m}(\theta)\right) \Rightarrow \Phi_{m}(\theta) P_{m}(\theta) x=0$ and $\Phi_{m}(\theta) x \in \mathcal{N}\left(P_{m+1}(\theta)\right)$, so $P_{m+1}(\theta) \Phi_{m}(\theta) x=$ 0 . Therefore

$$
\Phi_{m}(\theta) P_{m}(\theta) x=P_{m+1}(\theta) \Phi_{m}(\theta) x
$$

Claim 10.

$$
\Phi_{m}(\theta) P_{m}(\theta) x=P_{m+1}(\theta) \Phi_{m}(\theta) x, \quad \theta \in \Theta, \quad m \in Z .
$$

It follows from Claims 7,9 and $I=P_{m}(\theta)+\left(I-P_{m}(\theta)\right)$.
Now we are ready to prove part (3) and (4) of Definition 3.2 of pointwise discrete dichotomy.
Claim 11. For all $\theta \in \Theta$ we have:

$$
\begin{equation*}
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x\right\| \leq\left\|G_{\theta}\right\|^{2}\left(1-\left\|G_{\theta}\right\|_{-1}\right)^{n-m}, \quad n \geq m \tag{3.17}
\end{equation*}
$$

If $\Phi_{n, m}(\theta) P_{m}(\theta) x=0$ for some $n \geq m$, then $\Phi_{p, m}(\theta) P_{m}(\theta) x=0$, for $p \geq n$; it follows from: $\Phi_{n+1, m}(\theta) x=\Phi_{n}(\theta) \Phi_{n, m}(\theta) x$.
Assume that $\Phi_{n, m}(\theta) P_{m}(\theta) x \neq 0$. Then

$$
\Phi_{k}^{-1}(\theta):=\left\|\Phi_{k, m}(\theta) P_{m}(\theta) x\right\|>0, \quad m \leq k \leq n .
$$

From Claim 4 we have:

$$
G_{n, k}(\theta)=\Phi_{n, k}(\theta) P_{k}(\theta) \text { and } V_{k}(\theta):=\Phi_{k, m}(\theta) P_{m}(\theta) x \cdot \phi_{k}(\theta), \quad m \leq k \leq n
$$

Then

$$
\begin{aligned}
\sum_{k=m}^{n} G_{n, k}(\theta) V_{k}(\theta) & =\sum_{k=m}^{n} \Phi_{n, k}(\theta) P_{k}(\theta) \Phi_{k, m}(\theta) P_{m}(\theta) x \cdot \phi_{k}(\theta) \\
& =\sum_{k=m}^{n} \Phi_{n, k}(\theta) \Phi_{k, m}(\theta) P_{m}(\theta) P_{m}(\theta) x \cdot \phi_{k}(\theta) \\
& =\sum_{k=m}^{n} \Phi_{n, m}(\theta) P_{m}(\theta) x \cdot \phi_{k}(\theta) \\
& =\Phi_{n, m}(\theta) P_{m}(\theta) x \cdot \sum_{k=m}^{n} \phi_{k}(\theta) .
\end{aligned}
$$

Let $f=\left\{\cdots 0, V_{m}(\theta), \cdots, V_{n}(\theta), 0, \cdots\right\}$ with $V_{m}$ the $(m-1)$ th component of $f$. Then

$$
\|f\|=\sup _{k \in Z}\left\|f_{k}\right\|=\sup _{m \leq k \leq n}\left\|V_{k}(\theta)\right\|=1
$$

and

$$
\begin{array}{r}
\left\|\sum_{k=m}^{n} G_{n, k}(\theta) V_{k}(\theta)\right\|=\left\|\sum_{k=m}^{n} G_{n, k}(\theta) f_{k}\right\| \\
=\left\|\left(G_{\theta} f\right)_{n}\right\| \leq\left\|G_{\theta}\right\|\|f\|=\left\|G_{\theta}\right\| .
\end{array}
$$

Therefore

$$
\Phi_{n}^{-1}(\theta) \cdot \sum_{k=m}^{n} \Phi_{k}(\theta)=\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x \cdot \sum_{k=m}^{n} \Phi_{k}(\theta)\right\| \leq\left\|G_{\theta}\right\| .
$$

Then we have:

$$
\frac{-1}{\Phi_{n}^{-1}(\theta) \cdot \sum_{k=m}^{n} \Phi_{k}(\theta)} \leq-\left\|G_{\theta}\right\|^{-1}, \text { and }\left\|G_{\theta}\right\|>1
$$

Define $\Psi_{n}(\theta):=\sum_{k=m}^{n} \Phi_{k}(\theta)$. Then we get the following

$$
\begin{gathered}
\Psi_{n-1}(\theta)=\sum_{k=m}^{n-1} \Phi_{k}(\theta)=\sum_{k=m}^{n} \Phi_{k}(\theta)-\phi_{n}(\theta) \\
=\Psi_{n}(\theta)\left(1-\frac{1}{\phi_{n}^{-1}(\theta) \cdot \Psi_{n}(\theta)}\right) \leq \Psi_{n}(\theta)\left(1-\left\|G_{\theta}\right\|^{-1}\right) .
\end{gathered}
$$

Then $\Psi_{n}(\theta)-\Psi_{n-1}(\theta) \geq \Psi_{n}(\theta)\left\|G_{\theta}\right\|^{-1}$. So we get

$$
\phi_{n}(\theta) \geq\left\|G_{\theta}\right\|^{-1}\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{-1} \Psi_{n-1}(\theta)
$$

Thus

$$
\left.\phi_{n}(\theta) \geq\left\|G_{\theta}\right\|^{-1}\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{-1}\right)^{-(n-m)} \Psi_{m}(\theta)
$$

i.e.,

$$
\left.\phi_{n}(\theta) \geq\left\|G_{\theta}\right\|^{-1}\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{-1}\right)^{-(n-m)} \phi_{m}(\theta)
$$

i.e.,

$$
\left.\phi_{n}^{-1}(\theta) \leq\left\|G_{\theta}\right\|^{-1}\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{-1}\right)^{n-m} \phi_{m}^{-1}(\theta)
$$

Hence

$$
\begin{aligned}
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x\right\| & \leq\left\|G_{\theta}\right\|\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{n-m}\left\|P_{m}(\theta) x\right\| \\
& =\left\|G_{\theta}\right\|\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{n-m}\left\|G_{n, m}(\theta) x\right\| \\
& \leq\left\|G_{\theta}\right\|^{2}\left(1-\left\|G_{\theta}\right\|^{-1}\right)^{n-m}\|x\|, \quad n \geq m
\end{aligned}
$$

We have proved this by assuming that the left hand of (3.17) was not trivial, in other case it is evidently true. This completes the proof of Claim 11.

Claim 12. For all $\theta \in \Theta$ we have:

$$
\begin{equation*}
\left\|\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x\right\| \leq\left(1+\left\|G_{\theta}\right\|\right)^{2}\left(\frac{\left\|G_{\theta}\right\|}{1+\left\|G_{\theta}\right\|}\right)^{m-n}\|x\|, \text { if } n<m . \tag{3.18}
\end{equation*}
$$

In fact, it can be proved in the same way as (3.17).
Finally if we define for all $\theta \in \Theta$ the following numbers:

$$
\begin{equation*}
M_{\theta}:=\left(1+\left\|G_{\theta}\right\|\right)^{2}>\left\|G_{\theta}\right\|^{2} \tag{3.19}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{\theta}:=\frac{\left\|G_{\theta}\right\|}{1+\left\|G_{\theta}\right\|} \geq 1-\left\|G_{\theta}\right\|^{-1} . \tag{3.20}
\end{equation*}
$$

Then (3.17) and (3.18) imply that $\hat{\pi}: \mathcal{E} \times \boldsymbol{Z} \rightarrow \mathcal{E}$ has pointwise discrete dichotomy over $\Theta$ with constants $M_{\theta}$ and $\alpha_{\theta}$ given by (3.19) and (3.20).

### 3.3 Equivalence Between Pointwise and Uniform Discrete Dichotomy.

Now we want to know when pointwise discrete dichotomy and uniform discrete dichotomy are equivalent. The answer fo this question is given by the following lemmas.

Lemma 3.4 Let $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be a discrete skew-product and suppose there exists $1<\delta<2$ such that $\left\|\Phi_{n}(\theta) x\right\| \geq \delta\|x\|$ for all $n \in Z, \quad \theta \in \Theta, x \in X$. Then pointwise discrete dichotomy and uniform discrete dichotomy of $\hat{\pi}$ over $\Theta$ are equivalent.
Proof Clearly uniform discrete dichotomy implies pointwise discrete dichotomy .
Assume that $\hat{\pi}$ has pointwise discrete dichotomy with constants $M_{\theta}, \alpha_{\theta}<1$ for all $\theta \in \Theta$. Then from Theorem 3.1 we have that $M_{\theta}, \alpha_{\theta}$ are given by the formulas (3.19) and (3.20) respectively. Our goal is to find constants $M, \alpha<1$ indenpendent of $\theta \in \Theta$.
Let $x \in \mathbb{B}=l_{\infty}(Z, X)$ and consider

$$
\begin{aligned}
\left\|S_{\theta} \hat{x}\right\|_{\infty} & =\sup _{n \in Z}\left\{\left\|x_{n+1}-\Phi_{n}(\theta) x_{n}\right\|\right\} \\
& \geq \sup _{n \in Z}\left\{\left\|\Phi_{n}(\theta) x_{n}\right\|-\left\|x_{n+1}\right\|\right\} \\
& \geq \sup _{n \in Z}\left\{\delta\left\|x_{n}\right\|-\left\|x_{n+1}\right\|\right\} \\
& \geq(\delta-1)\|\hat{x}\|_{\infty}=\gamma\|x\|_{\infty}, \quad \gamma=\delta-1<1
\end{aligned}
$$

Therefore, $\quad\left\|S_{\theta} \hat{x}\right\|_{\infty} \geq \gamma\|\hat{x}\|, \hat{x} \in \mathbb{B}$. Then

$$
\|\hat{x}\|=\left\|S_{\theta} S_{\theta}^{-1} \hat{x}\right\| \geq \gamma\left\|S_{\theta}^{-1} \hat{x}\right\|, \quad \hat{x} \in \mathbb{B}
$$

So $\quad\left\|S_{\theta}^{-1} \hat{x}\right\| \leq \frac{1}{\gamma}\|\hat{x}\| \Rightarrow\left\|S_{\theta}^{-1}\right\| \leq \frac{1}{\gamma}, \quad \theta \in \Theta$.
Hence the operator $G_{\theta}=S_{\theta}^{-1}$ given by Theorem 3.1 has the following property

$$
1<\left\|G_{\theta}\right\| \leq \frac{1}{\gamma}
$$

Then, from (3.19) and (3.20) it is enough to take $M$ and $\alpha$ as follows:

$$
\begin{aligned}
M & :=\left(1+\frac{1}{\gamma}\right)^{2} \geq\left(1+\left\|G_{\theta}\right\|\right)^{2} \geq\left\|G_{\theta}\right\|^{2} \\
1>\alpha & :=\frac{\frac{1}{\gamma}}{1+\frac{1}{\gamma}} \geq \frac{\left\|G_{\theta}\right\|}{1+\left\|G_{\theta}\right\|} \geq 1-\left\|G_{\theta}\right\|^{-1}
\end{aligned}
$$

or

$$
\begin{aligned}
M & =\sup _{\theta \in \Theta}\left(1+\left\|G_{\theta}\right\|\right)^{2}<\infty \\
\alpha & =\sup _{\theta \in \Theta} \frac{\left\|G_{\theta}\right\|}{1+\left\|G_{\theta}\right\|}<1
\end{aligned}
$$

Lemma 3.5 Let $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be a discrete skew-product and suppose there exist $0<\delta_{1}<\delta_{2}<1$ such that

$$
\begin{equation*}
\delta_{1}\|x\| \leq\left\|\Phi_{n}(\theta) x\right\| \leq \delta_{2}\|x\|, \quad n \in Z, \quad \theta \in \Theta, \quad x \in X . \tag{3.21}
\end{equation*}
$$

Then pointwise discrete dichotomy and uniform discrete dichotomy of $\hat{\pi}$ over $\Theta$ are equivalent.

Proof Clearly uniform discrete dichotomy implies pointwise discrete dichotomy .
Assume that $\hat{\pi}$ has pointwise discrete dichotomy with constants $M_{\theta}, \alpha_{\theta}<1$ for all $\theta \in \Theta$. Then from Theorem 3.1 we have that $M_{\theta}, \alpha_{\theta}$ are given by the formulas (3.19) and (3.20) respectively. Again, our goal is to find constants $M, \alpha<1$ indenpendent of $\theta \in \Theta$. In order to do that, we shall consider the following linear bounded operators:

$$
\begin{equation*}
T(\theta): \mathbb{B} \rightarrow \mathbb{B}, \quad(T(\theta) \hat{x})_{n}=\Phi_{n}(\theta) x_{n}, \quad \theta \in \Theta \tag{3.22}
\end{equation*}
$$

$$
L: \mathbb{B} \rightarrow \mathbb{B}, \quad(L \hat{x})_{n}=x_{n+1}, \quad \text { - the shift operator. }
$$

Then the operator $S_{\theta}: \mathbb{B} \rightarrow \mathbb{B}$ given by Theorem 3.1 can be written as follows

$$
\begin{equation*}
S_{\theta}=L-\Phi(\theta) \tag{3.23}
\end{equation*}
$$

It is easy to see that L is an isomorphism with $\|L \hat{x}\|=\|\hat{x}\|, \hat{x} \in X$. So $\|L\|=\left\|L^{-1}\right\|=1$. On the other hand, we have that: $\|T(\theta) \hat{x}\|_{\infty}=\sup _{n \in Z}\left\|\Phi_{n}(\theta) x_{n}\right\|$. Hence, from (3.21) we get

$$
\delta_{1} \leq\|T(\theta)\| \leq \delta_{2}<1, \quad \theta \in \Theta
$$

Therefore $\left\|L^{-1} T(\theta)\right\|<1$. It is well known that $\left(I-L^{-1} T(\theta)\right)$ is invertible and

$$
\left(I-L^{-1} T(\theta)\right)^{-1}=\sum_{k=0}^{\infty}\left(L^{-1} T(\theta)\right)^{k}
$$

From (3.23) we have the following

$$
S_{\theta}^{-1}=\left[L\left(I-L^{-1} T(\theta)\right)\right]^{-1}=\left(I-L^{-1} T(\theta)\right)^{-1} L^{-1}
$$

Hence

$$
\begin{aligned}
\left\|S_{\theta}^{-1}\right\| & \leq\left\|\left(I-L^{-1} T(\theta)\right)^{-1}\right\| \leq \sum_{k=0}^{\infty}\|T(\theta)\|^{k} \\
& =\frac{1}{1-\|T(\theta)\|} \leq \frac{1}{1-\delta_{1}}=\frac{1}{\gamma}, \quad \gamma=1-\delta_{1}, \quad \theta \in \Theta .
\end{aligned}
$$

From here the proof follows as in Lemma 3.4.

Corolary 3.2 If $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ has pointwise discrete dichotomy over $\Theta$, then the family of projections $\left\{P_{n}(\theta): \theta \in \Theta, n \in Z\right\}$ associated with the pointwise discrete dichotomy of $\hat{\pi}$ is unique.

Proof Assume that $\left\{Q_{n}(\theta)\right\}$ is another family of projection associated with the pointwise discrete dichotomy of $\hat{\pi}$. Let $x \in X$ and consider the sequence $f=\left\{f_{n}\right\}$ such that $f_{m-1}=x$, and $f_{n}=0$ for $n \neq m-1$. For $\theta \in \Theta$ consider $\left\{x_{n}\right\}$ the unique bounded solution of

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n} .
$$

Then

$$
x_{n}=\sum_{-\infty}^{\infty} G_{n, k+1}(\theta) f_{k}=\sum_{-\infty}^{\infty} \bar{G}_{n, k+1}(\theta) f_{K}
$$

then $G_{n, m}(\theta) x=\bar{G}_{n, m}(\theta) x$. Where

$$
\begin{aligned}
& G_{n, m}(\theta)=\left\{\begin{array}{cc}
\Phi_{n, m}(\theta) P_{m}(\theta), & \text { if } n \geq m \\
-\Phi_{n, m}(\theta)\left[I-P_{m}(\theta)\right], & \text { if } n<m
\end{array}\right. \\
& \bar{G}_{n, m}(\theta)=\left\{\begin{array}{cc}
\begin{array}{ll}
\Phi_{n, m}(\theta) Q_{m}(\theta), & \text { if } n \geq m \\
-\Phi_{n, m}(\theta)\left[I-Q_{m}(\theta)\right], & \text { if } n<m
\end{array}
\end{array}\right.
\end{aligned}
$$

So

$$
G_{m, m}(\theta) x=\bar{G}_{m, m}(\theta) x \Longleftrightarrow P_{m}(\theta) x=Q_{m, m}(\theta) x
$$

Therefore $P_{m}(\theta)=Q_{m}(\theta), \quad \theta \in \Theta, \quad m \in Z$.

Corolary 3.3 For $\gamma>0$ consider

$$
S_{\gamma}=\left\{\hat{x}=\left\{x_{n}\right\} \in \mathbb{B}: \sup _{n \in Z} \gamma^{n}\left\|x_{n}\right\|<\infty\right\}
$$

where $\mathbb{B}=l_{\infty}(Z, X)$. Suppose that for each $\theta \in \Theta$ we have $0<\alpha_{\theta}<1, \alpha_{\theta} \leq \gamma \leq \frac{1}{\alpha_{\theta}}$ and for each $f \in S_{\gamma}$ there exists a unique solution of

$$
x_{n+1}=\Phi_{n}(\theta) x_{n}+f_{n} \text { in } S_{\gamma} .
$$

Then the skew-product sequence $\hat{\pi}$ has pointwise discrete dichotomy over $\Theta$.
Moreover, if $\left\{G_{n, m}(\theta)\right\}$ is the corresponding Green's family, then $\left\|G_{n, m}(\theta)\right\| \leq M \alpha_{\theta}^{|n-m|}$.

### 3.4 Roughness for Discrete Dichotomy.

In this section we shall prove that discrete dichotomy for discrete skew-product $s$ is not destroyed by small perturbations. For the proof of the following Theorem we shall use a Lemma from Henry [11], which says

Lemma 3.6 If $a \geq 0, \quad b \geq 0, \quad 0<r<r_{1}, \quad r_{2}<1, \quad b<\frac{r_{j}-r}{1+r r_{j}}$ for $j=1,2$ and $\left\{g_{n}\right\}$ is a nonnegative sequence in $\mathbb{R}$ with $g_{n}=O\left(r_{2}^{-|n|}\right)$ as $|n| \rightarrow \infty$, and

$$
g_{n} \leq a r_{1}^{|n|}+b \sum_{-\infty}^{\infty} r^{|n-k-1|} g_{k}, \quad n \in Z
$$

then

$$
g_{n} \leq \frac{a r_{1}^{|n|}}{\frac{1-b\left(1+r r_{1}\right)}{r_{1}-r}}, n \in Z
$$

Theorem 3.2 Assume the discrete skew-product $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ has a pointwise discrete dichotomy over $\Theta$ with constants $M_{\theta}, \alpha_{\theta}<1$. If $\tilde{M}_{\theta}>M_{\theta}$ and $\alpha_{\theta}<\tilde{\alpha}_{\theta}<1$, then there exists $\epsilon_{\theta}>0$, such that for any discrete skew-product $\hat{\pi}_{1}: \mathcal{E} \times Z \rightarrow \mathcal{E}, \quad \hat{\pi}_{1}=\left(\Psi_{n}(\cdot), \sigma\right)$ with

$$
\sup _{n \in \boldsymbol{Z}}\left\|\Phi_{n}(\theta)-\Psi_{n}(\theta)\right\|<\epsilon_{\theta}, \quad \theta \in \Theta
$$

has a pointwise discrete dichotomy over $\theta \in \Theta$.
Proof From Lemma 3.6 the requirement on $\epsilon_{\theta}$ is

$$
\epsilon_{\theta} M_{\theta}<\frac{\tilde{\alpha}_{\theta}-\alpha_{\theta}}{1+\alpha_{\theta} \tilde{\alpha}_{\theta}}
$$

and

$$
\tilde{M}_{\theta}\left(1-\frac{\epsilon_{\theta} M_{\theta}\left(1+\alpha_{\theta} \tilde{\alpha}_{\theta}\right)}{\tilde{\alpha}_{\theta} \alpha_{\theta}}\right) \geq M_{\theta}, \quad \theta \in \Theta
$$

For each $\theta \in \Theta$ and $f \in \mathbb{B}, x_{n+1}=\Psi_{n}(\theta) x_{n}+f_{n}$ has a unique solution $\hat{x} \in \mathbb{B}$ if and only if

$$
x_{n}=\sum_{\infty}^{\infty} G_{n, k+1}(\theta)\left[\left(\Psi_{k}(\theta)-\Phi_{n}(\theta)\right) x_{k}+f_{k}\right]
$$

is also solvable for each $f \in \mathbb{B}$; and it is true provided that

$$
\sup _{n} \sum_{\infty}^{\infty}\left\|G_{n, K+1}(\theta)\left(\Psi_{k}(\theta)-\Phi_{n}(\theta)\right)\right\| \leq \epsilon_{\theta} M_{\theta} \frac{1+\alpha_{\theta}}{1-\alpha_{\theta}}<1 .
$$

In this case Theorem 3.1 shows that $\hat{\pi}_{1}$ has pointwise discrete dichotomy over $\Theta$.

Let $\left\{\hat{G}_{n, m}(\theta)\right\}$ be the corresponding discrete Green'sfunction. Then for all $n, m$ we have:

$$
\hat{G}_{n, m}(\theta)=G_{n, m}(\theta)+\sum_{\infty}^{\infty} G_{n, K+1}(\theta)\left(\Psi_{k}(\theta)-\Phi_{n}(\theta)\right) \hat{G}_{n, m}(\theta)
$$

So

$$
\left\|\hat{G}_{n, m}(\theta)\right\| \leq M_{\theta} \alpha_{\theta}^{|n-m|}+\epsilon_{\theta} M_{\theta} \sum_{-\infty}^{\infty} \alpha_{\theta}^{|n-k-1|}\left\|\hat{G}_{n, m}(\theta)\right\|
$$

and $\left\|\hat{G}_{n, m}(\theta)\right\|$ is bounded.
From Lemma 3.6 above we get the following: If $\alpha_{\theta}<\tilde{\alpha}_{\theta}<1$ and

$$
\epsilon_{\theta} M_{\theta}<\frac{\tilde{\alpha}_{\theta}-\alpha_{\theta}}{1+\alpha_{\theta} \tilde{\alpha}_{\theta}}<\frac{1-\alpha_{\theta}}{1+\alpha_{\theta}}<1
$$

then

$$
\left\|\hat{G}_{n, m}(\theta)\right\| \leq \frac{M_{\theta} \tilde{\alpha}_{\theta}^{|n-m|}}{\frac{1-\epsilon_{\theta} M_{\theta}\left(1+\alpha_{\theta} \tilde{\alpha}_{\theta}\right)}{\tilde{\alpha}_{\theta}-\alpha_{\theta}}} \leq \tilde{M}_{\theta} \tilde{\alpha}_{\theta}^{|n-m|}, \text { for small } \epsilon_{\theta}
$$

Corolary 3.4 Assume the discrete skew-product $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ has uniform discrete dichotomy over $\Theta$ with constants $M, \alpha<1$, then there exist $\epsilon>0$, such that any discrete skew-product $\hat{\pi}_{1}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ with

$$
\sup _{n \in Z}\left\|\Phi_{n}(\theta)-\Psi_{n}(\theta)\right\|<\epsilon, \quad \theta \in \Theta
$$

has uniform discrete dichotomy over $\Theta$.
Theorem 3.3 Assume that the discrete skew-product $s \hat{\pi}_{1}, \hat{\pi}_{2}$ have pointwise discrete dichotomy with discrete Green'sfunction satisfying

$$
\left\|G_{n, m}^{i}(\theta)\right\| \leq M_{\theta} \alpha_{\theta}^{|n-m|}, \quad i=1,2 . \quad \alpha_{\theta}<1
$$

Then
(a) if $\left\|\Phi_{n}^{1}(\theta)-\Phi_{n}^{2}(\theta)\right\| \leq \epsilon$ for $|n-m| \leq N$ and $\left\|\Phi_{n}^{1}(\theta)-\Phi_{n}^{2}(\theta)\right\| \leq B \quad n \in Z$; then

$$
\left\|P_{m}^{1}(\theta)-P_{m}^{2}(\theta)\right\| \leq \frac{2 M_{\theta}^{2}}{1-\alpha_{\theta}^{2}}\left(\epsilon+B \alpha_{\theta}^{2 N+1}\right)
$$

(b) if $b<\alpha_{\theta}^{-2}$ and $\left\|\Phi_{n}^{1}(\theta)-\Phi_{n}^{2}(\theta)\right\| \leq \epsilon b^{|n-m|}, \quad n \in Z$; then

$$
\left\|P_{m}^{1}(\theta)-P_{m}^{2}(\theta)\right\| \leq \alpha_{\theta}(1+b) \frac{M_{\theta}^{2} \epsilon}{1-b \alpha_{\theta}^{2}}
$$

Lemma 3.7 Assume that $\hat{\pi}: \mathcal{E} \times Z_{+} \rightarrow \mathcal{E}$ has a pointwise discrete dichotomy over $\Theta$ with constants $M_{\theta}, \alpha_{\theta}<1$ and $G_{n, m}(\theta), n, m \geq 0$ the corresponding discrete Green'sfunction. Define the extension of $\hat{\pi}$ to $\mathcal{E} \times \boldsymbol{Z}$ as follows: For all $\theta \in \Theta$ and $n<0$

$$
P_{n}(\theta)=P_{0}(\theta) \text { and } \Phi_{n}(\theta):=\alpha_{\theta}\left(I-P_{0}(\theta)\right)+\alpha_{\theta}^{-1} P_{0}(\theta) .
$$

Then $\hat{\pi}: \mathcal{E} \times \boldsymbol{Z} \rightarrow \mathcal{E}$ has pointwise discrete dichotomy over $\Theta$ with constants $M_{\theta}, \alpha_{\theta}<1$.
Proof We shall check the conditions of Definition 3.2. In fact,
(a) $\Phi_{n}(\theta) P_{n}(\theta)=P_{n+1}(\theta) \Phi_{n}(\theta) \quad n \geq 0, \quad \theta \in \Theta$.
which is true by hypothesis. On the other hand for $n<0$ we have:

$$
\begin{aligned}
& \Phi_{n}(\theta) P_{n}(\theta)=\left(\alpha_{\theta}\left(I-P_{0}(\theta)\right)+\alpha_{\theta}^{-1} P_{0}(\theta)\right) P_{0}(\theta)= \\
& P_{0}(\theta)\left(\alpha_{\theta}\left(I-P_{0}(\theta)\right)+\alpha_{\theta}^{-1} P_{0}(\theta)\right)=P_{n+1}(\theta) \Phi_{n}(\theta)
\end{aligned}
$$

(b) $\Phi_{n}(\theta): \mathcal{N}\left(P_{n}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n+1}(\theta)\right)$ is an isomorphism for $n \geq 0$.

If $n<0$, then $\Phi_{n}(\theta): \mathcal{N}\left(P_{n}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n+1}(\theta)\right)$ is also an isomorphism. In fact, if $x \in \mathcal{N}\left(P_{n}(\theta)\right)=\mathcal{N}\left(P_{0}(\theta)\right)$, then

$$
\Phi_{n}(\theta) x=\alpha_{\theta}\left(I-P_{0}(\theta)\right) x=\alpha_{\theta} x
$$

which is an isomorphism.
(c) $\left\|\Phi_{n, m}(\theta) P_{m}(\theta)\right\| \leq M \alpha_{\theta}^{n-m}\|x\|, \quad n \geq m \geq 0$.

If $n \geq 0>m$, then

$$
\begin{aligned}
\Phi_{n, m}(\theta) & =\Phi_{n, 0}(\theta) \Phi_{0, m}(\theta) \text { and } P_{m}(\theta)=P_{0}(\theta) \\
\Phi_{0, m}(\theta) P_{m}(\theta) & =\Phi_{-1}(\theta) \Phi_{-2}(\theta) \cdots \Phi_{m}(\theta) P_{0}(\theta) \\
& =\Phi_{-1}(\theta) \Phi_{-2}(\theta) \cdots \Phi_{m+1}(\theta) \alpha_{\theta}^{-1} P_{0}(\theta) \\
& =\alpha_{\theta}^{-m} P_{0}(\theta)
\end{aligned}
$$

Then

$$
\begin{aligned}
\left\|\Phi_{n, m}(\theta) P_{m}(\theta)\right\| & =\left\|\Phi_{n, 0}(\theta) \alpha_{\theta}^{-m} P_{0}(\theta) x\right\| \\
& \leq M_{\theta} \alpha_{\theta}^{n-m}\|x\| .
\end{aligned}
$$

If $0>n \geq m$, then

$$
\Phi_{n, m}(\theta) P_{m}(\theta) x=\alpha_{\theta}^{-m} P_{0}(\theta) x
$$

So

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x\right\| \leq \alpha_{\theta}^{|n-m|}\|x\|
$$

(d) If $m>n \geq 0$, then

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta) x\right\| \leq M_{\theta} \alpha_{\theta}^{m-n}\|x\|
$$

If $m \geq 0>n$, then we have the following

$$
\begin{aligned}
\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x & =\Phi_{n, 0}(\theta) \Phi_{0, m}(\theta)\left(I-P_{m}(\theta)\right) x \\
& =\Phi_{0, n}^{-1}(\theta) \Phi_{0, m}(\theta)\left(I-P_{m}(\theta)\right) x \\
& =\alpha_{\theta}^{-n} \Phi_{0, m}(\theta)\left(I-P_{m}(\theta)\right) x .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left\|\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x\right\| & \leq \alpha_{\theta}^{-1}\left\|\Phi_{0, m}(\theta)\left(I-P_{m}(\theta)\right) x\right\| \\
& \leq M_{\theta} \alpha_{\theta}^{m-n}\|x\|
\end{aligned}
$$

If $0>m>n$, then

$$
\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x=\alpha_{\theta}^{m-n}\left(I-P_{0}(\theta)\right) x
$$

So

$$
\left\|\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right) x\right\| \leq M_{\theta} \alpha_{\theta}^{m-n}\|x\| .
$$

Theorem 3.4 Assume $\hat{\pi}: \mathcal{E} \times Z_{+} \rightarrow \mathcal{E}$ has pointwise discrete dichotomy with constants $M_{\theta}, \alpha_{\theta}<1$. If $\tilde{M}_{\theta}>M_{\theta}$ and $\alpha_{\theta}<\tilde{\alpha}_{\theta}<1$, then there exists $\mathcal{E}_{\theta}>0$ such that for any discrete skew-product $\hat{\pi}: \mathcal{E} \times Z_{+} \rightarrow \mathcal{E}$ with

$$
\sup _{n \geq 0}\left\|\Phi_{n}(\theta)-\Phi_{n}^{1}(\theta)\right\|<\mathcal{E}_{\theta}, \quad \text { for } \quad \theta \in \Theta
$$

has pointwise discrete dichotomy over $\Theta$, here $\hat{\pi}=\left(\Phi_{n}(\cdot), \sigma\right), \quad \hat{\pi}_{1}=\left(\Phi_{n}^{1}(\cdot), \sigma\right)$.

## 4 Roughness

In this section we shall give a necessary and sufficient condition for skew-product semiflow to have an exponential dichotomy over $\Theta$. Also, we will prove that the exponential dichotomy is not destroyed by small perturbation. In order to do so we will use the concept of discrete dichotomy introduced in the foregoing section.

We begin this section with a proposition on the relation between skew-product semiflow and skew-product sequence.

Proposition 4.1 If $\pi=(\Phi, \sigma)$ is a skew-product semi-flow on $\mathcal{E}$, then the mapping $\hat{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ given by

$$
\begin{equation*}
\hat{\pi}(x, \theta, n):=\left(\Phi_{n}(\theta), \theta \cdot n\right) \tag{4.1}
\end{equation*}
$$

where

$$
\Phi_{n}(\theta)=\Phi(\theta \cdot n, 1)
$$

is a skew-product sequence.

Proof Follows directly from Definition 3.1
Remark 4.1 Even though $\Phi(\theta, t)$ is defined in principle only for $t \geq 0, \quad \Phi_{n}(\theta)=$ $\Phi(\theta \cdot n, 1)$ is well defined for all $n \in Z$ since $\sigma(\theta, t)=\theta \cdot t$ is defined for all $t \in \mathbb{R}$. This could be one of the advantage of using discrete skew-product.

Lemma 4.1 Let $\pi=(\Phi, \sigma)$ be a skew-product semi-flow on $\mathcal{E}$. Suppose that $\pi$ has an exponential dichotomy over $\Theta$ (with exponent $\beta$ and $k$ ). Then the skew-product sequence $\hat{\pi}$ given by (4.1) has uniformdiscrete dichotomy over $\Theta$, with constants $M=K$ and $\alpha=e^{-\beta}$.
Proof Let $\mathbf{P}$ be the projector associated to the exponential dichotomy of $\pi$ over $\Theta$. Define the family of projections $\left\{P_{n}(\theta)\right\}$ as follows:

$$
P_{n}(\theta):=P(\theta \cdot n), \text { for all } \theta \in \Theta \text { and } n \in Z
$$

we shall prove the condition (a) - (d) of Definitions 3.2 and 3.3.
In order to see (a), consider

$$
\begin{gathered}
\Phi_{n}(\theta) P_{n}(\theta)=\Phi(\theta \cdot n, 1) P(\theta \cdot n)= \\
P(\theta \cdot n \cdot 1) \Phi(\theta \cdot n, 1)=P(\theta \cdot(n+1)) \Phi_{n}(\theta) \\
=P_{n+1}(\theta) P_{n}(\theta), \quad n \in Z, \quad \theta \in \Theta
\end{gathered}
$$

(b) $\Phi_{n}(\theta): \mathcal{N}\left(P_{n}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n+1}(\theta)\right)$ is an isomorphism.

In fact, from the Definition 2.5 we know that:

$$
\Phi(\theta \cdot n, 1): \mathcal{N}(P(\theta \cdot n)) \rightarrow \mathcal{N}(P(\theta \cdot(n+1))
$$

is an isomorphism.
Therefore

$$
\Phi_{n}(\theta): \mathcal{N}\left(P_{n}(\theta)\right) \rightarrow \mathcal{N}\left(P_{n+1}(\theta)\right)
$$

is an isomorphism.
(c) If we put $\Phi_{n, m}(\theta):=\Phi_{n-1}(\theta) \cdots \Phi_{m}(\theta), n>m$ and $\Phi_{m, m}(\theta):=I, \quad \theta \in \Theta$ Then

$$
\begin{gathered}
\left\|\Phi_{n, m}(\theta) P_{m}(\theta)\right\|=\|\Phi(\theta \cdot(n-1), 1) \cdots \Phi(\theta \cdot m, 1) \cdot P(\theta \cdot m)\| \\
=\|\Phi(\theta \cdot m, n-m) P(\theta \cdot m)\| \leq M e^{\beta(n-m)} \text { for all } \theta \in \Theta \text { and } n \geq m .
\end{gathered}
$$

Hence

$$
\left\|\Phi_{n, m}(\theta) P_{m}(\theta)\right\| \leq M \alpha^{n-m}, \text { for all } \theta \in \Theta \text { and } n \geq m
$$

In the same way we can prove (d), this means

$$
\left\|\Phi_{n, m}(\theta)\left(I-P_{m}(\theta)\right)\right\| \leq M \alpha^{m-n}, \quad m>n \text { and } \theta \in \Theta
$$

This completes the proof of the Theorem.
The following theorem give us a sufficient condition for the skew-product semiflow on $\mathcal{E}$ to have an exponential dichotomy over $\Theta$.

Theorem 4.1 Assume that $\pi=(\Phi, \sigma)$ is a skew-product semiflow on $\mathcal{E}$ and $M ; \alpha$ are positive constant such that $\alpha=\exp (-\beta)<1$. Consider

$$
\begin{equation*}
L:=\sup \{\|\Phi(\theta, t)\|: 0 \leq t \leq 1, \quad \theta \in \Theta\}<\infty \tag{4.2}
\end{equation*}
$$

If the skew-product sequence $\hat{\pi}$ given by (4.1) has uniform discrete dichotomy over $\Theta$ with constant $M$ and $\alpha$, then $\pi=(\Phi, \sigma)$ has exponential dichotomy with exponent $\beta$ and constant $K M$ where

$$
\begin{equation*}
K=\sup \left\{\|\Phi(\theta, t)\| e^{\beta t}: \quad 0 \leq t \leq 1, \quad \theta \in \Theta\right\} \tag{4.3}
\end{equation*}
$$

Proof Suppose that $\left\{P_{n}(\theta)\right\}$ is the family of projections associated with the uniform discrete dichotomy of $\hat{\pi}=\left(\Phi_{n}(\cdot), \sigma\right)$. Define $P: \mathcal{E} \rightarrow \mathcal{E}$ as follows:

$$
P(x, \theta):=(P(\theta) x, \theta) ; \quad P(\theta):=P_{0}(\theta) .
$$

Claim 1. $P_{k}(\theta)=P(\theta \cdot k)=P_{0}(\theta \cdot k)$ for all $\theta \in Z$ and $k \in Z$
In fact. Consider the skew-product sequence $\hat{\pi}_{k}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ given by

$$
\begin{equation*}
\hat{\pi}_{k}(x, \theta, n):=\left(\Phi_{n}(\theta \cdot k), \theta \cdot n\right) \tag{4.4}
\end{equation*}
$$

The $\hat{\pi}$ has uniform discrete dichotomy with family of projections $\left\{P_{n}(\theta \cdot k)\right\}$ and $\Phi_{n}(\theta$. $k)=\Phi_{n+k}(\theta)$. Therefore $\hat{\pi}_{k}$ has uniform discrete dichotomy with family of projections $\left\{P_{n+k}(\theta)\right\}$. Then from the uniqueness we get that $P_{n+k}(\theta)=P_{n}(\theta \cdot k)$. In particular $P_{k}(\theta)=P_{n}(\theta . K)=P(\theta \cdot k)$
Claim 2. For all $n \geq K$ and $\theta \in \Theta$ we have the following:

$$
P(\theta \cdot n) \Phi(\theta \cdot k, n-k)=\Phi(\theta \cdot k, n-k) P(\theta \cdot k)
$$

In fact. It follows from the relation.

$$
P_{n}(\theta) \Phi_{n, k}(\theta)=\Phi_{k}(\theta) P_{k}(\theta)
$$

Claim 3. For any $t \geq 0$ and $\theta \in \Theta$ we have

$$
\|\Phi(\theta, t) P(\theta)\| \leq K M e^{-\beta t}
$$

In fact. Let $n \in Z_{+}$be such that $n \leq t \leq n+1$. Then

$$
\begin{aligned}
& \|\Phi(\theta, t) P(\theta)\|=\|\Phi(\theta, t+n-n) P(\theta)\| \\
& =\|\Phi(\theta \cdot n, t-n) \Phi(\theta, n) P(\theta)\| \leq\|\Phi(\theta \cdot n, t-n)\| M \alpha^{n} \\
& =\|\Phi(\theta \cdot n, t-n)\| M e^{-\beta n} \\
& \leq\|\Phi(\theta \cdot n, t-n)\| e^{\beta(t-h)} M e^{-\beta t} \leq K M e^{-\beta t} .
\end{aligned}
$$

Here we have used the fact that:

$$
\Phi(\theta, n)=\Phi_{n, 0}(\theta)=\Phi_{n-1}(\theta) \cdots \Phi_{0}(\theta)
$$

For $x \in \mathcal{N}(P(\theta)), \quad t \leq 0$ and $n \in Z$ with $n \leq t<n+1$. We shall define:

$$
\begin{equation*}
\Phi(\theta, t) x:=\Phi(\theta \cdot n, t-n) \Phi(\theta, n) x \tag{4.5}
\end{equation*}
$$

where

$$
\Phi(\theta, n)=\Phi_{n, 0}(\theta)=\left[\Phi_{0, n}(\theta)\right]^{-1}
$$

and

$$
\Phi_{0, n}(\theta): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot n))
$$

is an isomorphism.
Claim 4. For $t \leq 0, \quad \Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow X$ defined by (4.5) satisfies the following:

$$
\| \Phi(\theta, t)\left(I-P(\theta) x\left\|\leq K M e^{\beta t}\right\| x \|\right.
$$

In fact.

$$
\begin{aligned}
\|\Phi(\theta, t)[I-P(\theta)] x\| & \leq\|\Phi(\theta \cdot n, t-n)\|\|\Phi(\theta, n)[I-P(\theta)] x\| \\
& \leq\|\Phi(\theta \cdot n, t-n)\| M \alpha^{-n}\|x\|=\|\Phi(\theta \cdot n, t-n)\| M e^{\beta n}\|x\| \\
& =\|\Phi(\theta \cdot n, t-n)\| e^{\beta n-\beta t} M e^{\beta t}\|x\| \\
& \leq\|\Phi(\theta \cdot n, t-n)\| e^{\beta(t-n)} M e^{\beta t}\|x\| K M e^{\beta t}
\end{aligned}
$$

Claim 5. For all $\theta \in \Theta \mathcal{B}^{+}(\theta)=\mathcal{R}(P(\theta))$.
In fact. From 2.3 we have that:

$$
\mathcal{B}^{+}(\theta)=\left\{x \in X: \sup _{t \geq 0}\|\Phi(\theta, t) x\|<\infty\right\}
$$

If $x \in \mathcal{R}(P(\theta))$, then $P(\theta) x=x$. So from Claim 3 we get

$$
\|\Phi(\theta, t) x\|=\|\Phi(\theta, t) P(\theta) x\| \leq K M e^{-\beta t}
$$

Hence $\Phi(\theta, \cdot) x$ is bounded for $t \geq 0$. This means that $\mathcal{R}(P(\theta)) \subset \mathcal{B}^{+}(\theta), \quad \forall \theta \in \Theta$. Now we shall prove the following implication:

$$
\text { If } x \in \mathcal{B}^{+}(\theta) \text {, then } x \in \mathcal{R}(P(\theta))
$$

In fact. If $x \notin \mathcal{R}(P(\theta))$, then

$$
\Phi(\theta, t) x=\Phi(\theta, t) P(\theta) x+\Phi(\theta, t)(I-P(\theta)) x
$$

We already know that $\Phi(\theta, \cdot) P(\theta) x$ is bounded for $t \geq 0$. Hence, we only need to prove that $\Phi(\theta, t)(I-P(\theta)) x$ is unbounded for $t \geq 0$. In fact. We have the following:

$$
\|\Phi(\theta \cdot n,-n)(I-P(\theta \cdot n)) v\| \leq M e^{-\beta n}\|v\|, \quad n \geq 0
$$

where:

$$
\Phi(\theta, n)=\Phi_{n, 0}(\theta): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot n))
$$

is an isomorphism with inverse:

$$
\begin{equation*}
\Phi(\theta \cdot n,-n):=\Phi_{0, n}(\theta): \mathcal{N}(P(\theta \cdot n) \rightarrow \mathcal{N}(P(\theta)) \tag{4.6}
\end{equation*}
$$

Putting $\quad v=\Phi(\theta, n)(I-P(\theta) x$ we get:

$$
\begin{aligned}
\|(I-P(\theta)) x\| & =\| \Phi(\theta \cdot n,-n)(I-P(\theta \cdot n)) \Phi(\theta, n)(I-P(\theta) x \| \\
& \leq M e^{-\beta n}\|\Phi(\theta, n)(I-P(\theta)) x\|
\end{aligned}
$$

then

$$
\|\Phi(\theta, n)(I-P(\theta)) x\| \geq M^{-1} e^{\beta n}\|(I-P(\theta)) x\|
$$

Since $(I-P(\theta)) x \neq 0$, then $\|\Phi(\theta, n)(I-P(\theta)) x\| \rightarrow \infty$ as $n \rightarrow \infty$. So $x \notin \mathcal{B}^{+}(\theta)$.
Claim 6.

$$
\Phi(\theta, t) \mathcal{R}(P(\theta)) \subseteq \mathcal{R}(P(\theta \cdot t)), \quad t \geq 0
$$

i.e.,

$$
\Phi(\theta, t) \mathcal{R}(I-P(\theta)) \subseteq \mathcal{R}(I-P(\theta \cdot t))
$$

i.e.,

$$
\Phi(\theta, t) \mathcal{N}(P(\theta)) \subseteq \mathcal{N}(P(\theta \cdot t)
$$

In fact. $x \in \mathcal{R}(P(\theta)) \Longleftrightarrow P(\theta) x=x$. Then $\Phi(\theta, t) x$ is bounded for $t \geq 0$ and

$$
\Phi(\theta, s) x=\Phi(\theta \cdot t, s-t) \Phi(\theta, t) x, \quad s \geq t \geq 0
$$

Putting $r=s-t \geq$ and $z=\Phi(\theta, t) x$. We get that $\Phi(\theta \cdot t, r) z$ is bounded for $r \geq 0$. Then from Claim 5 we get that

$$
\Phi(\theta, t) x=z \in \mathcal{R}(P(\theta \cdot t)) .
$$

## Claim 7.

$$
\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P)(\theta \cdot t)), \quad t \geq 0 \text { is one to one }
$$

In fact. For the purpose of contradiction let us suppose that there is $x \neq 0$ such that

$$
x \in \mathcal{N}(P(\theta)) \text { and } \Phi(\theta, t) x=0
$$

Consider $n \geq t$ and $\Phi(\theta, n) x=\Phi(\theta \cdot t, n-t) \Phi(\theta, t) x=0$. Hence

$$
\Phi(\theta, n)=\Phi_{n, 0}(\theta): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot n))
$$

is not one to one; which is a contradiction with the uniform discrete dichotomy of $\hat{\pi}$.

## Claim 8.

$$
\Phi(\theta \cdot t, s-t): \Phi(\theta, t) \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot s)) s \geq t \geq 0 \text { is one to one }
$$

In fact. Suppose thre is $y \in \Phi(\theta, t) \mathcal{N}(P(\theta))$ such that $y \neq 0$ and $\Phi(\theta \cdot t, s-t) y=0$. Let $n \geq s$ and $x \in \mathcal{N}(p(\theta))$ such that $\Phi(\theta, t) x=y$ Then

$$
\begin{aligned}
\Phi(\theta, n) x & =\Phi(\theta \cdot s, n-s) \Phi(\theta, s) x \\
& =\Phi(\theta \cdot s, n-s) \Phi(\theta \cdot t, s-t) \Phi(\theta, t) x \\
& =\Phi(\theta \cdot s, n-s) \Phi(\theta \cdot t, s-t) y=0
\end{aligned}
$$

Hence, $\Phi(\theta, n) x=0$ and $x \in \mathcal{N}(P(\theta))$ with $x \neq 0$. Which is a contradiction with the fact that $\Phi(\theta, n): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot n))$ is an isomorphism.

Let $x \in X$ and $t_{1}<0$. If there exists a unique $y \in X$ such that $\Phi\left(\theta \cdot t_{1},-t_{1}\right) y=x$ we shall define: $\Phi\left(\theta, t_{1}\right) x:=y$. In particular, if $x \in \mathcal{N}(P(\theta))$ and $t \leq 0$ we have the following

$$
\Phi(\theta, t) x:=\Phi(\theta \cdot n, t-n) \Phi(\theta, n) x=y
$$

where $0 \leq t-n<1$ and $\Phi(\theta, n): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot n))$ is an isomorphims. Indeed

$$
\begin{aligned}
\Phi(\theta \cdot t,-t) y & =\Phi(\theta \cdot t,-t) \Phi(\theta \cdot n, t-n) \Phi(\theta, n) x \\
& =\Phi(\theta \cdot n \cdot(t-n),-t) \Phi(\theta \cdot n, t-n) \Phi(\theta, n) x \\
& =\Phi(\theta \cdot n, t-n-t) \Phi(\theta, n) x \\
& =\Phi(\theta \cdot n,-n) \Phi(\theta, n) x=x
\end{aligned}
$$

Claim 9. $\quad \mathcal{N}(P(\theta))=\mathcal{B}_{u}^{-}(\theta)$.
In fact. From 2.3 we have that

$$
\mathcal{B}_{u}^{-}(\theta)=\{x \in X: \Phi(\theta, t) x \text { is well defined and bounded for } t \leq 0\}
$$

If $x \in \mathcal{N}(P(\theta))$, then

$$
\Phi(\theta, t) x:=\Phi(\theta \cdot n, t-n) \Phi(\theta, n)[I-P(\theta)] x
$$

and from Claim 4 we get that

$$
\|\Phi(\theta, t) x\| \leq K M e^{\beta t}\|x\|, \quad t \leq 0
$$

Which implies that $\Phi(\theta, t) x$ is bounded for $t \leq 0$. Suppose that $x \notin \mathcal{N}(P(\theta))$, then putting

$$
y=P(\theta) x \text { and } z=(I-P(\theta)) x \neq 0
$$

we have two cases:
a) If $\Phi(\theta, t) x$ is not well defined, then $x \notin \mathcal{B}_{u}^{-}(\theta)$.
b) If $\Phi(\theta, t) x$ is well defined for $t \leq 0$, then $\Phi(\theta, t) z$ and $\Phi(\theta, t) x$ are well defined by using (4.5). Hence $\Phi(\theta, t) y$ is also well defined for $t \leq 0$. Therefore:

$$
\Phi(\theta, t) x=\Phi(\theta, t) z+\Phi(\theta, t) y
$$

We shall prove that $\Phi(\theta, t) y=\Phi(\theta, t) P(\theta) x$ is unbounded for $t \leq 0$. In fact

$$
\begin{aligned}
P(\theta) x & =\Phi(\theta \cdot n,-n) \Phi(\theta, n) P(\theta) x \\
& =\Phi(\theta \cdot n,-n) P(\theta \cdot n) \Phi(\theta, n) P(\theta) x, \quad n \leq 0
\end{aligned}
$$

From Claim 3 we get that:

$$
\|P(\theta) x\| \leq K M e^{\beta n}\|\Phi(\theta, n) P(\theta) x\|
$$

So

$$
\|\Phi(\theta, n) P(\theta) x\| \geq(K M)^{-1}\|P(\theta) x\| e^{-\beta n} \quad \rightarrow \infty \text { as } n \rightarrow-\infty
$$

Since $\Phi(\theta, t)(I-P(\theta)) x$ is bounded, we get that $\Phi(\theta, t) x$ is unbounded.
Thus

$$
\mathcal{N}(P(\theta))=\mathcal{B}_{u}^{-}(\theta), \text { for all } \theta \in \Theta
$$

Claim 10.

$$
\Phi(\theta, t) \mathcal{N}(P(\theta)) \subset \mathcal{N}(P(\theta \cdot t)), \text { for } t \leq 0
$$

In fact. $x \in \mathcal{N}(P(\theta)) \Longleftrightarrow x \in \mathcal{B}_{u}^{-}(\theta)$. Therefore, for all $x \in \mathcal{N}(P(\theta))$ and $s \leq t \leq 0$ we have

$$
\Phi(\theta, s) x=\Phi(\theta \cdot t, s-t) \Phi(\theta, t) x
$$

So $\Phi(\theta \cdot t, s-t) \Phi(\theta, t) x$ is bounded for $s \leq t$. Then

$$
\Phi(\theta, t) x \in \mathcal{B}_{u}^{-}(\theta \cdot t)=\mathcal{N}(P(\theta \cdot t))
$$

## Claim 11.

$$
\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot t)), \quad t \geq 0
$$

is an isomorphism. In fact, for all $x \in \mathcal{N}(P(\theta))$ we have

$$
\Phi(\theta, t) x=\Phi(\theta \cdot n, t-n) \Phi(\theta, n) x
$$

Where $0 \leq n \leq t<n+1$. Since $\Phi(\theta, n) \mathcal{N}(P(\theta))=\mathcal{N}(P(\theta \cdot n))$ and using Claim 6 we get

$$
\Phi(\theta, t) \mathcal{N}(P(\theta)=\Phi(\theta \cdot n, t-n) \mathcal{N}(P(\theta \cdot n)) \subseteq \mathcal{N}(P(\theta \cdot n \cdot(t-n)))=\mathcal{N}(P(\theta \cdot t))
$$

Now, if $\quad x \in \mathcal{N}(P(\theta \cdot t))=\mathcal{B}_{u}^{-}(\theta \cdot t)$, then

$$
\Phi(\theta \cdot t, r+s) x=\Phi(\theta \cdot t \cdot r, s) \Phi(\theta \cdot t, r) x \text { for all } r, s \in \mathbb{R}
$$

So

$$
\Phi(\theta, t) \Phi(\theta \cdot t,-t) x=x
$$

If $y=\Phi(\theta \cdot t,-t) x \Rightarrow y \in \mathcal{N}(P(\theta)) \quad$ and $\quad \Phi(\theta, t) y=x$.
Hence, from Claim 7 we get that

$$
\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot t)) \text { is an isomorphism. }
$$

Claim 12.

$$
\Phi(\theta, t) P(\theta)=P(\theta \cdot t) \Phi(\theta, t), \quad \theta \in \Theta, \quad t \geq 0
$$

In fact. Clearly that for $t \geq 0$ we get

$$
\begin{gathered}
\Phi(\theta, t) P(\theta) x=P(\theta \cdot t) \Phi(\theta, t) x, \quad x \in \mathcal{N}(P(\theta) \\
\Phi(\theta, t)(I-P(\theta)) x=(I-P(\theta \cdot t)) \Phi(\theta, t) x, \quad x \in \mathcal{R}(P(\theta))
\end{gathered}
$$

i.e.,

$$
\Phi(\theta, t) P(\theta) x=P(\theta \cdot t) \Phi(\theta, t) x, \quad x \in \mathcal{R}(P(\theta))
$$

It follows that

$$
\Phi(\theta, t) P(\theta)=P(\theta \cdot t) \Phi(\theta, t), \text { for all } \theta \in \Theta \text { and } t \geq 0
$$

This completes the Proof of the Theorem
The following Theorem also gives a sufficient condition for the existence of exponential dichotomy for skew-product semiflow.

Theorem 4.2 Let $\pi=(\Phi, \sigma)$ be a skew-product semiflow on $\mathcal{E}$. Assume there is an invariant projector $\mathbf{P}$ and for each $\theta \in \Theta$ there are constants $k_{\theta} \geq 1, \beta_{\theta}>0$ such that (1) $\Phi(\theta, t): \mathcal{N}(P(\theta)) \rightarrow \mathcal{N}(P(\theta \cdot t)), \quad t \geq 0$ is an isomorphism with inverse:

$$
\Phi(\theta \cdot t,-t): \mathcal{N}(P(\theta \cdot t)) \rightarrow \mathcal{N}(P(\theta)), \quad t \geq 0
$$

(2) $\|\Phi(\theta, t) P(\theta)\| \leq k_{\theta} e^{-\beta_{\theta} t}, \quad t \geq 0$
(3) $\| \Phi(\theta, t)\left(I-P(\theta) \| \leq k_{\theta} e^{\beta_{\theta} t}, \quad t \leq 0\right.$.

If one of the following conditions holds:
(4) there exists $1<\delta<2$ such that

$$
\|\Phi(\theta, 1) x\| \geq \delta\|x\|, \quad \theta \in \Theta, x \in X
$$

(5) there exist $0<\delta_{1}<\delta_{2}<1$ such that

$$
\delta_{1}\|x\| \leq\|\Phi(\theta, 1) x\| \leq \delta_{2}\|x\|, \quad \theta \in \Theta, \quad x \in X
$$

then $\pi$ has an exponential dichotomy over $\Theta$.

Proof It follows from Lemmas 3.4 and 3.5.
The following Theorem says that the exponential dichotomy of the skew-product semiflow is not destroyed by small perturbation.

Theorem 4.3 Suppose $\pi=(\Phi, \sigma)$ is a skew-product semiflow on $\mathcal{E}$ which has a exponential dichotomy (with exponent $\beta$ and constant $M$ ). If

$$
L=\sup \{\|\Phi(\theta, t)\|: \quad 0 \leq t \leq 1, \quad \theta \in \Theta\}
$$

and $M e^{-\beta}<e^{-\beta_{1}}, M_{1}>M$, then there exists $\epsilon=\epsilon\left(\beta, \beta_{1}, M, M_{1}, L\right)>0$ such that any skew-product semiflow $\tilde{\pi}=(\Psi, \sigma)$ on $\mathcal{E}$ satisfying

$$
\sup \{\|\Phi(\theta, t)-\Psi(\theta, t)\|: \quad 0 \leq t \leq 1, \quad \theta \in \Theta\} \leq \epsilon
$$

has exponential dichotomy with exponent $\beta_{1}$ and constant $M_{1}$.
Proof Let $\hat{\pi}, \check{\pi}: \mathcal{E} \times Z \rightarrow \mathcal{E}$ be the skew-product sequences given by:

$$
\hat{\pi}(x, \theta, n):=\left(\Phi_{n}(\theta) x, \theta \cdot n\right) ; \quad \check{\pi}(x, \theta, n):=\left(\Psi_{n}(\theta) x, \theta \cdot n\right)
$$

where

$$
\Phi_{n}(\theta):=\left(\Phi(\theta \cdot n, 1) ; \quad \Psi_{n}(\theta):=\Psi(\theta \cdot n, 1)\right.
$$

Clearly $\hat{\pi}$ has uniform discrete dichotomy with constants $M$ and $\alpha=e^{-\beta}$. Consider for $t \geq 0$ the following:

$$
\begin{aligned}
\|\Phi(\theta, t)-\Psi(\theta, t)\| & =\|[\Phi(\theta \cdot k, t-k)-\Psi(\theta \cdot k, t-k)] \Psi(\theta, k) \\
& -\Phi(\theta \cdot k, t-k)[\Psi(\theta, k)-\Psi(\theta, k)] \|
\end{aligned}
$$

for $k \leq t \leq k+1, \quad k \geq 0$. Since $0 \leq t-k \leq 1$, we get:

$$
\|\Phi(\theta \cdot k, t-k)-\Psi(\theta \cdot k, t-k)\| \leq \epsilon
$$

and

$$
\begin{aligned}
\|\Psi(\theta, k)\| & =\|\Psi(\theta \cdot(k-1), 1) \Psi(\theta \cdot(k-2), 1) \cdots \Psi(\theta, 1)\| \\
& =\left\|\Psi_{k-1}(\theta) \Psi_{k-2}(\theta) \cdots \Psi_{0}(\theta)\right\| \leq(L+\epsilon)^{k} .
\end{aligned}
$$

Hence

$$
\|\Phi(\theta, t)-\Psi(\theta, t)\| \leq(L+\epsilon)^{k} \cdot \epsilon+L\|\Psi(\theta, k)-\Phi(\theta, k)\|
$$

In the same way we get that
$\|\Phi(\theta, k)-\Psi(\theta, k)\|=$
$\|[\Phi(\theta .(k-1), 1)-\Psi(\theta \cdot(k-1), 1)] \Psi(\theta, k-1)-\Phi(\theta .(k-1), 1)[\Psi(\theta, k-1)-\Phi(\theta, k-1] \|$

$$
\leq(L+\epsilon)^{k-1} \epsilon+L\|\Psi(\theta, k-1)-\Phi(\theta, k-1)\|
$$

Therefore

$$
\|\Phi(\theta, t)-\Psi(\theta, t)\| \leq\left[(L+\epsilon)^{K}+L(L+\epsilon)^{K-1}+\cdots+L^{K}\right] \epsilon
$$

Then

$$
\|\Psi(\theta, t)-\Psi(\theta, t)\| \leq C \epsilon, \quad 0 \leq t \leq 1, \quad \theta \in \Theta
$$

Then

$$
\|\Phi(\theta \cdot n, 1)-\Psi(\theta \cdot n, 1)\|<C \epsilon, \quad \theta \in \Theta
$$

i.e.,

$$
\left\|\Phi_{n}(\theta)-\Psi_{n}(\theta)\right\|<C \epsilon, \quad \theta \in \Theta
$$

Since $M_{1}>M$ and $1>\alpha_{1}=e^{-\beta_{1}}>e^{\beta}=\alpha$, then for $\epsilon$ small enough Corolary 3.6 implies that $\check{\pi}$ has uniform discrete dichotomy over $\Theta$. Hence, it follows from Theorem 4.1 that $\tilde{\pi}=(\Psi, \sigma)$ has exponential dichotomy with constant $K M_{1}$ and exponent $\beta_{1}$.

## 5 Applications

In this section we shall consider a linear time dependent differential equation which generates a linear skew-product semiflow on the trivial Banach bundle $\mathcal{E}=X \times \Theta$, where $X$ is a Banach space and $\Theta$ is a compact topological Hausdorff space.

Consider the following linear time dependent system

$$
\begin{equation*}
\dot{x}(t)=A(\theta \cdot t) x(t), \quad t>0 \tag{5.1}
\end{equation*}
$$

where $A(\theta \cdot t)=A+B(\theta \cdot t), \quad A$ is the infinitesimal generator of the strongly continuous semigroup $\{T(t)\}_{t \geq 0} ; \quad \sigma(\theta, t)=\theta \cdot t$ is a flow on $\Theta$ and $B(\theta) \in L(X), \quad t \in \mathbb{R}$.

Lemma 5.1 If $B(\cdot): \Theta \rightarrow L(X)$ is strongly continuous, then the set $\{\|B(\theta)\|: \theta \in \Theta\}$ is bounded.

Proof Consider the following sets

$$
H=\{\|B(\theta)\|: \theta \in \Theta\}, \quad H(x)=\{\|B(\theta) x\|: \theta \in \Theta\}
$$

Since $\theta \rightarrow B(\theta) x$ is continuous and $\Theta$ is compact, then for each $x \in X$ we get that $H(x)$ is bounded. Hence, by the Uniform Boundedness Theorem we obtain that $H$ is bounded.

Lemma 5.2 If $B(\cdot): \Theta \rightarrow L(X)$ is strongly continuous and $x(\cdot): \mathbb{R} \rightarrow X$ is a continuous function, then for each $\theta \in \Theta$ the mapping $t \rightarrow B(\theta \cdot t) x(t)$ is continuous.

Proof Fix $t \in \mathbb{R}$. Then

$$
\begin{gathered}
\|B(\theta(t+h)) x(t+h)-B(\theta \cdot t) x(t)\| \\
=\|B(\theta(t+h))[x(t+h)-x(t)]-[B(\theta \cdot(t+h))-B(\theta \cdot t)] x(t)\| \\
\leq L\|x(t+h)-x(t)\|+\|[B(\theta \cdot(t+h))-B(\theta \cdot t)] x(t)\|
\end{gathered}
$$

where $L=\sup \{\|B(\theta)\|: \theta \in \Theta\} \quad$ and $\quad \theta \cdot t \in \Theta$ for $t \in \mathbb{R}$.
Therefore

$$
\|B(\theta(t+h)) x(t+h)-B(\theta \cdot t) x(t)\| \rightarrow 0, \text { as } h \rightarrow 0
$$

To be precise in which sense the equation (5.1) generates a linear skew-product semiflow, we shall consider the following family of integral differential equations:

$$
\begin{equation*}
x(t)=T(t) x_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) x(s) d s . \quad t \geq 0 \quad \theta \in \Theta . \tag{5.2}
\end{equation*}
$$

Definition 5.1 (Mild Solution). A solution $x(t)=x(t, \theta)$ of the equation (5.2) is called Mild Solution of (5.1).

The proof of the following theorem can be found in Chow and Leiva [3].
Theorem 5.1 Let $A$ be the infinitesimal generator of an strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ on $X$ and $B(\cdot): \Theta \rightarrow L(X)$ is also strongly continuous. Then for each $\theta \in \Theta$ and $x_{0} \in X$ the problem

$$
\begin{equation*}
\dot{x}(t)=A(\theta \cdot t) x=(A+B(\theta \cdot t)) x(t) ; \quad x(0)=x_{0} \tag{5.3}
\end{equation*}
$$

has a unique mild solution $\Phi(\theta, t) x_{0}$ given by

$$
\begin{equation*}
\Phi(\theta, t) x_{0}=T(t) x_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) \Phi(\theta, s) x_{0} d s \tag{5.4}
\end{equation*}
$$

If

$$
\|T(t)\| \leq M e^{W t}, \quad t \geq 0
$$

then

$$
\begin{equation*}
\|\Phi(\theta, t)\| \leq M e^{(W+L M) t}, \quad t \geq 0 \tag{5.5}
\end{equation*}
$$

where

$$
L=\sup \{\|B(\theta)\|: \theta \in \Theta\}
$$

Moreover, the mapping $\pi: \mathcal{E} \times \mathbb{R}_{+} \rightarrow \mathcal{E}$ given by

$$
\begin{equation*}
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t) \tag{5.6}
\end{equation*}
$$

is a linear skew-product semiflow on $\mathcal{E}=X \times \Theta$.

Theorem 5.2 Assume $A_{0}$ is the infinitesimal generator of a strongly continuous semigroup $\left\{T_{0}(t)\right\}_{t \geq 0}$, the mapping $\theta \rightarrow A(\theta)-A_{0}: \Theta \rightarrow L(X)$ is strongly continuous and the equation $\quad \dot{x}(t)=A(\theta \cdot t) x(t) \quad$ has exponential dichotomy over $\Theta$ with exponent $\beta>0$ and constant $M$. If $0<\beta_{1}<\beta$ and $M_{1}>M$, then there exist $\epsilon>0$ such that for any mapping $\theta \rightarrow B(\theta): \Theta \rightarrow L(X)$ strongly continuous and $\|B(\theta)\|<\epsilon, \theta \in \Theta$ the equation

$$
\dot{x}(t)=(A(\theta \cdot t)+B(\theta \cdot t)) x(t)
$$

has exponential dichotomy over $\Theta$ with exponent $\beta_{1}$ and constant $M_{1}$.
Proof From Theorem 5.1 we get that the equations

$$
\dot{x}(t)=A(\theta \cdot t) x(t)=\left(A_{0}+\left(A(\theta \cdot t)-A_{0}\right)\right) x(t)
$$

and

$$
\dot{x}(t)=(A(\theta \cdot t)+B(\theta \cdot t)) x(t)=\left(A_{0}+\left(A(\theta \cdot t)-A_{0}+B(\theta \cdot t)\right)\right) x(t)
$$

generate respectively the skew-product semiflows:

$$
\pi=(\Phi, \sigma), \tilde{\pi}=(\Psi, \sigma): \mathcal{E} \times \mathbb{R}_{+} \rightarrow \mathcal{E}, \quad \mathcal{E}=X \times \Theta
$$

given by:

$$
\begin{gathered}
\Phi(\theta, t) x=T_{0}(t) x+\int_{0}^{t} T_{0}(t-s)\left(A(\theta \cdot s)-A_{0}\right) \Phi(\theta, s) x d s \\
\Psi(\theta, t) x=T_{0}(t) x+\int_{0}^{t} T_{0}(t-s)\left(A(\theta \cdot s) B(\theta \cdot s)-A_{0}\right) \Psi(\theta, s) x d s
\end{gathered}
$$

Then

$$
\|\Phi(\theta, t) x\| \leq M_{0}\|x\|+\int_{0}^{t} M_{2}\|\Phi(\theta, s) x\| d s, \quad 0 \leq t \leq 1
$$

where

$$
M_{0}=\sup \left\{\left\|T_{0}(t)\right\|: \quad 0 \leq s \leq 1\right\}, \quad M_{2}=M_{0} \sup \left\{\left\|A(\theta)-A_{0}\right\|: \quad \theta \in \Theta\right\}
$$

From Gronwall's Lemma we get $\|\Phi(\theta, t)\| \leq M_{0} e^{M_{2}}=L_{1}, \quad 0 \leq t \leq 1, \quad \theta \in \Theta$. In the same way we get that $\|\Psi(\theta, t)\| \leq L_{2}, \quad 0 \leq t \leq 1, \quad \theta \in \Theta$. On the other hand, we have the followig

$$
\begin{aligned}
\|\Phi(\theta, t) x-\Psi(\theta, t) x\| & \leq \int_{0}^{t} M_{2}\|\Phi(\theta, s) x-\Psi(\theta, s) x\| d s+\int_{0}^{t} M_{0} L_{2}\|B(\theta \cdot s) x\| d s \\
& \leq M_{0} L_{2} \epsilon\|x\|+M_{2} \int_{0}^{t}\|\Phi(\theta, s) x-\Psi(\theta, s) x\| d s, \quad 0 \leq t \leq 1
\end{aligned}
$$

Hence, from Gronwall's Lemma we get

$$
\|\Phi(\theta, t)-\Psi(\theta, t)\| \leq M_{0} L_{2} \epsilon e^{M_{2} t} \leq M_{0} L_{2} e^{M_{2}} \epsilon, \quad 0 \leq t \leq 1
$$

From Theorem 4.1 we get that the equation $\dot{x}(t)=(A(\theta \cdot t)+B(\theta \cdot t)) x(t)$ has exponential dichotomy over $\Theta$ with exponent $\beta_{1}$ and constant $M_{1}$.

Theorem 5.3 Let $-A$ be a sectorial operator with a sector

$$
S_{-a, \phi}=\{\lambda \in C: \phi \leq|\arg (\lambda+a)| \leq \pi, \quad \lambda \neq-a\} \subset \rho(-A)
$$

where $\rho(-A)$ is the resolvent set of $-A$ and $a \in \mathbb{R}, \quad 0<\phi<\pi / 2$. Suppose that the spectrum $\sigma(A)$ does not intersect the strip region $\{\lambda \in C: \beta \leq R e \lambda \leq \alpha\}$, where $\beta<\lambda<a$. If for all $x \in X$ the mapping $\theta \rightarrow B(\theta) x: \Theta \rightarrow L(X)$ is continuous and $\sup \{\|B(\theta)\|: \theta \in \Theta\}$ is small enough, then the equation

$$
\begin{equation*}
\dot{x}(t)=(A+B(\theta \cdot t)) x(t) \tag{5.7}
\end{equation*}
$$

has an exponential dichotomy over $\theta \in \Theta$.
Proof It follows from Theorem 2.3 in [33] and Theorem 1.5.2 in [11] that the equation $\dot{x}=A x$ has an exponential dichotomy over $\Theta$. Finally, we can apply Theorem 5.2 to the perturbed equation (5.7).

Now, consider the following family of functional differential equations which is more general than equation (1.6) studied in [18].

$$
\begin{equation*}
\dot{x}(t)=L(\theta \cdot t) x_{t}, \quad \theta \in \Theta \tag{5.8}
\end{equation*}
$$

where $\theta \cdot t$ is a flow on the compact Hausdorff set $\Theta$ which depend continuously on $\theta$ uniformly on compact interval of the time $t ; x_{t}$ denotes the function $s \rightarrow x(t+s), \quad-r \leq$ $s \leq 0$. We assume that $\left.L(\theta): C=C\left[[-r, 0], \mathbb{R}^{n}\right]\right] \rightarrow \mathbb{R}^{n}$ is linear and bounded operator, and for all $\phi \in C$ the mapping $\theta \rightarrow L(\theta) \phi$ is continuous.

Lemma 5.3 If the equation (5.8) has an exponential dichotomy on $\Theta$ and $\theta \rightarrow M(\theta) \in$ $L\left(C, \mathbb{R}^{n}\right)$ is strongly continuous. If $\|M(\theta)\|$ is small enough, then the equation

$$
\begin{equation*}
\dot{x}(t)=(L(\theta \cdot t)+M(\theta \cdot t)) x_{t}, \quad \theta \in \Theta \tag{5.9}
\end{equation*}
$$

has an exponential dichotomy over $\Theta$.
Proof Using the same idea of [18] we can write the equation (5.9) in the following abstract way

$$
\begin{equation*}
\dot{z}(t)=(A(\theta \cdot t)+B(\theta \cdot t)) z(t), \quad \theta \in \Theta, \quad z \in Z \tag{5.10}
\end{equation*}
$$

where $Z=\mathbb{R}^{n} \times L_{2}^{n}[-r, 0]$ is a Hilbert space with the inner product

$$
<\cdot, \cdot>_{z}=<\cdot, \cdot>_{\mathbb{R}^{n}}+<\cdot, \cdot>_{L_{2}}
$$

The operators $A(\theta)$ are defined on a commun domain $D$ given by

$$
D=\operatorname{Dom}(A(\theta))=\left\{(v, \phi) \in Z: \phi \in W^{1,2}[-r, 0], \quad \phi(0)=v\right\}, \quad \theta \in \Theta
$$

by

$$
A(\theta)(v, \phi):=(L(\theta) \phi, \dot{\phi})
$$

and $B(\theta)$ is a linear bounded operator from $Z$ to $Z$ given by

$$
B(\theta) z=(M(\theta) \phi, 0), \quad z=(v, \phi) \in Z
$$

So, for all $z \in Z$ mapping $\theta \rightarrow B(\theta) z: \Theta \rightarrow L(Z)$ is continuous and $\|B(\theta)\|$ is small enough. On the other hand, if we consider the operator

$$
A_{0}(v, \phi)=(0, \dot{\phi}), \quad(v, \phi) \in D
$$

The operator $A_{0}$ is the infinitesimal generator of a strongly continuous semigroup $\left\{T_{0}(t)\right\}_{t \geq 0}$ and the mapping $\theta \rightarrow A(\theta)-A_{0}: \Theta \rightarrow L(Z)$ is strongly continuous. Now, we finish the proof by applying the Theorem 5.2 to the equation (5.10).
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# DYNAMICAL SPECTRUM FOR SKEW PRODUCT FLOW IN BANACH SPACES 

S.N. CHOW AND H.LEIVA<br>School of Mathematics-CDSNS, Georgia Tech<br>Atlanta, Ga 30332

Abstract. In an earlier paper [1] we characterized the dynamical spectrum for Linear Skew-Product Semiflow in infinite dimensional Banach spaces. It was proved the spectrum is always a closed set, but it could be empty. Also we investigate the relation between the dynamical spectrum and the Lyapunov exponents. In this paper we shall characterize the dynamical spectrum for Linear Skew-Product Flow $\pi=(\Phi, \sigma)$ in a Banach space $X$. The fact that $\pi$ is a flow allows us to prove that the spectrum is a nonempty compact set and get more information about it, also we can tell more about the Lyapunov exponents. Finally ours results can be applied to hyperbolic partial differential equations and neutral functional differential equations.
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[^1]
## 1 Introduction

In an earlier paper [1] we began an investigation of the dynamical spectrum for time dependent systems in infinite dimensional Banach spaces, using the concept of skew-product semiflow. That is the case for parabolic partial differential equations and functional differential equations; for that reason in [1] we use the concept, of negative continuation and exponential dichotomy used by Sacker-Sell in [18]. In this definition of exponential dichotomy we assume that the unstable mainfold has finite dimension and is contained in the set of points that have a unique negative continuation. We characterized the dynamical spectrum and proved that the spectrum is always a closed set, but it could be empty; also, we investigate the relation between the dynamical spectrum and the Lyapunow exponents.

This paper is concerned with the dynamical spectrum for time dependent linear systems whose solutions are globally defined in $\mathbb{R}$. This is the case for hyperbolic partial differential equations, neutral functional differential equations and abstract ordinary differential equation $\dot{x}=A(t) x$ with bounded operator $A(t)$.

To study this problems we shall use the unified setting of a linear skewproduct flow $\Phi(\theta, t): \mathcal{E} \times \mathbb{R} \rightarrow \mathcal{E}$ (see Definition 2.1), where $\mathcal{E}=X \times \Theta, X$ is a Banach space, $\Theta$ is a compact topological Hausdorff space and $\pi$ is given by

$$
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta . t), \quad t \in \mathbb{R}, \quad x \in X, \quad \theta \in \Theta
$$

Many people have worked with skew-product flow, and semiflows in infinite dimensional Banach spaces. For example Sacker-Sell in [18] studied the existence of exponential dichotomy for the skew-product semiflow $\pi=(\Phi, \sigma)$ on $\mathcal{E}=X \times \Theta$.

Also, Magalhães in [11] give some characterization of the dynamical spectrum. A different characterization of the dynamical spectrum for skew-product flow in infinite Banach spaces appears in R. T. Rau [13]. He associates a strongly continuous group to the skew-product flow $\pi=(\Phi, \sigma)$ in the following way: Given a skew-product flow $\pi=(\Phi, \sigma)$ on $\mathcal{E}=X \times \Theta$ we can associate a family $\{T(t)\}_{t \in \mathbb{R}}$ of linear operators on the Banach space $C(\Theta, X)$ defined by

$$
\begin{equation*}
T(t) f(\theta)=\Phi(\theta \cdot(-t), t) f(\theta \cdot(-t)), \quad \forall t \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

for all $\theta \in \Theta$ and $f \in C(\Theta, X)$.
It is shown that the operator family $\{T(t)\}_{t \in \mathbb{R}}$ given by (1.1) is a strongly continuous group on $C(\Theta, X)$.

Since $\pi=(\Phi, \sigma)$ is a flow (two side flow) the definition of exponential dichotomy is the same as in the finite dimensional case; this allows Rau in [13] to give the following characterization of the dynamical spectrum

Theorem 1.1 (Rau [13]) Let $\pi=(\Phi, \sigma)$ be a skew-product flow on $\mathcal{E}=X \times \Theta$ and denote $G$ the infinitesimal generator of the evolution group $\{T(t)\}_{t \in \mathbb{R}}$ given by (1.1). Then

$$
\Sigma(\Theta)=\ln |\sigma(T(1)) \backslash\{0\}| \supseteq G
$$

A similar result as Rau's can be found in Latushki-Stepin [9]
In this paper we shall give a different characterization of the dynamical spectrum. Our characterization is an extension of the Sacker and Sell Theorem given in [18]. Here we proved that the spectrum can be written as a countable union of nonempty close disjoints intervals. we show the relation between the spectrum and the spectral subbundles associated with the corresponding spectral interval.

Also, this spectral decomposition can be used to study invariant manifold around an invariant set.

In this paper we follow closely the work done by Sacker and Sell in [18] for the finite dimensional case and the notation used for them in [19].

Since $\pi$ is a flow (two side flow) the definitions of exponential dichotomy is very simple and we don't have to worry about negative continuation, like in [19], [1] and [11]. This allows us to prove that the spectrum is a nonempty compact set and we can give a simple characterization of the Lyapunov exponents in terms of the dynamical spectrum.

Finally we present some examples of Skew-Product Flow arising from hyperbolic partial differential equations and neutral functional differential equations.

## 2 Preliminaries

### 2.1 Linear Skew-Product Flow

In this section we shall present some definitions, notations, and results about Skew Product flows on Banach Bundles that we will use in the next sections.

Definition 2.1 Let $\mathcal{E}=X \times \Theta$ be given where $X$ is a fixed Banach space (state space) and $\Theta$ is a compact Hausdorff Space. Assume that $\sigma(\theta, t)=\theta . t$ is a flow on $\Theta$, i.e., the mapping $(\theta, t) \rightarrow \theta \cdot t$ is continuous, $\theta .0=\theta$, and we have $\theta \cdot(s+t)=(\theta \cdot s) \cdot t$ for all $s, t \in \mathbb{R}$. Then we shall call a Linear Skew-Product Flow $\pi=(\Phi, \sigma)$ on $\mathcal{E}$ as a mapping

$$
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t), \quad \forall t \in \mathbb{R}
$$

with the following properties:
(1) $\Phi(\theta, 0)=I$, the identity operator, for all $\theta \in \theta$.
(2) $\lim _{t \rightarrow 0} \Phi(\theta, t) x=x$, and this limit is uniform in $\theta$. This mean that for every $x \in X$ and every $\epsilon>0$ there is a $\delta=\delta(x, \epsilon)>0$ such that $\|\Phi(\theta, t) x-x\| \leq \epsilon$, for all $\theta \in \Theta$ whenever $0 \leq t \leq \delta$.
(3) $\Phi(\theta, t)$ is a bounded linear mapping from $X$ into $X$ that satisfies the cocycle identity:

$$
\begin{equation*}
\Phi(\theta, s+t)=\Phi(\theta \cdot t, s) \Phi(\theta, t) \quad \theta \in \Theta ; \quad s, t \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

(4) For each $t \in \mathbb{R}$ the mapping of $\mathcal{E}$ into $X$ given by $(x, \theta) \rightarrow \Phi(\theta, t) x$ is continuous.

Properties (2) and (3) imply that for each $(x, \theta) \in \mathcal{E}$ the solution operator $t \rightarrow$ $\Phi(\theta, t) x$ is continuous for $t \in \mathbb{R}$. Indeed one has

$$
\|\Phi(\theta, t+h) x-\Phi(\theta, t) x\|=\|[\Phi(\theta \cdot t, h)-I] \Phi(\theta, t) x\|
$$

which goes to zero as $h \rightarrow 0$. The cocycle identity (2.1) implies that $\Phi(\theta, t)$ is an isomorphism with inverse

$$
\Phi^{-1}(\theta, t)=\Phi(\theta \cdot t,-t) \quad \forall t \in \mathbb{R}
$$

Proposition 2.1 Let $\pi=(\Phi, \sigma)$ be a linear skew-product flow on $\mathcal{E}$. Then there exist constants $M \geq 1, \quad a>0$ such that

$$
\begin{equation*}
\|\Phi(\theta, t)\| \leq M e^{a|t|}, \quad \theta \in \Theta, \quad t \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Proof First we claim that there is a $\delta>0$ such that

$$
M=\sup \{\|\Phi(\theta, t)\|: \theta \in \Theta,-\delta \leq t \leq \delta\}<\infty
$$

For the purpose of contradiction. Let us assume that there are sequences $\theta_{n} \in$ $\Theta, t_{n} \in \mathbb{R}$ such that $t_{n} \rightarrow 0$ and $\left\|\Phi\left(\theta_{n}, t_{n}\right)\right\|>n$.

The Banach-Steinhaus Theorem (Uniform Boundedness Principle) implies that there is $x \in X$ such that

$$
\left\{\left\|\Phi\left(\theta_{n}, t_{n}\right) x\right\|: n \in \mathbb{N}\right\}
$$

is unbounded. This contradicts the fact that

$$
\lim _{t \rightarrow 0} \Phi(\theta, t) x=x
$$

unifomly for $\theta \in \Theta$. Therefore $M<\infty$. On the other hand we have that $\Phi(\theta, 0)=$ $I$, so $M \geq 1$.

Now fix $t \in \mathbb{R}$. Assume that $t \geq 0$ (a similar argument will take care of the case $t \leq 0$ ). Let $m$ be an integer satisfying $m \leq t / \delta \leq m+1 \Longleftrightarrow \delta_{m} \leq t \leq m \delta+\delta$.

Then for any $\theta \in \Theta$ one has

$$
\|\Phi(\theta, t)\|=\|\Phi(\theta, t-\delta m+\delta m)\|=\|\Phi(\theta \cdot \delta,(t-\delta m)+\delta(m-1)) \Phi(\theta, \delta)\|
$$

Now putting:

$$
\theta_{0}=\theta, \quad \theta_{1}=\theta_{0} \cdot \delta, \quad \theta_{2}=\theta_{1} \cdot \delta, \cdots, \theta_{m}=\theta_{m-1} \cdot \delta
$$

we get the following:

$$
\begin{aligned}
\|\Phi(\theta, t)\| & =\left\|\Phi\left(\theta_{m}, t-\delta m\right) \Phi\left(\theta_{m-1}, \delta\right) \ldots \Phi\left(\theta_{0}, \delta\right)\right\| \\
& \leq M^{m+1}=M \cdot M^{m} \leq M \cdot M^{t / \delta}
\end{aligned}
$$

If we put

$$
a=1 / \delta \ln (M)
$$

then

$$
\|\Phi(\theta, t)\| \leq M e^{a t}
$$

### 2.2 Projectors and Subbundles

A Banach bundle $\mathcal{E}$ with fiber $X$ over a base space $\Theta$ with projection $\mathcal{P}$ is denoted by $(\mathcal{E}, X, \Theta, \mathcal{P})$, or $\mathcal{E}$ for short, and is defined as follows:
(1) $X$ is a fixed Banach space and $\theta$ is a compact Hausdorff space.
(2) The mapping $\mathcal{P}: \mathcal{E} \rightarrow \Theta$ is a continuous mapping.
(3) For each $\theta \in \Theta, \mathcal{P}^{-1}(\theta)=\mathcal{E}(\theta)$ is a Banach space, which is referred to as the fiber over $\theta$.
(4) For each $\theta \in \Theta$, there is an open neighborhood $U$ of $\theta$ in $\Theta$ and a homeomorphism
$\tau: \mathcal{P}^{-1}(U) \rightarrow X \times U$ such that for each $\mathcal{N} \in U, \mathcal{P}^{-1}(\mathcal{N})$ is a mapped onto $X \times\{\mathcal{N}\}$ and $\tau: \mathcal{P}^{-1}(\mathcal{N}) \rightarrow X \times\{\mathcal{N}\}$ is a linear isomorphism.
(5) The norms $\|\cdot\|=\|\cdot\|_{\theta}$ on the fiber $\mathcal{P}^{-1}(\theta)$ vary continuously in $\theta$.

O e can use the local coordinate notation $(x, \theta)$ to denote a typical point in a Banach bundle $\mathcal{E}$. By this we mean that $(x, \theta) \in \mathcal{E}$. This is a shortened way to refer to property (4) above.

For any subset $\mathcal{F} \subset \mathcal{E}$ we define the fiber:

$$
\begin{gathered}
\mathcal{F}(\theta):=\{x \in X:(x, \theta) \in \mathcal{F}\} \\
\mathcal{E}(\theta):=X \times\{\theta\}
\end{gathered}
$$

If $U \subset \Theta$, then we shall define the following set

$$
\mathcal{F}(U):=\cup_{\theta \in U} \mathcal{F}(\theta)
$$

$$
\mathcal{E}_{0}=\{(x, \theta) \in \mathcal{E}: x=0\}
$$

$\mathcal{E}_{0}$ is called the zero fiber.
A mapping $\mathbf{P}: \mathcal{E} \rightarrow \mathcal{E}$ is said to be a projection if $\mathbf{P}$ is continuous and has the form $\mathbf{P}(x, \theta)=(P(\theta), \theta)$ where $P(\theta)$ is a bounded linear projection on the fiber $\mathcal{E}(\theta)$. For any projector P we define the range and the null space by

$$
\mathcal{R}=\mathcal{R}(\mathbf{P})=\{(x, \theta) \in \mathcal{E}: P(\theta) x=x\}
$$

and

$$
\mathcal{N}=\mathcal{N}(\mathbf{P})=\{(x, \theta) \in \mathcal{E}: P(\theta) x=0\}
$$

Since $\mathbf{P}$ is continuous, this means that the fibers $\mathcal{R}(\theta)$ and $\mathcal{N}(\theta)$ vary continuously in $\theta$. This also means that $P(\theta)$ varies continuous in the operator norm. The following result can be found in Sacker- Sell [18].

Lemma 2.1 Let $\mathbf{P}$ be a projector on $\mathcal{E}$. Then $\mathcal{R}$ and $\mathcal{N}$ are closed in $\mathcal{E}$, and one has

$$
\mathcal{R}(\theta) \cap \mathcal{N}(\theta)=\{0\}, \quad \mathcal{R}(\theta)+\mathcal{N}(\theta)=\mathcal{E}
$$

for all $\theta \in \Theta$.

Definition 2.2 A subset $\nu$ is said to be a subbundle of $\mathcal{E}$ if there is a projector $P$ on $\mathcal{E}$ with the property that $\mathcal{R}(\mathbf{P})=\mathcal{V}$

In this case $\mathcal{W}=\mathcal{N}(P)$ is a Complementary subbundle, i.e., $\mathcal{E}=\mathcal{V}+\mathcal{W}$ as a Whitney Sum .

Lemma 2.2 Let $\mathcal{V} \subset \mathcal{E}$ with the properties:
(A) $\mathcal{V}$ is closed.
(B) $\mathcal{V}(\theta)$ is a linear subspace of $\mathcal{E}(\theta)$ for all $\theta \in \Theta$.
(C) $\operatorname{codim} \mathcal{V}(\theta)$ is finite for all $\theta \in \Theta$.
(D) $\operatorname{codim} \mathcal{V}(\theta)$ is locally constamt on $\Theta$.

Then $\mathcal{V}$ is a subbundle of $\mathcal{E}$.

Proof See [18].

### 2.3 Stable, Unstable and the Initial Bounded Sets

Let $\pi=(\Phi, \sigma)$ be a given linear skew-product flow defined on $\mathcal{E}=X \times \Theta$. For $\lambda \in \mathbb{R}$ we define the shifted flow as follows:

$$
\begin{gathered}
\pi_{\lambda}=\left(\Phi_{\lambda}, \sigma\right), \Phi_{\lambda}(\theta, t)=e^{\lambda t} \Phi(\theta, t) \text { for } t \in \mathbb{R}, \quad \theta \in \Theta . \\
\mathcal{B}_{\lambda}=\left\{(x, \theta) \in \mathcal{E}: \sup _{t \in \mathbb{R}}\left\|e^{-\lambda t} \Phi(\theta, t) x\right\|<+\infty\right\} \\
\mathcal{S}_{\lambda}=\left\{(x, \theta) \in \mathcal{E}:\left\|e^{-\lambda t} \Phi(\theta, t) x\right\| \rightarrow 0, t \rightarrow+\infty\right\} \\
\mathcal{U}_{\lambda}=\left\{(x, \theta) \in \mathcal{E}:\left\|e^{-\lambda t} \Phi(\theta, t) x\right\| \rightarrow 0, t \rightarrow-\infty\right\}
\end{gathered}
$$

The set $\mathcal{U}_{\lambda}$ is the unstable set, $\mathcal{S}_{\lambda}$ is the stable set, and $\mathcal{B}_{\lambda}$ is the initial bounded set corresponding to $\pi_{\lambda}$. If $\lambda=0$ we shall denote $\mathcal{B}=\mathcal{B}_{0}, \mathcal{U}=$ $\mathcal{U}_{0}$ and $\mathcal{S}=\mathcal{S}_{0}$.

We are interested in knowing when $\mathcal{S}_{\boldsymbol{\lambda}}$ and $\mathcal{U}_{\boldsymbol{\lambda}}$ are complementary invariant subbundles of $\mathcal{E}$. The answer of this quation can be formulated in terms of dichotomies.

Definition 2.3 A project $\mathbf{P}$ on $\mathcal{E}$ is said to be invariant if we have

$$
\begin{equation*}
P(\theta . t) \Phi(\theta, t)=\Phi(\theta, t) P(\theta), \quad t \in \mathbb{R}, \quad \theta \in \Theta \tag{2.3}
\end{equation*}
$$

which is equivalent to:

$$
\begin{equation*}
P(\theta . t)=\Phi(\theta, t) P(\theta) \Phi^{-1}(\theta, t), \quad t \in \mathbb{R}, \quad \theta \in \Theta \tag{2.4}
\end{equation*}
$$

Definition 2.4 We shall say that a linear skew-product flow $\pi=(\Phi, \sigma)$ on $\mathcal{E}$ has an exponential dichotomy (ED) over an invariant set $\hat{\Theta}$, were $\hat{\Theta} \subset \Theta$, if there is an invariant Projector $\mathbf{P}$ on $\mathcal{E}$ and constants $k \geq 1, \beta>0$ such that

$$
\begin{gather*}
\left\|\Phi(\theta, t) P(\theta) \Phi^{-1}(\theta, s)\right\| \leq k e^{-\beta(t-s)}, \quad s \leq t  \tag{2.5}\\
\left\|\Phi(\theta, t)[I-P(\theta)] \Phi^{-1}(\theta, s)\right\| \leq k e^{\beta(t-s)}, \quad s \geq t \tag{2.6}
\end{gather*}
$$

for all $\theta \in \hat{\Theta}$

## Remark 2.1

(1) If $\hat{\Theta}=\{\theta\}$, then E.D corresponds to the usual concept of dichotomy
(2) If $\hat{\Theta}=\Theta$, then E.D over $\hat{\Theta}$ is equivalent to the splitting of $\mathcal{E}$.
(3) $P(\theta)$ varies continuously over $\hat{\Theta}$.
(4) $k, \beta$ depend of $\hat{\Theta}$.

Proposition 2.2 If $\pi$ is a linear skew-product flow on $\mathcal{E}=X \times \Theta$ admits an exponential dichotony over $\Theta$, then one has that the initial bounded set $\mathcal{B}=\mathcal{E}_{0}$ and the correspondent Projector $\mathbf{P}$ is such that:

$$
\begin{gathered}
\mathcal{R}(\mathbf{P})=\mathcal{S}(\hat{\Theta}), \quad \mathcal{N}(\mathbf{P})=\mathcal{U}(\hat{\Theta}) \\
\mathcal{E}=\mathcal{R}(\mathbf{P}) \oplus \mathcal{N}(\mathbf{P})=\mathcal{S}(\hat{\Theta}) \oplus \mathcal{U}(\hat{\Theta})
\end{gathered}
$$

(The whitney sum of two bundles)

Proof Let $\mathbf{P}$ be the correspondent Projector. Consider $(x, \theta) \in \mathcal{B}$ and set

$$
y=P(\theta) x, \quad z=(I-P(\theta)) x
$$

Then we get the following:

$$
\|\Phi(\theta, t)\|<N, \quad \forall t \in \mathbb{R}
$$

and

$$
y=P(\theta) \Phi^{-1}(\theta, t) \Phi(\theta, t) x=\Phi(\theta, 0) P(\theta) \Phi^{-1}(\theta, t) x
$$

Therefore, from (2.5) we get:

$$
\begin{gathered}
\|y\| \leq k e^{\beta t} N, \quad t<0 \Rightarrow\|y\|=0 \\
z=\Phi(\theta, 0)[I-P(\theta)] \Phi^{-1}(\theta, t) \Phi(\theta, t) x
\end{gathered}
$$

so

$$
\|z\| \leq k e^{-\beta t} N, \quad t \in \mathbb{R} \Rightarrow\|z\|=0
$$

Hence

$$
x=P(\theta) x+[I-P(\theta)] x=y+z=0
$$

It is easy to prove that :

$$
\mathcal{R}(\mathrm{P}) \subset \mathcal{S} \quad \mathcal{N}(\mathrm{P}) \subset \mathcal{U}
$$

Now, since $\quad \mathcal{E}=\mathcal{R}(\mathbf{P})+\mathcal{N}(\mathbf{P})$, then $\mathcal{S}=\mathcal{R}(\mathbf{P}), \quad \mathcal{U}=\mathcal{N}(\mathbf{P})$.

## 3 The Dynamical Spectrum

Let $\hat{\Theta}$ be an invariant subset of $\Theta$ under the flow $\sigma$. Then the resolvent $\rho(\hat{\Theta})$ of $\hat{\Theta}$ under $\pi$ is defined as follows:
$\rho(\hat{\Theta}):=\left\{\lambda \in \mathbb{R}: \pi_{\lambda}\right.$ admits and exponential dichotomy over $\left.\hat{\Theta}\right\}$.

The spectrum $\Sigma(\hat{\Theta})$ of $\hat{\Theta}$ under $\pi$ is defined as follows

$$
\Sigma(\hat{\Theta})=\mathbb{R} \backslash \rho(\hat{\Theta})
$$

Our main results are the following Theorems:
Theorem 3.1 Let $\pi=(\Phi, \sigma)$ be a skew-product flow on $\mathcal{E}=X \times \Theta$ and $\hat{\Theta}$ a compact connected invariant subset of $\Theta$. Then the following statements are valid:
(A) There is $a>0$ such that

$$
\|\Phi(\theta, t)\| \leq M e^{a|t|}, \quad \forall \theta \in \Theta \quad \text { and } t \in \mathbb{R},
$$

and $\quad \Sigma(\hat{\Theta}) \neq \emptyset, \quad \Sigma(\hat{\Theta}) \subset[-a, a]$
(B) For each set $\left\{\lambda_{0}<\lambda_{1}<\cdots<\lambda_{m}\right\} \subset \rho(\hat{\Theta})$ with $\lambda_{0}<-a$ and $a<\lambda_{m}$ such that $\Sigma(\hat{\Theta}) \cap\left(\lambda_{i_{1}}, \lambda_{i}\right) \neq \phi$ we get that

$$
\mathcal{V}_{i}:=\mathcal{V}_{i}(\hat{\Theta})=\mathcal{S}_{\lambda_{i}}(\hat{\Theta}), \quad i=1,2, \cdots, m
$$

are invariant subbundles of $\mathcal{E}(\hat{\Theta})$.
(C) Let $\pi^{i}$ be the restriction of $\pi$ to $\mathcal{V}_{i}$ and $\Sigma_{i}(\hat{\Theta})$ the spectrum of $\left(\mathcal{V}_{i}, \pi^{i}\right)$ over $\hat{\Theta}$. Then one has that

$$
\Sigma_{i}(\hat{\Theta})=\Sigma(\hat{\Theta}) \cap\left(\lambda_{i-1}, \lambda_{i}\right), \quad i=1,2, \cdots, m .
$$

(D) $\Sigma_{i}(\hat{\Theta})=\Sigma(\hat{\Theta}) \cap\left(\lambda_{i-1}, \lambda_{i}\right), \quad i=1,2, \cdots, m$
(E) $\Sigma(\hat{\Theta})=\bigcup_{i=1}^{m} \Sigma_{i}(\hat{\Theta})$
(F) $\mathcal{V}_{i}(\hat{\Theta}) \cap \mathcal{V}_{j}(\hat{\Theta})=\mathcal{E}_{0}(\hat{\Theta}), \quad i \neq j$
(G) $\mathcal{E}(\hat{\Theta})=\mathcal{V}_{1}(\hat{\Theta})+\mathcal{V}_{2}(\hat{\Theta})+\cdots+\mathcal{V}_{m}(\hat{\Theta})$ (Whitney sum)

In order to get more information about the spectrum we shall put some restriction on the unstable manifold $\mathcal{U}_{\lambda}$ for some $\lambda \in \rho(\hat{\Theta})$. Also we will need the following notation:

For $\lambda \in \rho(\hat{\Theta})$ we shall define:

$$
\begin{equation*}
\Sigma_{\lambda}(\hat{\Theta}):=\Sigma(\hat{\Theta}) \cap(-\infty, \lambda) \tag{3.1}
\end{equation*}
$$

Theorem 3.2 Assume that $\operatorname{dim} \mathcal{E}(\hat{\Theta})=\infty, \quad \lambda \in \rho(\hat{\Theta}), \quad a>0$ is as in part (A) of Theorem 3.1. Then the following statements are valid:
(A) If $\operatorname{dim} \mathcal{U}_{\lambda}=n(\lambda)<\infty$, then $\lambda \geq-a$
(B) If $\operatorname{dim} \mathcal{S}_{\lambda}=m(\lambda)<\infty$, then $\lambda \leq a$
(C) If $\lambda \geq-a$ and $\mathcal{U}_{\lambda} \neq \mathcal{E}_{0}(\hat{\Theta})$, then $\lambda \leq a$
(D) If $\lambda \leq a$ and $\operatorname{dim} \mathcal{S}_{\lambda} \neq \mathcal{E}_{0}(\hat{\Theta})$, then $\lambda \geq-a$
(E) If $\operatorname{dim} \mathcal{U}_{\lambda} \rightarrow n(-a)<\infty$, as $\lambda \rightarrow-a^{+}$
then

$$
-a \in \Sigma(\hat{\Theta}) \text { and } \operatorname{dim} \mathcal{U}_{\lambda}=n(\lambda)<\infty \quad \forall \lambda \in[-a+\infty) \cap \rho(\hat{\Theta})
$$

(F) If $\operatorname{dim} S_{\lambda} \rightarrow m(a)<\infty$, as $\lambda \rightarrow a^{+}$
then

$$
a \in \Sigma(\hat{\Theta}) \text { and } \operatorname{dim} \mathcal{S}_{\lambda}=m(\lambda) \quad \forall \lambda \in(-\infty, a] \cap \rho(\hat{\Theta})
$$

(G) If $1 \leq \operatorname{dim} \mathcal{U}_{\lambda_{0}}=n\left(\lambda_{0}\right)<\infty$, then $\lambda_{0} \in[-a, a]$ and

$$
\begin{equation*}
\Sigma(\hat{\Theta})=\Sigma_{\lambda_{0}}(\hat{\Theta}) \cup\left(\bigcap_{i=1}^{m}\left[a_{i}, b_{i}\right]\right) \tag{3.2}
\end{equation*}
$$

$$
m \leq \operatorname{dim} \mathcal{U}_{\lambda_{0}}=n\left(\lambda_{0}\right)
$$

## Moreover:

(H) $\Sigma_{\lambda_{0}}(\hat{\Theta})=\left[a, \lambda_{0}\right) \cap \Sigma(\hat{\Theta})$
(I) If $\Sigma(\hat{\Theta}) \subset\left[\lambda_{0}, a\right] \Rightarrow \Sigma(\hat{\Theta})=\bigcup_{i=1}^{m}\left[a_{i}, b_{i}\right]$.
(J) $\mathcal{E}(\hat{\Theta})=\mathcal{S}_{\lambda_{0}}(\hat{\Theta})+\mathcal{V}_{1}(\hat{\Theta})+\ldots+\mathcal{V}_{m}(\hat{\Theta})$,
where

$$
\mathcal{V}_{i}(\hat{\Theta})=\mathcal{U}_{\lambda_{i}-1} \cap \mathcal{S}_{\lambda_{i}}, \quad i=1,2, \ldots, m
$$

and

$$
\left\{\lambda_{0}<\lambda_{1}<\ldots<\lambda_{m}\right\} \subset \rho(\hat{\Theta})
$$

with

$$
a<\lambda_{m}, \quad\left(\lambda_{i-1}, \lambda_{i}\right) \cap \Sigma(\hat{\Theta}) \neq \phi
$$

### 3.1 Lemmas

Here we shall derive a number of properties of the spectrum and the resolvent set which will be used in the proof of the main theorems.

Lemma 3.1 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$ and $\lambda \in \mathbb{R}$. Then the following statements are valid:
(A) If $\left\|\Phi_{\lambda}(\theta, t)\right\| \rightarrow 0$ as $t \rightarrow+\infty$ for each $\theta \in \hat{\Theta}$, then $\lambda \in \rho(\hat{\Theta}), \quad \Sigma(\hat{\Theta}) \subseteq$ $(-\infty, \lambda)$, and $\mathcal{S}_{\mu}(\hat{\Theta})=\mathcal{E}(\hat{\Theta})$ for all $\mu \geq \lambda$.
(B) If $\left\|\Phi_{\lambda}(\theta, t)\right\| \rightarrow 0$ as $t \rightarrow-\infty$ for each $\theta \in \hat{\Theta}$, then $\lambda \in \rho(\hat{\Theta}), \quad \Sigma(\hat{\Theta}) \subseteq$ $(\lambda,+\infty)$,
and $\mathcal{U}_{\mu}(\hat{\Theta})=\mathcal{E}(\hat{\Theta})$ for all $\mu \leq \lambda$.

Proof We shall prove (A). The proof of $(B)$ is similar. For each $\theta \in \hat{\Theta}$, the is $T(\theta)>0$ such that $\left\|\Phi_{\lambda}(\theta, t)\right\|<\frac{1}{2}, \quad t \geq T(\theta)$.

Consider $x \in X$ fixed with $\|x\|=1$. By the continuity of $\Phi_{\lambda}(\theta, t) x$ with respect to $\theta$ there exist a neighborhood $N_{x}(\theta)$ of $\theta$ such that $\left\|\Phi_{\lambda}(\bar{\theta}, T(\theta)) x\right\|<\frac{1}{2}$, for all $\tilde{\theta} \in N_{x}(\theta)$. Then by the compactness of $\tilde{\theta}$ we have the following:

$$
\hat{\Theta} \subset \cup_{i=1}^{m} N_{x}\left(\theta_{i}\right), \quad T\left(\theta_{1}\right) \leq T\left(\theta_{2}\right) \leq \cdots \leq T\left(\theta_{m}\right)
$$

We shall put $T_{j}=T\left(\theta_{j}\right), \quad J=1,2, \cdots m$.
We claim the following:

$$
k=\sup \left\{\left\|\Phi_{\lambda}(\theta, t)\right\|: \theta \in \hat{\Theta}, \quad 0 \leq t \leq T_{m}\right\}<\infty .
$$

In fact. Assume that $K=\infty$. Then there are sequences $\left\{\theta_{n}\right\} \subset \hat{\Theta},\left\{t_{n}\right\} \subset$ $\left[0, T_{m}\right]$ such that

$$
\left\|\Phi_{\lambda}\left(\theta_{n}\right), t_{n}\right\|>n, \quad n=1,2,3 \ldots
$$

Since $\hat{\Theta}$ and $\left[0, T_{m}\right]$ are compact sets we can assume that $\left\{\theta_{n}\right\}$ converges to $\theta_{0} \in \hat{\Theta}$ and $\left\{t_{n}\right\}$ converge to $t^{*} \in\left[0, T_{m}\right]$. Then by Banach-Steinhaus Theorem there must be an element $x_{0} \in X$ so that the set:

$$
\left.\left\{\| \Phi_{\lambda}\left(\theta_{n}, t_{n}\right) x_{0}\right) \|: n=1,2,3, \ldots\right\}
$$

is unbounded. On the other hand the definition of skew-product flow implies that

$$
\lim _{n \rightarrow \infty}\left\|\Phi_{\lambda}\left(\theta_{n}, t_{n}\right) x_{0}\right\|=\left\|\Phi\left(\theta_{0}, t^{*}\right) x_{0}\right\|
$$

Which is a contradiction.
Now fix $t \geq 0$ and let $\theta \in \hat{\Theta}$. Then $\theta \in N_{x}\left(\theta_{j_{1}}\right)$ for some $J_{1}$ and $\left\|\Phi_{\lambda}\left(\theta, T_{j_{1}}\right) x\right\|<$ $\left(\frac{1}{2}\right)^{2}$. In the same way $\theta \cdot t_{j_{1}} \in N_{x}\left(\theta_{j_{2}}\right)$ for some $J_{2}$ and

$$
\left\|\Phi_{\lambda}\left(\theta, T_{j_{1}}+T_{j_{2}}\right) x\right\|=\left\|\Phi_{\lambda}\left(\theta \cdot t_{j_{1}}, T_{j_{2}}\right) \Phi\left(\theta, T_{j_{2}}\right) x\right\|<\left(\frac{1}{2}\right)^{2}
$$

Now continue this process until one has

$$
\tau=T_{j_{1}}+\cdots+T_{j_{l}} \leq t<\tau+T_{j_{(l+1)}} \text { and }\left\|\Phi_{\lambda}(\theta, \mathrm{t}) \mathrm{x}\right\| \leq\left(\frac{1}{2}\right)^{1}
$$

Since $l T_{1} \leq \tau \leq t$ and $0 \leq t-\tau \leq \mathrm{T}_{\mathrm{m}}$, we get the following

$$
\left\|\Phi_{\lambda}(\theta, t) x\right\|=\left\|\Phi_{\lambda}(\theta \cdot \tau, t-\tau) \Phi_{\lambda}(\theta, \tau) x\right\| \leq k\left(\frac{1}{2}\right)^{l} \leq k\left(\frac{1}{2}\right)^{t / T_{1}}=k e^{-\alpha t}
$$

where $\alpha=-\frac{1}{T_{1}} \ln \left(\frac{1}{2}\right)>0$.
Therefore we have gotten the following

$$
\left\|\Phi_{\lambda}(\theta, t) x\right\| \leq k e^{-\alpha t}, \quad \theta \in \hat{\Theta}, \quad t \geq 0
$$

Since $k$ and $\alpha$ do not depends of $x$ we get that

$$
\left\|\Phi_{\lambda}(\theta, t)\right\| \leq k e^{-\alpha t}, \quad \theta \in \hat{\Theta}, \quad t \geq 0
$$

From here we get that the skew-product flow $\pi_{\lambda}=\left(\Phi_{\lambda}, \sigma\right)$ has ED over $\hat{\Theta}$, with projections $P(\theta)=I$, e.i., $\lambda \in \rho(\hat{\Theta})$. On the other hand, if $\mu \geq \lambda$, then

$$
\left\|\Phi_{\mu}(\theta, t)\right\|=e^{(\lambda-\mu) t}\left\|\Phi_{\lambda}(\theta, t)\right\| \leq k e^{-\alpha t}, \quad \theta \in \hat{\Theta}, \quad t \geq 0
$$

Therefore,

$$
\mu \in \rho(\hat{\Theta}) \text { and } \mathcal{S}_{\lambda}(\hat{\Theta})=\mathcal{S}_{\mu}(\hat{\Theta})=\mathcal{E}(\hat{\Theta})
$$

Lemma 3.2 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$. Then the resolvent $\rho(\hat{\Theta})$ is open. Moreover

$$
\text { if } \quad \lambda \in \rho(\hat{\Theta}), \text { then } \mathcal{S}_{\lambda}=\mathcal{S}_{\mu} \text { and } \mathcal{U}_{\lambda}=\mathcal{U}_{\mu}
$$

for all $\mu$ in a neighborhood of $\lambda$.

Proof Fix $\lambda \in \rho(\hat{\Theta})$. Then by definition $\pi_{\alpha}$ admits an exponential dichotomy over $\hat{\Theta}$.

Hence there exists an invariant Projector $\mathrm{P}: \mathcal{E} \rightarrow \mathcal{E}$ and positive constants $k$ and $\beta$ such that

$$
\begin{gathered}
\left\|\Phi_{\lambda}(\theta, t) P(\theta) \Phi_{\lambda}^{-1}(\theta, s)\right\| \leq k e^{-\beta(t-s)}, \quad s \leq t \\
\left\|\Phi_{\lambda}(\theta, t)[I-P(\theta)] \Phi_{\lambda}^{-1}(\theta, s)\right\| \leq k e^{\beta(t-s)}, \quad s \geq t
\end{gathered}
$$

Claim. If $\|\lambda-\mu\|<\alpha$ where $\alpha=\beta / 2$, then
(a) $\left\|\Phi_{\mu}(\theta, t) P(\theta) \Phi^{-1}(\theta, s)\right\| \leq k e^{-\alpha(t-s)}, \quad t \geq s$
(b) $\| \Phi_{\mu}(\theta, t)[I-P(\theta)] \Phi_{\mu}^{-1}(\theta, s) \leq k e^{\alpha(t-s)}, \quad s \geq t$.

In fact:

$$
\Phi_{\mu}(\theta, t) P(\theta) \Phi_{\mu}^{-1}(\theta, s)=e^{(\lambda-\mu)(t-s)} \Phi_{\lambda}(\theta, t) P(\theta) \Phi_{\lambda}^{-1}(\theta, s)
$$

Therefore

$$
\left\|\Phi_{\mu}(\theta, t) P(\theta) \Phi_{\mu}^{-1}(\theta, s)\right\| \leq k e^{(\lambda-\mu)(t-s)} \cdot e^{\beta(t-s)}, \quad s \leq t
$$

From the fact that $-\beta / 2<\lambda-\mu<\beta / 2$ we get

$$
\left\|\Phi_{\mu}(\theta, t) P(\theta) \Phi^{-1}(\theta, s)\right\| \leq k e^{-\alpha(t-s)}, \quad s \geq t
$$

In the same way, we get that

$$
\left\|\Phi_{\mu}(\theta, t)[I-P(\theta)] \Phi^{-1}(\theta, s)\right\| \leq k e^{\alpha(t-s)}, \quad s \geq t
$$

Since the exponential dichotomies of $\pi_{\lambda}, \pi_{\mu}$ involve the same projector $\mathbf{P}$ we have that

$$
\mathcal{S}_{\lambda}(\hat{\Theta}) \text { and } \mathcal{U}_{\lambda}(\hat{\Theta})=\mathcal{U}_{\mu}(\hat{\Theta}) \text { for }\|\lambda-\mu\|<\alpha
$$

Lemma 3.3 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$. Then the spectrum $\Sigma(\hat{\Theta})$ is compact. More specifically, there exists an $a>0$ such that, if $\lambda>a$, then $\lambda \in \rho(\hat{\Theta})$, and $\mathcal{S}_{\lambda}=\mathcal{E}$ and if $\lambda<-a$ then $\lambda \in \rho(\hat{\Theta})$ and $\mathcal{U}_{\lambda}=\mathcal{E}$.

Proof Because of Lemma 3.2 we need only to prove that $\Sigma(\hat{\Theta})$ is bounded. Thanks to the Proposition 2.1 we get $k \geq 1$ and $a>0$ such that

$$
\|\Phi(\theta, t)\| \leq e^{a|t|}, \quad \theta \in \hat{\Theta}, \quad t \in \mathbb{R}
$$

Then if $\lambda>a$ we get

$$
\left\|\Phi_{\lambda}(\theta, t)\right\| \leq k e^{(a-\lambda) t} \rightarrow 0, \text { as } t \rightarrow+\infty
$$

For all $\theta \in \hat{\Theta}$. Therefore, by Lemma 3.1 one has that

$$
(a, \infty) \subset \rho(\hat{\Theta}) \Leftrightarrow \Sigma(\hat{\Theta}) \subset(-\infty, a]
$$

Similarly, if $\lambda<-a$ one has $\left\|\Phi_{\lambda}(\theta, t)\right\| \rightarrow 0$ as $t \rightarrow-\infty$ for all $\theta \in \hat{\Theta}$. Consequently

$$
(-\infty,-a) \subset \rho(\hat{\Theta}) \Leftrightarrow \Sigma(\hat{\Theta}) \subset[-a, \infty)
$$

Hence

$$
\Sigma(\hat{\Theta}) \subset[-a, a]
$$

Lemma 3.4 Let $\hat{\Theta}$ be a nonempty set in $\Theta$ and assume that $\operatorname{dim} \mathcal{E} \geq 1$. Then the spectrum $\Sigma(\hat{\Theta})$ is nonempty.

Proof Pick $\theta_{0} \in \hat{\Theta}$ and set $M_{0}=H\left(\theta_{0}\right)$ where

$$
H\left(\theta_{0}\right)=\operatorname{cl}\left\{\theta_{0} . t: t \in \mathbb{R}\right\}
$$

Then $M_{0}$ is a compact invariant set and clearly $\Sigma\left(M_{0}\right) \subseteq \Sigma(\hat{\Theta})$. It will be sufficient to show that $\Sigma\left(M_{0}\right)$ is noempty. From Proposition 2.1, we have $k \geq 1$ and $a>0$ such that

$$
\|\Phi(\theta, t)\| \leq k e^{a|t|}, \quad \theta \in M_{0}, \quad t \in \mathbb{R}
$$

By Lemma 3.1 we get the following :
(a) If $\lambda>a$, then $\lambda \in \rho\left(M_{0}\right), \quad S_{\lambda}\left(M_{0}\right)=\mathcal{E}\left(M_{0}\right)$ and $\mathcal{U}_{\lambda}\left(M_{0}\right)=\mathcal{E}_{0}\left(M_{0}\right)$.
(b) If $\lambda<-a$, then $\lambda \in \rho\left(M_{0}\right), \mathcal{U}_{\lambda}\left(M_{0}\right)=\mathcal{E}\left(M_{0}\right)$ and $S_{\lambda}\left(M_{0}\right)=\mathcal{E}_{0}\left(M_{0}\right)$.

Therefore $\Sigma\left(M_{0}\right) \subset[-a, a]$.
Next define

$$
\lambda_{0}=\inf \left\{\lambda \in \rho\left(M_{0}\right): \mathcal{S}_{\lambda}\left(M_{0}\right)=\mathcal{E}\left(M_{0}\right)\right\}
$$

Then $-a \leq \lambda \leq a$.
For the purpose of contradiction, let us assume that $\lambda_{0} \in \rho\left(M_{0}\right)$. Then there are two cases to consider:
(i) $\mathcal{S}_{\lambda_{0}}\left(M_{0}\right)=\mathcal{E}\left(M_{0}\right)$
(ii) $\mathcal{S}_{\lambda_{0}}\left(M_{0}\right) \neq \mathcal{E}\left(M_{0}\right)$.

For the case (i) the Lemma 3.2 implies that $S_{\lambda}\left(M_{0}\right)=\mathcal{E}\left(M_{0}\right)$ for $\lambda$ in a neighborhood of $\lambda_{0}$, which contradicts the definition of $\lambda_{0}$.

For the case (ii) one must have $\mathcal{U}_{\lambda_{0}}\left(M_{0}\right) \neq \mathcal{E}_{0}\left(M_{0}\right)$. From Proposition 2.2 we get that

$$
\mathcal{E}(\Theta)=\mathcal{U}_{\lambda_{0}}(\theta)+\mathcal{S}_{\lambda_{0}}(\theta), \quad \forall \theta \in M_{0}
$$

Then by using Lemma 3.2 one again, we have $\mathcal{U}_{\lambda}\left(M_{0}\right) \neq \mathcal{E}_{0}\left(M_{0}\right)$ in a neighborhood of $\lambda_{0}$. This contradicts the fact that $\mathcal{U}_{\lambda}\left(M_{0}\right)=\mathcal{E}_{0}\left(M_{0}\right)$ for $\lambda>\lambda_{0}$ close enough to $\lambda_{0}$. Therefore $\lambda_{0} \in \Sigma\left(M_{0}\right)$.

Lemma 3.5 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$. Consider $\lambda_{1}, \lambda_{2} \in \rho(\hat{\Theta})$ with $\lambda_{1}<\lambda_{2}$.

$$
\text { If } \quad \mathcal{S}_{\lambda_{1}}(\hat{\Theta})=\mathcal{S}_{\lambda_{2}}(\hat{\Theta}) \text { and } \mathcal{U}_{\lambda_{1}}(\hat{\Theta})=\mathcal{U}_{\lambda_{2}}(\hat{\Theta})
$$

then

$$
\left[\lambda_{1}, \lambda_{2}\right] \subset \rho(\hat{\Theta}) \text { and } S_{\lambda}(\hat{\Theta})=\mathcal{S}_{\lambda_{1}}(\hat{\Theta}), \quad \mathcal{U}_{\lambda}(\hat{\Theta})=\mathcal{U}_{\lambda_{1}}(\hat{\Theta})
$$

for all $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$.
Proof In the same way as the proof of Lemma 8 in [17].

The following Propositions are easy to prove.

Proposition 3.1 Let $A, B$ and $C$ be subspaces of $X$. If $C \subseteq A$ then

$$
A \cap(B+C)=(A \cap B)+(A \cap C)
$$

Proposition 3.2 If $\lambda_{1}, \lambda_{2} \in \rho(\hat{\Theta})$ and $\lambda_{1}<\lambda_{2}$, then

$$
\begin{equation*}
\mathcal{E}(\hat{\Theta})=\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{2}}(\hat{\Theta})+\mathcal{U}_{\lambda_{2}}(\hat{\Theta})+\mathcal{S}_{\lambda_{1}}(\hat{\Theta}) \tag{3.3}
\end{equation*}
$$

Proof By simplicity we shall use the following notation: $\mathcal{S}_{\boldsymbol{\lambda}}:=\mathcal{S}_{\boldsymbol{\lambda}}(\hat{\Theta})$ and $\mathcal{U}:=$ $\mathcal{U}_{\lambda}(\hat{\Theta})$.

It is easy to prove the following property:

$$
\begin{equation*}
\text { If } \lambda_{1} \leq \lambda_{2} \Rightarrow \mathcal{S}_{\lambda_{1}} \subseteq \mathcal{S}_{\lambda_{2}} \text { and } \mathcal{U}_{\lambda_{2}} \subseteq \mathcal{U}_{\lambda_{1}} \tag{3.4}
\end{equation*}
$$

From Proposition 2.2 we already know that

$$
\mathcal{E}(\hat{\Theta})=\mathcal{U}_{\lambda_{i}}+\mathcal{S}_{\lambda_{i}}, \quad i=1,2
$$

Therefore, from Proposition 3.1 we get

$$
\mathcal{U}_{\lambda_{1}}=\mathcal{U}_{\lambda_{1}} \cap\left(\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{2}}\right)=\mathcal{U}_{\lambda_{2}}+\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}
$$

and

$$
\mathcal{S}_{\lambda_{2}}=\mathcal{S}_{\lambda_{2}} \cap\left(\mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}}\right)=\mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}
$$

Then by using (3.2) we get that

$$
\mathcal{E}(\hat{\Theta})=\mathcal{U}_{\lambda_{1}}+\mathcal{S}_{\lambda_{1}}=\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}
$$

Lemma 3.6 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$ and $\lambda_{1}, \lambda_{2} \in \rho(\hat{\Theta})$ with $\lambda_{1}<\lambda_{2}$.

Then the following statements are equivalent:
(A) There is a $\mu \in\left(\lambda_{1}, \lambda_{2}\right) \cap \Sigma(\hat{\Theta})$
(B) $\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{2}}(\hat{\Theta}) \neq \mathcal{E}_{0}(\hat{\Theta})$.

Moreover, $\mathcal{F}=\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{U}_{\lambda_{2}}(\hat{\Theta})$ is an invariant subbundle of $\mathcal{E}$

Proof $(A) \Rightarrow(B)$
From Proposition 3.2 we have the following

$$
\mathcal{E}(\hat{\Theta})=\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{2}}(\hat{\Theta})+\mathcal{U}_{\lambda_{2}}(\hat{\Theta})+\mathcal{S}_{\lambda_{1}}(\hat{\Theta})
$$

If $\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}=\mathcal{E}_{0}, \quad$ then we get

$$
\left.\mathcal{E}=\mathcal{U}_{\lambda_{2}}(\hat{\Theta})+\mathcal{S}_{\lambda_{1}}(\hat{\Theta})=\mathcal{U}_{\lambda_{1}}(\hat{\Theta})+\mathcal{S}_{\lambda_{1}}(\hat{\Theta})=\mathcal{U}_{\lambda_{2}}(\hat{\Theta})+\mathcal{S}_{\lambda_{2}} \hat{\Theta}\right)
$$

Since $\mathcal{U}_{\lambda_{2}}(\hat{\Theta}) \subseteq \mathcal{U}_{\lambda_{1}}(\hat{\Theta})$ and $\mathcal{S}_{\lambda_{1}}(\hat{\Theta}) \subseteq \mathcal{S}_{\lambda_{2}}(\hat{\Theta})$
then

$$
\mathcal{S}_{\lambda_{1}}(\hat{\Theta})=\mathcal{S}_{\lambda_{2}}(\hat{\Theta}) \text { and } \mathcal{U}_{\lambda_{1}}(\hat{\Theta})=\mathcal{U}_{\lambda_{2}}(\hat{\Theta})
$$

Now we can apply Lemma 3.5, it means that

$$
\mathcal{U}_{\lambda_{1}}(\hat{\Theta})=\mathcal{U}_{\lambda}(\hat{\Theta}) \text { and } S_{\lambda_{2}}(\hat{\Theta})=\mathcal{S}_{\lambda}(\hat{\Theta})
$$

for $\lambda \in\left[\lambda_{1}, \lambda_{2}\right] \subset \rho(\hat{\Theta})$. Therefore $\left(\lambda_{1}, \lambda_{2}\right) \cap \Sigma(\hat{\Theta})=\emptyset$ which contradicts $(A)$
$(B) \Rightarrow(A)$. Define

$$
\mu:=\inf \left\{\lambda \in \rho(\hat{\Theta}): \operatorname{cal}_{\lambda}(\hat{\Theta})=\mathcal{S}_{\lambda_{2}}(\hat{\Theta})\right\}
$$

Then $\lambda_{1}<\mu<\lambda_{2}$ and $\mu \in \Sigma(\hat{\Theta})$.
In fact. Lemma 3.2 implies that $\mu<\lambda_{2}$.
For the purpose of contradiction, let us assume that $\mu \in \rho(\hat{\Theta})$. Then there exists a neighborhood of $\mu$ such that for all $\lambda$ in that neighborhood $\mathcal{S}_{\lambda}(\hat{\Theta})=$ $\mathcal{S}_{\mu}(\hat{\Theta})$. Hence, $\mu \in \Sigma(\hat{\Theta})$.

Assume that $\mu<\lambda_{1}$. Then we get

$$
\mathcal{U}_{\mu}(\hat{\Theta}) \subseteq \mathcal{S}_{\lambda_{1}}(\hat{\Theta}) \subseteq \mathcal{S}_{\lambda_{2}}(\hat{\Theta})
$$

Then applying Lemma 3.2 and the definition of $\mu$ we get that $S_{\lambda_{1}}(\hat{\Theta})=S_{\lambda_{2}}(\hat{\Theta})$. From $(B)$ we have that $\mathcal{S}_{\lambda_{2}}(\hat{\Theta}) \cap \mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \neq \mathcal{E}_{0}(\hat{\Theta})$. So $\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{1}}(\hat{\Theta}) \neq \mathcal{E}_{0}(\hat{\Theta})$. Which is a contradiction with the fact that $\lambda_{1} \in \rho(\hat{\Theta})$. Thus $\mu \in\left(\lambda_{1}, \lambda_{2}\right)$

Finally, since both $\mathcal{U}_{\lambda_{1}}(\hat{\Theta})$ and $\mathcal{S}_{\lambda_{2}}(\hat{\Theta})$ are invariant subbundles of $\mathcal{E}(\hat{\Theta})$, it follows that

$$
\mathcal{F}=\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{2}}(\hat{\Theta})
$$

is also invariant subbundle.

Lemma 3.7 Let $\hat{\Theta}$ be a compact invariant set in $\Theta$ and let $\lambda_{1}, \lambda_{2}$ be chosen so $\left(\lambda_{1}, \lambda_{2}\right) \cup \Sigma(\hat{\Theta}) \neq \phi$. Let

$$
\mathcal{F}:=\mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \cap \mathcal{S}_{\lambda_{2}}(\hat{\Theta})
$$

and $\hat{\pi}$ the restriction of $\pi$ to $\mathcal{F}$. Let $\hat{\Sigma}(\hat{\Theta}):=\Sigma(\mathcal{F})$ denote the spectrum of $(\mathcal{F}, \hat{\pi})$ over $\hat{\Theta}$. Then

$$
\hat{\Sigma}(\hat{\Theta})=\Sigma(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right)
$$

Proof We shall give the proof in three steps.
Step 1. Consider $\lambda \in \rho(\hat{\Theta})$ and define

$$
\mathcal{F}_{s}(\lambda):=\mathcal{F} \cap \mathcal{S}_{\lambda}(\hat{\Theta}) \text { and } \mathcal{F}_{u}(\lambda):=\mathcal{F} \cap \mathcal{U}_{\lambda}(\hat{\Theta})
$$

Then $\mathcal{F}_{s}(\lambda)$ and $\mathcal{F}_{u}(\lambda)$ are invariant subbundles and

$$
\mathcal{F}=\mathcal{F}_{\mathbf{a}}(\lambda)+\mathcal{F}_{u}(\lambda)
$$

In fact, suppose that $\lambda<\lambda_{1}$. Then

$$
\mathcal{S}_{\lambda}(\hat{\Theta}) \subset \mathcal{S}_{\lambda_{1}}(\hat{\Theta}) \text { and } \mathcal{U}_{\lambda_{1}}(\hat{\Theta}) \subset \mathcal{U}_{\lambda}(\hat{\Theta})
$$

From now on we shall omit the argument $\hat{\Theta}$ if it is neccesary, in order to simplify the computation. So

$$
\mathcal{F}_{\Delta}(\lambda)=\mathcal{F} \cap \mathcal{S}_{\lambda}=\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}} \cap \mathcal{S}_{\lambda}=\mathcal{E}_{0} \cap \mathcal{S}_{\lambda_{2}}=\mathcal{F}_{0}
$$

and

$$
\mathcal{F}_{u}(\lambda)=\mathcal{F} \cap \mathcal{U}_{\lambda}=\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}} \cap \mathcal{U}_{\lambda}=\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}=\mathcal{F}
$$

Hence $\mathcal{F}=\mathcal{F}_{s}(\lambda)+\mathcal{F}_{u}(\lambda)$.

Similarly, if $\lambda>\lambda_{2}$, then

$$
\mathcal{F}_{s}(\lambda)=\mathcal{F} \quad \text { and } \quad \mathcal{F}_{u}(\lambda)=\mathcal{F}_{0}
$$

For all $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ we shall use Proposition 3.2 and the fact that $\mathcal{E}=\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{2}}=$ $\mathcal{U}_{\lambda_{1}}+\mathcal{S}_{\lambda_{1}}$. So we have:

$$
\begin{aligned}
\mathcal{U}_{\lambda_{1}}=\mathcal{U}_{\lambda_{1}} \cap\left(\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{2}}\right) & =\mathcal{U}_{\lambda_{2}}+\mathcal{F} \\
\mathcal{U}_{\lambda_{1}}=\mathcal{U}_{\lambda_{1}} \cap\left(\mathcal{U}_{\lambda}+\mathcal{S}_{\lambda}\right) & =\mathcal{U}_{\lambda}+\mathcal{F}_{s}(\lambda) \\
\mathcal{U}_{\lambda}=\mathcal{U}_{\lambda} \cap\left(\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{2}}\right) & =\mathcal{U}_{\lambda_{2}}+\mathcal{F}_{u}(\lambda)
\end{aligned}
$$

Therefore

$$
\mathcal{U}_{\lambda_{1}}=\mathcal{U}_{\lambda_{2}}+\mathcal{F}=\mathcal{U}_{\lambda_{2}}+\mathcal{F}_{u}(\lambda)+\mathcal{F}_{s}(\lambda)
$$

Since $\quad \mathcal{F}_{u}(\lambda)+\mathcal{F}_{s}(\lambda) \subseteq \mathcal{F}$, then $\mathcal{F}=\mathcal{F}_{u}(\lambda)+\mathcal{F}_{s}(\lambda)$
Step 2. $\rho(\hat{\Theta}) \subseteq \hat{\rho}(\hat{\Theta})=\mathbb{R} \backslash \hat{\Sigma}(\hat{\Theta})$. In fact, if $\lambda \in \rho(\hat{\Theta})$, then there is a projector $\mathbf{P}: \mathcal{E}(\hat{\boldsymbol{\Theta}}) \rightarrow \mathcal{E}(\hat{\boldsymbol{\Theta}})$ and positive constants $k$ and $\beta$ such that

$$
\mathcal{R}(\mathbf{P})=\mathcal{S}_{\lambda}(\hat{\Theta}), \quad \mathcal{N}(\mathbf{P})=\mathcal{U}_{\lambda}(\hat{\Theta})
$$

and

$$
\begin{gathered}
\left\|\Phi_{\lambda}(\theta, t) P(\theta) \Phi_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{-\beta(t-s)}, \quad t \geq s, \quad \theta \in \hat{\Theta} \\
\left\|\Phi_{\lambda}(\theta, t)(I-P(\theta)) \Phi_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{\beta(t-s)}, \quad t \leq s, \quad \theta \in \hat{\Theta}
\end{gathered}
$$

If $\hat{\mathbf{P}}$ is the restiction of $\mathbf{P}$ to $\mathcal{F}$, then

$$
\mathcal{R}(\hat{\mathbf{P}})=\mathcal{F}_{s}(\lambda), \quad \mathcal{N}(\hat{\mathbf{P}})=\mathcal{F}_{u}(\lambda), \quad \mathcal{F}=\mathcal{R}(\hat{\mathbf{P}})+\mathcal{N}(\hat{\mathbf{P}})
$$

Therefore, by restricting the above inequalities to all $(x, \theta) \in \mathcal{F}$ we obtain

$$
\begin{gathered}
\left\|\hat{\Phi}_{\lambda}(\theta, t) \hat{P}(\theta) \hat{\Phi}_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{-\beta(t-s)}, \quad t \geq s \\
\left\|\hat{\Phi}_{\lambda}(\theta, t)(I-\hat{P}(\theta)) \hat{\Phi}_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{\beta(t-s)}, \quad t \leq s
\end{gathered}
$$

Thus $\hat{\pi}_{\lambda}$ admits an exponential dichotomy over $\hat{\Theta}$, i.e., $\lambda \in \hat{\rho}(\hat{\Theta})$. So $\rho(\hat{\Theta}) \subset \hat{\rho}(\hat{\Theta})$ and therefore $\hat{\Sigma}(\hat{\Theta}) \subset \Sigma(\hat{\Theta})$. This completes the step 1 .

Since $\mathcal{F} \subseteq \mathcal{S}_{\lambda_{2}}(\hat{\Theta})$, then

$$
\left\|\hat{\Phi}_{\lambda_{2}}(\theta, t) x\right\| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

for all $(x, \theta) \in \mathcal{F}$ uniformly in $x$. Hence, applying Lemma 3.1 we obtain that $\hat{\Sigma}(\hat{\Theta}) \subseteq\left(-\infty, \lambda_{2}\right)$ and $\mathcal{F}_{s}(\lambda)=\mathcal{F}, \quad \lambda \geq \lambda_{2}$. In the same way we obtain $\mathcal{F} \subseteq$ $\mathcal{U}_{\lambda_{1}}(\hat{\Theta})$. This implies that

$$
\left\|\hat{\Phi}_{\lambda_{1}}(\theta, t)\right\| \rightarrow 0, \quad \text { as } t \rightarrow-\infty
$$

## Using Lemma 3.1 again, we get that

$\hat{\Sigma}(\hat{\Theta}) \subseteq\left(\lambda_{1}, \infty\right)$ and $\mathcal{F}_{u}=\mathcal{F}$. Then

$$
\hat{\Sigma}(\hat{\Theta}) \subseteq\left(\lambda_{1}, \lambda_{2}\right) \cap \Sigma(\hat{\Theta})
$$

In order to prove the opposite inclusion, it is sufficient to show that: if $\lambda \in$ $\hat{\rho}(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right), \quad$ then $\lambda \in \rho(\hat{\Theta})$. In fact, suppose that

$$
\hat{\rho}(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right) \subset \rho(\hat{\Theta})
$$

which is equivalent to :

$$
\rho^{c}(\hat{\Theta}) \subset(\hat{\rho}(\hat{\Theta}))^{c} \cup\left(-\infty, \lambda_{1}\right] \cup\left[\lambda_{2}, \infty\right) \Leftrightarrow \Sigma(\hat{\Theta}) \subset \hat{\Sigma}(\hat{\Theta}) \cup\left(-\infty, \lambda_{1}\right] \cup\left[\lambda_{2}, \infty\right)
$$

On the other hand, we already know that $\hat{\Sigma}(\hat{\Theta}) \subset\left(\lambda_{1}, \lambda_{2}\right)$. Therefore,

$$
\Sigma(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right) \subset \hat{\Sigma}(\hat{\Theta})
$$

Step 3. $\hat{\rho}(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right) \subset \rho(\hat{\Theta})$. In fact, if $\lambda \in \hat{\rho}(\hat{\Theta}) \cap\left(\lambda_{1}, \lambda_{2}\right)$, then there is a projector $\mathbf{Q}: \mathcal{F} \rightarrow \mathcal{F}$ and positive contants $k$ and $\beta$ such that

$$
\begin{gather*}
\left\|\hat{\Phi}_{\lambda}(\theta, t) Q(\theta) \hat{\Phi}_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{-\beta(t-s)}, \quad t \geq s  \tag{3.5}\\
\left\|\hat{\Phi}_{\lambda}(\theta, t)(I-Q(\theta)) \hat{\Phi}_{\lambda}^{-1}(\theta, s) x\right\| \leq k\|x\| e^{\beta(t-s)}, \quad t \leq s \tag{3.6}
\end{gather*}
$$

and for all $\theta \in \hat{\Theta}$
Consider the projectors:

$$
\mathbf{P}_{1}, \mathbf{P}: \mathcal{E}(\hat{\Theta}) \rightarrow \mathcal{E}(\hat{\Theta}) \quad \text { such that } \quad \mathcal{R}\left(\mathbf{P}_{1}\right)=\mathcal{S}_{\lambda_{1}}, \quad \mathcal{N}\left(\mathbf{P}_{1}\right)=\mathcal{U}_{\lambda_{1}}
$$

and

$$
\mathcal{R}(\mathbf{P})=\mathcal{F}=\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}, \quad \mathcal{N}(\mathbf{P})=\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{1}} .
$$

From the Proposition 3.2 we have

$$
\mathcal{E}=\mathcal{U}_{\lambda_{2}}+\mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}=\mathcal{R}(\mathbf{P})+\mathcal{N}(\mathbf{P})
$$

$\mathbf{P}_{\lambda}=\mathbf{P}_{1}+\mathbf{Q P}$ is a projector on $\mathcal{E}$ such that

$$
\mathcal{R}\left(\mathbf{P}_{\lambda}\right)=\mathcal{S}_{\lambda_{1}}+\hat{\mathcal{S}}_{\lambda}, \quad \mathcal{N}\left(\mathbf{P}_{\lambda}\right)=\hat{\mathcal{U}}_{\lambda}+\mathcal{U}_{\lambda_{2}}
$$

where $\quad \hat{\mathcal{S}}_{\lambda}=\mathcal{R}(\mathbf{Q}) \quad$ and $\quad \hat{\mathcal{U}}_{\lambda}=\mathcal{N}(\mathbf{Q})$.
Using (3.5) and (3.6) and the fact that $\lambda \in\left(\lambda_{1}, \lambda_{2}\right), \lambda_{1}, \lambda_{2} \in \rho(\hat{\Theta})$ one can show that there are positive constants $l$ and $\alpha$ such that

$$
\begin{gathered}
\left\|\Phi_{\lambda}(\theta, t) P_{\lambda}(\theta) \Phi_{\lambda}^{-1}(\theta, s)\right\| \leq l e^{-\alpha(t-s)}, \quad t \geq s, \quad \theta \in \hat{\Theta} \\
\left\|\Phi_{\lambda}(\theta, t)\left(I-P_{\lambda}(\theta)\right) \Phi_{\lambda}^{-1}(\theta, s)\right\| \leq l e^{\alpha(t-s)}, \quad t \leq s, \quad \theta \in \hat{\Theta}
\end{gathered}
$$

noindent which implies that $\lambda \in \rho(\hat{\Theta})$.

### 3.2 Proof of Main Theorems

## Proof of Theorem 3.1

The statement (A), (B) and (C) follow from Lemma 3.3, 3.4 and 3.6 respectively. The statement (D) follows from Lemma 3.7.
(E) From Lemma 3.3 we have that

$$
\Sigma(\hat{\Theta}) \subset[-a, a]
$$

Therefore

$$
\Sigma(\hat{\Theta})=\Sigma(\hat{\Theta}) \cap\left(\bigcup_{i=1}^{m}\left(\lambda_{i-1}, \lambda_{i}\right)\right)=\bigcup_{i=1}^{m} \Sigma(\hat{\Theta}) \cap\left(\lambda_{i-1}, \lambda_{i}\right)=\bigcup_{i=1} \Sigma_{i}(\hat{\Theta})
$$

(F) Consider $i+1 \leq j$

$$
\mathcal{V}_{i}=\mathcal{U}_{\lambda_{i}-1} \cap \mathcal{S}_{\lambda_{i}} \Rightarrow \mathcal{V}_{i} \subseteq \mathcal{S}_{\lambda_{i}},
$$

by the monotocity of $\mathcal{U}_{\lambda}$ we get that $\mathcal{V}_{j} \subset \mathcal{U}_{\lambda_{i}}$. On the other hand we know that $\mathcal{U}_{\lambda_{i}} \cap \mathcal{S}_{\lambda_{i}}=\mathcal{E}_{0}$.
(G) From Lemma 3.3 we have that:
if $\lambda>a \Rightarrow \lambda \in \rho(\hat{\Theta}), \quad \mathcal{S}_{\lambda}(\hat{\Theta})=\mathcal{E}(\hat{\Theta})$ and $\mathcal{U}_{\lambda}(\hat{\Theta})=\mathcal{E}_{0}(\hat{\Theta})$.
if $\lambda<-a \Rightarrow \lambda \in \rho(\hat{\Theta}), \quad \mathcal{U}_{\lambda}(\hat{\Theta})=\mathcal{E}(\hat{\Theta})$ and $\mathcal{S}_{\lambda}(\hat{\Theta})=\mathcal{E}_{0}(\hat{\Theta})$.
Also we know that

$$
\mathcal{E}(\hat{\Theta})=\mathcal{S}_{\lambda_{i}}(\hat{\Theta})+\mathcal{U}_{\lambda_{i}}(\hat{\Theta})
$$

Therefore

$$
\mathcal{E}(\hat{\Theta})=\mathcal{U}_{\lambda_{0}}=\mathcal{U}_{\lambda_{0}} \cap\left(\mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}}\right)
$$

$$
\begin{aligned}
& =\mathcal{U}_{\lambda_{0}} \cap \mathcal{S}_{\lambda_{1}}+\mathcal{U}_{\lambda_{1}} \\
& =\mathcal{V}_{1}+\mathcal{U}_{\lambda_{1}}=\mathcal{V}_{1}+\mathcal{U}_{\lambda_{1}} \cap\left(\mathcal{S}_{\lambda_{2}}+\mathcal{U}_{\lambda_{2}}\right) \\
& =\mathcal{V}_{1}+\mathcal{U}_{\lambda_{1}} \cap \mathcal{S}_{\lambda_{2}}+\mathcal{U}_{\lambda_{2}} \\
& =\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{U}_{\lambda_{2}} \cap\left(\mathcal{S}_{\lambda_{3}}+\mathcal{U}_{\lambda_{3}}\right) \\
& =\ldots \ldots \ldots \ldots \ldots \\
& =\ldots \ldots \ldots \ldots \ldots \\
& =\ldots \ldots \ldots \ldots \ldots \\
& =\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{m}+\mathcal{U}_{\lambda_{m}} \\
& =\mathcal{V}_{1}+\mathcal{V}_{2}+\ldots+\mathcal{V}_{m} . \quad\left(\mathcal{U}_{\lambda_{m}}=\mathcal{E}_{0}(\hat{\Theta})\right)
\end{aligned}
$$

## Proof of Theorem 3.2

(A) - (F) follow easily from Lemmas 3.2 and 3.3. Proof of (G), from Lemma 3.3 we have the following:

If $\lambda_{0}<-a$, then $\mathcal{U}_{\lambda_{0}}=\mathcal{E}$ and $\operatorname{dim} \mathcal{U}_{\lambda_{0}}=\infty$
If $\lambda_{0}>a$, then $\mathcal{U}_{\lambda_{0}}=\mathcal{E}_{0}$ and $\operatorname{dim} \mathcal{U}_{\lambda_{0}}=0$
Therefore $\lambda_{0} \in[-a, a]$.
Now consider the set

$$
\left\{\lambda_{0}<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{m}\right\} \subset \rho(\hat{\Theta})
$$

such that

$$
a<\lambda_{m}, \quad\left(\lambda_{i-1}, \lambda_{i}\right) \cap \Sigma(\hat{\Theta}) \neq \phi
$$

From Proposition 2.2. we get that: $\mathcal{E}(\hat{\Theta})=\mathcal{S}_{\lambda_{0}}(\hat{\Theta})+\mathcal{U}_{\lambda_{0}}(\hat{\Theta})$. Then let us denote by $\pi^{\lambda_{0}}$ the restriction of $\Pi$ to $\mathcal{U}_{\lambda_{0}}$ and $\Sigma^{\lambda_{0}}(\hat{\Theta})$ the spectrum of $\left(\mathcal{U}_{\lambda_{0}}, \pi^{\lambda_{0}}\right)$ over $\hat{\Theta}$.

So by using Lemma 3.7 we obtain that

$$
\Sigma^{\lambda_{0}}(\hat{\Theta})=\left(\lambda_{0},+\infty\right) \cap \Sigma(\hat{\Theta})=\left(\lambda_{0}, a\right] \cap \Sigma(\hat{\Theta})
$$

Therefore $\operatorname{dim} \mathcal{V}_{i} \geq 1$, which implies that $m \leq \operatorname{dim} \mathcal{U}_{\lambda_{0}}$. Now we shall show that the resolvent $\rho(\hat{\Theta})$ of $\left(\mathcal{U}_{\lambda_{0}}, \pi^{\lambda_{0}}\right)$ consist of $(k+1)$ intervals where $k \leq n\left(\lambda_{0}\right)$. If $\rho_{\lambda_{0}}(\hat{\Theta})$ consists of $\left(n\left(\lambda_{0}\right)+2\right)$ intervals :

$$
\rho_{\lambda_{0}}(\hat{\Theta})=\bigcup_{i=1}^{n\left(\lambda_{0}\right)+2}\left(c_{i}, d_{i}\right)
$$

So we get that

$$
\Sigma_{\lambda_{0}}(\hat{\Theta}) \cap\left(\lambda_{i-1}, \lambda_{i}\right) \neq \phi
$$

Then

$$
\mathcal{V}_{i}=\mathcal{U}_{\lambda_{i-1}} \cap \mathcal{S}_{\lambda_{i}} \neq \mathcal{E}_{0}(\hat{\Theta}), \quad \text { in }\left(\mathcal{U}_{\lambda_{0}}, \pi^{\lambda_{0}}\right)
$$

Therefore

$$
\operatorname{dim} \mathcal{U}_{\lambda_{0}} \geq n_{1}+n_{2}+\ldots+N_{n+1} \geq n+1
$$

Which is a contradiction. Hence $\rho_{\lambda_{0}}(\hat{\Theta})$ consists of $k+1$ intervals whith $k \leq n$. So $\Sigma_{\lambda_{0}}(\hat{\Theta})$ is the union of $k$ compact intervals. The remainder of the proof is easy .

## 4 Lyapunov Exponents

In this section we shall investigate the relation between the Dynamic Spectrum and the Lyapunov characteristic exponents.

For this purpose we shall assume that there exists $\lambda_{0} \in \rho(\hat{\Theta})$ such that $1 \leq$ $\operatorname{dim} \mathcal{U}_{\lambda_{0}}<\infty$.

Consider $\left\{\lambda_{0}<\ldots<\lambda_{m}\right\} \subset \rho(\hat{\Theta})$, such that $0<\lambda_{m}$ and $\Sigma(\hat{\Theta}) \cap\left(\lambda_{i-1}, \lambda_{i}\right) \neq \phi$. Then from Theorem 3.2 we get:

$$
\begin{gather*}
\Sigma_{\lambda_{0}}(\hat{\Theta})=\left(\lambda_{0}, a\right] \cap \Sigma(\hat{\Theta})  \tag{4.1}\\
\Sigma(\hat{\Theta})=\Sigma_{\lambda_{0}}(\hat{\Theta}) \cup\left(U_{i=1}^{m}\left[a_{i}, b_{i}\right]\right)  \tag{4.2}\\
m \leq \operatorname{dim} \mathcal{U}_{\lambda_{0}}, \quad \lambda_{0} \in[-a, a]  \tag{4.3}\\
\mathcal{E}(\hat{\Theta})=S_{\lambda_{0}}(\hat{\Theta})+\mathcal{V}_{1}(\hat{\Theta})+\ldots+\mathcal{V}_{m}(\hat{\Theta})  \tag{4.4}\\
\mathcal{V}_{i}=S_{\lambda_{i}} \cap \mathcal{U}_{\lambda_{i}-1}, \quad i=1,2, \ldots, m  \tag{4.5}\\
\text { If } \Sigma(\hat{\Theta}) \subset\left[\lambda_{0}, a\right] \Rightarrow \Sigma(\hat{\Theta})=U_{i=1}^{m}\left[a_{i}, b_{i}\right] \tag{4.6}
\end{gather*}
$$

The spectral intervals $\left[a_{i}, b_{i}\right]$ have been ordered so that $b_{i} \leq a_{i+1}, i=$ $1,2, \ldots, m-1$.

Let $\quad P_{i}: \mathcal{E}(\hat{\Theta}) \rightarrow \mathcal{E}(\hat{\Theta})$ denote a projector corresponding with the descomposition (4.4) such that Range $\left(\mathbf{P}_{\mathbf{i}}\right)=\mathcal{R}\left(\mathbf{P}_{\mathbf{i}}\right)=\mathcal{V}_{\mathbf{i}}$ and the null space being the sum of the remain $\mathcal{V}_{j}$ and $\mathcal{S}_{\lambda_{0}}$ for $j \neq i$

Then if $\mathrm{P}_{\lambda_{\mathbf{0}}}: \mathcal{E}(\hat{\Theta}) \rightarrow \mathcal{E}(\hat{\Theta})$ is the projector on $\mathcal{E}$ such that

$$
\mathcal{R}\left(\mathbf{P}_{\lambda_{0}}\right)=\mathcal{S}_{\lambda_{0}} \text { and } \mathcal{N}\left(\mathbf{P}_{\lambda_{0}}\right)=\mathcal{V}_{1}+\mathcal{V}_{2}+\ldots+\mathcal{V}_{m}
$$

Hence

$$
I=P_{\lambda_{0}}(\theta)+P_{1}(\theta)+\ldots+P_{m}(\theta), \quad \forall \theta \in \hat{\Theta}
$$

Given a point $(x, \theta) \in \mathcal{E}, x \neq 0$, we shall define the four Lyapunov exponents of $(x, \theta)$ as follows:

$$
\begin{align*}
& \lambda_{s}^{+}(x, \theta)=\varlimsup_{t \rightarrow+\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|  \tag{4.7}\\
& \lambda_{i}^{+}(x, \theta)=\varliminf_{t \rightarrow+\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\| \tag{4.8}
\end{align*}
$$

$$
\begin{equation*}
\lambda_{s}^{-}(x, \theta)=\varlimsup_{t \rightarrow-\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\| \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{i}^{-}(x, \theta)=\varliminf_{t \rightarrow-\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\| \tag{4.10}
\end{equation*}
$$

Theorem 4.1 (A) If $(x, \theta) \in \mathcal{V}_{i}$ where $\mathcal{V}_{i}$, is the spectral subbundle associated with $\lambda_{0}$ and $\left[a_{i}, b_{i}\right]$, and $x \neq 0$, then the four Lyapunov exponents agree and the limits

$$
\lim _{t \rightarrow+\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|=\lim _{t \rightarrow-\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|
$$

exist and are equal to $a_{i}$.
(B) If $(x, \theta) \in \mathcal{S}_{\lambda_{0}}, \quad x \neq 0$ then the two Lyapunov exponents (4.7) - (4.8) agree and the limits

$$
\varlimsup_{t \rightarrow+\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|=\underline{\lim }_{t \rightarrow+\infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|=\lambda_{0}
$$

Proof The proof of (A) is similar to the prove of Theorem 3 in []. In order to prove (B) let us consider $(x, \theta) \in S_{\lambda_{0}}$ with $x \neq 0$. Then

$$
\lim _{t \rightarrow \infty}\left\|\Phi_{\lambda_{0}}(\theta, t) x\right\|=\lim _{t \rightarrow+\infty}\left\|e^{-\lambda_{0} t} \Phi(\theta, t) x\right\|=0
$$

Therefore, there is a constant $M>0$ such that

$$
\ln \left\|e^{-\lambda_{0} t} \Phi(\theta, t) x\right\| \leq M, \quad t \geq 0
$$

Then

$$
0=\lim \frac{1}{t} \ln \left\|e^{-\lambda_{0} t} \Phi(\theta, t) x\right\|=\lim _{t \rightarrow \infty}\left[-\lambda_{0}+\frac{1}{t} \ln \|\Phi(\theta, t) x\|\right]
$$

So

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\|=\lambda_{0}
$$

Definition 4.1 For all $\theta \in \Theta$ we define the upper Lyapunov exponent $\lambda_{s}^{+}(\theta)$ and the lower Lyapunov exponent $\lambda_{i}^{+}(\theta)$ as follows:

$$
\begin{aligned}
& \lambda_{s}^{+}(\theta):=\sup \left\{\lambda_{s}^{+}(x, \theta): x \in X, \quad x \neq 0\right\} \\
& \lambda_{s}^{+}(\theta):=\inf \left\{\lambda_{i}^{+}(x, \theta): x \in X, \quad x \neq 0\right\}
\end{aligned}
$$

Theorem 4.2 The upper Lyapunov exponent $\lambda_{s}^{+}(\theta)$ and the lower Lyapunov exponent $\lambda_{i}^{+}(\theta)$ associated to $\theta \in \Theta$ are given by :

$$
\begin{gather*}
\lambda_{s}^{+}(\theta)=\varlimsup_{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta, t)\|  \tag{4.11}\\
\lambda_{i}^{+}(\theta)=-\varlimsup_{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta \cdot(-t), t)\| \tag{4.12}
\end{gather*}
$$

Proof We shall denote by $\gamma(\theta)$ the right side of (4.11). We have the following

$$
\frac{1}{t} \ln \|\Phi(\theta, t) x\| \leq \frac{1}{t} \ln \|\Phi(\theta, t)\|+\frac{1}{t} \ln \|x\|
$$

which implies that

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\| \leq \varlimsup_{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta, t)\|
$$

Hence $\lambda_{;}^{+}(x, \theta) \leq \gamma(\theta)$, for all $x \in X, x \neq 0$; therefore $\lambda_{s}^{+}(\theta) \leq \gamma(\theta)$.
In order to prove the opposite inequality we shall use the following fact: For each $\epsilon>0$ and $x \in X$ there is $N_{\epsilon, x}>0$ such that

$$
\|\Phi(\theta, t) x\| \leq N_{\epsilon, x} e^{\left(\lambda_{b}^{+}(\theta)+\epsilon\right) t}, \quad t \geq 0
$$

The above inequality can be writing as follows

$$
\left\|\Phi(\theta, t) x e^{-\left(\lambda_{0}^{+}(\theta)+\epsilon\right) t}\right\| \leq N_{\epsilon, x}
$$

Then the operators family

$$
\left\{\Phi(\theta, t) e^{-\left(\lambda_{5}^{+}(\theta)+\epsilon\right) t}: \quad t \geq 0\right\}
$$

is bounded for each $x \in X$. It follows from Uniform Boundness Theorem that there exists $N_{\epsilon}>0$ such that

$$
\left\|\Phi(\theta, t) e^{-\left(\lambda_{\dot{\theta}}^{+}(\theta)+\epsilon\right) t}\right\| \leq N_{\epsilon}, \quad t \geq 0
$$

Hence

$$
\|\Phi(\theta, t)\| \leq N_{\epsilon} e^{\left(\lambda_{0}^{+}(\theta)+\epsilon\right) t}, \quad t \geq 0
$$

Therefore

$$
\frac{1}{t} \ln \|\Phi(\theta, t) x\| \leq \frac{1}{t} \ln \left(N_{\epsilon}\right)+\left(\lambda_{s}^{+}(\theta)+\epsilon\right)
$$

So

$$
\varlimsup_{t \rightarrow \infty} \frac{1}{t} \ln \|\Phi(\theta, t) x\| \leq \lambda_{s}^{+}(\theta)+\epsilon
$$

Hence

$$
\gamma(\theta) \leq \lambda_{s}^{+}(\theta)
$$

The proof of (4.12) is not hard to do.

## 5 Examples

In this section we shall present some examples in which we are able to locate the Dynamical Spectrum.

The following example is sufficiently general to be considered here.

Example 5.1 In this example we shall consider a linear time dependent differential equation that generates a linear skew-product flow on the trivial Banach bundle $\mathcal{E}=X \times \Theta$ where $X$ is a Banach space and $\Theta$ is a compact topological Hausdorff space.

More precisely, we shall study the following linear time dependent system

$$
\begin{equation*}
\dot{x}(t)=A(\theta \cdot t) x(t), \quad t \in \mathbb{R} \tag{5.1}
\end{equation*}
$$

where $A(\theta \cdot t)=A+B(\theta \cdot t), \quad A$ is the infinitesimal generator of the strongly continuous group $\{T(t)\}_{t \in \mathbb{R}} ; \quad \sigma(\theta, t)=\theta \cdot t \quad$ is a flow on $\quad \Theta$ and $B(\theta) \in$ $L(X), \quad t \in \mathbb{R}$.

Lemma 5.1 If $B(\cdot): \Theta \rightarrow L(X)$ is strongly continuous, then the set $\{\|B(\theta)\|:$ $\theta \in \Theta\}$ is bounded.

Proof Consider the following sets

$$
H=\{\|B(\theta)\|: \theta \in \Theta\}, \quad H(x)=\{\|B(\theta) x\|: \theta \in \Theta\}
$$

Since $\theta \rightarrow B(\theta) x$ is continuous and $\Theta$ is compact, then for each $x \in X$ we get that $H(x)$ is bounded. Hence, by the Uniform Boundedness Theorem we obtain that $H$ is bounded.

Lemma 5.2 If $B(\cdot): \Theta \rightarrow L(X)$ is strongly continuous and $x(\cdot): \mathbb{R} \rightarrow X$ is a continuous function, then for each $\theta \in \Theta$ the mapping $t \rightarrow B(\theta \cdot t) x(t)$ is continuous.

Proof Fix $t \in \mathbb{R}$. Then

$$
\begin{gathered}
\|B(\theta(t+h)) x(t+h)-B(\theta \cdot t) x(t)\| \\
=\|B(\theta(t+h))[x(t+h)-x(t)]-[B(\theta \cdot(t+h))-B(\theta \cdot t)] x(t)\| \\
\leq L\|x(t+h)-x(t)\|+\|[B(\theta \cdot(t+h))-B(\theta \cdot t)] x(t)\|
\end{gathered}
$$

where $L=\sup \{\|B(\theta)\|: \theta \in \Theta\} \quad$ and $\quad \theta . t \in \Theta$ for $t \in \mathbb{R}$.
Therefore

$$
\|B(\theta(t+h)) x(t+h)-B(\theta \cdot t) x(t)\| \rightarrow 0, \quad \text { as } \quad h \rightarrow 0
$$

To be precise in which sense the equation (5.1) generates a linear skew-product flow, we shall consider the following family of integral differential equations:

$$
\begin{equation*}
x(t)=T(t) x_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) x(s) d s . \quad t \in \mathbb{R} \quad \theta \in \Theta \tag{5.2}
\end{equation*}
$$

Definition 5.1 A solution $x(t)=x(t, \theta)$ of the equation (5.2) is called a Mild Solution of (5.1).

Theorem 5.1 Let $A$ be the infinitesimal generator of an strongly continuous group $\{T(t)\}_{t \in \mathbb{R}}$ on $X$ and $B(\cdot): \Theta \rightarrow L(X)$ is also strongly continuous. Then for each $\theta \in \Theta$ and $x_{0} \in X$ the problem

$$
\begin{equation*}
\dot{x}(t)=A(\theta \cdot t) x=(A+B(\theta \cdot t)) x(t) ; \quad x(0)=x_{0} \tag{5.3}
\end{equation*}
$$

has a unique mild solution $\Phi(\theta, t) x_{0}$ given by

$$
\begin{equation*}
\Phi(\theta, t) x_{0}=T(t) x_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) \Phi(\theta, s) x_{0} d s \tag{5.4}
\end{equation*}
$$

If

$$
\|T(t)\| \leq M e^{W|t|}, \quad t \in \mathbb{R}
$$

then

$$
\begin{equation*}
\|\Phi(\theta, t)\| \leq M e^{(W+L M)|t|}, \quad t \in \mathbb{R} \tag{5.5}
\end{equation*}
$$

where

$$
L=\sup \{\|B(\theta)\|: \theta \in \Theta\}
$$

Moreover, the mapping $\pi: \mathcal{E} \times \mathbb{R} \rightarrow \mathcal{E}$ given by

$$
\begin{equation*}
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta \cdot t) \tag{5.6}
\end{equation*}
$$

is a linear skew-product flow on $\mathcal{E}=X \times \Theta$, maybe without the condition (4) of Definition 2.1.

The following Proposition corresponds to the part (4) of Definition 2.1

Proposition 5.1 If the flow $\sigma(\theta, t)=\theta \cdot t$ depends continuously on $\theta$ in compacts intervals, then for all fixed $t \in \mathbb{R}$, the mapping from $\mathcal{E}$ to $X$ given by $(x, \theta) \rightarrow$ $\Phi(\theta, t) x$ is continuous.

Proposition 5.2 Let $\pi=(\Phi, \sigma)$ be the linear skew-product flow defined by (5.6). Then

$$
\Sigma(\hat{\Theta}) \subset[-(W+L M), W+L M]
$$

where

$$
L=\sup \{\|B(\theta)\|: \theta \in \Theta\}, \quad\|T(t)\| \leq M e^{W|t|}, \quad t \in \mathbb{R}
$$

Example 5.2 (The perturbed wave equation). The simplest one dimensional hyperbolic equation with a time dependent perturbation of the form

$$
\begin{align*}
u_{t t} & =u_{x x}+b(t) u_{x}, \quad t \in \mathbb{R},-\infty<x<\infty  \tag{5.7}\\
u(0, x) & =u_{1}(x) \\
u_{t}(0, x) & =u_{2}(x)
\end{align*}
$$

where $b(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is uniformly continuous and bounded function.
Let $u_{1}, u_{2} \in L_{2}(\mathbb{R})$. Define:

$$
z_{1}(t, x)=u_{t}(t, x) \text { and } z_{2}(t, x)=u_{x}(t, x) .
$$

Then the equation can be rewritten as follow

$$
\begin{align*}
& \frac{\partial z_{1}(t, x)}{\partial t}=\frac{\partial z_{2}(t, x)}{\partial x}+b(t) z_{2}(t, x)  \tag{5.8}\\
& \frac{\partial z_{2}(t, x)}{\partial t}=\frac{\partial z_{1}(t, x)}{\partial x} \tag{5.9}
\end{align*}
$$

Hence, letting $z(t, x)$ denote the column vector with components $z_{1}(t, x), z_{2}(t, x)$ , we can write the equations (5.8) and (5.9) as follow

$$
\begin{equation*}
\frac{\partial z(t, x)}{\partial t}=A z(t, x)+B(t) z(t, x) \tag{5.10}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
0 & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial x} & 0
\end{array}\right] \quad B(t)=\left[\begin{array}{ll}
0 & b(t)
\end{array}\right]
$$

Therefore the operator $A$ is now defined on the class of functions $\operatorname{col}\left[z_{1}, z_{2}\right]$ in the product Hilbert spaces $Z=L_{2}(\mathbb{R}) \times L_{2}(\mathbb{R})$ such that their derivatives are also in $Z$ and $t \rightarrow B(t) \in L(Z)$ is a uniformly continuous and bounded function.

It is well known that $A$ generates a strongly continuous contraction semigroup $\{T(t)\}_{t \geq} \subset L(Z)$. Actually for $z \in D(A)$

$$
\frac{d}{d t}[T(t) z, T(t) z]=0
$$

Since the domain of $A$ is dense this means that $\|T(t) z\|=\|z\|$ for every $z \in Z$ or $T(t)$ is an "isometry". We have actually a group; $T(t)$ has bounded inverse for every $t$. Either by working with Fourier transforms (or formally taking $e^{A t}$ ) it can be verified that

$$
T(t) z(x)=\left[\begin{array}{l}
\frac{z_{1}(x+t)+z_{1}(x-t)}{2}+\frac{z_{2}(x+t)-z_{2}(x-t)}{2} \\
\frac{z_{2}(x+t)+z_{2}(x-t)}{2}+\frac{z_{1}(x+t)-z_{1}(x-t)}{2}
\end{array}\right]
$$

The function $B(\cdot)$ belong to the space $W$ of the function $C: \mathbb{R} \rightarrow \mathbb{R}^{2}$ which are continuous and bounded, endow with the topology of the uniform convergence on compact sets of $\mathbb{R}$. For each $C \in W$ and $\tau \in \mathbb{R}$ we define the $\tau$ - translation of $C$ as the function $C_{\tau} \in W$ given by $C_{\tau}(t)=C(\tau+t)$. Then we consider the Hull of $B(\cdot)$ as the following set

$$
\Theta=\operatorname{Hull}(B)=c l\left\{B_{\tau}: \tau \in \mathbb{R}\right\}
$$

where $c l$ denotes the closure in the topology of $W$. The set $\Theta$ is compact in $W$ due to Proposition 1.1 in [1].

We define on $\Theta$ the flow $\sigma(C, t)=C_{t}=\theta \cdot t, \theta=C$. Then $\Theta$ is invariant under $\sigma$.

Instead of concentrating on the single aquation (5.10) we consider the family of equations

$$
\begin{equation*}
\frac{d}{d t} z(t)=A z(t)+B(\theta \cdot t) z(t), \quad \theta \in \Theta \tag{5.11}
\end{equation*}
$$

Here we have abused notation and written $B(\theta \cdot t):=\sigma(\theta \cdot t)$.
Then using Theorema 5.1 we get that the mapping $\pi: Z \times \Theta \times \mathbb{R} \rightarrow \Theta \times Z$ given by

$$
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta . t)
$$

where $\Phi(\theta, t)$ is given by

$$
\Phi(\theta, t) z_{0}=T(t) z_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) \Phi(\theta, s) z_{0} d s
$$

is an skew-product flow on $Z \times \Theta$.
Moreover, if $L=\sup \{\|B(t)\|: t \in \mathbb{R}\}$, then we get that

$$
\Sigma(\hat{\Theta}) \subset[-L, L]
$$

since $\|T(t)\|=1$.

Example 5.3 Using the same idea as in [2] we can consider the equation (5.9) with more general perturbation function $b(t, x)$ which is only bounded and measurable depending on $t, x$ in. In fact. Consider the equation

$$
\begin{equation*}
u_{t t}=u_{x x}+b(t, x) u_{x}, \quad t \in \mathbb{R}, \quad-\infty<x<\infty \tag{5.12}
\end{equation*}
$$

$$
\begin{aligned}
u(0, x) & =u_{1}(x) \\
u_{t}(0, x) & =u_{2}(x)
\end{aligned}
$$

In the same way as equation (5.9) we can write equation (5.12) as follow

$$
\begin{align*}
& \frac{\partial z_{1}(t, x)}{\partial t}=\frac{\partial z_{2}(t, x)}{\partial x}+b(t, x) z_{2}(t, x)  \tag{5.13}\\
& \frac{\partial z_{2}(t, x)}{\partial t}=\frac{\partial z_{1}(t, x)}{\partial x} \tag{5.14}
\end{align*}
$$

Hence, letting $z(t, x)$ denote the column vector with components $z_{1}(t, x), z_{2}(t, x)$ , we can write the equations (5.13) and (5.14) as follow

$$
\begin{equation*}
\frac{\partial z(t, x)}{\partial t}=A z(t, x)+B(t) z(t, x) \tag{5.15}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cc}
0 & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial x} & 0
\end{array}\right] \quad B(t) z(x)=\left[\begin{array}{cc}
0 & b(t, x) z_{2}(x)
\end{array}\right]
$$

Therefore the operator $A$ is now defined on the class of functions $\operatorname{col}\left[z_{1}, z_{2}\right]$ in the product Hilbert spaces $Z=L_{2}(\mathbb{R}) \times L_{2}(\mathbb{R})$ such that their derivatives are also in $Z$ and the function $B(t, x)=\left[\begin{array}{ll}0 & b(t, x)\end{array}\right]=b(t, x)$ belong to the space $L^{\infty}=l^{\infty}\left(\mathbb{R}^{2}\right)=\left\{b: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}: b(\cdot, \cdot)\right.$ is measurable and bounded almost everywhere $\}$
with the essential supremum norm, i.e.,

$$
\|b\|_{\infty}=\text { ess.sup }\{\|b(t, x)\|: \quad t, x \in \mathbb{R}\}
$$

For $R>0$ we consider

$$
B_{R}=\left\{b(\cdot, \cdot) \in L^{\infty}:\|b\|_{\infty} \leq R\right\}
$$

So, $B_{R}$ denote the close ball in $L^{\infty}$ of radiu $R$. It is basic fact that the set $B_{R}$ endowed with the weak* topology of $L^{\infty}$ is a compact metrizable topological space (Interesting, the whole space $L^{\infty}$ with the weak* topology is not metrizable). Since $L_{1}^{*}=L_{\infty}$, then a sequence $\left\{f_{n}\right\}$ converges to $f \in L_{\infty}$ if and only if, for every $g \in L_{1}$ one has:

$$
<f_{n}, f>\rightarrow<f, g>\Longleftrightarrow \int f_{n} \cdot g d \mu \rightarrow \int f . g d \mu, \text { as } n \rightarrow \infty
$$

where $<\cdot, \cdot>$ is the duality between $L_{\infty}$ and $L_{1}$.
Moreover, the translation mapping $\sigma(\cdot, \cdot): R_{R} \times \mathbb{R} \rightarrow B_{R}$ given by

$$
\sigma(b, t)=b_{t}=b(t+\cdot, \cdot)
$$

is continuous in this topoly and the mapping $\sigma$ is a flow on $B_{R}$. Then we shall consider the Hull of $b$ as the following set:

$$
\Theta=\operatorname{Hull}(b)=c l\left\{b_{t}: \quad t \in \mathbb{R}\right\} \subseteq B_{R}
$$

where $c l$ denotes the closure in the topology of $B_{R}$. Clearly the set $\Theta$ is compact in $B_{R}$.

We define on $\Theta$ the flow $\sigma(b, t)=b_{t}=\theta \cdot t, \theta=b$. Then $\Theta$ is invariant under $\sigma$. Instead of concentrating on the single aquation (5.15) we consider the family of equations

$$
\begin{equation*}
\frac{d}{d t} z(t)=A z(t)+B(\theta \cdot t) z(t), \quad \theta \in \Theta \tag{5.16}
\end{equation*}
$$

Here we have abused notation and written $B(\theta \cdot t):=\sigma(\theta \cdot t)$.
Then using Theorema 5.1 we get that the mapping $\pi: Z \times \Theta \times \mathbb{R} \rightarrow \Theta \times Z$ given by

$$
\pi(x, \theta, t)=(\Phi(\theta, t) x, \theta . t)
$$

where $\Phi(\theta, t)$ is given by

$$
\Phi(\theta, t) z_{0}=T(t) z_{0}+\int_{0}^{t} T(t-s) B(\theta \cdot s) \Phi(\theta, s) z_{0} d s
$$

is an skew-product flow on $Z \times \Theta$.
Moreover, if $L=\|b(t, x)\|_{\infty}$, then we get that

$$
\Sigma(\hat{\Theta}) \subset[-L, L]
$$

since $\|T(t)\|=1$.

Example 5.4 Linear skew-product flow defined by a Linear Neutral Functional Differential Equation.

For a fixed $r>0$, the space of continuous functions $g:[-r, 0] \rightarrow \mathbb{R}$ with the usual uniform norm is denoted by $C=C([-r, 0], \mathbb{R})$.

Then we shall consider the folling Linear Neutral Functional differential Equation (LNFDE)

$$
\begin{equation*}
\frac{d}{d t}[x(t)-c x(t-r)]=b x(t-r)+a(t) x(t) \tag{5.17}
\end{equation*}
$$

where $c, b \in \mathbb{R}$ and $a: \mathbb{R} \rightarrow \mathbb{R}$ is a uniformly continuous and bounded function.
The equation (5.17) can be written as follow

$$
\begin{equation*}
\frac{d}{d t}[D x(t)]=L x_{t}+f\left(t, x_{t}\right) \tag{5.18}
\end{equation*}
$$

where $x_{t}(\theta)=x(t+\theta)$, for $\quad-r \leq \theta \geq 0, \quad D \phi=\phi(0)-c \phi(-r), \quad L \phi=$ $b \phi(-r)$ and $f\left(t, x_{t}\right)=a(t) x(t)$.

From Theorem 7.2 in [3] we have that for each $\phi \in C$ there is a unique solution $x(t, \phi, a)$ of (5.18) defined on $\mathbb{R}$ which satisfies the initial condition $x_{0}=\phi$.

Moreover, if we consider the equation

$$
\begin{equation*}
\frac{d}{d t}[D x(t)]=L x_{t} \quad(a=0) \tag{5.19}
\end{equation*}
$$

and the corresponding solution map

$$
T(t): C \rightarrow C, \quad T(t) \phi=x_{t}(\cdot, \phi), \quad t \in \mathbb{R}
$$

then from Theorem 7.4 of [3] we get that the solutions of (5.18) are given by the following variational constant formula

$$
\begin{equation*}
x(t, \phi, a)=T(t) \phi(0)+\int_{0}^{t} X(t-s) a(s) x(s, \phi, a) d s \tag{5.20}
\end{equation*}
$$

where $X(t)$ is the solution of the equation

$$
\dot{X}(t)-c \dot{X}(t-r)=b X(t-r)
$$

with the initial condition $X(t)=0, \quad t<0, \quad X(0)=1$. From Theroem 7.6 and corollary 7.2 in [3] we get the following: If $\alpha_{0}=\sup \left\{\operatorname{Re} \lambda: \lambda\left(1-c e^{-\lambda r}\right)=b e^{-\lambda r}\right\}$, then for any $\alpha>\alpha_{0}$ there is $k=k(\alpha)$ such that

$$
\begin{equation*}
\|T(t)\| \leq k e^{\alpha|t|}\|\phi\| \text { and }|X(t)| \leq k e^{\alpha|t|}, \quad \forall t \in \mathbb{R} \tag{5.21}
\end{equation*}
$$

where $\|\phi\|=s u p_{-r \leq s \leq 0}|\phi(s)|$.
The function $a(\cdot)$ belong to the space $W$ of the functions $g: \mathbb{R} \rightarrow \mathbb{R}$ which are continuous and bounded, endow with the topology of the uniform convergence on compact sets of $\mathbb{R}$. For each $g \in W$ and $\tau \in \mathbb{R}$ we define the $\tau$ - translation of $g$ as the function $g_{\tau} \in W$ given by $g_{\tau}(t)=g(\tau+t)$. Then we consider the Hull of $a(\cdot)$ as the following set

$$
\Theta=\operatorname{Hull}(a)=\operatorname{cl}\left\{a_{\tau}: \tau \in \mathbb{R}\right\}
$$

where $c l$ denotes the closure in the topology of $W$. The set $\Theta$ is compact in $W$ and invariant under the flow $\sigma(g, t)=g_{t}=\theta \cdot t, \quad \theta=g$, due to Proposition 1.1 in [1].

Instead of concentrating on the single aquation (5.18) we consider the family of equations

$$
\begin{equation*}
\frac{d}{d t}[D x(t)]=L x_{t}+a(\theta \cdot t) x(t), \quad \theta \in \Theta \tag{5.22}
\end{equation*}
$$

here we have abused notation and written $a(\theta \cdot t):=\sigma(\theta \cdot t)$.
Then we get that the mapping $\pi: C \times \Theta \times \mathbb{R} \rightarrow C \times \Theta$ given by

$$
\pi(\phi, \theta, t)=(\Phi(\theta, t) \phi, \theta \cdot t)
$$

where $\Phi(\theta, t) \phi$ is given by

$$
\Phi(\theta, t) \phi=T(t) \phi+\int_{0}^{t} X_{t-s} a(s) \Phi(\theta, s) \phi d s
$$

is an skew-product flow on $C \times \Theta$.
Moreover, if $L=\sup \{\|a(t)\|: t \in \mathbb{R}\}$, then from (5.21) we get that

$$
\|\Phi(\theta, t)\| \leq k e^{(\alpha+k L)|t|}, \quad \forall t \in \mathbb{R} \text { and } \Sigma(\hat{\Theta}) \subset[-(\alpha+k L), \alpha+k L]
$$
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Abstract: In this work we prove the possibility of stochastic synchronization in twodimensional lattice of coupled Duffing's oscillators with external periodic forces. The synchronization occurs provided coupling is dissipative and the coefficients of coupling is greater than some critical values. These values depend on parameters of individual subsystems and on the size of the lattice.

## J.K. Hale and W. Huang, Periodic solutions of singularly perturbed delay equations

Abstract: We consider the singularly perturbed delay differential system

$$
\begin{align*}
\epsilon \dot{x}(t) & =f_{\lambda}(x(t), y(t))  \tag{1.1}\\
y(t) & =g_{\lambda}(x(t), y(t), x(t-1), y(t-1)),
\end{align*}
$$

where $\epsilon>0, \lambda$ are small real parameters, $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ are vectors and the functions $f_{\lambda}(x, y)=f(x, y, \lambda)$ and $g_{\lambda}(x, y, z, w)=g(x, y, z, w, \lambda)$ are smooth vector valued functions which vanish for all variables equal to zero.

In many situations, for fixed $\lambda>0$, there is an $\epsilon(\lambda)>0$ such that (1.1) undergoes a generic Hopf bifurcation at $(\lambda, \epsilon, x, y)=(\lambda, \epsilon(\lambda), 0,0)$ to a periodic solution $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$. Let us assume that there is a sectorial region $S$ in a neighborhood $U$ of $(\lambda, \epsilon)=(0,0)$ such that $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ exists for all $(\lambda, \epsilon>0)$ in $S$. Our objective is to understand the behavior of the profile of $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ as $\epsilon \rightarrow 0$. We are not able to do this in the general context described, but we can say something if we impose more conditions on the functions $f_{\lambda}, g_{\lambda}$.

It is to be expected that the limiting profile is in some way related to the equation obtained by putting $\epsilon=0$ in (1.1). For $\epsilon=0$, we suppose that the resulting equation (1.1) defines a map on $\mathbb{R}^{m} \times \mathbb{R}^{n}$ :

$$
\begin{equation*}
(x, y) \in \mathbb{R}^{m} \times \mathbb{R}^{n} \mapsto T_{\lambda}(x, y) \in \mathbb{R}^{m} \times \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

for which the origin is stable for $\lambda<0$ and unstable for $\lambda>0$. Let us also suppose that $T_{\lambda}(x, y)$ undergoes a generic period doubling bifurcation at $(x, y, \lambda)=(0,0,0)$ with the period two points being $d_{j \lambda} \in \mathbb{R}^{m} \times \mathbb{R}^{n}, j=1,2$. If the bifurcation is supercritical, the period two orbit is stable and, if the bifurcation is subcritical, the period two orbit is unstable. In the supercritical case, there is a natural stable periodic function of period two given by the square wave $\left(x_{\lambda}^{s}(t), y_{\lambda}^{s}(t)\right)$ which alternately takes the values $d_{1 \lambda}$ and $d_{2 \lambda}$ on intervals of length one. In the subcritical case, the period two points are unstable and the natural periodic function of period two is a pulse wave $\left(x_{\lambda}^{p}(t), y_{\lambda}^{p}(t)\right)$ which is zero except on the integers and it alternately takes the values $d_{1 \lambda}$ and $d_{2 \lambda}$ on the integers.

Under some conditions on the functions $f_{\lambda}, g_{\lambda}$, the generic period doubling bifurcation of $T_{\lambda}(x, y)$ leads to a generic Hopf bifurcation in (1.1) which is supercritical (resp. subcritical) if the period doubling bifurcation is supercritical (resp. subcritical). A natural question is the following: Is it possible that the limiting profile of the periodic solution $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ obtained through the Hopf bifurcation is either the square wave or pulse wave? We present situations in which this is true.
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1. Introduction. In this paper, we consider the singularly perturbed delay differential system

$$
\begin{align*}
\epsilon \dot{x}(t) & =f_{\lambda}(x(t), y(t))  \tag{1.1}\\
y(t) & =g_{\lambda}(x(t), y(t), x(t-1), y(t-1))
\end{align*}
$$

where $\epsilon>0, \lambda$ are small real parameters, $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ are vectors and the functions $f_{\lambda}(x, y)=f(x, y, \lambda)$ and $g_{\lambda}(x, y, z, w)=g(x, y, z, w, \lambda)$ are smooth vector valued functions which vanish for all variables equal to zero.

In many situations, for fixed $\lambda>0$, there is an $\epsilon(\lambda)>0$ such that (1.1) undergoes a generic Hopf bifurcation at $(\lambda, \epsilon, x, y)=(\lambda, \epsilon(\lambda), 0,0)$ to a periodic solution $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$. Let us assume that there is a sectorial region $S$ in a neighborhood $U$ of $(\lambda, \epsilon)=(0,0)$ such that $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ exists for all $(\lambda, \epsilon>0)$ in $S$. Our objective is to understand the behavior of the profile of $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ as $\epsilon \rightarrow 0$. We are not able to do this in the general context described, but we can say something if we impose more conditions on the functions $f_{\lambda}, g_{\lambda}$.

It is to be expected that the limiting profile is in some way related to the equation obtained by putting $\epsilon=0$ in (1.1). For $\epsilon=0$, we suppose that the resulting equation (1.1) defines a map on $\mathbb{R}^{m} \times \mathbb{R}^{n}$ :

$$
\begin{equation*}
(x, y) \in \mathbb{R}^{m} \times \mathbb{R}^{n} \mapsto T_{\lambda}(x, y) \in \mathbb{R}^{m} \times \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

for which the origin is stable for $\lambda<0$ and unstable for $\lambda>0$. Let us also suppose that $T_{\lambda}(x, y)$ undergoes a generic period doubling bifurcation at $(x, y, \lambda)=(0,0,0)$ with the period two points being $d_{j \lambda} \in \mathbb{R}^{m} \times \mathbb{R}^{n}, j=1,2$. If the bifurcation is supercritical, the period two orbit is stable and, if the bifurcation is subcritical, the period two orbit is unstable. In the supercritical case, there is a natural stable periodic function of period two given by the square wave $\left(x_{\lambda}^{s}(t), y_{\lambda}^{s}(t)\right)$ which alternately takes the values $d_{1 \lambda}$ and $d_{2 \lambda}$ on intervals of length one. In the subcritical case, the period two points are unstable and the natural periodic function of period two is a pulse wave $\left(x_{\lambda}^{p}(t), y_{\lambda}^{p}(t)\right)$ which is zero except on the integers and it alternately takes the values $d_{1 \lambda}$ and $d_{2 \lambda}$ on the integers.

Under some conditions on the functions $f_{\lambda}, g_{\lambda}$, the generic period doubling bifurcation of $T_{\lambda}(x, y)$ leads to a generic Hopf bifurcation in (1.1) which is supercritical (resp. subcritical) if the period doubling bifurcation is supercritical (resp. subcritical). A natural question is the following: Is it possible that the limiting profile of the periodic solution $\left(\tilde{x}_{\epsilon \lambda}^{*}, \tilde{y}_{\epsilon \lambda}^{*}\right)$ obtained through the Hopf bifurcation is either the square wave or pulse wave? We will give some situations in which this is true.

Let us mention that equations of the form (1.1) occur frequently in the applications. The delay differential equation

$$
\begin{equation*}
\epsilon \dot{x}(t)=-x(t)+f_{\lambda}(x(t-1)) \tag{1.3}
\end{equation*}
$$

[^2]has often served as a model for physiological control systems [6], [14], [20] and for the transmission of light through a ring cavity [1], [5], [12], [13]. This can be considered as a special case of (1.1) by letting $y(t)=x(t-1)$. Under the conditions that the map $x \mapsto f_{\lambda}(x)$ undergoes a generic supercritical periodic doubling bifurcation at $(x, \lambda)=(0,0)$, it was shown in [2] that there is a periodic solution of (1.3) which approaches the square wave mentioned above. If the bifurcation is subcritical, it was shown in [7] that there is a periodic solution of (1.3) which approaches a pulse wave but the pulses are larger that the values $d_{1 \lambda}, d_{2 \lambda}$ mentioned above. The explanation for this will be given later. The limiting behavior of large amplitude periodic solutions of (1.3) also has been investigated in [15], [16] when the limiting profile is a square wave.

The more general equation

$$
\begin{equation*}
\left(\epsilon_{m} \frac{d}{d t}+1\right) \cdots\left(\epsilon_{1} \frac{d}{d t}+1\right) y(t)=h_{\lambda}(y(t-1)) \tag{1.4}
\end{equation*}
$$

where each $\epsilon_{j}>0$ is a small parameter, also has been proposed as a model for transmission of light through a ring cavity (see [18], [19]). Equation (1.4) is equivalent to the system

$$
\begin{align*}
& \epsilon_{1} \dot{x}_{1}(t)+x_{1}(t)=x_{2}(t) \\
& \cdots \cdots  \tag{1.5}\\
& \epsilon_{m-1} \dot{x}_{m-1}(t)+x_{m-1}(t)=x_{m}(t) \\
& \epsilon_{m} \dot{x}_{m}(t)+x_{m}(t)=h_{\lambda}\left(x_{1}(t-1)\right)
\end{align*}
$$

If we scale the $\epsilon_{j}$ as $\epsilon_{j}=\epsilon \alpha_{j}^{-1}, j=1,2, \ldots, m$, then we obtain an equivalent matrix equation

$$
\begin{equation*}
\epsilon \dot{x}(t)+A x(t)=A f_{\lambda}(x(t-1)), \tag{1.6}
\end{equation*}
$$

where $A$ and $f$ are given by

$$
A=\left[\begin{array}{cccccc}
\alpha_{1} & -\alpha_{1} & 0 & \ldots & 0 & 0 \\
0 & \alpha_{2} & -\alpha_{2} & \ldots & 0 & 0 \\
\cdot & \cdot & \cdot & \ldots & \cdot & \cdot \\
\cdot & \cdot & \cdot & \ldots & \cdot & \cdot \\
\cdot & \cdot & \cdot & \ldots & \cdot & \cdot \\
0 & 0 & 0 & \ldots & \alpha_{m-1} & -\alpha_{m-1} \\
0 & 0 & 0 & \ldots & 0 & \alpha_{m}
\end{array}\right], \quad f_{\lambda}(x)=\left[\begin{array}{c}
h_{\lambda}\left(x_{1}\right) \\
h_{\lambda}\left(x_{1}\right) \\
\cdot \\
\cdot \\
\cdot \\
h_{\lambda}\left(x_{1}\right) \\
h_{\lambda}\left(x_{1}\right)
\end{array}\right]
$$

This also is a special case of (1.1) with $y(t)=x_{1}(t-1)$.
Under the assumption that the map $x \mapsto h_{\lambda}(x)$ undergoes a generic period doubling, it was shown in [8] that there are periodic solutions of (1.5) resembling either a square wave or a pulse wave depending upon whether the bifurcation was supercritical or subcritical. For the general matrix equation (1.6) without assuming that it arises from (1.5) and under generic conditions on the function $f_{\lambda}$ in (1.6), similar results were given in [8].

The proofs of the above results exploited the properties of flows on center manifolds for some scaled equations which will be mentioned below.

The equation

$$
\begin{align*}
\epsilon \dot{x}(t) & +A x(t)=A f_{\lambda}(y(t))  \tag{1.7}\\
y(t) & =g_{\lambda}(x(t-1), y(t-1))
\end{align*}
$$

where $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ are vectors, the $m \times m$ matrix $A$ has an inverse and the functions $f_{\lambda}(y)$ and $g_{\lambda}(x, y)$ are smooth vector valued functions, has been used in [12], [13] as a model of a ring cavity containing a nonlinear dielectric medium for which part of the transmitted light is fed back into the medium. For $\epsilon=0$, the map $T_{\lambda}(x, y)=\left(f_{\lambda}(y), g_{\lambda}\left(f_{\lambda}(y), y\right)\right.$. Under the assumption that there is a supercritical period doubling bifurcation of the map $y \rightarrow g_{\lambda}\left(f_{\lambda}(y), y\right)$ at $(y, \lambda)=(0,0)$ and some other generic conditions, it was shown in [3] that there is a periodic solution of (1.7) which is similar to the square wave for $\epsilon$ small. The proof of this result used functional analytic methods based on exponential dichotomies.

Our objective in this paper is to show that center manifold techniques can be applied to discuss (1.7) when the period doubling bifurcation is either supercritical or subcritical. The limiting profile of the corresponding periodic solutions is either a square wave or a pulse wave. The precise statements of the results on convergence to square waves or pulse waves for the case (1.7) are given in Section 2. Sections 3 and 4 are devoted to the proof. The hypotheses imposed imply the existence of periodic solutions which are related to the period two points of the map. However, that analysis does not address the important question of the relataionship between the existence of generic period doubling of the map and the existence and stability of a generic Hopf bifurcation. These problems are addressed in Sections 5 and 6.

We remark that the equation (1.1) arises also in the theory of transmission lines. If the lines are lossless and described by the telegraph equations with the boundary conditions reflecting Kirchoff's laws, it has been known for a long time that the flow can be described by an equivalent set of neutral delay differential equations (see, for example, [11] for a discussion and references). Many of these same problems also can be written in the form (1.1). For example, in [17], the equations for a transmission line with a tunnel diode and a lumped parallel capacitance can be written as

$$
\begin{align*}
\epsilon \dot{x}(t) & =y(t)-g(x(t)) \\
y(t) & =\alpha+K y(t-1)-x(t)-L x(t-1) \tag{1.8}
\end{align*}
$$

where $(x(t), y(t))$ represent the voltage and current at one end of the line, all constants are positive and represent physical parameters. Under reasonable assumptions in the model, the parameter $\epsilon$ can be considered to be very small. In [17], several wave forms were observed numerically which compared reasonably well with experimental results. Some of these wave forms were very similar to square waves.

It is natural to enquire if it is theoretically possible to prove that, for some values of the parameters, there are periodic solutions of (1.8) which are similar to a square wave for $\epsilon>0$ small. If we try to follow the same procedure as before, we first investigate the possibility of a supercritical period doubling bifurcation of some map. For $\epsilon=0$, we must have $y(t)=g(x(t))$ and thus

$$
\begin{equation*}
x(t)+g(x(t))=\alpha+K g(x(t-1))-L x(t-1) \tag{1.9}
\end{equation*}
$$

For a given function $g$ similar to the cubic polynomial, it is possible to show that there are values of the parameters in the equation and a constant $x_{0}$ such that (1.9) defines a map which undergoes a supercritical period doubling bifurcation near $x_{0}$. With the methods that we develop below, it should be possible to prove that there is a solution of (1.8) which approaches as $\epsilon \rightarrow 0$ either a square wave or a pulse wave. However, we do not discuss this problem here.
2. A ring cavity model. In this section, we consider the ring cavity model (1.7). We will impose some generic conditions on the functions $f, g$ which will ensure that the associated map for $\epsilon=0$ undergoes a generic period doubling at $(y, \lambda)=(0,0)$. We search for periodic solutions of (1.7) of period approximately 2 and impose additional generic conditions on $f, g$ which will permit the reduction of the problem to a discussion of certain periodic solutions of a two-dimensional vector field on a center manifold of specific scaled equations. We discuss also how the conditions on $f, g$ are related to the generic Hopf bifurcation of periodic solutions of (1.7) for fixed $\epsilon>0$ and $\lambda$ being the bifurcation parameter. Since this section is devoted entirely to (1.7), we repeat some of the previous formulas and hypotheses since some are stated in other terms.

We consider the equation

$$
\begin{align*}
& \epsilon \dot{x}(t)+A x(t)=A f_{\lambda}(y(t)) \\
& y(t)=g_{\lambda}(x(t-1), y(t-1)) \tag{2.1}
\end{align*}
$$

where $\epsilon>0, \lambda$ are small parameters, $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ are vectors, $A$ is an $m \times m$ constant matrix and the functions $f_{\lambda}(y)$ and $g_{\lambda}(x, y)$ are smooth vector valued functions. We suppose that

$$
\begin{equation*}
A^{-1} \text { exists } \quad f_{\lambda}(0)=0, \quad g_{\lambda}(0,0)=0 \tag{H1}
\end{equation*}
$$

For $\epsilon=0$, there is the map

$$
\begin{equation*}
y \in \mathbb{R}^{n} \mapsto \mathcal{F}_{\lambda}(y) \equiv g_{\lambda}\left(f_{\lambda}(y), y\right) \in \mathbb{R}^{n} \tag{2.2}
\end{equation*}
$$

We first want to impose some conditions on the functions $f_{\lambda}, g_{\lambda}$ to ensure that $\mathcal{F}_{\lambda}$ undergoes a generic period doubling at $(y, \lambda)=(0,0)$ and that the period two point is either stable or of index 1 ; that is, has an unstable manifold of dimension 1. For notation, we let

$$
\begin{align*}
A_{2}(\lambda) & =D_{y} f_{\lambda}(0), \quad B_{1}(\lambda)=D_{x} g_{\lambda}(0,0) ; \quad B_{2}(\lambda)=D_{y} g_{\lambda}(0,0)  \tag{2.3}\\
C(\lambda) & \equiv B_{1}(\lambda) A_{2}(\lambda)+B_{2}(\lambda)=D_{y} \mathcal{F}_{\lambda}(0)
\end{align*}
$$

We also let $\sigma(C)$ denote the spectrum of a square matrix $C$ and let $B_{\rho}=\{z \in \mathbb{C}:|z| \leq \rho\}$. We assume that

$$
\begin{gather*}
-(1+\lambda) \in \sigma(C(\lambda)) \text { is a simple eigenvalue }  \tag{H2}\\
\sigma(C(\lambda)) \backslash\{-(1+\lambda)\} \subset B_{\rho} \text { with } \rho<1
\end{gather*}
$$

We remark that the theory below could be developed for the case in which $\sigma(C(\lambda) \backslash\{-(1+$ $\lambda)\}$ has no eigenvalues of modulus 1 , but in this case, if there is an eigenvalue with modulus $>1$, then the period two bifurcation always will be unstable, a situation that is not the desirable one from the point of view of applications.

If (H2) is satisfied, then we can introduce a change of variables in $y$ to obtain

$$
C(\lambda)=\left[\begin{array}{cc}
-(1+\lambda) & 0  \tag{2.4}\\
0 & H_{0}(\lambda)
\end{array}\right], \quad \sigma\left(H_{0}(\lambda) \subset B_{\rho}, \quad \rho<1\right.
$$

If we let $y=\operatorname{col}\left(y_{1}, y_{2}\right) \in \mathbb{R}^{1} \times \mathbb{R}^{n-1}, \mathcal{F}_{\lambda}=\operatorname{col}\left(\mathcal{F}_{1 \lambda}, \mathcal{F}_{2 \lambda}\right) \in \mathbb{R}^{1} \times \mathbb{R}^{n-1}$, then we can use (2.4) to write

$$
\begin{align*}
& \mathcal{F}_{1 \lambda}(y)=-(1+\lambda) y_{1}+k_{1}(\lambda) y_{1}^{2}+y_{1} k_{2}(\lambda) y_{2}+k_{3}(\lambda) y_{1}^{3}+O\left(\left\|y_{2}\right\|^{2}+y_{1}^{2}\left\|y_{2}\right\|+y_{1}^{4}\right)  \tag{2.5}\\
& \mathcal{F}_{2 \lambda}(y)=H_{0}(\lambda) y_{2}+y_{1}^{2} H_{1}(\lambda)+y_{1} H_{2}(\lambda)+y_{2} O\left(\left\|y_{2}\right\|^{2}+y_{1}^{2}\left\|y_{2}\right\|+\|y\|^{3}\right)
\end{align*}
$$

as $(y, \lambda) \rightarrow(0,0)$.
We assume that

$$
\begin{equation*}
R_{1} \equiv k_{2}(0)\left[I_{n-1}-H_{0}(0)\right]^{-1} H_{1}(0)+k_{1}^{2}(0)+k_{3}(0) \neq 0 \tag{H3}
\end{equation*}
$$

where, for any integer $k, I_{k}$ denotes the identity matrix in $\mathbb{R}^{k}$. In the following, we often omit this index if there is no reason for confusion.

Lemma 2.1. If ( H 1$)-(\mathrm{H} 3)$ are satisfied, then there is a generic period two doubling bifurcation of $\mathcal{F}_{\lambda}$ at $(y, \lambda)=(0,0)$. More precisely, if $R_{1} \lambda>0$, then there are period two points $d_{1 \lambda}, d_{2 \lambda}$ of $\mathcal{F}_{\lambda}$ such that $\mathcal{F}_{\lambda}\left(d_{1 \lambda}\right)=d_{2 \lambda}, \mathcal{F}_{\lambda}\left(d_{2 \lambda}\right)=d_{1 \lambda}$, which is stable for $R_{1}>0$ (supercritical bifurcation) and unstable for $R_{1}<0$ (subcritical bifurcation).

The proof is a standard application of the method of Lyapunov-Schmidt and is omitted.

To relate the period doubling of the map $\mathcal{F}$ to (2.1), we seek periodic solutons of (2.1) with a period $2+2\left(r_{0}+h\right) \epsilon$, where $r_{0}$ is a fixed parameter (to be determined later) which depends only upon the matrices $A, A_{2}(0), B_{1}(0), B_{2}(0)$ and $h$ will be determined as a function of $\epsilon$. If $(x(t), y(t))$ is such a solution of (2.1), we introduce the transformation (originally used in [4] for a scalar equation)

$$
\begin{array}{cc}
u_{1}(t)=x\left(-\epsilon\left(r_{0}+h\right) t\right), & u_{2}(t)=x\left(-\epsilon\left(r_{0}+h\right) t+1+\epsilon\left(r_{0}+h\right)\right)  \tag{2.6}\\
v_{1}(t)=y\left(-\epsilon\left(r_{0}+h\right) t\right), & v_{2}(t)=y\left(-\epsilon\left(r_{0}+h\right) t+1+\epsilon\left(r_{0}+h\right)\right)
\end{array} .
$$

Since $x(t)$ and $y(t)$ have period $2+2\left(r_{0}+h\right) \epsilon$, we see that

$$
\begin{align*}
& u_{2}(t-1)=x\left(-\epsilon\left(r_{0}+h\right) t-1\right)  \tag{2.7}\\
& v_{2}(t-1)=y\left(-\epsilon\left(r_{0}+h\right) t-1\right)
\end{align*}
$$

If we use (2.6) and (2.7) in (2.1), we deduce that

$$
\begin{align*}
& \dot{u}_{1}(t)=\left(r_{0}+h\right) A u_{1}(t)-\left(r_{0}+h\right) A f_{\lambda}\left(v_{1}(t)\right) \\
& \dot{u}_{2}(t)=\left(r_{0}+h\right) A u_{2}(t)-\left(r_{0}+h\right) A f_{\lambda}\left(v_{2}(t)\right) \\
& v_{1}(t)=g_{\lambda}\left(u_{2}(t-1), v_{2}(t-1)\right)  \tag{2.8}\\
& v_{2}(t)=g_{\lambda}\left(u_{1}(t-1), v_{1}(t-1)\right) .
\end{align*}
$$

This equation is now independent of $\epsilon$ and we can consider $h, \lambda$ as the bifurcation parameters, assuming, of course, that we know $r_{0}$.

It is convenient to write these equations in a more compact form by letting $u=\mathrm{col}$ $\left(u_{1}, u_{2}\right), v=\operatorname{col}\left(v_{1}, v_{2}\right)$,

$$
\begin{align*}
\hat{A} & =\left[\begin{array}{cc}
A & 0 \\
0 & A
\end{array}\right], \quad \hat{A}_{2}=\left[\begin{array}{cc}
A_{2}(0) & 0 \\
0 & A_{2}(0)
\end{array}\right],  \tag{2.9}\\
\hat{B}_{j} & =\left[\begin{array}{cc}
0 & B_{j}(0) \\
B_{j}(0) & 0
\end{array}\right], j=1,2 . \\
F_{h \lambda}(u, v) & =-\left[\begin{array}{l}
\left(r_{0}+h\right) f_{\lambda}\left(v_{1}\right)-r_{0} D_{y} f_{\lambda}(0) v_{1}-h A u_{1} \\
\left(r_{0}+h\right) f_{\lambda}\left(v_{2}\right)-r_{0} D_{y} f_{\lambda}(0) v_{2}-h A u_{2}
\end{array}\right] \\
G_{h \lambda}(u, v) & =\left[\begin{array}{l}
g_{\lambda}\left(u_{2}, v_{2}\right)-D_{x} g_{\lambda}(0,0) u_{2}-D_{y} g_{\lambda}(0,0) v_{2} \\
g_{\lambda}\left(u_{1}, v_{1}\right)-D_{x} g_{\lambda}(0,0) u_{1}-D_{y} g_{\lambda}(0,0) v_{1}
\end{array}\right] . \tag{2.10}
\end{align*}
$$

If we use (2.9) and (2.10), then (2.8) can be written as

$$
\begin{align*}
\dot{u}(t) & =r_{0} \hat{A} u(t)-r_{0} \hat{A} \hat{A}_{2} v(t)+F_{h \lambda}(u(t), v(t)) \\
v(t) & =\hat{B}_{1} u(t-1)+\hat{B}_{2} v(t-1)+G_{h \lambda}(u(t-1), v(t-1)) \tag{2.11}
\end{align*}
$$

The linear variational equation of (2.11) for $(h, \lambda)=(0,0)$ is given by

$$
\begin{align*}
& \dot{u}(t)=r_{0} \hat{A} u(t)-r_{0} \hat{A} \hat{A}_{2} v(t)  \tag{2.12}\\
& v(t)=\hat{B}_{1} u(t-1)+\hat{B}_{2} v(t-1)
\end{align*}
$$

The eigenvalues of (2.12) are the solutions of the characteristic equation

$$
\operatorname{det} \Delta\left(\mu, r_{0}\right)=0, \quad \Delta\left(\mu, r_{0}\right)=\left[\begin{array}{cc}
\mu-r_{0} \hat{A} & r_{0} \hat{A} \hat{A}_{2}  \tag{2.13}\\
-\hat{B}_{1} e^{-\mu} & I-\hat{B}_{2} e^{-\mu}
\end{array}\right]
$$

Because of (2.3), (2.4) and the symmetry in (2.12), zero always is an eigenvalue. We impose conditions on the coefficients to ensure that, for a suitable choice of $r_{0}, 0$ is an eigenvalue of multiplicity two and there are no other eigenvalues on the imaginary axis. To do this, we need some additional notation. Let

$$
-B_{1}(0) A^{-1} A_{2}(0) \equiv S=\left[\begin{array}{ll}
S_{11} & S_{12}  \tag{2.14}\\
S_{21} & S_{22}
\end{array}\right], \quad-B_{1}(0) A^{-2} A_{2}(0) \equiv W=\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right]
$$

where $S_{i j}, W_{i j}$ are matrices with $S_{11}$ and $W_{11}$ scalars and the other matrices of obvious dimension. We suppose that

$$
\begin{equation*}
R_{0} \equiv-S_{11}^{2}+2\left[W_{11}+S_{12}\left(I+H_{0}(0)\right)^{-1} S_{21}\right] \neq 0, \quad S_{11} \neq 0 \tag{H4}
\end{equation*}
$$

and that

$$
\operatorname{det}\left[\begin{array}{cc}
i \omega I_{2 m}-S_{11} \hat{A} & S_{11} \hat{A} \hat{A}_{2}  \tag{H5}\\
-\hat{B}_{1} e^{-i \omega} & I_{2 n}-\hat{B}_{2} e^{-i \omega}
\end{array}\right] \neq 0 \quad \text { for } \omega \in \mathbb{R} \backslash\{0\}
$$

We make the final hypothesis that

$$
\begin{equation*}
\sigma\left(B_{2}(0)\right) \subset B_{\rho}, \quad \rho<1 \tag{H6}
\end{equation*}
$$

Lemma 2.2. If (H4)-(H6) are satisfied and $r_{0}=S_{11}$, then $\mu=0$ is an eigenvalue of (2.12) of multiplicity two and there is a $\delta>0$ such that the remaining eigenvalues satisfy $|\operatorname{Re} \mu| \geq \delta>0$ and there are only a finite number of eigenvalues with positive real parts.

Theorem 2.3. Suppose that $\mathcal{F}_{\lambda}(x)$ satisfies (2.5) and (H1)-(H6). Then there are a neighborhood $V$ of zero in $\mathbb{R}^{m} \times \mathbb{R}^{n}$ and a neighborhood $U$ of $(0,0)$ in the $(\lambda, \epsilon)$ plane and a sectorial region $S$ in $U$ such that, if $(\lambda, \epsilon) \in U$, then there is a periodic solution of (2.1) in $V$ given by a periodic function $\left(\tilde{x}_{\lambda, \epsilon}, \tilde{y}_{\lambda, \epsilon}\right)$ with period $2 \tau(\lambda, \epsilon)=2+2 S_{11} \epsilon+O(|\epsilon|(|\lambda|+|\epsilon|))$ as $(\lambda, \epsilon) \rightarrow(0,0)$ if and only if $(\lambda, \epsilon) \in S$. Furthermore, this solution is unique.

Of course, the sector $S$ must belong to the set $\epsilon>0$ in the $(\lambda, \epsilon)$ plane. We actually will show that, if $R_{1}>0$ (the supercritical case of period doubling of the map) and $R_{0}>0$, then the sector $S \subset\{(\lambda, \epsilon): \epsilon>0, \lambda>0\}$ and, for $\lambda=\lambda_{0}>0$, fixed, the set $\left\{\epsilon:\left(\epsilon, \lambda_{0}\right) \in S\right\}$ is an interval $\lambda_{0} \times\left(0, \epsilon_{0}\left(\lambda_{0}\right)\right)$, where

$$
\epsilon_{0}\left(\lambda_{0}\right)=\frac{1}{\pi}\left(\frac{2 \pi \lambda_{0}}{R_{0}}\right)^{\frac{1}{2}}+O\left(\lambda_{0}\right)
$$

as $\lambda_{0} \rightarrow 0$. For any $\epsilon \in\left(0, \epsilon_{0}\left(\lambda_{0}\right)\right.$ ), the periodic solution $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right)$ approaches a square wave as $\epsilon \rightarrow 0$; that is, the periodic solution $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right)$ has the property that $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right) \rightarrow d_{1 \lambda}$ (respectively, $\left.d_{2 \lambda}\right)$ as $\epsilon \rightarrow 0$ uniformly on compact sets of $(0,1)$ (respectively, (1, 2)).

If $R_{1}<0$ (the subcritical case of period doubling of the map) and $R_{0}>0$, the sector $S$ contains points $(\epsilon, \lambda)$ with $\lambda$ both negative and positive and the periodic orbits have a different structure as $\epsilon \rightarrow 0$. More precisely, for $\lambda=\lambda_{0}>0$, fixed, the set $\left\{\epsilon:\left(\epsilon, \lambda_{0}\right) \in S\right\}$ is an interval $\lambda_{0} \times\left(\epsilon_{0}\left(\lambda_{0}\right), \beta_{0}\left(\lambda_{0}\right)\right)$. For $\lambda=\lambda_{0}<0$, fixed, the set $\left\{\epsilon:\left(\epsilon, \lambda_{0}\right) \in S\right\}$ is an interval $\lambda_{0} \times\left(0, \alpha_{0}\left(\lambda_{0}\right)\right)$. For any $\epsilon \in\left(0, \alpha_{0}\left(\lambda_{0}\right)\right)$, the unique periodic solution $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right)$ becomes pulse like as $\epsilon \rightarrow 0$ in the following sense: the periodic solution $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right)$ has the property that $\left(\tilde{x}_{\lambda_{0}, \epsilon}(t), \tilde{y}_{\lambda_{0}, \epsilon}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$ uniformly on compact sets of $(0,1) \cup(1,2)$. In the pulse like solution, the pulses in the solution occur near the integers and are opposite in direction. However, the magnitude of the pulse near the integers exceeds the magnitude of the corresponding period two point of the map.

The part of the boundary of the sector $S$ described by the curve $\Gamma=\{(\lambda, \epsilon(\lambda)\}$ corresponds to a Hopf bifurcation curve. In the supercritical case, the Hopf bifurcation at $\left(\lambda_{0}, \epsilon\left(\lambda_{0}\right)\right)$ is in the direction of $\epsilon<\epsilon\left(\lambda_{0}\right)$ and the periodic orbit has a unique continuation to the interval $\left\{\left(\lambda_{0}, \epsilon\right): 0<\epsilon<\epsilon\left(\lambda_{0}\right)\right.$. In the subcritical case, the Hopf bifurcation is in the direction of $\epsilon>\epsilon\left(\lambda_{0}\right)$ and the periodic orbit has a unique continuation in all of $S$ (see Figure 2.1).


Figure 2.1. Bifurcation Diagram in the $(\lambda, \epsilon)$-plane
Lemma 2.2 will be proved in Section 3 and Theorem 2.3 in Section 4. As remarked earlier, Sections 5 and 6 will be devoted to relating the hypotheses in Theorem 2.3 to those that are required to obtain a generic Hopf bifurcation on the curve $\Gamma$.
3. Proof of Lemma 2.2. For any integer $N$, Let $C_{N}=C\left([-1,0] ; \mathbb{R}^{N}\right)$. Let $\hat{\Omega}_{0}=$ $\left\{\left(\varphi_{1}, \varphi_{2}\right) \in C_{2 m} \times C_{2 n}: \varphi_{2}(0)=\hat{B}_{1} \varphi_{1}(-1)+\hat{B}_{2} \varphi_{2}(-1)\right\}$. Equation (2.12) generates a $C^{0}$-semigroup $\hat{S}(t)$ on $\hat{\Omega}_{0}$. If $\hat{\mathcal{A}}$ is the infinitesimal generator of $\hat{S}(t)$, then

$$
\begin{aligned}
\mathcal{D}(\hat{\mathcal{A}}) & =\left\{\left(\varphi_{1}, \varphi_{2}\right) \in \hat{\Omega}_{0}:\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right) \in \hat{\Omega}_{0}, \dot{\varphi}_{1}(0)=S_{11} \hat{A} \varphi_{1}(0)-S_{11} \hat{A} \hat{A}_{2} \varphi_{2}(0)\right\} \\
\hat{\mathcal{A}}\left(\varphi_{1}, \varphi_{2}\right) & =\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right) .
\end{aligned}
$$

In this section, we are going to prove a stronger statement than Lemma 2.2.
Lemma 3.1. If $r_{e}(\sigma(\hat{S}(t)))$ is the radius of the essential spectrum of $\hat{S}(t)$, then there is an $\alpha>0$ such that $r_{e}(\sigma(\hat{S}(t)))<e^{-\alpha t}$ for all $t \geq 0$. Also, if $e^{\mu t}$ is an eigenvalue of $\hat{S}(t)$, then $\mu$ is an eigenvalue of $\hat{\mathcal{A}}$. Furthermore, there is a $\delta>0$ such that 0 is an eigenvalue of $\hat{\mathcal{A}}$ of multiplicity two and no elements of $\sigma(\hat{\mathcal{A}}) \backslash\{0\}$ belongs to the set $|\operatorname{Re} \mu| \geq \delta$.
Proof. It is known (see [11]) that $r_{e}(\sigma(\hat{S}(t))) \leq e^{-\alpha t}$, where $\alpha$ is such that the eigenvalues of $B_{2}(0)$ have modulus $\leq e^{-\alpha}$. From (H6), we obtain the first statement of the theorem. It also is known that the eigenvalues of $\hat{S}(t)$ are given by $e^{\mu t}$, where $\mu$ is an eigenvalue of $\hat{\mathcal{A}}$, which coincide with the solutions of (2.13). The multiplicity of an eigenvalue of $\hat{\mathcal{A}}$ is the same as the multiplicity of the eigenvalues of (2.13) (see [11]). Thus, there is a $\delta>0$ such that, if $\mu$ is an eigenvalue of $\hat{\mathcal{A}}$ with $\operatorname{Re} \mu \in(-\delta, \delta)$, then $\mu$ is purely imaginary and there are only a finite number of eigenvalues with $\operatorname{Re} \mu \geq \delta$. From (H5), the only possible purely
imaginary eigenvalue is $\mu=0$. Therefore, we need only show that $\mu=0$ is an eigenvalue of multiplicity two.

Using (2.3), (H2), and (2.4), it is easy to verify that a basis for $\mathcal{N}(\hat{\mathcal{A}})$ is given by

$$
\varphi^{1}=\left[\begin{array}{l}
d_{1}  \tag{3.1}\\
d_{2}
\end{array}\right], \quad d_{2}=\left[\begin{array}{c}
e \\
-e
\end{array}\right], \quad d_{1}=\hat{A}_{2} d_{2}=\left[\begin{array}{c}
A_{2} e \\
-A_{2} e
\end{array}\right], \quad e=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right] \in \mathbb{R}^{n}
$$

Also, a basis of $\mathcal{N}\left(\hat{\mathcal{A}}^{2}\right)$ is given by $\varphi^{1}, \varphi^{2}$, where $\varphi^{2}$ is defined by the following relations:

$$
\varphi^{2}(\theta)=\left[\begin{array}{c}
\theta d_{1}+d_{1}^{*}  \tag{3.2}\\
\theta d_{2}+d_{2}^{*}
\end{array}\right], \quad d_{2}^{*}=\frac{1}{S_{11}}\left[\begin{array}{c}
0 \\
\left(I+H_{0}(0)\right)^{-1} S_{21} \\
0 \\
-\left(I+H_{0}(0)\right)^{-1} S_{21}
\end{array}\right], \quad d_{1}^{*}=\hat{A}_{2} d_{2}^{*}+\frac{1}{S_{11}} d_{1}
$$

We now prove that $\mathcal{N}\left(\hat{\mathcal{A}}^{3}\right) \subset \mathcal{N}\left(\hat{\mathcal{A}}^{2}\right)$. If $\left(\varphi_{1}, \varphi_{2}\right) \in \mathcal{N}\left(\hat{\mathcal{A}}^{3}\right)$, then $\hat{\mathcal{A}}\left(\varphi_{1}, \varphi_{2}\right) \in \mathcal{N}\left(\hat{\mathcal{A}}^{2}\right)$ and there exist constants $\alpha, \beta$ such that $\hat{\mathcal{A}}\left(\varphi_{1}, \varphi_{2}\right)=\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right)=\alpha \varphi^{1}+\beta \varphi^{2}$. Using (3.1), (3.2) and integrating, we deduce that there are vectors $h_{1} \in \mathbb{R}^{2 m}, h_{2} \in \mathbb{R}^{2 n}$ such that

$$
\varphi_{i}(\theta)=h_{i}+\theta\left(\alpha d_{i}+\beta d_{i}^{*}\right)+\frac{1}{2} \beta \theta^{2} d_{i}, \quad i=1,2
$$

Since $\left(\varphi_{1}, \varphi_{2}\right) \in \mathcal{D}(\hat{\mathcal{A}})$, we must have

$$
\begin{align*}
& \alpha d_{1}+\beta d_{1}^{*}=\dot{\varphi}_{1}(0)=S_{11} \hat{A}\left[\varphi_{1}(0)-\hat{A}_{2} \varphi_{2}(0)\right]=S_{11} \hat{A}\left[h_{1}-\hat{A}_{2} h_{2}\right]  \tag{3.3}\\
& h_{2}=\varphi_{2}(0)=\hat{B}_{1} \varphi_{1}(-1)+\hat{B}_{2} \varphi_{2}(-1)=\Sigma_{i=1}^{2} \hat{B}_{i}\left[h_{i}-\beta d_{i}^{*}+\left(\frac{1}{2} \beta-\alpha\right) d_{i}\right] \tag{3.4}
\end{align*}
$$

From (3.3), we have

$$
\begin{equation*}
h_{1}=\hat{A}_{2} h_{2}+\frac{1}{S_{11}} \hat{A}^{-1}\left(\alpha d_{1}+\beta d_{1}^{*}\right) \tag{3.5}
\end{equation*}
$$

If we observe that $d_{2}=\sum_{i=1}^{2} \hat{B}_{i} d_{i}, d_{2}^{*}=\sum_{i=1}^{2} \hat{B}_{i}\left(d_{i}^{*}-d_{i}\right)$, and substitute (3.5) into (3.4), we have

$$
\begin{equation*}
h_{2}=\left(\hat{B}_{1} \hat{A}_{2}+\hat{B}_{2}\right) h_{2}+\frac{1}{S_{11}} \hat{B}_{1} \hat{A}^{-1}\left(\alpha d_{1}+\beta d_{1}^{*}\right)-\beta d_{2}^{*}-\left(\frac{1}{2} \beta+\alpha\right) d_{2} \tag{3.6}
\end{equation*}
$$

If we let $h_{2}=\operatorname{col}\left(h_{21}, h_{22}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$, use (3.6) and the definitions of $d_{i}, d_{i}^{*}, \hat{A}_{i}, \hat{B}_{i}, i=$ 1,2 , we deduce that $h_{21}=-h_{22}$ and

$$
\begin{aligned}
h_{21} & =\left[\begin{array}{cc}
1 & 0 \\
0 & -H_{0}(0)
\end{array}\right] h_{21}+\frac{\alpha}{S_{11}} S e \\
& +\frac{\beta}{S_{11}^{2}} S\left[\begin{array}{c}
0 \\
\left(I+H_{0}(0)\right)^{-1} S_{21}
\end{array}\right]+\frac{\beta}{S_{11}^{2}} W e-\left[\begin{array}{c}
\frac{1}{2} \beta+\alpha \\
\frac{\beta}{S_{11}}\left(I+H_{0}(0)\right)^{-1} S_{21}
\end{array}\right],
\end{aligned}
$$

or

$$
\left[\begin{array}{c}
0 \\
I+H_{0}(0)
\end{array}\right] h_{21}=\left[\begin{array}{c}
\left(\frac{1}{S_{11}^{2}}\left[S_{12}\left(I+H_{0}(0)\right)^{-1} S_{21}+W_{11}\right]-\frac{1}{2}\right) \beta \\
\frac{\alpha S_{21}}{S_{11}}+\frac{\beta}{S_{11}^{2}} S_{22}\left(I+H_{0}(0)\right)^{-1} S_{21}+\frac{\beta}{S_{11}^{2}} W_{21}-\frac{\beta}{S_{11}}\left(I+H_{0}(0)\right)^{-1} S_{21}
\end{array}\right]
$$

From (H4), this implies that $\beta=0$ and, thus, $\hat{\mathcal{A}}\left(\varphi^{1}, \varphi^{2}\right)=\alpha \varphi^{1}$. Since $\varphi^{1}$ is a constant function, this implies that $\hat{\mathcal{A}}^{2}\left(\varphi^{1}, \varphi^{2}\right)=0$ and $\left(\varphi^{1}, \varphi^{2}\right) \in \mathcal{N}\left(\hat{\mathcal{A}}^{2}\right)$. This completes the proof of Lemma 3.1.
4. Proof of Theorem 2.3. Since 0 is an eigenvalue of (2.12) of multiplicity two and the spectrum of the corresponding semigroup $\hat{S}(t)$ for $t>0$ intersects the unit circle only at the point 1 , there should be a center manifold of dimension two of (2.11) which contains all of the periodic orbits. We show that such a manifold exists and we compute explicitly the vector field on this manifold up through terms of order 3. The method of computation is through the variation of constants formula which was developed in [9]. We first outline the ideas behind the variation of constants formula and then give the results of the computations without supplying the details which are rather long.

The idea is simple and consists in embedding the equation (2.8) into a neutral functional differential equation for which a variation of constants formula is well known. From the corresponding linear equation, we can determine a special decomposition of the space $C_{2 m} \times C_{2 n}$ which yields the variation of constants for the flow defined by (2.8). We consider the linear equation

$$
\begin{equation*}
\frac{d}{d t} D\left(u_{t}, v_{t}\right)=L\left(u_{t}, v_{t}\right) \tag{4.1}
\end{equation*}
$$

where

$$
D\left(\varphi_{1}, \varphi_{2}\right)=\left[\begin{array}{c}
\varphi_{1}(0) \\
\varphi_{2}(0)-\sum_{i=1}^{2} \hat{B}_{i} \varphi_{i}(-1)
\end{array}\right], \quad L\left(\varphi_{1}, \varphi_{2}\right)=\left[\begin{array}{c}
S_{11}\left(\hat{A} \varphi_{1}(0)-\hat{A} \hat{A}_{2} \varphi_{2}(0)\right) \\
0
\end{array}\right]
$$

Equation (4.1) defines a $C^{0}$-semigroup $S(t)$ on $C_{2 m} \times C_{2 n}$, whose infinitesimal generator $\mathcal{A}_{S}$ is given by

$$
\begin{aligned}
& \mathcal{D}\left(\mathcal{A}_{S}\right)=\left\{\left(\varphi_{1}, \varphi_{2}\right) \in C_{2 m} \times C_{2 n}:\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right) \in C_{2 m} \times C_{2 n}, D\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right)=L\left(\varphi_{1}, \varphi_{2}\right)\right\} \\
& \mathcal{A}_{S}\left(\varphi_{1}, \varphi_{2}\right)=\left(\dot{\varphi}_{1}, \dot{\varphi}_{2}\right)
\end{aligned}
$$

We know that $\mu=0$ is an eigenvalue of $\mathcal{A}_{S}$ of multiplicity $2+2 n$. If $\varphi^{1}, \varphi^{2}$ are defined in (3.1), (3.2), then we can obtain a basis of $\mathcal{N}\left(\mathcal{A}_{S}^{2+2 n}\right)$ given by

$$
\tilde{\Phi}=\left[\begin{array}{ll}
\tilde{\Phi}_{11} & \tilde{\Phi}_{12} \\
\tilde{\Phi}_{21} & \tilde{\Phi}_{22}
\end{array}\right]
$$

where, for $\theta \in[-1,0]$,

$$
\left.\left.\begin{array}{ll}
\tilde{\Phi}_{11}(\theta)=\left[\begin{array}{lll}
d_{1} & \theta d_{1}+d_{1}^{*}
\end{array}\right], & \tilde{\Phi}_{12}(\theta)=\left[\frac{1}{S_{11}} \hat{A}^{-1} d_{1}^{*}+\theta d_{1}^{*}+\frac{\theta^{2}}{2} d_{1}\right.
\end{array} \hat{A}_{2} Q\right] ~\right] ~\left[\begin{array}{lll}
d_{2} & \theta d_{2}+d_{2}^{*}
\end{array}\right], \quad \tilde{\Phi}_{22}(\theta)=\left[\begin{array}{lll}
\theta d_{2}^{*}+\frac{\theta^{2}}{2} d_{2} & Q \tag{4.2}
\end{array}\right],
$$

and $Q$ is the $2 n \times(2 n-1)$ matrix given by

$$
Q=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{4.3}\\
\left(I+H_{0}(0)\right)^{-1}\left(I-H_{0}(0)\right)^{-1} & 0 & \left(I+H_{0}(0)\right)^{-1} H_{0}(0)\left(I-H_{0}(0)\right)^{-1} \\
0 & 1 & 0 \\
\left(I+H_{0}(0)\right)^{-1} H_{0}(0)\left(I-H_{0}(0)\right)^{-1} & 0 & \left(I+H_{0}(0)\right)^{-1}\left(I-H_{0}(0)\right)^{-1}
\end{array}\right]
$$

Furthermore, a basis for $\mathcal{N}\left(\left[\mathcal{A}_{S}^{*}\right]^{2+2 n}\right)$ is given by

$$
\tilde{\Psi}=\left[\begin{array}{cc}
\tilde{\Psi}_{11} & \tilde{\Psi}_{12} \\
0 & I_{2 n}
\end{array}\right]
$$

where, for $s \in[0,1]$,

$$
\tilde{\Psi}_{11}(s)=\left[\begin{array}{c}
c_{1}  \tag{4.4}\\
c_{1}^{*}+s c_{1}
\end{array}\right], \quad \tilde{\Psi}_{12}(s)=\left[\begin{array}{c}
s c_{2} \\
-s c_{2}^{*}+\frac{s^{2}}{2} c_{2}
\end{array}\right]
$$

and

$$
\begin{align*}
& c_{2}=\left[\begin{array}{ll}
e^{T} & -e^{T}
\end{array}\right], \quad c_{1}=\frac{1}{S_{11}} c_{2} \hat{B}_{1} \hat{A}^{-1} \\
& c_{2}^{*}=\frac{1}{S_{11}}\left[\begin{array}{llll}
0 & S_{12}\left(I+H_{0}(0)\right)^{-1} & 0 & -S_{12}\left(I+H_{0}(0)\right)^{-1}
\end{array}\right],  \tag{4.5}\\
& c_{1}^{*}=\frac{1}{S_{11}}\left(c_{2}-c_{2}^{*}\right) \hat{B}_{1} \hat{A}^{-1}-\frac{c_{2}}{S_{11}^{2}} \hat{B}_{1} \hat{A}^{-2} .
\end{align*}
$$

If we define the bilinear form $(\cdot, \cdot)$ for the neutral equation (4.1) 12 as

$$
\begin{aligned}
(\psi, \varphi)= & \psi_{1}(0) \varphi_{1}(0)+\psi_{2}(0)\left[\varphi_{2}(0)-\Sigma_{i=1}^{2} \hat{B}_{i} \varphi_{i}(-1)\right] \\
& -\int_{-1}^{0} \dot{\psi}_{2}(\xi+1) \Sigma_{i=1}^{2} \hat{B}_{i} \varphi_{i}(\xi) d \xi
\end{aligned}
$$

where $\psi=\left(\psi_{1}, \psi_{2}\right) \in C_{2 m}^{*} \times C_{2 n}^{*}, \varphi=\left(\varphi_{1}, \varphi_{2}\right) \in C_{2 m} \times C_{2 n}, C_{k}^{*}=C\left([0,1] ; \mathbb{R}^{k *}\right)$, then, with a few computations, we deduce that

$$
(\tilde{\Psi}, \tilde{\Phi})=\left[\begin{array}{cc}
P_{11} & P_{12}  \tag{4.6}\\
0 & P_{22}
\end{array}\right]
$$

where

$$
P_{11}=\left[\begin{array}{cc}
0 & \frac{R_{0}}{S_{11}^{2}}  \tag{4.7}\\
-\frac{R_{0}}{S_{11}^{2}} & c_{1}^{*} d_{1}^{*}+c_{2}^{*} d_{2}^{*}-\frac{2}{3}
\end{array}\right],
$$

$$
P_{12}=\left[\begin{array}{cccc}
p_{11} & \frac{1}{S_{11}} S_{12}(I+H(0))^{-1} & 0 & -\frac{1}{S_{11}} S_{12}(I+H(0))^{-1}  \tag{4.8}\\
p_{21} & \bar{R}_{0} & \frac{R_{0}}{2 S_{11}^{2}} & -\bar{R}_{0}
\end{array}\right],
$$

$$
P_{22}=\left[\begin{array}{cccc}
-\frac{R_{0}}{2 S_{2}^{2}} & 0 & 1 & 0  \tag{4.9}\\
R_{1}^{* 1} & I_{n-1} & 0 & 0 \\
\frac{R_{0}}{2 S_{2}^{2}} & 0 & 1 & 0 \\
-R_{1}^{*} & 0 & 0 & I_{n-1}
\end{array}\right],
$$

and

$$
\begin{align*}
p_{11} & =\frac{1}{S_{11}} c_{1} \hat{A}^{-1} \hat{A}_{2} d_{2}^{*}+\frac{1}{S_{11}^{2}} c_{1} \hat{A}^{-2} \hat{A}_{2} d_{2}-\frac{1}{S_{11}} c_{2} \hat{B}_{1} \hat{A}^{-1} d_{1}^{*}+\frac{2}{3}, \\
p_{21} & =\frac{1}{S_{11}}\left[c_{1}^{*} \hat{A}^{-1} d_{1}^{*}+c_{2}^{*} \hat{B}_{1} \hat{A}^{-1} d_{1}^{*}+c_{2}^{*} d_{2}^{*}+\frac{1}{4}\right], \\
\bar{R}_{0} & =\frac{1}{S_{11}^{2}}\left[S_{11} S_{12}-\left(S_{12}(I+H(0))^{-1} S_{22}+W_{21}\right)\right](I+H(0))^{-1},  \tag{4.10}\\
R_{1}^{*} & =\frac{1}{S_{11}^{2}}\left[(I+H(0))^{-1} S_{21}-W_{21}-S_{22}(I+H(0))^{-1} S_{21}\right] .
\end{align*}
$$

Since $R_{0} \neq 0$, the matrices $P_{11}, P_{22}$ are nonsingular. As a consequence, $(\tilde{\Psi}, \tilde{\Phi})$ is nonsingular. If we change the bases by the transformation

$$
\Psi=\left[\begin{array}{cc}
P_{11}^{-1} & -P_{11}^{-1} P_{12} P_{22}^{-1}  \tag{4.11}\\
0 & I_{2 n}
\end{array}\right] \tilde{\Psi}=\left[\begin{array}{cc}
P_{11}^{-1} \tilde{\Psi}_{11} & P_{11}^{-1} \tilde{\Psi}_{12}-P_{11}^{-1} P_{12} P_{22}^{-1} \\
0 & I_{2 n}
\end{array}\right]
$$

$$
\Phi=\tilde{\Phi}\left[\begin{array}{cc}
I_{2} & 0 \\
0 & P_{22}^{-1}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{\Phi}_{11} & \tilde{\Phi}_{12} P_{22}^{-1} \\
\tilde{\Phi}_{21} & \tilde{\Phi}_{22} P_{22}^{-1}
\end{array}\right]
$$

then

$$
\begin{equation*}
(\Psi, \Phi)=I_{2+2 n} \tag{4.13}
\end{equation*}
$$

The explicit expressions for $P_{11}^{-1}$ and $P_{22}^{-1}$ are given by

$$
\begin{gathered}
P_{11}^{-1}=\left[\begin{array}{cc}
p^{*} & -\frac{S_{11}^{2}}{R_{0}} \\
\frac{S_{11}^{2}}{R_{0}} & 0
\end{array}\right], \quad p^{*}=\frac{S_{11}^{4}}{R_{0}^{2}}\left(c_{1}^{*} d_{1}^{*}+c_{2}^{*} d_{2}^{*}-\frac{2}{3}\right) \\
P_{22}^{-1}=\left[\begin{array}{cccc}
-\frac{S_{11}^{2}}{R_{0}} & 0 & \frac{S_{11}^{2}}{R_{0}} & 0 \\
\frac{S_{11}^{2} R_{1}^{*}}{R_{0}} & I_{n} & -\frac{S_{11}^{2} R_{1}^{*}}{R_{0}} & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
-\frac{S_{11}^{2} R_{1}^{*}}{R_{0}} & 0 & \frac{S_{11}^{2} R_{1}^{*}}{R_{0}} & I_{n}
\end{array}\right]
\end{gathered}
$$

A few elementary calculations also yield

$$
\begin{equation*}
\mathcal{A}_{S} \Phi=\Phi B \tag{4.14}
\end{equation*}
$$

where

$$
\begin{gather*}
B=\left[\begin{array}{cc}
B_{11} & B_{12} \\
0 & 0
\end{array}\right], \\
B_{11}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad B_{12}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-\frac{S_{11}^{2}}{R_{0}} & 0 & \frac{S_{11}^{2}}{R_{0}} & 0
\end{array}\right] . \tag{4.15}
\end{gather*}
$$

We now decompose the solution space $\hat{\Omega}_{0}$ of (2.12) using the above bases $\Psi$ and $\Phi$. Let $Q^{+}$denote the union of the generalized eigenspaces of the eigenvalues of $\hat{\mathcal{A}}$ with real parts $>0$, let $Q^{+*}$ denote the union of the generalized eigenspaces of the eigenvalues of $\hat{\mathcal{A}}^{*}$ with real parts $>0$ and define

$$
Q^{-}=\left\{\varphi=\left(\varphi_{1}, \varphi_{2}\right) \in C_{2 m} \times C_{2 n}:(\Psi, \varphi)=0,(\psi, \varphi)=0 \text { for all } \psi \in Q^{+*}\right\}
$$

It is shown in [9] that

$$
\hat{\Omega}_{0}=Q^{-} \oplus\left[\Phi_{1}\right] \oplus Q^{+}
$$

where [•] denotes span and

$$
\Phi_{1}=\left[\begin{array}{l}
\tilde{\Phi}_{11}  \tag{4.16}\\
\tilde{\Phi}_{21}
\end{array}\right]
$$

and $\tilde{\Phi}_{11}, \tilde{\Phi}_{21}$ are defined in (4.2). Relations (4.14), (4.15) imply that

$$
\begin{equation*}
\tilde{\Phi}_{1}(\sigma)=\Phi_{1}(0) e^{B_{11} \sigma}, \sigma \in \mathbb{R} \tag{4.17}
\end{equation*}
$$

We introduce the notation

$$
\bar{F}_{h \lambda}(\varphi)=\left[\begin{array}{c}
0 \\
F_{h \lambda}\left(\varphi_{1}(0), \varphi_{2}(0)\right)
\end{array}\right], \quad \bar{G}_{h \lambda}(\varphi)=\left[\begin{array}{c}
0 \\
G_{h \lambda}\left(\varphi_{1}(-1), \varphi_{2}(-1)\right)
\end{array}\right],
$$

$X_{0}(\theta)=0$ for $\theta \in[-1,0), X_{0}(0)=I_{2 m+2 n}$ and

$$
\begin{equation*}
\Theta(\varphi)=\varphi+X_{0} \bar{G}_{h \lambda}(\varphi) \tag{4.18}
\end{equation*}
$$

where $\varphi=\operatorname{col}\left(\varphi_{1}, \varphi_{2}\right) \in C_{2 m} \times C_{2 n}$. Using the variation of constants formula in [9] and the standard methods in the theory of center manifolds, it is possible to show that a center manifold of (2.1) in a neighborhood of 0 and $h, \lambda$ sufficiently small, has the form

$$
\varphi=\Phi_{1} U+W_{h \lambda}(U)+X_{0} \bar{G}_{h \lambda}\left(\Phi_{1} U\right), \quad W_{h \lambda}(U) \in Q=Q^{-} \oplus Q^{+}, U \in \mathbb{R}^{2}
$$

Furthermore, if we make the transformation of variables

$$
\left[\begin{array}{l}
u_{t} \\
v_{t}
\end{array}\right]=\Phi_{1} U(t)+W_{h \lambda}(U(t))+X_{0} \bar{G}_{h \lambda}\left(\Phi_{1} U(t)\right)
$$

in (2.11), then the flow on the center manifold is given by

$$
\begin{align*}
\frac{d U(t)}{d t}= & \left.B_{11} U(t)\right) \Psi_{11}(0) \bar{F}_{h \lambda}\left(\Theta\left(\Phi_{1} U(t)+W_{h \lambda}(U(t))\right)\right)  \tag{4.19}\\
& +\left[B_{11} \Psi_{12}(0)+B_{12}\right] \bar{G}_{h \lambda}\left(\Phi_{1} U(t)+W_{h \lambda}(U(t))\right.
\end{align*}
$$

Furthermore, the function $W_{h \lambda}(U)$ satisfies the integral equation

$$
\begin{align*}
W_{h \lambda}(U(t))= & -\int_{-\infty}^{t} d_{\sigma} \hat{S}(t-\sigma) X_{0}^{Q^{-}} \bar{G}_{h \lambda}\left(\Phi_{1} U(\sigma)+W_{h \lambda}(U(\sigma))\right) \\
& +\int_{-\infty}^{t} \hat{S}(t-\sigma) X_{0}^{Q^{-}} \bar{F}_{h \lambda}\left(\Theta\left(\Phi_{1} U(\sigma)+W_{h \lambda}(U(\sigma))\right)\right) d \sigma  \tag{4.20}\\
& +\int_{t}^{\infty} d_{\sigma} \hat{S}(t-\sigma) X_{0}^{Q^{+}} \bar{G}_{h \lambda}\left(\Phi_{1} U(\sigma)+W_{h \lambda}(U(\sigma))\right) \\
& \left.-\int_{t}^{\infty} \hat{S}(t-\sigma) X_{0}^{Q^{+}} \bar{F}_{h \lambda}\left(\Phi_{1} U(\sigma)+W_{h \lambda}(U(\sigma))\right)\right) d \sigma
\end{align*}
$$

We now want to obtain an approximation of the vector field on the center manifold. It turns out that the only terms in $W_{h \lambda}(U)$ that are important are the cubic terms in $U$ of the Taylor series of the function $W_{00}(U)$. The necessary terms in $h, \lambda$ are obtained directly from the vector field in (2.1).

It is clear that

$$
W_{h \lambda}(U)=O\left((|h|+|\lambda|)|U|+|U|^{2}\right)
$$

as $(|h|,|\lambda|,|U|) \rightarrow(0,0,0)$. By using the same argument as in [], we deduce that

$$
\begin{align*}
W_{00}(U)= & -\int_{-\infty}^{0} d_{\sigma} \hat{S}(-\sigma) X_{0}^{Q^{-}}\left[\frac{1}{2} D_{\varphi}^{2} \bar{G}_{00}(0)\left(\Phi_{1}(\sigma) U\right)^{2}\right] \\
& +\int_{-\infty}^{0} \hat{S}(-\sigma) X_{0}^{Q^{-}}\left[\frac{1}{2} D_{\varphi}^{2} \bar{F}_{00}(0)\left(\Phi_{1}(\sigma) U\right)^{2}\right] d \sigma \\
& +\int_{0}^{\infty} d_{\sigma} \hat{S}(-\sigma) X_{0}^{Q^{+}}\left[\frac{1}{2} D_{\varphi}^{2} \bar{G}_{00}(0)\left(\Phi_{1}(\sigma) U\right)^{2}\right]  \tag{4.21}\\
& -\int_{0}^{\infty} \hat{S}(-\sigma) X_{0}^{Q^{+}}\left[\frac{1}{2} D_{\varphi}^{2} \bar{F}_{00}(0)\left(\Phi_{1}(\sigma) U\right)^{2}\right] d \sigma \\
& +O\left(|U|^{3}\right)
\end{align*}
$$

as $|U| \rightarrow 0$.

As in [7], we can show that, for any $\zeta \in \mathbb{R}^{2 n+2 m}$ and any integer $k \geq 0$,

$$
\begin{align*}
\int_{0}^{\infty} \hat{S}(\sigma) \sigma^{k} X_{0}^{Q^{-}} \zeta d \sigma & -\int_{-\infty}^{0} \hat{S}(\sigma) \sigma^{k} X_{0}^{Q^{+}} \zeta d \sigma  \tag{4.22}\\
& =k!(-1)^{k+1}\left(\mathcal{A}_{\hat{S}} \mid Q\right)^{-(k+1)} X_{0}^{Q} \zeta
\end{align*}
$$

If $d_{1}, d_{2}$ are defined as in (3.2) and we let

$$
\xi=\operatorname{col}\left(d_{1}, d_{2}\right), \quad U=\operatorname{col}\left(U_{1}, U_{2}\right)
$$

use (4.16), apply (4.22) for $k=0$, and perform several computations, we conclude that

$$
\begin{equation*}
W_{00}(U)=\operatorname{col}\left(W_{1}^{0}(U), W_{2}^{0}(U)\right)+O\left(\left|U_{2}\right||U|+|U|^{3}\right) \tag{4.23}
\end{equation*}
$$

as $|U| \rightarrow 0$, where

$$
\begin{align*}
W_{1}^{0}(U) & =\frac{1}{2} U_{1}^{2}\left[\begin{array}{l}
A_{2} \gamma+b \\
A_{2} \gamma+b
\end{array}\right], \quad W_{2}^{0}(U)=\frac{1}{2} U_{1}^{2}\left[\begin{array}{l}
-X_{0} a+\gamma \\
-X_{0} a+\gamma
\end{array}\right] \\
a & =D_{(x, y)}^{2} g_{0}(0)\left(A_{2} e, e\right), \quad b=D_{y}^{2} f_{0}(0)(e, e)  \tag{4.24}\\
\gamma & =M\left[a+B_{1} b\right], \quad M=\left[\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & \left(I+H_{0}(0)\right)^{-1}
\end{array}\right] .
\end{align*}
$$

With the above estimate on $W_{00}(U)$, we can estimate the vector field in (4.19) for $(h, \lambda)=(0,0)$. Using the definitions of $\Phi_{1}$ in (4.16) and $\Theta$ in (4.18), we can verify that

$$
\left.\begin{array}{c}
\Psi_{11}(0) \bar{F}_{00}\left(\Theta\left(\Phi_{1} U+W_{00}(U)\right)\right) \\
=\left[\begin{array}{c}
O\left(|U|^{3}\right) \\
\frac{2 S_{11}^{2}}{R_{0}} e^{T} B_{1}\left[f^{*}\left(e, \frac{1}{2} \gamma\right)+\frac{1}{3!} D_{y}^{3} f_{0}(0)(e)^{3}\right] U_{1}^{3}
\end{array}\right] \\
\left(B_{11} \Psi_{12}(0)+B_{12}\right) \bar{G}_{00}\left(\Phi_{10} U+W_{00}(U)\right) \\
=\left[\begin{array}{c}
2 S_{11}^{2} \\
R_{0}
\end{array} e^{T}\left[g^{*}\left(\left(A_{2} e, e\right), \frac{1}{2}\left(A_{2} \gamma+b, \gamma\right)\right)+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} e, e\right)^{3}\right] U_{1}^{3}\right] \tag{4.26}
\end{array}\right],
$$

where the second component in each of the formulas (4.25), (4.26) are $O\left(\left|U_{2}\right||U|^{2}+|U|^{4}\right)$ as $|U| \rightarrow 0$, and where $f^{*}, g^{*}$ are the quadratic forms defined by

$$
\begin{align*}
f^{*}(y, \bar{y}) & =y^{T} D_{y}^{2} f_{0}(0) \bar{y} \\
g^{*}((\bar{x}, \bar{y}),(\tilde{x}, \tilde{y})) & =\left[\begin{array}{ll}
\bar{x}^{T} & \bar{y}^{T}
\end{array}\right] D_{(x, y)}^{2} g_{0}(0)\left[\begin{array}{c}
\tilde{x} \\
\tilde{y}
\end{array}\right] . \tag{4.27}
\end{align*}
$$

For $(h, \lambda)=(0,0)$, equations (4.25)-(4.27) give us the relevant terms in the Taylor series expansion of the vector field in (4.19). In the next result, we show that the coefficient of $U_{1}^{3}$ is related to the hypothesis (H3) imposed for the generic period doubling of the map associated with the system (2.1). In fact, except for a nonzero constant factor, the sum of the terms in $U_{1}^{3}$ in (4.25), (4.26) is equal to the constant $R_{1}$ in (H3).

Lemma 4.1. If $R_{1}$ is defined as in (H3), then

$$
\begin{align*}
R_{1}= & e^{T} B_{1}\left[f^{*}\left(e, \frac{1}{2} \gamma\right)+\frac{1}{3!} D_{y}^{3} f_{0}(0)(e)^{3}\right]  \tag{4.28}\\
& +e^{T}\left[g^{*}\left(\left(A_{2} e, e\right), \frac{1}{2}\left(A_{2} \gamma+b, \gamma\right)\right)+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} e, e\right)^{3}\right]
\end{align*}
$$

Proof. From the definition of $\mathcal{F}_{\lambda}(y)$ in (2.2), we deduce that

$$
\begin{align*}
& \mathcal{F}_{0}(y)=\left(B_{1} A_{2}+B_{2}\right) y+\frac{1}{2} B_{1} D_{y}^{2} f_{0}(0)(y)^{2}+\frac{1}{2} D_{(x, y)}^{2} g_{0}(0)\left(A_{2} y, y\right)^{2}  \tag{4.29}\\
& \quad+g^{*}\left(\left(A_{2} y, y\right),\left(\frac{1}{2} D_{y}^{2} f_{0}(0)(y)^{2}, 0\right)\right)+\frac{1}{3!} B_{1} D_{y}^{3} f_{0}(0)(y)^{3}+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} y, y\right)^{3} .
\end{align*}
$$

From (4.29), we deduce that

$$
\begin{align*}
k_{3}(0)= & e^{T}\left\{g^{*}\left(\left(A_{2} e, e\right),\left(\frac{1}{2} D_{y}^{2} f_{0}(0)(e)^{2}, 0\right)\right)\right. \\
& \left.+\frac{1}{3!} B_{1} D_{y}^{3} f_{0}(0)(e)^{3}+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} e, e\right)^{3}\right\},  \tag{4.30}\\
k_{2}(0) & =e^{T}\left[B_{1} f^{*}\left(e, I_{*}\right)+g^{*}\left(\left(A_{2} e, e\right),\left(A_{2} I_{*}, I_{*}\right)\right)\right], \tag{4.31}
\end{align*}
$$

where $I_{*}$ is the $m \times(m-1)$ matrix $\operatorname{col}\left(0, I_{m-1}\right)$,

$$
\begin{align*}
& k_{1}(0)=\frac{1}{2} e^{T}\left[B_{1} f^{*}(e, e)+g^{*}\left(\left(A_{2} e, e\right),\left(A_{2} e, e\right)\right)\right]  \tag{4.32}\\
& H_{1}(0)=\frac{1}{2} I_{*}^{T}\left[B_{1} f^{*}(e, e)+g^{*}\left(\left(A_{2} e, e\right),\left(A_{2} e, e\right)\right)\right] \tag{4.33}
\end{align*}
$$

From the definition of $M$ and $\gamma$ in (4.24), we see that

$$
\begin{aligned}
\gamma & =\frac{1}{2} e^{T}\left(a+B_{1} b\right) e+I_{*}\left(I-H_{0}(0)\right)^{-1} I_{*}^{T}\left(a+B_{1} b\right) \\
& =k_{1}(0) e+2 I_{*}\left(I-H_{0}(0)\right)^{-1} H_{1}(0)
\end{aligned}
$$

which together with (4.32) allows us to conclude that

$$
\begin{align*}
e^{T} B_{1} & {\left[f^{*}\left(e, \frac{1}{2} \gamma\right)+\frac{1}{3!} D_{y}^{3} f_{0}(0)(e)^{3}\right] } \\
= & \frac{1}{2} k_{1}(0) e^{T} B_{1} f^{*}(e, e)+e^{T} B_{1} f^{*}\left(e, I_{*}\right)(I-H(0))^{-1} H_{1}(0)  \tag{4.34}\\
& +\frac{1}{3!} e^{T} B_{1} D_{y}^{3} f_{0}(0)(e)^{3}
\end{align*}
$$

In a similar way, we verify that

$$
\begin{align*}
&\left.e^{T}\left[g^{*}\left(\left(A_{2} e, e\right), \frac{1}{2}\left(A_{2} \gamma+b, \gamma\right)\right)\right)+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} e, e\right)^{3}\right] \\
&= \frac{1}{2} k_{1}(0) e^{T} g^{*}\left(\left(A_{2} e, e\right),\left(A_{2} e, e\right)\right)  \tag{4.35}\\
&+\frac{1}{2} e^{T} g^{*}\left(\left(A_{2} e, e\right),\left(A_{2} I_{*}, I_{*}\right)\right)\left(I-H_{0}(0)\right)^{-1} H_{1}(0) \\
&+e^{T} g^{*}\left(\left(\left(A_{2} e, e\right),\left(\frac{1}{2} D_{y}^{2} f_{0}(0)(e)^{2}, 0\right)\right)+\frac{1}{3!} D_{(x, y)}^{3} g_{0}(0)\left(A_{2} e, e\right)^{3} .\right.
\end{align*}
$$

If we now use (4.30)-(4.35), we obtain the relation (4.28) and the lemma is proved.
As remarked above, the relevant terms in $h, \lambda$ in the Taylor series of the vector field in (4.16) are easier to obtain since they will not depend upon any specific knowledge of the function $W_{h \lambda}(U)$. After several rather straightforward but lengthy computations, we deduce that

$$
\begin{gather*}
\Psi_{11}(0)\left[\bar{F}_{h \lambda}\left(\Theta\left(\Phi_{1} U+W_{h \lambda}(U)\right)\right)-\bar{F}_{00}\left(\Theta\left(\Phi_{1} U+W_{00}(U)\right)\right)\right. \\
+\left[B_{11} \Psi_{12}(0)+B_{12}\left[\bar{G}_{h \lambda}\left(\Phi_{1} U+W_{h \lambda}(U)\right)-\bar{G}_{00}\left(\Phi_{1} U+W_{00}(U)\right)\right.\right.  \tag{4.36}\\
=A_{h \lambda} U+O\left((|\lambda|+|h|)|U|^{2}+(|\lambda|+|h|)^{2}|U|\right)
\end{gather*}
$$

as $(h, \lambda, U) \rightarrow(0,0,0)$, where

$$
A_{h \lambda}=\left[\begin{array}{cc}
\alpha \lambda & \beta_{1} \lambda+\beta_{2} h  \tag{4.37}\\
-\frac{2 S_{11}^{2}}{R_{0}} \lambda & \frac{2 S_{11}}{R_{0}} h+\ell^{*} \lambda
\end{array}\right]
$$

and $\alpha, \beta_{1}, \beta_{2}, \ell^{*}$ are constants.
From Lemma 4.1, formulas (4.25)-(4.27) and (4.36), (4.37), we conclude that the vector field in (4.19) is given by

$$
\begin{align*}
\dot{U}_{1}= & \alpha \lambda U_{1}+\left(1+\beta_{1} \lambda+\beta_{2} h\right) U_{2}+O\left((|\lambda|+|h|)|U|^{2}+(|\lambda|+|h|)^{2}|U|+|U|^{3}\right) \\
\dot{U}_{2}=- & \frac{2 S_{11}^{2}}{R_{0}} \lambda U_{1}+\left(\frac{2 S_{11}}{R_{0}} h+\ell^{*} \lambda\right) U_{2}+\frac{2 S_{11}^{2} R_{1}}{R_{0}} U_{1}^{3}+\ell_{1}^{*} U_{1}^{2} U_{2}+\ell_{2}^{*} U_{1} U_{2}^{2}+\ell_{3}^{*} U_{2}^{3}  \tag{4.38}\\
& +O\left((|\lambda|+|h|)|U|^{2}+(|\lambda|+|h|)^{2}|U|+|U|^{4}\right),
\end{align*}
$$

where $\ell^{*}, \ell_{1}^{*}, \ell_{2}^{*}, \ell_{3}^{*}$ are constants.
To analyze the periodic solutons of (4.38), it is convenient to write them in a different form. Since $R_{0} \neq 0, S_{11} \neq 0$, we can make a linear change of variables of the form $U \mapsto$ $Z=(I+P(h, \lambda)) U$ and change the time scale $t \mapsto(1+\delta(h, \lambda)) t$, where $P(0)=0, \delta(0)=0$ such that the new equation for $Z$ is given by

$$
\begin{align*}
\dot{Z}_{1}= & Z_{2}+O\left((|\lambda|+|h|)|Z|^{2}+(|\lambda|+|h|)^{2}|Z|+|Z|^{3}\right) \\
\dot{Z}_{2}= & -\frac{2 S_{11}^{2}}{R_{0}} \lambda Z_{1}+\left(\frac{2 S_{11}}{R_{0}} h+\ell^{*} \lambda\right) Z_{2}+\frac{2 S_{11}^{2} R_{1}}{R_{0}} Z_{1}^{3}+\ell_{1}^{*} Z_{1}^{2} Z_{2}+\ell_{2}^{*} Z_{1} Z_{2}^{2}+\ell_{3}^{*} Z_{2}^{3}  \tag{4.39}\\
& +O\left((|\lambda|+|h|)|Z|^{2}+(|\lambda|+|h|)^{2}|Z|+|Z|^{4}\right) .
\end{align*}
$$

This equation now has the same form as the one considered in [9]. The discussion there for the existence of periodic solutions corresponding to periodic solutons of (2.1) can be repeated verbatum to complete the proof of Theorem 2.3.
5. Hopf bifurcation curve. For the periodic orbit whose existence is given by Theorem 2.3, we want to impose additional conditions on the vector field in (2.1) which will ensure that this orbit occured through a Hopf bifurcation and that supercritical (subcritical) period doubling of the map corresponds to stability (instability) of the periodic orbit of (2.1). In this section, we specify conditions which will imply the existence of such a Hopf bifurcation curve and, in the next section, we consider the stability properties.

We consider the linear system

$$
\begin{align*}
& \epsilon \dot{x}(t)+A x(t)=A A_{2}(\lambda) y(t)  \tag{5.1}\\
& y(t)=B_{1}(\lambda) x(t-1)+B_{2}(\lambda) y(t-1)
\end{align*}
$$

for which the characteristic matrix is

$$
\Delta(\lambda, \epsilon, \mu)=\left[\begin{array}{cc}
\epsilon \mu I_{m}+A & -A A_{2}(\lambda)  \tag{5.2}\\
-B_{1}(\lambda) e^{-\mu} & I_{n}-B_{2}(\lambda) e^{-\mu}
\end{array}\right]
$$

It is convenient to introduce the following definition. We say that a curve $\Gamma$ in the $(\lambda, \epsilon)$-plane, $\epsilon>0$, is a Hopf Bifurcation Curve of (5.1) if there is an $\epsilon^{*}>0$ and a continuous function $\lambda=\lambda(\epsilon), 0<\epsilon \leq \epsilon^{*}, \lambda(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$ such that, if $\Gamma_{\epsilon^{*}}=\{(\lambda, \epsilon):$ $\left.\lambda=\lambda(\epsilon), \epsilon \in\left(0, \epsilon^{*}\right]\right\}$, then, for any $\left(\lambda_{0}, \epsilon_{0}\right) \in \Gamma_{\epsilon^{*}}$, there are two purely imaginary solutions $\pm i \beta_{0}$ of the characteristic equation $\operatorname{det} \Delta\left(\lambda_{0}, \epsilon_{0}, \mu\right)=0$ and the remaining solutions $\mu$ satisfy $\operatorname{Re} \mu \neq 0$. We say that a Hopf Bifurcation Curve is a Generic Hopf Bifurcation Curve with respect to $\epsilon$ if, for fixed $\lambda_{0}$, the two eigenvalues $\mu\left(\lambda_{0}, \epsilon\right), \bar{\mu}\left(\lambda_{0}, \epsilon\right), \mu\left(\lambda_{0}, \epsilon_{0}\right)=i \beta_{0}$, satisfy $\operatorname{Re} d \mu\left(\lambda_{0}, \epsilon_{0}\right) / d \epsilon<0$. This type of transversal crossing of the imaginary axis of the eigenvalue $\mu\left(\lambda_{0}, \epsilon\right)$ implies that there will be a Hopf bifurcation with respect to $\epsilon$ at $\epsilon_{0}$. We say that a Hopf Bifurcation Curve is the First Hopf Bifurcation Curve if, for each fixed $\epsilon_{0} \in\left(0, \epsilon^{*}\right]$, all eigenvalues $\mu$ of (5.1) with $\lambda=\lambda\left(\epsilon_{0}\right)$ and $\epsilon>\epsilon_{0}$ have $\operatorname{Re} \mu<0$. The Generic First Hopf Bifurcation Curve is the most interesting because there is a transfer of stability of the origin at $\epsilon=\epsilon_{0}$; that is, the origin is stable for $\epsilon>\epsilon_{0}$ and unstable for $\epsilon<\epsilon_{0}$. From the physical origins of the problem, this is natural because we expect that the origin is stable for large $\epsilon$ (by a change of time scale, this is small delay) and eventually becomes unstable for small $\epsilon$ (large delay). The First Hopf Bifurcation Curve represents the first change in the stability properties of the origin.

We want to determine the First Hopf Bifurcation Curve for (5.1) which is generic with respect to $\epsilon$.

We retain the condition (H2) which corresponds to $\lambda=0$ being a period doubling for the map. To have all of the relevant hypotheses close at hand, we repeat this hypothesis.

$$
B_{1}(\lambda) A_{2}(\lambda)+B_{2}(\lambda) \equiv C(\lambda)=\left[\begin{array}{cc}
-(1+\lambda) & 0  \tag{H2}\\
0 & H_{0}(\lambda)
\end{array}\right], \quad \sigma\left(H_{0}(0) \subset\{z:|z|<1\}\right.
$$

With the notation,

$$
-B_{1}(0) A^{-1} A_{2}(0) \equiv S=\left[\begin{array}{ll}
S_{11} & S_{12}  \tag{5.3}\\
S_{21} & S_{22}
\end{array}\right], \quad-B_{1}(0) A^{-2} A_{2}(0) \equiv W=\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right]
$$

we also retain the hypothesis

$$
\begin{equation*}
R_{0} \equiv-S_{11}^{2}+2\left[W_{11}+S_{12}\left(I+H_{0}(0)\right)^{-1} S_{21}\right] \neq 0, \quad S_{11} \neq 0 \tag{H4}
\end{equation*}
$$

Of course, we must keep the hypothesis

$$
\begin{equation*}
\sigma\left(B_{2}(0)\right) \subset B_{\rho}, \quad \rho<1 \tag{H6}
\end{equation*}
$$

The additional hypotheses that we need are

$$
\begin{equation*}
\min \{\operatorname{Re} z: z \in \sigma(A)\}>0 \tag{H7}
\end{equation*}
$$

$$
\operatorname{Det}\left[\begin{array}{cc}
i \theta I_{m}+A & -A A_{2}(0)  \tag{H8}\\
-B_{1}(0) e^{-i v} & I_{n}-B_{2}(0) e^{-i v}
\end{array}\right] \neq 0, \text { for } \theta>0,0 \leq v \leq 2 \pi,(\theta, v) \neq(0, \pi),
$$

$$
\operatorname{Det}\left[\begin{array}{cc}
\mu I_{m}+A & -A A_{2}(0)  \tag{H9}\\
-B_{1}(0) & I_{n}-B_{2}(0)
\end{array}\right] \neq 0, \text { for all } \mu \in \mathbb{C}, \operatorname{Re} \mu \geq 0
$$

The main result of this section is
Theorem 5.1. Under the assumptions (H2), (H4), (H6) and (H7), the hypotheses (H8) and (H9) are necessary and sufficient for the existence of the First Hopf Bifurcation Curve which is generic with respect to $\epsilon$.

The proof will be given in terms of several lemmas which bring out the role of each hypothesis.

Lemma 5.2. Under the hypotheses (H2), (H4), (H6) and (H7), there is an $\epsilon^{*}>0$ and a $C^{2}$-curve $\Gamma_{\epsilon^{*}}=\left\{\left((\lambda(\epsilon), \epsilon), \epsilon \in\left(0, \epsilon^{*}\right\}\right.\right.$ such that (i) $\lambda(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$, (ii) for any $\left(\lambda_{0}, \epsilon_{0}\right) \in \Gamma_{\epsilon^{*}}$, there is a unique pair of purely imaginary eigenvalues $\pm i v\left(\lambda_{0}, \epsilon_{o}\right)$ with $v \in(0,2 \pi)$. Furthermore, $\Gamma_{\epsilon^{*}}$ is the unique curve satisfying (i) and (ii).

Proof. If

$$
G(\alpha, \lambda)=B_{1}(\lambda)\left(\alpha I_{m}+A\right)^{-1} A_{2}(\lambda),
$$

then, under assumption (H7), we can verify that det $\Delta(\lambda, \epsilon, i v)=0$ if and only if det $\left[e^{i v} I_{n}-C(\lambda)+i \epsilon v G(i \epsilon v, \lambda)\right]=0$; that is, if and only if there is a nonzero vector $h \in \mathbb{C}^{\boldsymbol{n}}$ such that

$$
\begin{equation*}
\left[e^{i v} I_{n}-C(\lambda)+i \epsilon v G(i \epsilon v, \lambda)\right] h=0 \tag{5.4}
\end{equation*}
$$

If we set $\lambda=\epsilon=0$, then (5.4) implies that $\left[e^{i v} I_{n}-C(0)\right] h=0$, which, from (H2), implies that $v=\pi$ and $h=\gamma \operatorname{col}[1,0]$, where $\gamma$ is a constant. For $\lambda, \epsilon$ small, it follows that the first component of h in (5.4) is not zero and we can take $h=\operatorname{col}[1, \xi]$. With this observation, we can determine the solutions of (5.4) near $(\lambda, \epsilon, h)=(0,0, \operatorname{col}[1,0])$ by determining the zeros of the function

$$
\begin{align*}
& \mathcal{F}: \hat{I} \times I \times \mathbb{C}^{n-1} \rightarrow \mathbb{C}^{n} \\
& \mathcal{F}(v, \lambda, \epsilon, \xi)=\left[e^{i v} I_{n}-C(\lambda)+i \epsilon v G(i \epsilon v, \lambda)\right]\left[\begin{array}{l}
1 \\
\xi
\end{array}\right] \tag{5.5}
\end{align*}
$$

where $\hat{I} \subset \mathbb{R}$ is a neighborhood of $\pi$ and $I \subset \mathbb{R}$ is a neighborhood of 0 .
We have $\mathcal{F}(\pi, 0,0,0)=0$. If we define

$$
\left.T \equiv \frac{\partial \mathcal{F}(v, \lambda, \epsilon, \xi)}{\partial(v, \lambda, \xi)}\right|_{(\pi, 0,0,0)}: \mathbb{R} \times \mathbb{R} \times \mathbb{C}^{n-1} \rightarrow \mathbb{C}^{n} l
$$

then

$$
T(v, \lambda, \xi)=\left[\begin{array}{c}
-i v+\lambda \\
-\left(I+H_{0}(0)\right) \xi
\end{array}\right] .
$$

Since $I+H_{0}(0)$ is invertible, the map $T$ is invertible. Therefore, the Implicit Function Theorem implies that there are $C^{2}$-functions $v(\epsilon), \lambda(\epsilon), \xi(\epsilon)$ defined for $\epsilon \in\left(-\epsilon^{*}, \epsilon^{*}\right), \epsilon^{*}>0$, such that $v(0)=\pi, \lambda(0)=0 \xi(0)=0$, and

$$
\begin{equation*}
\mathcal{F}(v(\epsilon), \lambda(\epsilon), \epsilon, \xi(\epsilon))=0, \quad \epsilon \in\left(-\epsilon^{*}, \epsilon^{*}\right) \tag{5.6}
\end{equation*}
$$

Differentiating (5.6) with respect to $\epsilon$, we obtain

$$
\begin{align*}
& \dot{v}\left[i e^{i v} I_{n}+i \epsilon G(i \epsilon v, \lambda)-\epsilon^{2} v \frac{\partial}{\partial \alpha} G(i \epsilon v, \lambda)\right]\left[\begin{array}{l}
1 \\
\xi
\end{array}\right]+\dot{\lambda}\left[-\dot{C}(\lambda)+i \epsilon v \frac{\partial}{\partial \lambda} G(i \epsilon v, \lambda)\right]\left[\begin{array}{l}
1 \\
\xi
\end{array}\right]  \tag{5.7}\\
& +\left[e^{i v} I_{n}-C(\lambda)+i \epsilon v G(i \epsilon v, \lambda)\right]\left[\begin{array}{l}
0 \\
\dot{\xi}
\end{array}\right]+\left[i v G(i \epsilon v, \lambda)-\epsilon v^{2} \frac{\partial}{\partial \alpha} G(i \epsilon v, \lambda)\right]\left[\begin{array}{l}
1 \\
\xi
\end{array}\right]=0 .
\end{align*}
$$

If we set $\epsilon=0$ and use the fact that $-G(0,0)=S$, we obtain

$$
\left[\begin{array}{c}
-i \ddot{v}(0)+\dot{\lambda}(0) \\
-\left(I+H_{0}(0)\right) \dot{\xi}(0)
\end{array}\right]=-i v(0) G(0,0)\left[\begin{array}{c}
1 \\
\xi(0)
\end{array}\right]=i \pi\left[\begin{array}{c}
S_{11} \\
S_{21}
\end{array}\right]
$$

Hence,

$$
\begin{equation*}
\dot{v}(0)=-\pi S_{11}, \quad \dot{\lambda}(0)=0, \quad \dot{\xi}(0)=-i \pi\left(I+H_{0}(0)\right)^{-1} S_{21} . \tag{5.8}
\end{equation*}
$$

Differentiating (5.7) with respect to $\epsilon$, setting $\epsilon=0$ and using (5.8), we deduce that

$$
\begin{aligned}
{\left[\left(\dot{v}^{2}(0)\right.\right.} & \left.-i \ddot{v}(0)) I_{n}+2 i \dot{v}(0) G(0,0)-\dot{\lambda}(0) \dot{C}(0)-2 v^{2}(0) \frac{\partial}{\partial \alpha} G(0,0)\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& =2\left[i \dot{v}(0) I_{n}-i v(0) G(0,0)\right]\left[\begin{array}{l}
0 \\
\dot{\xi}
\end{array}\right]+\left[I_{n}+C(0)\right]\left[\begin{array}{l}
0 \\
\ddot{\xi}
\end{array}\right]
\end{aligned}
$$

From this relation and the fact that $\frac{\partial}{\partial \alpha} G(0,0)=W$, we have

$$
\dot{v}^{2}(0)+\ddot{\lambda}(0)-2 v^{2}(0) W_{11}=2 i\left[\dot{v}(0)-v(0) S_{12} \dot{\xi}(0)\right] .
$$

From this relation and (5.8), we have

$$
\ddot{\lambda}(0)=2 \pi^{2} W_{11}-\pi^{2} S_{11}^{2}+2 \pi^{2} S_{12}\left(I+H_{0}(0)\right)^{-1} S_{21}=\pi^{2} R_{0} \neq 0 .
$$

As a consequence, for small $\epsilon$, we have the Hopf bifurcation curve $\Gamma_{\epsilon^{*}}=\{(\lambda(\epsilon), \epsilon), \epsilon \in$ $\left.\left.\left(0, \epsilon^{*}\right)\right]\right\}$, where

$$
\begin{equation*}
\lambda(\epsilon)=\frac{1}{2} \pi^{2} R_{0} \epsilon^{2}+o\left(\epsilon^{2}\right) \tag{5.9}
\end{equation*}
$$

as $\epsilon \rightarrow 0$. This completes the proof of the lemma.
Remark 5.1. The expression (5.9) shows that the graph of the curve $\Gamma_{\epsilon^{*}}$ is over the positive (resp. negative) $\lambda$-axis if $R_{0}>0$ (resp. $R_{0}<0$ ).
Lemma 5.3. Suppose that the hypotheses (H2), (H4), (H6), (H7) and (H8) are satisfied and let $\Gamma_{\epsilon^{*}}=\left\{(\lambda(\epsilon), \epsilon), \epsilon \in\left(0, \epsilon^{*}\right]\right\}$ be given by Lemma 5.2. Then there is an $\epsilon_{*}>0$ such that $\Gamma_{\epsilon_{*}}$ is a Generic Hopf Bifurcation Curve.
Proof. We first show that there is an $\epsilon_{*}>0$ such that, for each $\epsilon_{0} \in\left(0, \epsilon_{*}\right]$, we have

$$
\begin{equation*}
\operatorname{det} \Delta\left(\lambda\left(\epsilon_{0}\right), \epsilon, i \beta\right) \neq 0, \text { for } \epsilon>\epsilon_{0}, \beta \geq 0 \tag{5.10}
\end{equation*}
$$

If this is not the case, then we can find sequences $\left\{\epsilon_{n}\right\},\left\{\hat{\epsilon}_{n}\right\},\left\{\beta_{n}\right\}$ in $(0, \infty)$ such that $\epsilon_{n}<\hat{\epsilon}_{n}, \epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, and

$$
0=\operatorname{det}\left(\lambda\left(\epsilon_{n}\right), \hat{\epsilon}_{n}, i \beta_{n}\right) \equiv\left[\begin{array}{cc}
i \hat{\epsilon}_{n} \beta_{n} I_{m}+A & -A A_{2}\left(\lambda\left(\epsilon_{n}\right)\right)  \tag{5.11}\\
-B_{1}\left(\lambda\left(\epsilon_{n}\right)\right) e^{-i \beta_{n}} & I_{n}-B_{2}\left(\lambda\left(\epsilon_{n}\right)\right) e^{-i \beta_{n}}
\end{array}\right]
$$

From (5.11), it follows that $\hat{\epsilon}_{n} \beta_{n}, n \geq 1$, is bounded. Since $\lambda\left(\epsilon_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and we are assuming (H8), we must have $\hat{\epsilon}_{n} \beta_{n} \rightarrow 0, e^{-i \beta_{n}} \rightarrow-1$ as $n \rightarrow \infty$. If we let $k_{n} \geq 0$ be an integer and $v_{n} \in(0,2 \pi]$ be such that $\beta_{n}=2 k_{n} \pi+v_{n}$, then we have $v_{n} \rightarrow \pi$ as $n \rightarrow \infty$. Also, if $\epsilon_{n}^{\prime}=\hat{\epsilon}_{n} \beta_{n} / v_{n}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \epsilon_{n}^{\prime}=0, \quad \epsilon_{n}^{\prime} \geq \hat{\epsilon}_{n}>\epsilon_{n} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det} \Delta\left(\lambda\left(\epsilon_{n}\right), \epsilon_{n}^{\prime}, i v_{n}\right)=\operatorname{det} \Delta\left(\lambda\left(\epsilon_{n}\right), \hat{\epsilon}_{n}, i \beta_{n}\right)=0 \tag{5.13}
\end{equation*}
$$

From (5.13) and Lemma 5.2, it follows that $\lambda\left(\epsilon_{n}\right)=\lambda\left(\epsilon_{n}^{\prime}\right)$ for sufficiently large $n$. From (5.9), the function $\lambda(\epsilon)$ is monotone for $\epsilon$ near 0 and, thus, we must have $\epsilon_{n}=\epsilon_{n}^{\prime}$, which contradicts (5.12). This completes the proof of relation (5.10).

We next show that, if $\mu=i v\left(\epsilon_{0}\right)$ is a zero of $\Delta\left(\lambda\left(\epsilon_{0}\right), \epsilon_{0}, \mu\right)$, then it is a simple zero. For fixed $\epsilon_{0} \in\left(0, \epsilon_{*}\right]$, let $\lambda_{0}=\lambda\left(\epsilon_{0}\right), \mu_{0}=i v\left(\epsilon_{0}\right)$ and $\xi_{0}=\xi\left(\epsilon_{0}\right)$, where $\lambda(\epsilon), v(\epsilon), \xi(\epsilon)$ are defined in (5.6). We define the function

$$
\begin{align*}
& \mathcal{K}: \mathbb{C} \times \mathbb{C}^{n-1} \times \mathbb{R} \rightarrow \mathbb{C}^{n} \\
& \mathcal{K}(\mu, \eta, \epsilon)=\left[e^{\mu} I_{n}-C\left(\lambda_{0}\right)+\epsilon \mu G\left(\epsilon \mu, \lambda_{0}\right)\right]\left[\begin{array}{l}
1 \\
\eta
\end{array}\right] . \tag{5.14}
\end{align*}
$$

We have $\mathcal{K}\left(\mu_{0}, \xi_{0}, \epsilon_{0}\right)=0$. Using (5.8) and (5.9), we deduce that

$$
\frac{\partial \mathcal{K}\left(\mu_{0}, \xi_{0}, \epsilon_{0}\right)}{\partial(\mu, \eta)}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -\left(I+H_{0}(0)\right)
\end{array}\right]+O\left(\epsilon_{0}\right)
$$

as $\epsilon_{0} \rightarrow 0$. Thus, if $\epsilon_{*}$ is sufficiently small, this matrix has nonzero determinant and the Implicit Function Theorem implies that there are $C^{2}$-functions $\mu(\epsilon), \eta(\epsilon)$ defined for $\epsilon$ in a neighborhood $U$ of 0 such that $\mu\left(\epsilon_{0}\right)=i v\left(\epsilon_{0}\right), \eta\left(\epsilon_{0}\right)=\xi_{0}$, and

$$
\begin{equation*}
\mathcal{K}(\mu(\epsilon), \eta(\epsilon))=0, \quad \epsilon \in U \tag{5.15}
\end{equation*}
$$

In particular, $\mu=i v_{0}$ is a simple zero of $\operatorname{det} \Delta\left(\lambda_{0}, \epsilon_{0}, \mu\right)$.
We next determine how $\mu(\epsilon)$ depends upon $\epsilon$. Differentiating (5.15) with respect to $\epsilon$, we obtain

$$
\begin{gather*}
\dot{\mu}\left(\epsilon_{0}\right)\left[e^{i v_{0}} I_{n}+\epsilon_{0} G\left(i \epsilon_{0} v_{0}, \lambda_{0}\right)\right]\left[\begin{array}{c}
1 \\
\xi_{0}
\end{array}\right]+\left[e^{i v_{0}} I_{n}-C\left(\lambda_{0}\right)+i \epsilon_{0} v_{0} G\left(i \epsilon_{0} v_{0}, \lambda_{0}\right)\right]\left[\begin{array}{c}
0 \\
\dot{\eta}\left(\epsilon_{0}\right)
\end{array}\right]  \tag{5.16}\\
=-\left[i v_{0} G\left(i \epsilon_{0} v_{0}, \lambda_{0}\right)-\epsilon_{0} v_{0}^{2} \frac{\partial}{\partial \alpha} G\left(i \epsilon_{0} v_{0}, \lambda_{0}\right)\right]\left[\begin{array}{c}
1 \\
\xi_{0}
\end{array}\right]+O\left(\epsilon_{0}^{2}\right) .
\end{gather*}
$$

If we use (5.8), the relations $G(0,0)=-S, \partial G(0,0) / \partial \alpha=W,(5.16)$ and Talyor's theorem around $\epsilon_{0}$, we conclude that

$$
\begin{align*}
\dot{\mu}\left(\epsilon_{0}\right)\left[-\left(1+\epsilon_{0} S_{11}\right)+i \epsilon_{0} \pi S_{11}\right]= & i \epsilon_{0} \pi S_{12} \dot{\eta}\left(\epsilon_{0}\right)+i \pi S_{11}+i \pi S_{12} \xi_{0}+2 \epsilon_{0} \pi^{2} W_{11} \\
& +O\left(\epsilon_{0}^{2}\right)  \tag{5.17}\\
-\left[I+H_{0}(0)\right] \dot{\eta}\left(\epsilon_{0}\right)= & i \pi S_{21}+O\left(\epsilon_{0}\right)
\end{align*}
$$

The second relation of (5.17) implies that

$$
\dot{\eta}\left(\epsilon_{0}\right)=-i \pi\left[I+H_{0}(0)\right]^{-1} S_{21}+O\left(\epsilon_{0}\right)
$$

If we substitute this expression and $\xi_{0}=-i \pi\left(1+H_{0}(0)\right)^{-1} S_{21}+O\left(\epsilon_{0}\right)$ into (5.17), we conclude that

$$
\begin{aligned}
\dot{\mu}\left(\epsilon_{0}\right)[-(1 & \left.\left.+\epsilon_{0} S_{11}\right)+i \epsilon_{0} \pi S_{11}\right] \\
& =i \pi S_{11}+2 \epsilon_{0} \pi^{2}\left[W_{11}+S_{12}\left(I+H_{0}(0)\right)^{-1} S_{21}\right]+O\left(\epsilon_{0}^{2}\right)
\end{aligned}
$$

Using this relation and the definition of $R_{0}$ in (H4), we have

$$
\begin{equation*}
\operatorname{Re} \dot{\mu}\left(\epsilon_{0}\right)=-\epsilon_{0} R_{o} \pi^{2}+O\left(\epsilon_{0}^{2}\right) \tag{5.18}
\end{equation*}
$$

as $\epsilon_{0} \rightarrow 0$. For $\epsilon_{*}$ sufficiently small, this shows that the Hopf Bifurcation Curve is Generic and the lemma is proved.

We now complete the proof of sufficiency in Theorem 5.1 using these two lemmas and hypothesis (H9). We only need to prove that, for each $\epsilon_{0} \in\left(0, \epsilon_{*}\right]$, and all $\epsilon>\epsilon_{0}$, there is no zero $\mu(\epsilon)$ of the characteristic matrix in (5.2) with $\operatorname{Re} \mu(\epsilon)>0$. If $\operatorname{det} \Delta\left(\lambda\left(\epsilon_{0}\right), \hat{\epsilon}, \mu\right)=0$ has a solution $\mu(\hat{\epsilon})$ with $\operatorname{Re} \mu(\hat{\epsilon})>0$ for some $\hat{\epsilon}>\epsilon_{0}$, then we can extend this function to a continuous function $\mu(\epsilon)$ for $\epsilon \in\left(\epsilon_{0}, \infty\right)$ and have $\operatorname{det} \Delta\left(\lambda\left(\epsilon_{0}\right), \epsilon, \mu(\epsilon)\right)=0$ for $\epsilon \in\left(\epsilon_{0}, \infty\right)$. From Lemma 5.3 and, in particular, the implication (5.10), we must have $\operatorname{Re} \mu(\epsilon)>0$ for all $\epsilon \in\left(\epsilon_{0}, \infty\right)$. If we let $z(\epsilon)=\epsilon \mu(\epsilon)$, then

$$
\operatorname{det}\left[\begin{array}{cc}
z(\epsilon) I_{m}+A & -A A_{2}\left(\lambda\left(\epsilon_{0}\right)\right)  \tag{5.19}\\
-B_{1}\left(\lambda\left(\epsilon_{0}\right)\right) e^{-\frac{z(\epsilon)}{\epsilon}} & I_{n}-B_{2}\left(\lambda\left(\epsilon_{0}\right)\right) e^{-\frac{z(\epsilon)}{\epsilon}}
\end{array}\right]=\operatorname{det} \Delta\left(\lambda\left(\epsilon_{0}\right), \epsilon, \mu(\epsilon)\right)=0 .
$$

Since $\operatorname{Re} \frac{z(\epsilon)}{\epsilon}>0$, relation (5.19) implies that $z(\epsilon)$ is bounded in $\left(\epsilon_{0}, \infty\right)$. Hence there is a subsequence $\epsilon_{j} \rightarrow \infty$ as $j \rightarrow \infty$ such that $z\left(\epsilon_{j}\right) \rightarrow z^{*}$. It is clear that $\operatorname{Re} z^{*} \geq 0$. By letting $j \rightarrow \infty$ in (5.19), we deduce that

$$
\operatorname{det}\left[\begin{array}{cc}
z^{*} I_{m}+A & -A A_{2}\left(\lambda\left(\epsilon_{0}\right)\right) \\
-B_{1}\left(\lambda\left(\epsilon_{0}\right)\right) & I_{n}-B_{2}\left(\lambda\left(\epsilon_{0}\right)\right)
\end{array}\right]=0 .
$$

This contradicts (H9) if $\epsilon_{*}$ is small enough. This completes the proof of the existence of the First Hopf Bifurcation Curve under the hypotheses of the theorem.

The proof of the necessity can be supplied by carefully considering the arguments that were used in the proof of sufficiency. We do not give the details.

Let us now consider some special cases. The equation (1.3) can be written as a system

$$
\begin{align*}
\epsilon \dot{x}(t)+x(t) & =f_{\lambda}(y(t))  \tag{5.20}\\
y(t) & =x(t-1) .
\end{align*}
$$

The hypotheses (H1)-(H3) for generic period doubling of the map $x \mapsto f_{\lambda}(x)$ are equivalent to saying that the function $f_{\lambda}(x)$ can be written as

$$
\begin{equation*}
f_{\lambda}(x)=-(1+\lambda) x+\alpha x^{2}+\beta x^{3} \tag{5.21}
\end{equation*}
$$

where $\alpha^{2}+\beta \neq 0$. The linear variational equation about $x=0$ for (5.21) is a special case of (5.1) with $A=1, A_{2}(\lambda)=-(1+\lambda), B_{1}(\lambda)=1, B_{2}(\lambda)=0$. It is now obvious that the hypotheses (H2), (H4), (H6), (H7) are satisfied. A simple computation shows that hypotheses (H8) is equivalent to $i(\theta-\sin v)+1+\cos v \neq 0$ for $\theta>0,0 \leq v \leq 2 \pi, v \neq \pi$. This is clearly satisfied. Also, (H9) is equivalent to $\mu+2 \neq 0$ for $\operatorname{Re} \mu \geq 0$, which is true. Therefore, there is a Generic First Bifurcation Curve with respect to $\epsilon$.

Let us next discuss equation (1.4) with $\epsilon_{j}=\epsilon \alpha_{j}, j=1,2, \ldots, m$, and the function $f_{\lambda}(x)$ satisfying (5.21). It is possible to write this equation in a matrix form (5.1) and verify directly the hypotheses for the existence of a Generic Hopf Bifurcation Curve are satisfied. Rather than do this, we will show this curve exists by analyzing the characteristic equation. The proof is not difficult and also is a simple illustration of the ideas used in the proof of Theorem 2.3. The characteristic equation for the linearization of (1.4) about $x=0$ is given by

$$
\begin{equation*}
E(\epsilon, \lambda, \mu) \equiv\left(\epsilon \alpha_{m} \mu+1\right) \cdots\left(\epsilon \alpha_{1} \mu+1\right)+(1+\lambda) e^{-\mu}=0 \tag{5.22}
\end{equation*}
$$

In this particular situation, the determinant in (H8) is given by

$$
E_{1}(\theta, v) \equiv E\left(\frac{\theta}{v}, 0, i v\right)=\prod_{j=1}^{m}\left(i \theta \alpha_{j}+1\right)+e^{-i v}
$$

If $\theta \geq 0,0 \leq v<2 \pi$, are such that $E_{1}(\theta, v)=0$, then we have $\left|\prod_{j=1}^{m}\left(i \theta \alpha_{j}+1\right)\right|=1$; that is, $\prod_{j=1}^{m}\left(\theta^{2} \alpha_{j}^{2}+1\right)=1$. Since $\alpha_{j}>0$, we must have $\theta=0$ and hence $1+e^{-i v}=0$; that is, $v=\pi$. Therefore, the condition (H8) is satisfied.

Next, the function in (H9) has the form

$$
C_{2}(\mu) \equiv \prod_{j=1}^{m}\left(\mu \alpha_{j}+1\right)+1
$$

If there is a $\mu=u+i v, u \geq 0$, such that $C_{2}(u+i v)=0$, then it follows that $1=$ $\prod_{j=1}^{m}\left(\left(u \alpha_{j}+1\right)^{2}+v^{2}\right)$. Therefore, we must have $u=v=0$, which leads to the assertion that $0=C_{2}(0)=1+1$, which is a contradiction. As a consequence, $C_{2}(\mu) \neq 0$ for all $\mu \in \mathbb{C}$ with $\operatorname{Re} \mu \geq 0$; that is, (H9) is satisfied.

We can now show that, for fixed $\epsilon_{0}>0$, there is a unique $\lambda^{*}\left(\epsilon_{0}\right)>0$ such that (5.22) has exactly two purely imaginary roots and the remaining ones have negative real parts for $(\lambda, \epsilon)=\left(\lambda\left(\epsilon_{0}\right), \epsilon_{0}\right)$. For $\epsilon>\epsilon_{0}$, the origin is asymptotically stable and, for $0<\epsilon<\epsilon_{0}$, the origin is unstable. In this way, we obtain the existence of a Generic First Hopf Bifurcation Curve.

In the general matrix case, the problem becomes more complicated. More specifically, we can have the map associated with the differential equation undergo generic period doubling and have the linearization about the origin in the differential equation not possess a Generic First Hopf Bifurcation Curve. For example, let us consider the system

$$
\begin{align*}
\epsilon \dot{x}_{1}(t)+a x_{1}(t) & =a f_{\lambda}\left(x_{1}(t-1)\right) \\
\epsilon \dot{x}_{2}(t)+B x_{2}(t) & \left.=B \nu x_{2}(t-1)\right), \tag{5.23}
\end{align*}
$$

where $f_{\lambda}$ is the same function as before, $x_{2} \in \mathbb{R}, B, \nu$ are constants, $B<0,|\nu|<1$. The map obtained for $\epsilon=0$ is given by $\left(x_{1}, x_{2}\right) \mapsto\left(f_{\lambda}\left(x_{1}\right), \nu x_{2}\right)$ and it undergoes a generic period doubling at $\left(x_{1}, x_{2}, \lambda\right)=(0,0,0)$. The hypotheses (H2), (H4) and (H6) are satisfied, but we have not satisfied hypothesis (H7).

If we want to relate the period doubling bifurcation to a Generic First Hopf Bifurcation Curve, then we must have the solutions of the linear variational equation for $\lambda=0$ approach zero as $t \rightarrow \infty$; that is, the eigenvalues must have negative real parts. This is equivalent to having the solutions of the equation

$$
\begin{equation*}
\Delta(\mu) \equiv \mu+B\left(1-\nu e^{-\mu}\right)=0 \tag{5.24}
\end{equation*}
$$

having negative real parts. Since $\Delta(0)=B(1-\mu)<0$ and $\Delta(\mu) \rightarrow \infty$ as $\mu \rightarrow \infty$, there is a positive zero for $\Delta(\mu)$.
6. The Hopf bifurcation. Let us suppose that the hypotheses of Theorem 2.3 and Theorem 5.1 are satisfied. Then, as shown in Section 5, there is a first Hopf Bifurcation Curve $\Gamma_{\epsilon^{*}}=\left\{\left((\lambda(\epsilon), \epsilon), \epsilon \in\left(0, \epsilon^{*}\right\}\right.\right.$. Furthermore, if $R_{0}>0$, then, for each fixed $\lambda$, the zero solution is stable if $\epsilon<\epsilon^{*}$ and unstable if $\epsilon>\epsilon^{*}$. At $\epsilon=\epsilon^{*}$, the linearization of (2.4) at the origin has a pair of purely imaginary simple eigenvalues. As a consequence, we expect that there is a generic Hopf bifurcation arising at $\epsilon$. This is true and, in fact, we have

Theorem 6.1. Suppose that the hypotheses of Theorem 2.3 and Theorem 5.1 are satisfied. If, in addition, $R_{0}>0$, then there exists an $\epsilon^{*}>0$ such that, for each fixed $\left(\lambda_{0}, \epsilon_{0}\right) \in \Gamma_{\epsilon^{*}}$, $\lambda_{0}=\lambda\left(\epsilon_{0}\right)$, where $\Gamma_{\epsilon^{*}}$ is the First Hopf Bifurcation Curve, system (2.1) has a generic Hopf bifurcation at $(\lambda, \epsilon, x, y)=\left(\lambda_{0}, \epsilon_{0}, 0,0\right)$ which is supercritical (resp. subcritical) if $R_{1}>0$ (resp. $R_{1}<0$ ).

We remark that this result implies that the generic period doubling point $\lambda=0$ for the mapping $\mathcal{F}_{\lambda}$ is supercritical (resp. subcritical) if and only if the generic Hopf bifurcation at ( $\lambda_{0}, \epsilon_{0}$ ) is supercritical (resp. subcritical).

To prove Theorem 6.1, we are going to use some results from [10] for more general hybrid systems in which they gave a specific formula for a constant $\alpha^{*}$ depending upon the second and third derivatives of the nonlinearities in (2.1) evaluated at zero which determines the direction of the Hopf bifurcation. More specifically, the bifurcation is supercritical (resp. subcritical) if $\alpha^{*}>0$ (resp. $\alpha^{*}<0$ ). We now describe this constant, attempting to motivate each step and refer the reader to [10] for details.

Let

$$
\begin{gathered}
\tilde{f}(y, \lambda)=f(y, \lambda)-A_{2}(\lambda) y \\
\tilde{g}(x, y, \lambda)=g(x, y, \lambda)-B_{1}(\lambda) x-B_{2}(\lambda) y
\end{gathered}
$$

The linearized system of (2.1) is

$$
\begin{align*}
\epsilon \dot{x}(t) & =-A x(t)+A_{2}(\lambda) y(t) \\
y(t) & =B_{1}(\lambda) x(t-1)+B_{2}(\lambda) y(t-1) \tag{6.1}
\end{align*}
$$

From our hypotheses on $f$ and $g$, there is an $\epsilon^{*}>0$ such that, for each $0<\epsilon_{0}<\epsilon^{*}$, there is a unique $\lambda_{\epsilon_{0}}>0$ such that the linear system (6.1) for $\epsilon=\epsilon_{0}, \lambda=\lambda_{\epsilon_{0}}$ has an imaginary eigenvalue $\mu_{0}=i \nu_{0}=i \pi+O\left(\epsilon_{0}\right)$ and it is simple. For fixed $\lambda_{\epsilon_{0}}$, the eigenvalue $\mu_{0}(\epsilon)$ of (6.1) with $\mu_{0}\left(\epsilon_{0}\right)=\mu_{0}$ satisfies the inequality $\dot{\mu}_{0}\left(\epsilon_{0}\right)<0$.

Along with (6.1), we consider the linear neutral equation

$$
\begin{align*}
\epsilon \dot{x}(t) & =-A x(t)+A A_{2}(\lambda) y(t) \\
\frac{d}{d t}[y(t) & \left.-B_{1}(\lambda) x(t-1)-B_{2}(\lambda) y(t-1)\right]=0 . \tag{6.2}
\end{align*}
$$

This equation plays an important role in the variation of constants formula for a perturbation of (6.1) and, thus, an important role in the explicit computation of approximation of periodic orbits. The nonzero eigenvalues of (6.1) and (6.2) as well as their multiplicies coincide.

The characteristic matrix for (6.2) is

$$
\Delta\left(\epsilon_{0}, \mu\right)=\left[\begin{array}{cc}
\mu I+\frac{1}{\epsilon_{0}} A & -\frac{1}{\epsilon_{0}} A A_{2}\left(\lambda_{\epsilon_{0}}\right) \\
-\mu B_{1}\left(\lambda_{\epsilon_{0}}\right) e^{-\mu} & \mu\left(I-B_{2}\left(\lambda_{\epsilon_{0}}\right) e^{-\mu}\right)
\end{array}\right] .
$$

It is not difficult to show that there is a vector $\eta_{\epsilon_{0}}$ which satisfies $\Delta\left(\epsilon_{0}, \mu_{0}\right) \eta_{\epsilon_{0}}=0$ and has the form

$$
\eta_{\epsilon_{0}}=\operatorname{col}\left[\eta_{\epsilon_{0}}^{1}, \eta_{\epsilon_{0}}^{2}\right], \quad \eta_{\epsilon_{0}}^{1}=A_{2}\left(\lambda_{\epsilon_{0}}\right) e_{1}+O\left(\epsilon_{o}\right), \quad \eta_{\epsilon_{0}}^{2}=e_{1}+O\left(\epsilon_{0}\right), \quad e_{1}=\operatorname{col}(1,0) \in \mathbb{R}^{n} .
$$

As a consequence,

$$
\Phi^{\epsilon_{0}}(\theta)=\left[\eta_{\epsilon_{0}} e^{\mu_{0} \theta}, \bar{\eta}_{\epsilon_{0}} e^{-\mu_{0} \theta}\right] E
$$

is a basis for the eigenfunction space for $\mu_{0}$ and $\bar{\mu}_{0}$ considered as an eigenvalue of either (6.1) or (6.2). If $\Phi^{1, \epsilon_{0}}$ is the first column of $\Phi^{\epsilon_{0}}$, we have

$$
\lim _{\epsilon_{0} \rightarrow 0} \Phi^{1, \epsilon_{0}}(\theta)=\lim _{\epsilon_{0} \rightarrow 0}\left[\begin{array}{c}
\Phi^{11, \epsilon_{0}}(\theta)  \tag{6.3}\\
\Phi^{21, \epsilon_{0}}(\theta)
\end{array}\right]=\frac{1}{2}\left(e^{i \pi \theta}+e^{-i \pi \theta}\right)\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right] .
$$

Now, if $\left[b_{0}^{1}, b_{0}^{2}\right] \in \mathbb{C}^{m+n^{*}}$ is such that $\left[b_{0}^{1}, b_{0}^{2}\right] \Delta\left(\epsilon_{0}, \mu_{0}\right)=0$, then we have

$$
\begin{gathered}
b_{0}^{1}=\epsilon_{0} \mu_{0} b_{0}^{2} B_{1}\left(\lambda_{\epsilon_{0}}\right) e^{-\mu_{0}}\left(\mu_{0} \epsilon_{0}+A\right)^{-1} \\
b_{0}^{2}\left[B_{0}^{1} e^{-\mu_{0}}\left(\mu_{0} \epsilon_{0}+A\right)^{-1} A A_{2}\left(\lambda_{\epsilon_{0}}\right)-\left(I-B_{2}\left(\lambda_{\epsilon_{0}}\right) e^{-\mu_{0}}\right)\right]=0 .
\end{gathered}
$$

So we can choose $b_{0}^{2}$ such that

$$
b_{0}^{2}=e_{1}^{*}+O\left(\epsilon_{0}\right), \quad e_{0}^{*}=[1,0] \in \mathbb{R}^{n *}
$$

If we let

$$
\gamma_{\epsilon_{0}}=\left[\gamma_{\epsilon_{0}}^{1}, \gamma_{\epsilon_{0}}^{2}\right], \quad \gamma_{\epsilon_{0}}^{i}=\frac{b_{0}^{i}}{b_{0}^{1} \eta_{\epsilon_{0}}^{1}+\mu_{0} b_{0}^{2} \eta_{\epsilon_{0}}^{2}}, \quad i=1,2
$$

then one is able to verify that

$$
\Psi^{\epsilon_{0}}(s)=E^{-1}\left[\begin{array}{c}
\gamma_{\epsilon_{0}} e^{-\mu_{0} s} \\
\bar{\gamma}_{\epsilon_{0}} e^{\mu_{0} s}
\end{array}\right]
$$

is a basis for the eigenfunction space corresponding to $\mu_{0}$ and $\bar{\mu}_{0}$ for the formal adjoint operator of (6.2) (not (6.1)). Moreover, we have

$$
\begin{align*}
\lim _{\epsilon_{0} \rightarrow 0} \Psi^{11, \epsilon_{0}}(s) \frac{A}{\epsilon_{0}} & =-\left(e^{i \pi s}+e^{-i \pi s}\right) e_{1}^{*} B_{1}(0)  \tag{6.4}\\
\lim _{\epsilon_{0} \rightarrow 0} \delta \Psi^{12, \epsilon_{0}}(s) & =-\left(e^{i \pi s}+e^{-i \pi s}\right) e_{1}^{*}
\end{align*}
$$

where $\Psi^{1, \epsilon_{0}}=\left[\Psi^{11, \epsilon_{0}}, \Psi^{12, \epsilon_{0}}\right]$ and $\Psi^{1, \epsilon_{0}}$ is the first row lof $\Psi^{e_{0}}$.
To obtain the direction of bifurcation, it is first necessary to determine the influence of the second order terms in (2.1) on the periodic orbit. These second order terms give rise to corrections in the solution of the form $\xi\left(\epsilon_{0}\right) e^{2 i \nu_{0} t}+\bar{\xi}\left(\epsilon_{0}\right) e^{-2 i \nu_{0} t}+\xi_{0}\left(\epsilon_{0}\right)$. It is shown in [10] that the quantity $\xi$ is given by

$$
\xi\left(\epsilon_{0}\right)=\frac{1}{8}\left[\begin{array}{cc}
2 \mu_{0}+\frac{A}{\epsilon_{0}} & -\frac{A A_{2}\left(\lambda\left(\epsilon_{0}\right)\right)}{\epsilon_{0}} \\
-B_{1}\left(\lambda\left(\epsilon_{0}\right)\right) e^{-2 \mu_{0}} & I-B_{2}\left(\lambda\left(\epsilon_{0}\right)\right) e^{-2 \mu_{0}}
\end{array}\right]^{-1}\left[\begin{array}{c}
\frac{A}{\epsilon_{0}} D_{y}^{2} f\left(0, \lambda\left(\epsilon_{0}\right)\right)\left\langle\eta_{\epsilon_{0}}^{2}\right\rangle^{2} \\
D_{z}^{2} g\left(0, \lambda\left(\epsilon_{0}\right)\right)\left\langle\eta_{\epsilon_{0}}\right\rangle^{2}
\end{array}\right]
$$

where $D_{z}=D_{(x, y)}$. By using (6.4) and letting $\xi\left(\epsilon_{0}\right)=\operatorname{col}\left[\xi^{1}\left(\epsilon_{0}\right), \xi^{2}\left(\epsilon_{0}\right)\right]$, we have

$$
\begin{align*}
& \lim _{\epsilon_{0} \rightarrow 0} \xi^{2}\left(\epsilon_{0}\right)=\xi_{0}^{2} \\
& \lim _{\epsilon_{0} \rightarrow 0} \xi^{1}\left(\epsilon_{0}\right)=\xi_{0}^{1} \tag{6.6}
\end{align*}
$$

where

$$
\begin{aligned}
& \xi_{0}^{1} \equiv A_{2}(0) \xi_{0}^{2}, \\
& \xi_{0}^{2} \equiv \frac{1}{8}\left[\begin{array}{c}
\frac{1}{2} e_{1}^{*}\left[B_{1}(0) D_{y}^{2} f(0,0)\left\langle e_{1}\right\rangle^{2}+D_{z}^{2} g(0,0)\left\langle\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right]\right\rangle^{2}\right] \\
\left(I-H_{0}(0)\right)^{-1} E_{2}\left[B_{1}(0) D_{y}^{2} f(0,0)\left\langle e_{1}\right\rangle^{2}+D_{z}^{2} g(0,0)\left\langle\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right]\right\rangle^{2}\right]
\end{array}\right]
\end{aligned}
$$

and $E_{2}$ is the $(n-1) \times n$ matrix:

$$
E_{2}=\left[\begin{array}{ccccccc}
0 & 1 & 0 & . & . & \cdot & 0 \\
0 & 0 & 1 & \cdot & . & \cdot & 0 \\
0 & 0 & 0 & . & . & \cdot & 0 \\
0 & 0 & 0 & . & . & \cdot & 0 \\
0 & 0 & 0 & . & . & \cdot & 0 \\
0 & 0 & 0 & \cdot & . & \cdot & 1
\end{array}\right]
$$

Similary, the constant $\xi_{0}\left(\epsilon_{0}\right)$ satisfies

$$
\lim _{\epsilon_{0} \rightarrow 0} \xi_{0}\left(\epsilon_{0}\right)=\lim _{\epsilon_{0} \rightarrow 0}\left[\begin{array}{c}
\xi_{0}^{1}\left(\epsilon_{0}\right)  \tag{6.7}\\
\xi_{0}^{2}\left(\epsilon_{0}\right)
\end{array}\right]=2\left[\begin{array}{l}
\xi_{0}^{1} \\
\xi_{0}^{2}
\end{array}\right] .
$$

From [10], the number $\alpha^{*}\left(\epsilon_{0}\right)$ for system (2.1) at $\left(\lambda\left(\epsilon_{0}\right), \epsilon_{0}\right)$ is given by

$$
\begin{aligned}
\alpha^{*}\left(\epsilon_{0}\right)= & -\int_{0}^{\frac{2 \pi}{\mu_{0}}} \Psi^{11, \epsilon_{0}}(s) \frac{A}{\epsilon_{0}} D_{y}^{2} f\left(0, \lambda\left(\epsilon_{0}\right)\right)\left\langle\Phi^{21, \epsilon_{0}}(s), \xi\left(\epsilon_{0}\right) e^{2 \mu_{0} s}+\bar{\xi}\left(\epsilon_{0}\right) e^{-2 \mu_{0} s}+\xi_{0}\left(\epsilon_{0}\right)\right\rangle d s \\
& -\frac{1}{3!} \int_{0}^{\frac{2 \pi}{\mu_{0}}} \Psi^{11, \epsilon_{0}}(s) \frac{A}{\epsilon_{0}} D_{y}^{3} f\left(0, \lambda\left(\epsilon_{0}\right)\right)\left\langle\Phi^{21, \epsilon_{0}}(s)\right\rangle^{3} d s \\
& +\int_{0}^{\frac{2 \pi}{\mu_{0}}} \dot{\Psi}^{12, \epsilon_{0}}(s) D_{z}^{2} g\left(0, \lambda\left(\epsilon_{0}\right)\right) \times \\
& \left\langle\Phi^{1, \epsilon_{0}}(s-1), \xi\left(\epsilon_{0}\right) e^{2 \mu_{0}(s-1)}+\bar{\xi}\left(\epsilon_{0}\right) e^{-2 \mu_{0}(s-1)}+\xi_{0}\left(\epsilon_{0}\right)\right\rangle d s \\
+ & \frac{1}{3!} \int_{0}^{\frac{2 \pi}{\mu_{0}}} \dot{\Psi}^{12, \epsilon_{0}}(s) D_{z}^{3} g\left(0, \lambda\left(\epsilon_{0}\right)\right)\left\langle\Phi^{1, \epsilon_{0}}(s-1)\right\rangle^{3} d s .
\end{aligned}
$$

By applying (4.4)-(4.7), we obtain

$$
\begin{aligned}
& \lim _{\epsilon_{0} \rightarrow 0} \alpha^{*}\left(\epsilon_{0}\right) \\
&= e_{1}^{*} \int_{0}^{2}\left(e^{i \pi s}+e^{-i \pi s}\right)^{2}\left(2+e^{2 i \pi s}+e^{-2 i \pi s}\right) D_{y}^{2} f(0,0)\left\langle\frac{1}{2} e_{1}, \xi_{0}^{2}\right\rangle d s \\
&+\frac{e_{1}^{*}}{3!} \int_{0}^{2}\left(e^{i \pi s}+e^{-i \pi s}\right)^{4} D_{y}^{3} f(0,0)\left\langle\frac{1}{2} e_{1}\right\rangle^{3} d s \\
&+e_{1}^{*} \int_{0}^{2}\left(e^{i \pi s}+e^{-i \pi s}\right)^{2}\left(2+e^{2 i \pi s}+e^{-2 i \pi s}\right) D_{z}^{2} g(0,0)\left\langle\frac{1}{2}\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right],\left[\begin{array}{l}
\xi_{0}^{1} \\
\xi_{0}^{2}
\end{array}\right]\right\rangle d s \\
&+\frac{e_{1}^{*}}{3!} \int_{0}^{2}\left(e^{i \pi s}+e^{-i \pi s}\right)^{4} D_{z}^{3} f(0,0)\left\langle\frac{1}{2}\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right]\right\rangle^{3} d s \\
&= 12 e_{1}^{*}\left[D_{y}^{2} f(0,0)\left\langle\frac{1}{2} e_{1}, \xi_{0}^{2}\right\rangle+D_{z}^{2} g(0,0)\left\langle\frac{1}{2}\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right],\left[\begin{array}{c}
A_{2}(0) \xi_{0}^{2} \\
\xi_{0}^{2}
\end{array}\right]\right\rangle\right. \\
&\left.+\frac{1}{3!} D_{y}^{3} f(0,0)\left\langle\frac{1}{2} e_{1}\right\rangle^{3}+\frac{1}{3!} D_{z}^{3} g(0,0)\left\langle\frac{1}{2}\left[\begin{array}{c}
A_{2}(0) e_{1} \\
e_{1}
\end{array}\right]\right\rangle^{3}\right] \\
&= 6 R_{1},
\end{aligned}
$$

where the last equality follows from relation (2.5) and (H3).
The last equality shows that, for $\epsilon_{0}$ small, the quantity $\alpha^{*}\left(\epsilon_{0}\right)$ has the same sign as $R_{1}$. Therefore, from Lemma 2.1 and the above mentioned result from [10], we see that the Hopf bifurcation is supercritical if $R_{1}>0$ and subcritical if $R_{1}<0$. This completes the proof of Theorem 6.1.
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#### Abstract

In this work we prove the possibility of stochastic synchronization in two dimensional lattice of coupled Duffing's oscillators with external periodic forces. The synchronization occurs provided coupling is dissipative and the coefficients of coupling is greater than some critical values. These values depend on parameters of individual subsystems and on the size of lattice.


## 1. Introduction

The phenomenon of stochastic synchronization was first observed in [1] for identical coupled subsystems and in [2] for different systems. In [2] a rigorous definition of synchronization was introduced and a theory of synchronization of parametrically excited, diffusively coupled nonlinear oscillators was suggested. Later, this phenomenon was observed in different fields - electrical engineering, biology, lasers systems, etc. (see, for example, [3-11]). Roughly speaking, synchronization occurs when two or more different systems exhibit similar behavior provided some dissipative coupling exists between them and a coefficient of this coupling is greater than some critical value.

A mathematical foundation of synchronization of two slightly different subsystems was first introduced in [9]. It seems that there are no rigorous mathematical results related to this except for $[1,2,9,10]$, even though this phenomenon is important in applications and a mathematically interesting topic.

Our work deals with synchronization in large lattices. For this case, some features of continuous nonequilibrium media become evident: for example, boundary conditions play an essential role. Of course, it is not surprising that a large lattice of coupled oscillators is a model of nonequilibrium media and must reflect its features. But mathematical difficulties increase in comparison to two coupled subsystems. Therefore, we restrict ourself in this

[^3]paper to the case of specific subsystems - Duffing's oscillator with periodic forces. It is well-known that each of them may manifest chaotic behavior for a wide range of parameters.

## 2. Formulation of the Problem

Let us consider the following system

$$
\left\{\begin{array}{l}
\dot{x}_{i}=y_{i}  \tag{1}\\
\dot{y}_{i}=-k_{i} y_{i}+\alpha_{i} x_{i}-\beta_{i} x_{i}^{3}+a_{i}+b_{i} \cos \omega t+c_{1} \Delta y_{i}+c_{2} \Delta x_{i}
\end{array}\right.
$$

where $i$ is a $p$-dimensional integer vector, i.e., $i \in \mathbb{Z}^{p}, k_{i}>0, \alpha_{i}>0, \beta_{i}>0, a_{i}, b_{i}, c_{1}>0$ and $c_{2}>0$ are constants. In this paper, for the sake of definiteness and in order to avoid cumbersome calculations and formulas, we consider only the case $p=2$. But our technique works and all results hold for an arbitrary value of $p \geq 2$. The symbol $\Delta$ denotes a discrete version of the Laplace operator:

$$
\Delta \xi_{i}=\xi_{i_{1}+1, i_{2}}+\xi_{i_{1}, i_{2}+1}+\xi_{i_{1}-1, i_{2}}+\xi_{i_{1}, i_{2}-1}-4 \xi_{i_{1}, i_{2}}, \quad i=\left(i_{1}, i_{2}\right) .
$$

Our assumptions are:
(i) Let $N>0$ be a fixed and large integer. We consider an $N \times N$-lattice, $1 \leq i_{1} \leq N$, $1 \leq i_{2} \leq N$, with the Dirichlet boundary conditions: $x_{i} \equiv 0, y_{i} \equiv 0$ if $i=\left(i_{1}, i_{2}\right)$ satisfies at least one of the following inequalities:

$$
i_{1} \leq 0, \quad i_{2} \leq 0, \quad i_{1} \geq N+1, \quad i_{2} \geq N+1
$$

(ii) The subsystems are almost identical, i.e.,

$$
\begin{gathered}
\left|k_{i}-k_{j}\right| \leq \epsilon \quad\left|\alpha_{i}-\alpha_{j}\right| \leq \epsilon, \quad\left|\beta_{i}-\beta_{j}\right| \leq \epsilon \\
\left|a_{i}-a_{j}\right| \leq \epsilon, \quad\left|b_{i}-b_{j}\right| \leq \epsilon
\end{gathered}
$$

where $1 \leq i_{1} \leq N, 1 \leq i_{2} \leq N$; the parameter $\epsilon$ characterizes scattering of the oscillators and is small; the parameters $c_{1}$ and $c_{2}$ are responsible for the magnitude of the coupling and play crucial roles in our study.

It is possible to show (see Section 5) that system (1) is dissipative in the following sense. Let $D>0$ be sufficiently large and $0<\omega<k_{i}$. Let

$$
U(x, y)=\sum_{i}\left(\frac{y_{i}^{2}}{2}-\frac{\alpha_{i} x_{i}^{2}}{2}+\frac{\beta_{i} x_{i}^{4}}{y}+\omega x_{i} y_{i}\right) .
$$

Define

$$
S=\{(x, y) \mid U(x, y)=D\}
$$

Then

$$
\left.\frac{d U}{d t}\right|_{S}=\left.(\operatorname{grad} U, Z)\right|_{S}<0
$$

where $Z$ is the vector field defined by the right hand side of (1). Thus, there exists a global attractor of (1) which belongs to a bounded region independent of $c_{1}$ and $c_{2}$. We note that there are many results related to existence of global attractors for infinite or finite dimensional dissipative systems (see, for example, [20], [21]). In our case, the proof of dissipativeness is nontrivial.

For any solution $x_{i}=x_{i}(t), y_{i}=y_{i}(t)$ belonging to the global attractor the following inequalities hold

$$
\begin{equation*}
\left|x_{i}(t)\right| \leq M, \quad\left|y_{i}(t)\right| \leq M \tag{2}
\end{equation*}
$$

where $M$ is a constant independent of $c_{1}, c_{2}$. Fix an arbitrary solution $\left\{x=x_{i}(t), y=y_{i}(t)\right\}$ belonging to the global attractor. Set

$$
u_{i j}(t)=x_{i}(t)-x_{j}(t), \quad v_{i j}(t)=y_{i}(t)-y_{j}(t)
$$

The main result of our paper is the following.
Theorem. Let $\underline{k}=\min _{i} k_{i}$. There exist constants $c_{1}^{*}>0, c_{2}^{*}>0$ and $0<q<1$ such that if

$$
c_{2}>c_{2}^{*}, \quad c_{1}>c_{1}^{*} \quad c_{1}>\frac{c_{2}}{q \underline{k}}
$$

then

$$
\varlimsup_{t \rightarrow \infty}\left|u_{i j}(t)\right| \leq K \epsilon, \quad \varlimsup_{t \rightarrow \infty}\left|v_{i j}(t)\right| \leq K \epsilon
$$

where $K$ is some constant independent of $\epsilon, c_{1}$ and $c_{2}$.
It follows from the Theorem that the projections of solutions on the coordinate subspaces are close to each other for an infinite interval of time. That is, the synchronization occurs.

## 3. Proof of Theorem

Introduce the mean values of the parameters:

$$
k=\frac{1}{N^{2}} \sum_{i} k_{i}, \quad \alpha=\frac{1}{N_{2}} \sum_{i} \alpha_{i}, \quad \beta=\frac{1}{N^{2}} \sum_{i} \beta_{i}, \quad a=\frac{1}{N^{2}} \sum_{i} a_{i}, \quad b=\frac{1}{N^{2}} \sum_{i} b_{i}
$$

and rewrite the system (1) in the following form

$$
\left\{\begin{array}{l}
\dot{x}_{i}=y_{i}  \tag{3}\\
\dot{y}_{i}=-k y_{i}+\alpha x_{i}-\beta x_{i}^{3}+a+b \cos \omega t+c_{1} \Delta y_{i}+c_{2} \Delta x_{i}+\delta_{i}
\end{array}\right.
$$

where

$$
\delta_{i}=-\left(k_{i}-k\right) y_{i}(t)+\left(\alpha_{i}-\alpha\right) x_{i}(t)-\left(\beta_{i}-\beta\right) x_{i}^{3}(t)+\left(a_{i}-a\right)+\left(b_{i}-b\right) \cos \omega t
$$

Taking (2) into account, we have $\left|\delta_{i}\right| \leq K_{1} \cdot \epsilon$, for some constant $K_{1}>0$.
The system for $u_{i j}(t), v_{i j}(t)$ takes the following form:

$$
\left\{\begin{array}{l}
\dot{u}_{i j}=v_{i j}  \tag{4}\\
\dot{v}_{i j}=-k v_{i j}+\alpha u_{i j}-\beta \gamma_{i j}(t) u_{i j}+c_{1} \mathcal{L} v_{i j}+c_{2} \mathcal{L} u_{i j}+\epsilon_{i j}(t)
\end{array}\right.
$$

where

$$
\begin{gathered}
\gamma_{i j}(t)=x_{i}^{2}(t)-x_{i} x_{j}+x_{j}^{2}(t), \quad \epsilon_{i j}(t)=\delta_{i}(t)-\delta_{j}(t) \\
\mathcal{L} v_{i j}=\Delta y_{i}-\Delta y_{j}, \quad \mathcal{L} u_{i j}=\Delta x_{i}-\Delta x_{j}
\end{gathered}
$$

Note that

$$
\begin{aligned}
\mathcal{L} u_{i j}= & \Delta x_{i}-\Delta x_{j} \\
= & \left(x_{i_{1}+1, i_{2}}-x_{j_{1}+1, j_{2}}\right)+\left(x_{i_{1}-1, i_{2}}-x_{j_{1}-1, j_{2}}\right)+\left(x_{i_{1}, i_{2}+1}-x_{j_{1}, j_{2}+1}\right) \\
& \quad+\left(x_{i_{1}, i_{2}-1}-x_{j_{1}, j_{2}-1}\right)-4\left(x_{i_{1}, i_{2}}-x_{j_{1}, j_{2}}\right) \\
= & u_{i_{1}+1, i_{2}, j_{1}+1, j_{2}}+u_{i_{1}-1, i_{2}, j_{1}-1, j_{2}}+u_{i_{1}, i_{2}+1, j_{1}, j_{2}+1}+u_{i_{1}, i_{2}-1, j_{1}, j_{2}-1}-4 u_{i_{1}, i_{2}, j_{1}, j_{2}} .
\end{aligned}
$$

Denoting $\left\{u_{i j}\right\}$ by $u,\left\{v_{i j}\right\}$ by $v,\left\{\gamma_{i j}\right\}$ by $\gamma,\left\{\epsilon_{i j}\right\}$ by $\underline{\epsilon}$, we can write

$$
\left\{\begin{array}{l}
\dot{u}=v  \tag{5}\\
\dot{v}=-k v+\alpha u-\beta \gamma * u+c_{1} \mathcal{L} v+c_{2} \mathcal{L} u+\underline{\epsilon}
\end{array}\right.
$$

where $(\gamma * u)_{i j}=\gamma_{i j} \cdot u_{i j}$.
We consider the system (5) for the values of $(i, j)$ belonging to the index set $J=$ $\bigcup_{\left|k_{2}\right| \leq N,\left|k_{2}\right| \leq N} J_{k_{1}} \times J_{k_{2}}$ such that the set $J_{k_{\alpha}}, \alpha=1,2$ is a discrete interval. $J_{k_{\alpha}}=\left\{\left(i_{\alpha}, j_{\alpha}\right) \mid\right.$ $j_{\alpha}=i_{\alpha}+k_{\alpha}$ where $-k_{\alpha} \leq i_{\alpha} \leq N$ if $k_{\alpha} \geq 0$ and $0 \leq i_{\alpha} \leq N-k_{\alpha}$ if $\left.k_{\alpha} \leq 0\right\}$. It is simple to see that

$$
d^{2} \stackrel{\text { def }}{=} \operatorname{card}\left(\bigcup_{\left|k_{\alpha}\right| \leq N} J_{k_{\alpha}}\right)=(N+1)+2[(N+2)+(2 N+1)] \cdot \frac{N}{2}=(N+1)(3 N+1)
$$

Therefore, $\left\{u_{i j}\right\}$ and $\left\{v_{i j}\right\}$ belong to $\mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$, and $u_{i j} \equiv 0, v_{i j} \equiv 0$ if $(i, j) \notin J$. Let us remark that $\epsilon_{i j} \equiv 0$ if $(i, j) \notin J$.

We prove below that $u_{i j}$ is small for any $(i, j) \in J$. In particular, it will be so for $i$ and $j$ belonging to the original $N \times N$ lattice. We will essentially use below the following result.

Main Lemma. (i) The operator $\mathcal{L}: \mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}} \rightarrow \mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$ is self-adjoint. (ii) Let $\sigma(\mathcal{L})$ be the spectrum of $\mathcal{L}$ and

$$
\lambda_{0}=-8 \sin ^{2} \frac{\pi}{2(2 N+2)} .
$$

If $\lambda_{s} \in \sigma(\mathcal{L})$, then $\lambda_{s} \leq \lambda_{0}$.
The main Lemma will be proved in Section 4. The main Theorem will be proved by using several changes of variables. The first change of variables is linear.

Proposition 1. We assume that

$$
\begin{equation*}
\alpha-8 c_{2} \sin ^{2} \frac{\pi}{2(2 N+2)}<0 \tag{6}
\end{equation*}
$$

There exists a nonsingular self-adjoint linear map $A: \mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}} \rightarrow \mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$ such that the following change of variables

$$
\begin{equation*}
v=w+A u \tag{7}
\end{equation*}
$$

applied to the system (5) gives the following

$$
\left\{\begin{array}{l}
\dot{w}=-k w-A w+\beta \gamma * u+c_{1} \mathcal{L} w+\underline{\epsilon}  \tag{8}\\
\dot{u}=w+A u
\end{array} .\right.
$$

Furthermore, for any $\rho_{s} \in \sigma(A)$ there exists $\lambda_{s} \in \sigma(\mathcal{L})$ such that

$$
\begin{equation*}
\rho_{s}=\frac{1}{2}\left(-k+c_{1} \lambda_{s}+\sqrt{\left(-k+c_{1} \lambda_{s}\right)^{2}+4\left(\alpha+c_{2} \lambda_{s}\right)}\right)<0 . \tag{9}
\end{equation*}
$$

Proof. Differentiating (7), we obtain $\dot{v}=\dot{w}+A \dot{u}$, and it follows from (5) and (7) that

$$
\dot{w}+A w+A^{2} u=-k w-k A u+\alpha u-\beta \gamma * u+c_{1} \mathcal{L} w+c_{1} \mathcal{L} A u+c_{2} \mathcal{L} u+\underline{\epsilon}
$$

Claim that

$$
\begin{equation*}
A^{2} u=-k A u+\alpha u+c_{1} \mathcal{L} A u+c_{2} \mathcal{L} u \tag{10}
\end{equation*}
$$

If (10) is satisfied, then (8) will also be satisfied. We will show that there is an operator $A$ satisfying (10). Let $h^{s}$ be an eigenvector corresponding to the eigenvalue $\lambda_{s}$ of the operator $\mathcal{L}$. Hence, $\mathcal{L} h^{s}=\lambda_{s} h^{s}$, and the set $\left\{h^{s}\right\}$ forms a system of coordinates in $\mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$. Each element $u$ can be represented as $u=. \sum_{s} u^{s} h^{s}$. Define $A$ as follows

$$
\begin{equation*}
A u=\sum_{s} u_{s} \rho_{s} h^{s} \tag{11}
\end{equation*}
$$

where $\rho_{s}$ is as in (9). Then

$$
\begin{align*}
& A^{2} u=\sum_{s} u_{s} \rho_{s}^{2} h^{s}, \quad-k A u=\sum_{s}-k \rho_{s} u_{s} h^{s}, \quad \alpha u=\sum_{s} \alpha u_{s} h^{s}, \\
& c_{2} \mathcal{L} u=\sum_{s} c_{2} \lambda_{s} u_{s} h^{s}, \quad c_{2} \mathcal{L} A u=\sum_{s} c_{1} \lambda_{s} \rho_{s} u_{s} h^{s} \tag{12}
\end{align*}
$$

Note that $\rho_{s}^{2}=-k \rho_{s}+\alpha+c_{2} \lambda_{s}+c_{1} \lambda_{s} \rho_{s}$. Substituting (12) into (10) we obtain the desired result. It is simple to check that $A$ is self-adjoint.

Now, we work with the system (8).
The second change of variables. Note that $\|\epsilon\|<K_{2} \cdot \epsilon$ where $K_{2}>0$ is a constant. If we show that

$$
\limsup _{t \rightarrow \infty}\|w(t)\|=O(\epsilon)
$$

then it will imply the desired result. We are looking for a change of variables in the form

$$
\begin{equation*}
w_{i j}=\eta_{i j}+g_{i j}(t) \cdot u_{i j} \tag{13}
\end{equation*}
$$

where $\eta=\left\{\eta_{i j}\right\}$ are new variables and $g(t)=\left\{g_{i j}(t)\right\}$ is some function to be determined. Differentiating (13),

$$
\dot{w}_{i j}=\dot{\eta}_{i j}+\dot{g}_{i j} u_{i j}+g_{i j} \cdot \dot{u}_{i j} .
$$

Substituting (8) and (13) into the above expression, we obtain

$$
\begin{align*}
\dot{\eta}_{i j} & +\dot{g}_{i j} u_{i j}+g_{i j}\left(\eta_{i j}+g_{i j} u_{i j}\right)+g_{i j}(A u)_{i j} \\
& =-k \eta_{i j}-k g_{i j} u_{i j}-\beta \gamma_{i j} u_{i j}+c_{1} \mathcal{L} \eta_{i j}+c_{1} \mathcal{L} g_{i j} u_{i j}+\epsilon_{i j} \tag{14}
\end{align*}
$$

If $g_{i j}(t)$ satisfies the equation

$$
\begin{equation*}
\dot{g}_{i j} u_{i j}+g_{i j}^{2} u_{i j}=-k g_{i j} u_{i j}-\beta \gamma_{i j} u_{i j}-g_{i j}(A u)_{i j}+c_{1} \mathcal{L} g_{i j} u_{i j} \tag{15}
\end{equation*}
$$

then the equation (14) becomes

$$
\begin{equation*}
\dot{\eta}_{i j}=-k \eta_{i j}-g_{i j}(t) \eta_{i j}+c_{1} \mathcal{L} \eta_{i j}+\epsilon_{i j} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{u}_{i j}=\eta_{i j}+g_{i j}(t) u_{i j}+(A u)_{i j} \tag{17}
\end{equation*}
$$

Solution of the equation (15). Rewrite the equation (15) in an operator form. For this, take into account that an arbitrary element $p=\left\{p_{i j}\right\}$ corresponds to the operator $(\operatorname{diag} p)$ which acts on the space $\{u\}$ as follows: $((\operatorname{diag} p)(u))_{i j}=p_{i j} u_{i j}$. So, the equation (15) can be written in the form

$$
\begin{align*}
(\operatorname{diag} \dot{g})(u) & +\left(\operatorname{diag} g^{2}\right)(u) \\
& =-k(\operatorname{diag} g)(u)-\beta(\operatorname{diag} \gamma)(u)-(\operatorname{diag} g)(A u)+c_{1} \mathcal{L}(\operatorname{diag} g)(u) \tag{18}
\end{align*}
$$

For the sake of convenience set $\bullet=(\operatorname{diag} \bullet)\left(\bullet\right.$ will be $g, \gamma, \dot{g}$, or $\left.g^{2}\right)$, then (18) becomes

$$
\begin{equation*}
\underline{\dot{g}} u+\underline{g}^{2} u=-k \underline{g} u-\beta \underline{\gamma} u-\underline{g} A u+c_{1} \mathcal{L} \underline{g} u \tag{19}
\end{equation*}
$$

The equation (19) will be satisfied if the operator Riccati equation

$$
\underline{\dot{g}}+\underline{g}^{2}=-k \underline{g}-\beta \underline{\gamma}-\underline{g} A+c_{1} \mathcal{L} \underline{g}
$$

is satisfied. Rewrite it as follows

$$
\begin{equation*}
\underline{\dot{g}}=-\underline{g}^{2}-\beta \underline{\gamma}+\mathcal{R} \underline{g} \tag{20}
\end{equation*}
$$

where $\mathcal{R}$ is a linear operator:

$$
\begin{equation*}
\mathcal{R} \underline{g}=-k \underline{g}-\underline{g} A+c_{1} \mathcal{L} \underline{g} \tag{21}
\end{equation*}
$$

Proposition 2. We have that $\mathcal{R}$ is self-adjoint and the spectrum $\sigma(\mathcal{R})=\left\{r_{s}\right\}$, where

$$
r_{s}=\frac{1}{2}\left(-k+c_{1} \lambda_{s}-\sqrt{\left(-k+c_{1} \lambda_{s}\right)^{2}+4\left(\alpha+c_{2} \lambda_{s}\right)}\right), \quad \lambda_{s} \in \sigma(\mathcal{L})
$$

Proof. By definition, the operator $\mathcal{R}$ acts on the space $\mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$. We will show that the eigenvectors $\left\{h^{s}\right\}$ of $\mathcal{L}$ are also the eigenvectors of $\mathcal{R}$. By Proposition 1 and (21), we have

$$
\begin{aligned}
\mathcal{R} h^{s} & =-k h^{s}-h^{s} \rho_{s}+c_{1} \lambda_{s} h^{s}=\left(-k-\rho_{s}+c_{1} \lambda_{s}\right) h^{s} \\
& =\left(-k+c_{1} \lambda_{s}-\frac{1}{2}\left(-k+c_{1} \lambda_{s}+\sqrt{\left(-k+c_{1} \lambda_{s}\right)^{2}+4\left(\alpha+c_{2} \lambda_{s}\right)}\right) h^{s}=r_{s} h^{s} .\right.
\end{aligned}
$$

Corollary. (i)

$$
r=\max _{s} r_{s} \leq-\frac{1}{2}\left(k+8 c_{1} \sin ^{2} \frac{\pi}{2(2 N+2)}\right)<0
$$

(ii) If $S(t)$ is the fundamental matrix of the system $\dot{\xi}=\mathcal{R} \xi$ then

$$
\begin{equation*}
\left\|S\left(t-t_{0}\right)\right\| \leq e^{q r\left(t-t_{0}\right)} \tag{22}
\end{equation*}
$$

where $0<q<1$ is some constant independent of $c_{1}, c_{2}$.
We will look for a solution of (20) which is a solution of the following integral equation

$$
\begin{equation*}
\underline{g}(t)=-\int_{0}^{t} S(t-\tau)\left(\underline{g}^{2}(\tau)+\beta \underline{\gamma}(\tau)\right) d \tau \tag{23}
\end{equation*}
$$

Evidently, any continuous solution of (23), $t \in \mathbb{R}^{+}$, satisfies the equation (20). We will solve the equation (23) using the contraction mapping principle. For any $T>0$ and $m>0$, consider a metric space $\mathcal{H}_{T, m}$ of continuous vector functions

$$
\underline{h}:[0, T] \rightarrow \mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}
$$

satisfying

$$
\mathcal{H}_{T, m}=\{\underline{h}(\cdot) \mid \underline{h}(0)=0,\|\underline{h}(t)\| \leq m, 0 \leq t \leq T\}
$$

The space $\mathcal{H}_{T, m}$ is endowed with the $C^{0}$-metrics:

$$
\operatorname{dist}\left(\underline{h}^{\prime}(t), \underline{h}^{\prime \prime}(t)\right)=\sup _{0 \leq t \leq T}\left\|h^{\prime}(t)-h^{\prime \prime}(t)\right\| .
$$

Denote by $\Gamma$ the maximal norm: $\Gamma=\sup _{t}\|\gamma(t)\|$. By the uniform boundedness of the global attractor, $\Gamma$ is independent of $c_{1}, c_{2}$.

Proposition 3. Suppose

$$
\begin{equation*}
q^{2} r^{2}>4 \beta \Gamma \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
m=m_{0} \equiv \frac{1}{2}\left(q|r|-\sqrt{q^{2} r^{2}-4 \beta \Gamma}\right) . \tag{25}
\end{equation*}
$$

Let $Q$ be an operator defined by:

$$
\begin{equation*}
Q \underline{h}(t)=-\int_{0}^{t} S(t-\tau)\left(\underline{h}^{2}(\tau)+\beta \underline{\gamma}(\tau)\right) d \tau \tag{26}
\end{equation*}
$$

Then the following statements hold
(i) $Q \mathcal{H}_{T, m_{0}} \subset \mathcal{H}_{T, m_{0}}$;
(ii) $Q$ is a contraction.

Proof. (i) It follows from the definition (26) that

$$
\|Q \underline{h}(t)\| \leq \int_{0}^{t} \epsilon^{q r(t-\tau)} \cdot\left(\left\|\underline{h}^{2}(\tau)\right\|+\beta \Gamma\right) d \tau
$$

By the definition of the norm $\|\cdot\|,\left\|\underline{h}^{2}(\tau)\right\| \leq\|\underline{h}(\tau)\|^{2}$. Thus,

$$
\begin{aligned}
\|Q \underline{h}(t)\| & \leq \int_{0}^{t} e^{q r(t-\tau)} \cdot\left(m_{0}^{2}+\beta \Gamma\right) d \tau \\
& =\frac{1}{q r}\left(1-e^{q r t}\right) \cdot\left(m_{0}^{2}+\beta \Gamma\right) \\
& <\frac{m_{0}^{2}+\beta \Gamma}{q|r|}
\end{aligned}
$$

If (24) and (25) are satisfied, then $\frac{m_{0}^{2}+\beta \Gamma}{q|r|}=m_{0}$ and $\|Q \underline{h}(t)\| \leq m_{0}$ for any $t \in[0, T]$.
(ii) Let $\underline{h}_{1}(t), \underline{h}_{2}(t) \in \mathcal{H}_{T, m_{0}}$ be arbitrary. By using the scalar product in $\mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$ and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\left\|Q \underline{h}_{1}(t)-Q h_{2}(t)\right\| & \leq \int_{0}^{t} e^{q r(t-\tau)} \cdot\left\|h_{1}^{2}(\tau)-h_{2}^{2}(\tau)\right\| d \tau \\
& \leq \int_{0}^{t} e^{q r(t-\tau)} \cdot\left\|\underline{h}_{1}(\tau)-\underline{h}_{2}(\tau)\right\| \cdot 2 m_{0} d \tau \\
& \leq \frac{1}{q|r|}\left(1-e^{q r t}\right) \cdot 2 m_{0} \cdot \operatorname{dist}\left(\underline{h}_{1}(t), \underline{h}_{2}(t)\right) \\
& <\frac{2 m_{0}}{q|r|} \cdot \operatorname{dist}\left(\underline{h}_{1}(t), \underline{h}_{2}(t) \mid\right.
\end{aligned}
$$

Since

$$
\frac{2 m_{0}}{q|r|}=p \equiv \frac{q|r|-\sqrt{q^{2} r^{2}-4 \beta \Gamma}}{q|r|}<1
$$

we have

$$
\operatorname{dist}\left(Q \underline{h}_{1}(t), Q \underline{h}_{2}(t)\right) \leq p \operatorname{dist}\left(\underline{h}_{1}(t), \underline{h}_{2}(t)\right)
$$

then statement (ii) is proved.
The unique fixed point of $Q$, say $\underline{h}_{T}(t)$, is the desired solution. Evidently, if $Q \underline{h}_{T_{1}}(t)=$ $\underline{h}_{T_{\mathbf{1}}}(t), Q \underline{h}_{T_{2}}(t)=\underline{h}_{T_{2}}(t)$ and $T_{2}>T_{1}$, then $\underline{h}_{T_{1}}(t) \equiv \underline{h}_{T_{2}}(t)$ for all $0 \leq t \leq T_{1}$. Denote this fixed point by $\underline{g}(t)=\left\{g_{i j}(t)\right\}$. It satisfies the equation (15). Therefore the original system is represented in the form-(16), (17). It follows from Proposition 3 that

$$
\|\underline{g}(t)\| \leq m_{0}=\frac{2 \beta \Gamma}{q|r|+\sqrt{q^{2} r^{2}-4 \beta \Gamma}} \rightarrow 0 \quad \text { as } c_{1} \rightarrow \infty
$$

Moreover, since $g_{i j}(t)$ satisfies the equation

$$
\begin{equation*}
g_{i j}(t)=-\int_{0}^{t}\left(S(t-\tau)\left(\underline{g}^{2}(\tau)+\beta \underline{\gamma}(\ddot{\tau})\right)_{i j} d \tau\right. \tag{27}
\end{equation*}
$$

and $\mathcal{R}$ is self-adjoint, we have that $0 \leq-g_{i j}(t) \leq m_{0}$.
Solution of equations (16), (17). Denote by $T_{16}\left(t_{0}, t\right)$ the fundamental matrix of the linear system

$$
\dot{\eta}_{i j}=-k \eta_{i j}-g_{i j}(t) \eta_{i j}+c_{1} \mathcal{L} \eta_{i j}
$$

It follows from (27) then

$$
\left\|T_{16}\left(t_{0}, t\right)\right\| \leq a \cdot e^{\left(-k+m_{0}-c_{1} 8 \sin ^{2} \frac{x}{2(2 N+2)}\right)\left(t-t_{0}\right)}
$$

where $a$ is some constant. Therefore, if

$$
\begin{equation*}
k+c_{1} 8 \sin ^{2} \frac{\pi}{2(2 N+2)}>m_{0}=\frac{2 \beta \Gamma}{q|r|+\sqrt{q^{2} r^{2}-4 \beta \Gamma}} \tag{28}
\end{equation*}
$$

then the solution of (16) satisfies the inequality

$$
\begin{equation*}
\|\eta(t)\| \leq\|\eta(0)\| \cdot e^{\left(-k+m_{0}+c_{1} \lambda_{0}\right) t}+\frac{b}{\left|-k+c_{1} \lambda_{0}+m_{0}\right|} \cdot \epsilon_{1} \tag{29}
\end{equation*}
$$

where $\epsilon_{1}=\sup \|\epsilon(t)\|$ and $b$ is some constant.
Denote by $T_{17}\left(t_{0}, t\right)$ the fundamental matrix of the linear system

$$
\dot{u}_{i j}=g_{i j}(t) u_{i j}+(A u)_{i j} .
$$

By Proposition 1 and (27), we have

$$
\begin{equation*}
\left\|T_{17}\left(t, t_{0}\right)\right\| \leq a_{1} e^{q \rho_{0}\left(t-t_{0}\right)} \tag{30}
\end{equation*}
$$

where

$$
0>\rho_{0}=\max _{s} \rho_{s}=\frac{1}{2}\left(-k+c_{1} \lambda_{0}+\sqrt{\left(-k+c_{1} \lambda_{0}\right)^{2}+4\left(\alpha+c_{2} \lambda_{0}\right)}\right)
$$

and $a_{1}$ is some constant. Therefore, we obtain from (17) and (29) the following estimate

$$
\begin{align*}
\|u(t)\| \leq & e^{\rho_{0} t}\|u(0)\| \\
& +\|\eta(0)\| \cdot a_{1}\left|e^{\left(-k+m_{0}+c_{1} \lambda_{0}\right) t}-e^{q \rho_{0} t}\right| \cdot \frac{1}{\left(-q \rho_{0}+k-c \lambda_{0}-m_{0}\right)}  \tag{31}\\
& +\frac{a_{1} b}{q\left|\rho_{0} \|-k+c_{1} \lambda_{0}+m_{0}\right|} \cdot \epsilon_{1} .
\end{align*}
$$

Since $\epsilon_{1} \leq$ const $\cdot \epsilon$, (29) and (31) imply the validity of Theorem. The constant $c_{2}^{*}$ can be found from (6):

$$
\begin{equation*}
c_{2}^{*}=\frac{\alpha}{8 \sin ^{2} \frac{\pi}{2(2 N+2)}} \tag{32}
\end{equation*}
$$

and the constant $c_{1}^{*}$ can be found from (24), (28):

$$
\begin{equation*}
c_{1}^{*} \leq \frac{2 \sqrt{\beta \Gamma}-k}{8 \sin ^{2} \frac{\pi}{2(2 N+2)}} \tag{33}
\end{equation*}
$$

## 4. Spectra of Some Operators and Proof of Main Lemma

Since the operator $\mathcal{L}$ is determined by the discrete Laplace operator $\Delta$, we consider, first, the spectrum of $\Delta$ denoted by $\sigma(\Delta)$.
(i) For the case $p=1$, under Dirichlet boundary conditions the operator $\Delta$ can be represented by the following $M \times M$ matrix

$$
\left(\begin{array}{ccccc}
-2 & 1 & 0 & \cdots & \\
1 & -2 & 1 & 0 & \\
\cdots & \cdots & \cdots & & \\
0 & & 1 & -2 & 1 \\
0 & & 0 & 1 & -2
\end{array}\right)
$$

where $M$ is the number of points in the one-dimensional lattice. It is well-known (see, for example, [19]) that

$$
\sigma \quad\left\{\left.\lambda_{s}=-2-2 \cos \left(\frac{A}{M}\right)^{\pi s} \frac{\overline{=}}{+1} \right\rvert\, s=1, \ldots, M\right\} .
$$

Thus,

$$
\begin{equation*}
\max _{s} \lambda_{s}=-4 \sin ^{2} \frac{\pi}{2(M+1)} \tag{34}
\end{equation*}
$$

Furthermore, this operator is self-adjoint and its eigenvectors are mutually orthogonal in the corresponding Euclidean space.
(ii) For the case $p=2$, we will find the eigenvectors and eigenvalues of $\Delta$ by using separation of variables. This method was used in [12] for the case of periodic boundary conditions.

Let $M_{1}, M_{2}>1$ be fixed integers. We consider $\Delta$ acting on the $M_{1} \times M_{2}$ lattice. Let

$$
\Delta y_{i_{1}, i_{2}}=\lambda y_{i_{1} i_{2}}, \quad \text { where } \quad 1 \leq i_{1} \leq M_{1}, \quad 1 \leq i_{2} \leq M_{2} .
$$

Setting $y_{i_{1} i_{2}}=Y_{i_{1}} \cdot Y_{i_{2}}$, we have

$$
Y_{i_{2}} \Delta_{1} Y_{i_{1}}+Y_{i_{1}} \Delta_{1} Y_{2}=\lambda Y_{i_{1}} Y_{i_{2}}
$$

where $\Delta_{1}$ is the one-dimensional Laplace operator. If $\Delta_{1} Y_{i_{1}}=\mu_{1} Y_{i_{1}}$ and $\Delta_{1} Y_{i_{2}}=\mu_{2} Y_{i_{2}}$, then $\lambda=\mu_{s}+\mu_{t}$, where

$$
\begin{equation*}
\mu_{1}=-2-2 \cos \frac{\pi s}{M_{1}+1}, \quad \mu_{2}=-2-2 \cos \frac{\pi t}{M_{2}+1} \tag{35}
\end{equation*}
$$

Let

$$
\lambda_{s, t}=-4-2\left(\cos \frac{\pi s}{M_{1}+1}+\cos \frac{\pi t}{M_{2}+1}\right), \quad s=1, \ldots, M_{1}, \quad t=1, \ldots, M_{2}
$$

It is clear that $\Delta$ is self-adjoint for $d=2$, as well. If follows from (35) that

$$
\begin{equation*}
\max _{s, t} \lambda_{s, t} \leq-8 \sin ^{2} \frac{\pi}{2(M+1)} \tag{36}
\end{equation*}
$$

where $M=\max \left\{M_{1}, M_{2}\right\}$. Let $\mu_{s} Y^{(s)}=\Delta_{1} Y^{(s)}, s=1, \ldots, M_{1}, \mu_{t} Y^{(t)}=\Delta_{1} Y^{(t)}$, $t=1, \ldots, M_{2}$, and the eigenvectors $\left\{Y^{(s)}\right\},\left(\left\{Y^{(t)}\right\}\right)$ form an orthonormal basis in $\mathbb{R}^{M_{1}}$ $\left(\mathbb{R}^{M_{2}}\right)$. Let $Z_{i_{1} i_{2}}^{s, t}=Y_{i_{1}}^{s} \cdot Y_{i_{2}}^{t}, Z^{s, t}=\left\{Y_{i_{1} i_{2}}^{s, t}\right\}, i_{1}=1, \ldots, M_{1}, i_{2}=1, \ldots, M_{2}$. We proved that $\Delta_{2} Z^{s, t}=\lambda_{s, t} Z^{s, t}$. It remains to show that $M_{1} \cdot M_{2}$ vectors $Z^{s, t}$ form a basis in $\mathbb{R}^{M_{1}} \times \mathbb{R}^{M_{2}}$. It is simple to check that $Z^{s, t} \neq 0$. Let us check that they are linearly independent. It will be so if they are orthogonal. Show it. Fix two pairs $(s, t)$ and $\left(s_{0}, t_{0}\right)$. Then

$$
\sum_{i_{1}=1}^{M_{1}} \sum_{i_{2}=1}^{M_{2}} Z_{i_{1} i_{2}}^{s, t} \cdot Z_{i_{1} i_{2}}^{s_{0}, t_{0}}=\sum_{i_{1}=1}^{M_{1}} Y_{i_{1}}^{s} \cdot Y_{i_{1}}^{s_{0}} \sum_{i_{2}=1}^{M_{2}} Y_{i_{2}}^{t} \cdot Y_{i_{2}}^{t_{0}}=1
$$

if $s=s_{0}, t=t_{0}$ and 0 otherwise. Thus, $Z^{s, t}$ form an orthonormal basis in the Euclidean space $\mathbb{R}^{M_{1}} \times \mathbb{R}^{M_{2}}$.
(iii) Let us now look at the operator $\mathcal{L}$ :

$$
\begin{aligned}
\mathcal{L} v_{i_{1} i_{2} j_{1} j_{2}}= & v_{i_{1}-1 i_{2} j_{1}-1 j_{2}}+v_{i_{1}+1 i_{2} j_{1}+1, j_{2}}+v_{i_{1} i_{2}-1 j_{1} j_{2}-1} \\
& +v_{i_{1} i_{2}+1 j_{1} j_{2}+1}-4 v_{i_{1} i_{2} j_{1} j_{2}}, \quad i_{k}=1, \ldots, N, \quad k=1,2,3,4
\end{aligned}
$$

with the boundary conditions described above: $v_{i j} \equiv 0$ if $(i, j) \notin J$. The simple observation shows that for $\left(i_{1}, j_{1}\right) \in J_{k_{1}},\left(i_{2}, j_{2}\right) \in J_{k_{2}},-N \leq k_{1,2} \leq N$, if we introduce the notations $w_{i_{1} i_{2} k_{1} k_{2}}=v_{i_{1} i_{2} j_{1} j_{2}}$ then
$\mathcal{L} v_{i_{1} i_{2} j_{2} j_{2}}=\Delta_{2} w_{i_{1} i_{2} k_{1} k_{2}}=w_{i_{1}-1 i_{2} k_{1} k_{2}}+w_{i_{1}+1 i_{2} k_{1} k_{2}}+w_{i_{1} i_{2}+1 k_{1} k_{2}}+w_{i_{1} i_{2}-1 k_{1} k_{2}}-4 w_{i_{1} i_{2} k_{1} k_{2}}$
where
(i) $0 \leq i_{1} \leq N-k_{1}$ if $-N \leq k_{1} \leq 0$,
(ii) $-k_{1} \leq i_{1} \leq N$ if $0 \leq k_{1} \leq N$,
(iii) $0 \leq i_{2} \leq N-k_{2}$ if $-N \leq k_{2} \leq 0$,
(iv) $-k_{2} \leq i_{2} \leq N$ if $0 \leq k_{2} \leq N$.

Therefore, the eigenvalues of $\mathcal{L}$ are:

$$
\begin{aligned}
&-4-2\left(\cos \frac{s \pi}{N-k_{1}+2}+\cos \frac{t \pi}{N-k_{2}+2}\right), s=1, \ldots, N-k_{1}+1, \\
& t=1, \ldots, N-k_{2}+1, \text { in the case (i), (iii); } \\
&-4-2\left(\cos \frac{s \pi}{N-k_{1}+2}+\cos \frac{t \pi}{N+k_{2}+2}\right), s=1, \ldots, N-k_{1}+1, \\
& t=1, \ldots, N+k_{2}+1, \text { in the case (i), (iv); } \\
&-4-2\left(\cos \frac{s \pi}{N+k_{1}+2}+\cos \frac{t \pi}{N-k_{2}+2}\right), s=1, \ldots, N+k_{1}+1, \\
& t=1, \ldots, N-k_{2}+1, \text { in the case (ii), (iii); } \\
&-4-2\left(\cos \frac{s \pi}{N+k_{1}+2}+\cos \frac{t \pi}{N+k_{2}+2}\right), \quad s=1, \ldots, N+k_{1}+1, \\
& t=1, \ldots, N+k_{2}+1, \text { in the case (ii), (iv). }
\end{aligned}
$$

In the "worse" case ( $k_{1,2}= \pm N$ )

$$
\begin{equation*}
\max \{\lambda \mid \lambda \in \sigma(\mathcal{L})\}=-4\left(1+\cos \frac{(1+N) \pi}{2 N+2}\right)=-8 \sin ^{2} \frac{\pi}{2(2 N+2)} \tag{37}
\end{equation*}
$$

The support of the eigenvector, for example, corresponding to the eigenvalue

$$
-4-2\left(\cos \frac{s \pi}{N-k_{1}+2}+\cos \frac{t \pi}{N-k_{2}+2}\right)
$$

is a piece of the two dimensional discrete plane:

$$
\left\{\left(i_{1}, i_{2}, j_{1}, j_{2}\right) \mid j_{1}-i_{1}=k_{1}, j_{2}-i_{2}=k_{2}\right\}
$$

in the four-dimensional discrete set $J$. On this piece the operator $\mathcal{L}$ coincides with the Laplacian $\Delta$ with the Dirichlet boundary conditions. Thus, all eigenvectors with the support on this piece are mutually orthogonal. Two-dimensional planes corresponding to different pairs ( $k_{1}, k_{2}$ ) do not intersect. So, the eigenvectors corresponding to different pairs $\left(k_{1}, k_{2}\right)$ are mutually orthogonal. Therefore, all eigenvectors are mutually orthogonal and form a basis in $\mathbb{R}^{d^{2}} \times \mathbb{R}^{d^{2}}$. It follows from this that $\mathcal{L}$ is self-adjoint. (Though, it is possible to prove directly from the definition of $\mathcal{L}$.) This proves the Main Lemma. We denoted the spectrum $\sigma(\mathcal{L})$ by $\left\{\lambda_{s}\right\}$ and the corresponding eigenvectors by $\left\{h^{s}\right\}$.

## 5. Dissipativeness of the System

Denote by $\left\{\xi^{s}\right\}$ the eigenvectors of the discrete Laplace operator $\Delta$ for $d=2$, and by $\left\{\lambda_{s}\right\}$ the corresponding eigenvalues, see (35). It was shown in Section 4 that $\xi^{s_{1}} \perp \xi^{s_{2}}$. We assume that $\left\{\xi^{s}\right\}$ are chosen so that they form an orthonormal basis in $\mathbb{R}^{N^{2}} \times \mathbb{R}^{N^{2}}$ : $\sum_{i} \xi_{i}^{s_{1}} \xi_{i}^{s_{2}}=\delta_{s_{1} s_{2}}$. Let $x=\left\{x_{i}\right\}, y=\left\{y_{i}\right\}$ be elements of $\mathbb{R}^{N^{2}} \times \mathbb{R}^{N^{2}}$ and $\|x\|$ be the Euclidean norm, and the scalar product $(x, y)=\sum_{i} x_{i} y_{i}$. Consider the following representation of $x, y$ :

$$
x_{i}=\sum_{s} X_{s} \xi_{i}^{s}, \quad y_{i}=\sum_{s} Y_{s} \xi_{i}^{s} .
$$

Then, the following formulas hold:

$$
\begin{gather*}
\sum_{s} X_{s}^{2}=\|x\|^{2}, \quad \sum_{i} x_{i} y_{i}=\sum_{s} X_{s} Y_{s}, \quad \sum_{s} Y_{s}^{2}=\|y\|^{2}  \tag{38}\\
\sum_{i} y_{i} \Delta y_{i}=\sum_{s} \lambda_{s} Y_{s}^{2}, \quad \sum_{i} x_{i} \Delta x_{i}=\sum_{s} \lambda_{s} X_{s}^{2}  \tag{39}\\
\sum_{i} x_{i} \Delta y_{i}=\sum_{s} \lambda_{s} X_{s} Y_{s}, \quad \sum_{i} y_{i} \Delta x_{i}=\sum_{s} \lambda_{s} X_{s} Y_{s} \tag{40}
\end{gather*}
$$

Moreover, we have

$$
\begin{aligned}
\sum_{i} x_{i} y_{i} & =\sum_{i}\left(\sum_{s_{1}} X_{s_{1}} \xi_{i}^{s_{1}}\right)\left(\sum_{s_{2}} Y_{s_{2}} \xi_{i}^{s_{2}}\right)=\sum_{s_{1}, s_{2}} \sum_{i} X_{s_{1}} Y_{s_{2}} \xi_{i}^{s_{1}} \xi_{i}^{s_{2}} \\
& =\sum_{s_{1}, s_{2}} X_{s_{1}} Y_{s_{2}} \delta_{s_{1} s_{2}}=\sum_{s} X_{s} Y_{s} \\
\sum_{i} y_{i} \Delta y_{i} & =\sum_{i}\left(\sum_{s_{1}} Y_{s_{1}} \xi_{i}^{s_{1}}\right) \sum_{s_{2}} Y_{s_{2}} \lambda_{s_{2}} \xi_{i}^{s_{2}}=\sum_{s_{1}, s_{2}} \lambda_{s_{2}} \sum_{i} Y_{s_{1}} \xi_{i}^{s_{1}} Y_{s_{2}} \xi_{i}^{s_{2}} \\
& =\sum_{s_{1}, s_{2}} \lambda_{s_{2}} Y_{s_{1}} Y_{s_{2}} \delta_{s_{1} s_{2}}=\sum_{s} \lambda_{s} Y_{s}^{2} .
\end{aligned}
$$

Assume that the conditions of the Theorem are satisfied, i.e.,

$$
c_{1}>\frac{c_{2}}{q \underline{k}} .
$$

Thus,

$$
\begin{equation*}
c_{2}-\omega c_{1}=0 \tag{41}
\end{equation*}
$$

for some positive $\omega$ such that

$$
\begin{equation*}
0<\omega<q \underline{k}<k_{i} . \tag{42}
\end{equation*}
$$

Consider now the function

$$
U(x, y)=\sum_{i} \frac{y_{i}^{2}}{2}-\frac{\alpha_{i} x_{i}^{2}}{2}+\frac{\beta_{i} x_{i}^{4}}{4}+\omega x_{i} y_{i}
$$

We will show that $\frac{d U}{d t}<0$ on the surface $U(x, y)=D$ if $D$ is large enough. A direct calculation shows that

$$
\begin{align*}
& \frac{d U}{d t}=\sum_{i}\left(\omega-k_{i}\right) y_{i}^{2}+\omega \alpha_{i} x_{i}^{2}-\omega \beta_{i} x_{i}^{4}-\omega k_{i} x_{i} y_{i}+\left(y_{i}+\omega x_{i}\right)\left(a_{i}+b_{i} \cos \omega t\right)  \tag{43}\\
& \quad+\left(y_{i}+\omega x_{i}\right)\left(c_{1} \Delta y_{i}+c_{2} \Delta x_{i}\right)
\end{align*}
$$

It follows from (39) and (40) that

$$
\begin{equation*}
\sum_{i}\left(y_{i}+\omega x_{i}\right)\left(c_{1} \Delta y_{i}+c_{2} \Delta x_{i}\right)=\sum_{s} \lambda_{s}\left(c_{1} Y_{s}^{2}+\omega c_{2} X_{s}^{2}+\left(c_{2}+c_{1} \omega\right) X_{s} Y_{s}\right) \tag{44}
\end{equation*}
$$

By (41), the right hand part of (44) can be written as

$$
\sum_{s} \lambda_{s} c_{1}\left(Y_{s}+\frac{c_{2}+c_{1} \omega}{2 c_{1}} X_{s}\right)^{2}=\sum_{s} \lambda_{s} c_{1}\left(Y_{s}+\omega X_{s}\right)^{2} \leq 0
$$

Therefore, it follows from (43) that

$$
\begin{aligned}
\frac{d U}{d t} & \leq \sum_{i}\left(\omega-k_{i}\right) y_{i}^{2}+\omega \alpha_{i} x_{i}^{2}-\omega \beta_{i} x_{i}^{4}-\omega k_{i} x_{i} y_{i}+\left(y_{i}+\omega x_{i}\right)\left(a_{i}+b_{i} \cos \omega t\right) \\
& \leq-\sum_{i}\left(k_{i}-\omega\right) y_{i}^{2}+\omega \beta_{i} x_{i}^{4}-\omega \alpha_{i} x_{i}^{2}+\omega k_{i} x_{i} y_{i}-\left(\left|a_{i}\right|+\left|b_{i}\right|\right)\left(\left|y_{i}\right|+\omega\left|x_{i}\right|\right) \\
& =V(x, y), \quad \text { say. }
\end{aligned}
$$

We need to show that $V(x, y)<0$ provided $U(x, y)=D, D \gg 1$. Set $\mu=D^{-1 / 4}$, $\eta_{i}=y_{i} D^{-1 / 2}, \xi_{i}=x_{i} D^{-1 / 4}$. Then the equality $U(x, y)=D$ can be rewritten as

$$
\begin{equation*}
\sum_{i} \frac{1}{2} \eta_{i}^{2}+\frac{1}{4} \beta_{i} \xi_{i}^{4}-\frac{1}{2} \mu^{2} \alpha_{i} \xi_{i}^{2}+\mu \omega \xi_{i} \eta_{i}=1 \tag{45}
\end{equation*}
$$

Proposition 4. There exist $\mu_{0}>0$ and $C>0$ such that for any $0<\mu \leq \mu_{0}$ and any solution $(\xi, \eta)$ of (45), we have

$$
\|\xi\| \leq C, \quad\|\eta\| \leq C
$$

Proof. Suppose not. Then there exist sequences $\left\{\mu_{n}\right\},\left\{\xi^{(n)}\right\},\left\{\eta^{(n)}\right\}$ such that $\mu_{n} \rightarrow 0$ and $\left\|\xi^{(n)}\right\|+\left\|\eta^{(n)}\right\| \rightarrow \infty$ as $n \rightarrow \infty$ and $\left(\xi^{(n)}, \eta^{(n)}\right)$ is a solution of (45) for $\mu=\mu_{n}$.

One of the following holds:
(i) $\left\|\eta^{(n)}\right\| \leq$ constant $\stackrel{\text { def }}{=} C$ for all $n$;
(ii) $\left\|\eta^{(n)}\right\| \rightarrow \infty$ as $n \rightarrow \infty$.

Suppose (i) is true. Then, $\left\|\xi^{(n)}\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Let $p(n)=\max _{i}\left|\xi_{i}^{(n)}\right|, \underline{\beta}=\min _{i} \beta_{i}$, $\bar{\alpha}=\max _{i} \alpha_{i}$. Thus, $p(n) \rightarrow \infty$ as $n \rightarrow \infty$. Represent (45) as

$$
\begin{equation*}
\sum_{i} \frac{1}{4} \beta_{i} \xi_{i}^{(n) 4}+\sum_{i} \frac{1}{2} \eta_{i}^{(n) 2}=1+\sum_{i} \frac{1}{2} \mu_{n}^{2} \alpha_{i} \xi_{i}^{(n) 2}+\sum_{i} \mu_{n} \omega \xi_{i}^{(n)} \eta_{i}^{(n)} \tag{46}
\end{equation*}
$$

It follows from (46) that

$$
\begin{equation*}
\frac{1}{4} \underline{\beta} p^{4}(n)+\frac{1}{2}\left\|\eta^{(n)}\right\|^{2}<1+\frac{1}{2} \mu_{n}^{2} \bar{\alpha}\left\|\xi^{(n)}\right\|^{2}+\mu_{n} \omega\left\|\xi^{(n)}\right\| \cdot\left\|\eta^{(n)}\right\| \tag{47}
\end{equation*}
$$

Dividing (47) by $p^{4}(n)$ and taking into account the inequality $\left\|\xi^{(n)}\right\| \leq N^{2} p(n)$, we obtain

$$
\begin{equation*}
\frac{1}{4} \underline{\beta}+\frac{1}{2 p^{4}(n)}\left\|\eta^{(n)}\right\|^{2}<\frac{1}{p^{4}(n)}+\frac{N^{4}}{2 p^{2}(n)} \mu_{n}^{2} \bar{\alpha}+\frac{\mu_{n} N^{2}}{p^{3}(n)} \cdot C \tag{48}
\end{equation*}
$$

The inequality (48) for sufficiently large $n$ contradicts (i).
Consider now the case (ii). Dividing (46) by $\left\|\eta^{(n)}\right\|^{2}$ and using notations above, we have

$$
\begin{equation*}
\frac{1}{2}+\frac{1}{4} \underline{\beta} \frac{p^{4}(n)}{\left\|\eta^{(n)}\right\|^{2}}<\frac{1}{\left\|\eta^{(n)}\right\|^{2}}+\frac{1}{2} \mu_{n}^{2} \bar{\alpha} \cdot \frac{N^{4} p^{2}(n)}{\left\|\eta^{(n)}\right\|^{2}}+\mu_{n} \omega \frac{N^{2} p(n)}{\left\|\eta^{(n)}\right\|} \tag{49}
\end{equation*}
$$

If $p(n)$ is a bounded sequence, then (49) cannot be satisfied for $n$ large enough, and we have a contradiction. Assume now that $p(n) \rightarrow \infty$ as $n \rightarrow \infty$. Then denoting by $\zeta_{n}$ the ratio $\frac{p(n)}{\left\|\eta^{(n)}\right\|}$, we obtain from (49)

$$
\begin{equation*}
\frac{1}{2}-\frac{1}{\left\|\eta^{(n)}\right\|^{2}}-\mu_{n} \omega N^{2} \zeta_{n}+\left(\frac{1}{4} \underline{\beta} p^{2}(n)-\frac{1}{2} \mu_{n}^{2} \bar{\alpha} N^{4}\right) \zeta_{n}^{2}<0 \tag{50}
\end{equation*}
$$

If $n$ is large, then the discriminant of the quadratic polynomial (with respect to $\zeta_{n}$ ) on the left hand side of (50) is negative and the leading coefficients are positive. Thus, (50) cannot be satisfied.

Corollary. There exists $\mu_{1}, 0<\mu_{1} \leq \mu_{0}$ and a constant $c_{0}>0$ such that for any $0<\mu \leq \mu_{1}$ and any solution ( $\xi, \eta$ ) of the equation (45) the following inequality holds

$$
\begin{equation*}
\sum_{i=1}^{\infty} \eta_{i}^{2}+\xi_{i}^{4}>c_{0} \tag{51}
\end{equation*}
$$

Proof. Let $\widetilde{\beta}=\min \left\{\frac{1}{2}, \min _{i} \frac{1}{4} \beta_{i}\right\}$. Then it follows from (45) and Proposition 4 that for $\mu<\mu_{0}$

$$
\sum_{i} \eta_{i}^{2}+\xi_{i}^{4} \geq \frac{1}{\widetilde{\beta}}\left(1-\mu \omega C^{2}\right)
$$

Setting $\mu_{1} \leq 1 / 2 \omega C^{2}$ we obtain the desired result with $c_{0} \geq 1 / 2 \widetilde{\beta}$.
It remains to show that $V(x, y)<0$. We have,

$$
\begin{aligned}
V(x, y) \leq- & {\left[(\underline{k}-\omega) \sum_{i} y_{i}^{2}+\omega \underline{\beta} \sum_{i} x_{i}^{4}-\omega \bar{\alpha}\|x\|^{2}\right.} \\
& \left.+\omega \sum_{i} k_{i} x_{i} y_{i}-\left|a_{i}\right|-\left|b_{i}\right|\left(\left|y_{i}\right|+\omega\left|x_{i}\right|\right)\right] \\
=- & D\left[(\underline{k}-\omega)\|\eta\|^{2}+\omega \underline{\beta} \sum_{i} \xi_{i}^{4}+\mu F(\xi, \eta, \mu)\right]
\end{aligned}
$$

where $F$ is a bounded function (as $\mu \searrow 0$ ). Therefore

$$
V(x, y) \leq-D\left[\min \{(\underline{k}-\omega), \omega \underline{\beta}\} c_{0}+\mu F(\xi, \eta, \mu)\right]<0 .
$$

So, we prove the dissipativeness of the system and the inequality (2).

## 6. Concluding Remarks

1. Our method works for any nonlinearity $f(x)$ satisfying the following condition

$$
f\left(x_{1}\right)-f\left(x_{2}\right)=\left(x_{1}-x_{2}\right) g\left(x_{1}, x_{2}\right)
$$

where $g\left(x_{1}, x_{2}\right)>0$ for $x_{1} \neq x_{2}$.
2. In the work of T. L. Carrol and L. M. Pecora (see [3, 4, 11] and bibliography in [11]), one approach for stochastic synchronization was suggested. It is based on the
following two points: (i) in the simplest case, all subsystems are identical and coupling admits the existence of spatially homogeneous solutions; (ii) stability of solutions is based on the "transversal" Lyapunov exponent technique (see also [16, 17]). We note that for (i), the synchronization phenomenon becomes the stability property of spatially-homogeneous solutions. For non-identical subsystems, synchronization means stability of some invariant submanifolds. In case (ii), one can give only "local" synchronization. In general, synchronization means that we have the realization of a synchronous regime for a wide region of initial conditions. It seems that the approach of these authors is probably only an interstitial step in the study of synchronization phenomena.
3. As a criterion of synchronization, it is suggested in [11] to find negative transversal Lyapunov exponents. But it is known from the theory of stability in ordinary differential equations (see, for example, [22]) that an invariant set may be destroyed under small perturbations if negative Lyapunov exponents in transversal directions are larger than negative Lyapunov exponents in the tangent directions of the invariant set. This indicates that "structurally stable" synchronization comes when the transversal Lyapunov exponents. turn out to be smaller than the tangent ones.
4. It is shown in [13-18] and other works that chains (or lattices) of coupled oscillators may exhibit a complex spatio-temporal behavior. In particular, they may have attractors of different dimensions. It seems to us, the dimension of attractors depends directly on the number of excited modes. We hope to study this elsewhere.
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