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ABSTRACT

In this paper, we introduce sonification as a less intrusive method
for preventing shoplifting. Music and audible alerts are common in
retail, and auditory monitoring of a store can aid clerks and reduce
losses. Despite these potential advantages, sonification of interac-
tion with goods in retail is an undeveloped field. We conducted an
experiment focusing on peripheral auditory notifications in a vir-
tual retail environment, evaluating aspects such as awareness and
attention, sound design and noticeability, and localization of event
sounds. Results highlighted behavioral differences depending on
whether users were informed about the presence of auditory noti-
fication sounds or not. The alerts did not cause distraction or an-
noyance and we suggest that the findings give a promising starting
point for future studies and investigations focused on improving
the auditory environments in retail.

1. INTRODUCTION

Retailers state that shoplifting has a significant negative impact on
profitability [1], and in the United States alone the total loss due to
shoplifting has reached US$10 billion yearly [2]. According to [1]
the most effective countermeasures against shoplifting involve hu-
man factors, and in particular security guards, which increase costs
significantly. However, video or security guard surveillance can
be perceived as an invasion of privacy. In this paper, we intro-
duce sonification as a less intrusive method for surveillance. The
research focus is on reactions to notification sounds in order to in-
vestigate aspects such as attention, awareness, sound design and
noticeability through analysis of localizing sound sources.

Auditory notifications in stores are meant to attract attention
from store employees and shoplifters, but without disturbing reg-
ular customers. There are thus several different types of visitors
in a store to consider: 1) the store employee who manages cus-
tomers and sales, and who also keep watch of the premises; 2)
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the shoplifters, who can be classified according to their intention,
see e.g. [3]; and 3) the regular purchasing or browsing customers.
In the present study, we consider two groups: those aware of a
surveillance system (employees, shoplifters, possibly some pur-
chasing customers), and those unaware (most regular customers),
represented by participants with or without knowledge of notifica-
tion sounds, respectively.

The auditory system is dependent on attention and built to pro-
cess simultaneous and overlapping stimuli [4]. Auditory monitor-
ing can free up cognitive resources; e.g., people working in secu-
rity operations centers were aided by sonification in ways that en-
abled peripheral monitoring [5]. However, few studies have tested
sonification in retail and its impact on key outcomes, such as the
consumers’ and employees’ attentional mechanisms, the former of
which is a key factor in predicting consumer choice [6, 7].

The implementation of sound alerts constitutes a less intru-
sive way of ensuring safety and avoiding shoplifting in the retail
environment compared to existing solutions, such as monitoring
through video cameras. Thus, the current research may have pri-
vacy implications through innovative sound strategies, whereby re-
tail stores could potentially replace or reduce video monitoring in
favor of less intrusive sound alert solutions.

From the above, we believe that sonification can be a good
candidate for designing a system for improved store surveillance
and shopping experience, and a novel approach in the field of au-
ditory displays. In the current study we delimit sonification to sys-
tematically connecting avatar actions in VR to static sound record-
ings. In particular, we use an event-based approach for monitoring
state in a multimodal environment [8].

1.1. Aim

The purpose of this study is to investigate the following research
question: Do subjects assigned a store clerk role, i.e., who know
that they will be exposed to notification sounds, react more to such
sounds than subjects assigned a browsing customer role, i.e., who
are unaware of notification sounds? In particular, we sought out
to investigate how these two conditions affected the number of
noticed sound events measured by head movements in direction
of the sound source, and how important sound design in terms of
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having congruent versus incongruent sounds is in this context. Our
assumptions are that the “knowing” subjects react more to the soni-
fications than the “unknowing”, and that the “unknowing” will be
more disturbed by the incongruent sounds.

1.2. Previous results

Our design for the sonifications were validated in [9]. There, we
also describe the simulated store environment in VR, with partici-
pants being represented through an avatar. In [9] we propose a first
set of design guidelines for short alert sounds in a retail environ-
ment. Alert sounds can:

• be congruent with and contextually fit the environment of
where they are played,

• be played at a relatively low volume, preferably just below
background music,

• be short in length, around one second,
• be designed without much attention towards attack sharpness,
• be used without concerns of growing sensitivity over time,
• be incongruent, if designed with care.

2. BACKGROUND

The focus of the current research is on peripheral auditory notifi-
cations in a (virtual) retail environment. Several previous studies
have focused on peripheral notifications in which audio cues are
embedded in background music (see e.g. [10, 11, 12]). Some work
has also focused specifically on notifications in the retail environ-
ment. For example, in [13], personalized ambient soundscapes
allowing for notification services through non-speech audio cues
were embedded differently in background music depending on the
event and current position of the user. In [14], authors introduce
a method to make personalized music freely selectable for each
customer in a retail environment. Their system allows customers
to create an electronic shopping list where each item is associated
with recommended music. When the customer enters a specific
product department, the music track associated with the product is
played. The system also notified customers by playing non-speech
sounds mixed into the background when you approached products
similar to those listed in the shopping list.

The perceptual and cognitive knowledge of an auditory envi-
ronment is grounded in our ability to learn from previous experi-
ences. We use this knowledge in relation to a context to predict
which sounds that are likely to appear [15], but also to reject in-
terpretations incongruous with a context [16]. When audiovisual
sensory information is unrelated it leads to an uncertainty of in-
terpretation, causing an attentional focus on identifying what is
incongruent [17].For instance [18] showed that sounds incongru-
ent with the background sound environment are easier to identify
and detect than contextually congruent sounds.

Perceptual attention is usually defined in terms of internal pro-
cesses that help us extract relevant information from a complex
environment [19]. The well-known cocktail party effect highlights
the ability of listeners to move their attention around a busy en-
vironment [20, 21], and has been seen as an example of listeners
ability to derive information from a stream of speech sounds in
the presence of other sound streams [19]. Indeed, information can
be processed even if not in the foreground of attention [22, 23],
meaning that the allocation of attentional resources depends on a

variety of factors, such as personal interests, prior experiences, and
expectations (top-down factors), but also the cognitive capacity of
a person at a given point in time, and the specific social settings in
which the person performs an action [24, 25, 26].

A detailed understanding of the way end users inhabit their en-
vironments, as well as how they interact with the existing auditory
setting, is required in order to design auditory interfaces that inte-
grate effectively in such environments [27]. An important term in
this context is the notion of awareness. In the context of ambient
displays; i.e., displays which present information through subtle
changes in light, sound, and movement; awareness can be defined
as “(...) the state of knowing about the environment in which you
exist; about your surroundings, and the presence and activities
of others” [28]. Peripheral awareness of audio has, for example,
been discussed in the phenomenological study of the auditory en-
vironment in a chemical factory presented in [29]. In this work,
the author discusses the paradox of perceptiveness versus unob-
trusiveness of sound events; i.e. the challenge of enabling sound
events to fade into background of awareness if not needed but still
be perceptive enough to inform a user about a change, introducing
the notion of smooth notification.

The work presented in this paper relies on measuring sound
localization through head movements in a VR space. A pioneer-
ing researcher in the field of sound localization was Lord Rayleigh,
who presented work on the localization of pure tones in the lateral
dimension, commonly referred to as the duplex theory of sound lo-
calization. Rayleigh concluded that subjects could not easily dis-
criminate between front versus back locations of pure-tone stim-
uli [30], although this was possible for sounds with broader band-
widths [31]. More recent work has suggested that the the duplex
theory is somewhat incomplete, and that physical cues other than
interaural time and level differences are used in sound localization,
such as pinna filtering [32]. Moreover, front-back error tend to be
reduced by allowing for head rotation [33, 34]. It has been sug-
gested that head movement is part of the listening experience since
it allows for sensing the spatial distribution of parameters [35]. An
important concept in this context is the head-related transfer func-
tion (HRTF), i.e., the direction-dependent acoustical transfer func-
tion from a sound source to a listener’s eardrum [36]. An overview
of basic principles and applications of head-related transfer func-
tions and virtual auditory display is presented in [37].

The relation between head movements in VR experiments fo-
cused on sound has been explored in numerous previous studies
(see e.g. [35, 38, 39]). In the current work we focus on auditory-
localisation of events in a VR environment based on head point-
ing, meaning that the participant turns the body towards a per-
ceived sound source and point its direction with the head. It is
well known that the method used for collecting judgements in
auditory-localisation experiments strongly influences the accuracy
of subject’s responses [40]. Egocentric pointing methods, in which
the participant’s body (including the head) is directed towards the
sound source, have been shown to be more precise then exocentric
methods, in which the participants report perceived sound locali-
sation on a 2D/3D graphical interface [41, 42, 43]. Head pointing
has shown many advantages over other methods when applied in
previous sound source localisation studies, despite issues related
to localising highly elevated targets [43, 44, 45].

When it comes to sound design, the need to design more aes-
thetically pleasing sonification and alert sounds has been stressed
by several scholars [46, 47]. The importance of designing alert
sounds with a high level of ecologic validity, here conceptualized
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as a match in terms of function, has also been widely discussed
[48, 49]. Ecological validity conceptualized as a match in terms of
good recordings or realistic sound simulations are not necessarily
the most efficient design strategy to convey information, as shown
in research literature on sound objects and cartoonification [50].
Instead, low-level models based on simplifications of the target
simulation, for instance by exaggerating certain acoustic aspects,
have proven to be very effective, and contextual attachment should
thus be an important design parameter.

3. METHOD

A total of 16 participants (9F, 7M, age 24–53 years) took part in
the experiment. The experiment is designed as follows: we track
a participant’s head movements in a virtual store and match the
head direction to sounds initiated by avatars interacting with items
in the shop. We consider each sound to be a discrete sonification
of removing an item from a shelf. In the following section, we
describe the VR and sound environments, and the data collection.

3.1. Virtual environment

Instead of conducting the experiment in a real store, we built a vir-
tual clothing store for Oculus Quest head-mounted display (HMD)
in the Unity 3D game engine to simulate a shopping experience.
The kind of HMD VR used in this study is defined by provid-
ing 3D stereo vision, surround vision and user dynamic control
of viewpoint [51]; in addition, the HMD is designed so that most
over-ear headphones can be worn comfortably to play spatialized
sound. These features, when implemented together, provide for an
immersive experience where the user is perceptually shielded from
the surroundings, but where the experience matches a real world.
Studies have showed that the sense of presence and immersion is
generally high for HMD [52].

In the implementation, participants used Audio-Technica
ATH-M50X headphones. The chosen spatialization mode in the
software was without corrections for vertical head displacement,
i.e., only based on horizontal movements.

Figure 1: The virtual store environment. Left image: The floor
layout with the six locations for alert sound sources marked with
red circles. Right image: A design-stage screenshot from VR with
the avatars that will act as customers and clerks.

The defined store was spacious, with 700 square meters con-
sisting of three rooms, see Fig. 1. The space consisted of a main
shopping area with shelves, tables and counters, a fitting room sec-
tion, and a smaller room approached through an open door, with

some shelves and a table. One adjacent room and a store entrance
were also included in the model, but not used for the experiment.
The tables and shelves contained garments and accessories, for the
most shirts, pants, hats, backpacks, belts, and handbags. Six pre-
programmed avatars (four female and two male characters) who
acted as customers would move around and approach the store
goods to look at the different items (but not directly grab them).

3.2. Sound environment

A generic deep house background music track was playing in the
store continuously. Although music was played from a set of loud-
speakers placed in the ceiling, the experience in the VR environ-
ment was that the music was ever-present and at a constant sound
level. In addition to and mixed in with the music track, we played
a soundtrack of ambient store sounds with cashier noises, entry
chimes, mumbling, shoe scraping, among others; the recording
was selected to match and add multimodal realism to the depicted
scenery, without the ambition of recreating an exact sonic repre-
sentation of a physical store.

When an avatar approached an item on a shelf, a sound alert
was played from that position. While the alert sounds were spa-
tially separated, sounds were not acoustically affected by walls and
other objects, thus, the room acoustics resembled an open space.
Six different locations, each with its own sound, were included,
indicated in Fig. 1. We programmed in total 25 interactions with
varying distances from the track of the participant’s moving avatar,
with temporal intervals between sounds ranging from 11 to 35 sec-
onds. The sounds were played only slightly louder (a few dB) than
the background music (see [9]). Each of the six sounds was played
between 3–5 times. In two occurrences, the same alert sound was
repeated, i.e., played from the same location twice in a row (but
with a similar time interval as all other events).

The six different sounds all had a duration of 0.5–2.5 sec-
onds, grouped by being either congruent or incongruent with the
store settings. The congruent sounds resembled removing a piece
of clothing from a hanger; two sounds were actual recordings of
a clothing hanger, and one sound was a cartoonified, sweep-like
sound. The incongruent sounds were distinctly different: a bird
song, a time-stretched sweep sound, and wind chimes, all selected
on grounds of their contextual detachment from the store environ-
ment. All sounds, including the background soundscape, are avail-
able for listening online.1

3.3. Experiment design

In this study, we were mainly interested in reactions to sounds
triggered by avatars that move around the participant. As such,
we only considered the participant’s head movements directly con-
nected to alert sounds. To create a comparable experience for the
participants, the avatars’ movements and actions were identical be-
tween trials. Moreover, the participant could not decide where to
go, but was led around along a path in the store, to simulate a per-
son (either observing store clerk or browsing customer, based on
the instructions) walking casually between shelves and rooms. To
facilitate a more natural experience of the fixed movement track
and reduce the risk of motion sickness, the participant was encour-
aged to stand between and hold onto the back of two chairs while

1http://annexes.smcresearch.se/2021-ICAD-KF (a file with the move-
ment data are also available at the link)
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walking and turning on the same spot, actively following the vir-
tual representation of the participant. Head movements, also those
from turning the torso or the whole body, were unrestricted, and
we recorded this horizontal rotation for further analysis.

We assigned participants randomly into one of two groups:
“knowing” and “unknowing”. Both groups were briefed that they
would play a store clerk in an informal game or experience where
you could not win or loose, and where the main objective was to
look around and experience the VR store. The knowing group
were given instructions that sound alerts or notifications can be
triggered by the other avatars, and a task to, if they wish, look
out for such events. The unknowing group were initially given
ambiguous information that we tested machine learning algorithms
for avatar interaction, but nothing about the sound environment.

3.4. Data collection and analysis

The test in the VR environment lasted for 10 uninterrupted min-
utes. The participants were briefly interviewed after the VR ses-
sion. Head movements in terms of absolute position in the room
and the horizontal rotation were sampled at 10 Hz and saved in the
Oculus Quest HMD. The motion path of all the avatars, including
the participant’s avatar, were identical between sessions. In addi-
tion, the positions and timestamps of the played alert sounds were
identical.

In the context of this work, we construed an event called
“hit”, i.e., an immediate and localized reaction to respective sound
stimulus, when the participant’s head orientation matches a sound
source’s location directly following its occurrence. The detection
of hits was performed using an “inspection window” which was
defined as the duration from the sound onset to a given offset.
From experimentation, we set the parameters for angular range and
inspection window manually. Then, we define the term “hit rate”
as the ratio between the total number of hits (i.e., events within
both the temporal window and the angular limit deviation from the
sound’s origin) and the total number of sound events.

The temporal window parameter defined the duration starting
from the sound onset in which to consider reactions. Experimenta-
tion showed that the effect of changing this temporal window size
was small (e.g., a 50% window size increase only resulted in an
8% hit rate increase). Furthermore, we observed a ceiling effect
starting from less than four seconds after offset. We settled for
an inspection window size from the sound onset until three sec-
onds following its offset as default for all sound events. The an-
gular range parameter defined the head orientation relative to the
direction of the sound. Experimentation showed that widening or
narrowing the hit angle ranges had little effect on the number of
hits. We settled on ± 15 degrees from the direct line as a default
deviation.

Movement data from the HMD sensors was collected to ana-
lyze differences between hit rates of unknowing and knowing sub-
jects. We used t-tests and Chi-square tests with 5% significance
level. The movement data is made available online at the link pro-
vided above for sound examples.

While our sample size is small in terms of the absolute num-
ber of participants, it is worth mentioning that each participant
contributed with multiple data points, given the repeated exposure
to auditory notifications and the additional data points collected
between these sound alerts. Thus, despite the small sample size,
comparisons between the two experimental conditions were based
on hundreds of observations per condition, making the study suf-

ficiently well-powered.

4. RESULT

In the following section, we present effects of awareness and atten-
tion, sound design and noticeability, and of the tendency to localize
the sounds (hit rate). By “awareness and attention”, we consider a
perspective of active listening, while by “sound design and notice-
ability”, the perspective is that of the alert sound being noticed in
passive listening.

The result section include quotes from the interviews con-
ducted following each VR session. We do not cover the sound
design aspect which is, although critical, out of scope in this pa-
per; this has been reported separately in [9].

4.1. General observations

We could measure reactions to sounds from the head movements,
and that the two groups differed. As expected, the knowing had a
significantly higher head movement activity than the unknowing,
both in terms of velocity and in angular displacement (t-test, p <
0.001), see Fig. 2, which shows velocity measured as the derivative
of movement. We also found a significantly higher activity during
sound events for the knowing group compared to unknowing group
(t-test, p < 0.001; all differences had a high effect size, Cohen’s-d
> 1.4). The knowing participants made almost double the amount
of head movements during an sound event compared to the time
in-between sound events, while the unknowing participants’ head
movements were similar for both conditions.

0
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3

4

5

Unknowing group Knowing group

HEAD MOVEMENT

During sound alerts Between sound alerts

Figure 2: Head rotation velocity (measured in angular displace-
ment per time unit) for both unknowing and knowing groups. The
plot shows mean velocity during and between sound events.

Most participants had little to no previous experience with VR
environments, but there is no evidence in the interview data that
technology or the VR experience was problematic, nor that any
suffered from motion sickness. When asked if they noticed any-
thing out of the ordinary, all in the knowing group mentioned is-
sues related to sounds, while all in the unknowing group answered
either “no”, or mentioned issues unrelated to sound (such as the
variety of clothes).

4.2. Awareness and attention

The knowing participants outperformed the unknowing group sig-
nificantly in terms of hit rate (�2, p = 0.000). On average, the
unknowing reacted by looking in the direction of the sound source
for 30% of all sound events, while the knowing reacted to 67% of
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the sound events. All except one participant in the knowing group
performed better than the unknowing.

In the interview question about anything catching their atten-
tion, one participant in the unknowing group mentioned “there is
someone who is perhaps doing something shady”. In the know-
ing group, all except two connected sound events to actions by
avatars, e.g., “After a while I noticed that sound was connected to
movements”, and also about shoplifting: “[. . . ] I heard noises and
looked back and started to think if someone snatched. There were
a few times I thought it was suspicious action.”, and customer be-
haviour: “It’s like a pattern. I felt that at some places there were
specific sounds [. . . ] the customers seemed like they needed help”.

It is possible that the overall attention dropped over time.
Both groups showed a quick drop in hits after the initial couple
of events, with a stable and slight decline following. Fitted, log-
arithmic regression curves were, however, inconclusive (with R-
squared values of 0.09 and 0.19, respectively), see Fig. 3. A regres-
sion analysis on exposure shows difference between the groups
(p < 0.001), but the short test duration contravenes making pre-
dictions about wearing effects and adaptation.

4.3. Sound design and noticeability

The duration of the sound alerts did not have a significant effect on
hit rate for the knowing group. However, we observed a within-
group difference for the unknowing group (�2, p = 0.025), where
sounds longer than 2500 ms resulted in almost twice as many hits
on average compared to sounds below 1500 ms. We found no sig-
nificant differences for knowing versus unknowing between hav-
ing a fast or slow onset time, with sound amplitude peaks at 100-
300 ms and 700-800 ms, respectively.

Two sounds were designed to be particularly easy to notice,
namely, a recording of a chirping bird (2500 ms, early onset), and
a fast ascending stroke on metallic wind chimes (1500 ms, late on-
set). Indeed, the bird type sound was the most noticed among the
unknowing group (�2, p = 0.025), while the very characteristic
wind chimes got the opposite effect of the anticipated one, and it
was the least noticed sound, see Fig. 4.

Three of the six sounds had intentional high congruence with
the store context, being sounds inspired by clothing shop interac-
tions. These were thus coupled to the experience and, assumable,
more subtle and harder to notice through the ambience. We did
not find any significant difference for either knowing or unknow-
ing group between hit rates for either congruent or incongruent
sounds. When comparing differences between means for hit rates,
we observe that congruent sounds have on average 11% higher
rate than incongruent sounds, where the knowing appears to be
the most observant of congruent sounds, however, these results are
inconclusive.

One interview question focused on the perceived sound level.
Although the sound level was the same for all, half of the partici-
pants in the unknowing group mentioned that the sound level was
too low, while all in the knowing group said it was good.

The unknowing group was specifically asked if they heard any
sounds apart from the music. Two had noticed the bird song, one
said “perhaps some ‘swish’ sound”, but the rest had only noticed
the entrance chime from the ambience soundscape. The know-
ing group was instead asked if sounds were clearly distinguish-
able. One participant in this group said “there were not very many
sounds I heard, maybe just two types and they did not come so
often”, yet, this individual had a 72% hit rate. Another, with a hit

rate of 76%, listed the following identified sounds in the interview:
“Bird sound, metallic drum, ‘ritsch’, telephone signal, glittering
ring–chimes, dull dark sounds that felt like it’s not how clothes
sound, natural and unnatural sounds in addition to the music.”

4.4. Localization of sound events

There was no measured effect on hit rate of neither distance be-
tween the participant’s avatar and the sound source, nor the sound
source placement in the store (�2-tests). Taking into account the
head rotation velocity during sound alerts, which is high for the
knowing, and hit rate for the same group, which is in average above
67% (see Figs. 2 and 4), the results indicate that knowing partici-
pants will predominantly turn and look directly towards the sound
source and not in other directions.

One of the knowing responded in the interview that it was hard
to localize sounds, although the hit rate for this participant was
high, 68%. The participant who performed best, with 92% hit rate,
said it was “Pretty easy. But it was easier when you got used to the
sounds.”. Two other participants, who also described the task as
being pretty easy, only had 52% versus 55% hit rates, respectively.
We did observe an increase in hit rate from the two instances of
repeated sounds for the knowing group (�2, p = .005), but the
result is inconclusive because of the limited data available for this
comparison.

5. DISCUSSION

Analysis of collected data suggests that the sound alerts used in the
current study were successful in guiding the attention of partici-
pants to the location of respective sonic event, but that there was a
considerable difference between groups, both for hit rate and head
velocity measures. For example, the unknowing group looked in
the direction of the sound source for 30% of the events, whereas
the knowing group reacted to 67%. Moreover, we observed a non-
significant difference in hit rates for incongruent versus congruent
sounds, with the unknowing group being less susceptible to con-
gruent sounds.

The effect of sound duration on hit rate also appeared to be dif-
ferent in the two groups: for the unknowing group, sounds longer
than 2500 ms resulted in almost twice as many hits on average
compared to sounds below 1500 ms. Moreover, some interesting
findings were observed from the interviews regarding sound level:
although the sound level was the same for all participants, half of
those in the unknowing group mentioned that the sound level was
too low, while all in the knowing mentioned that is was good. It
thus seems feasible to adjust the perceptiveness of sound alerts to
achieve a good balance between noticing and overlooking them
(shown in [53]), and that the alerts can be designed for different
circumstances and needs (suggested in [47]).

The method used in auditory-localisation experiments
strongly influences accuracy of subject’s responses [40], and it
is possible that other localisation methods than head movement
tracking could be suitable in this context (especially if elevated
targets are present). More realistic interactions, e.g. by allowing
participants to touch objects with their hands, could also promote
more accurate head movements (see e.g. [39]). In a real-world
store setting, other means of determining reactions to sounds apart
from head movement should be considered, for example measures
of gaze. Such experiments on-site would also introduce a num-
ber of confounding variables and require additional considerations
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Figure 3: Hit rates for each sound event divided by participant groups (unknowing versus knowing), with fitted logarithmic regression
curves (dotted: knowing R2 = .09 and dashed: unknowing R2 = .19).
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Figure 4: Hit rates for each sound ordered from highest to low-
est average rate, divided by participant group (unknowing versus
knowing). Three sounds are congruent, while three sounds (sweep,
chimes, bird) are incongruent.

when it comes to ethics and privacy, which is the main reason why
a VR environment was used in the current study.

When it comes to reactions to the sound design of the stimuli
used in the current study, we obtained some unexpected results.
One striking example is the low hit rate of the wind chimes sound,
which we expected to be the most easy sound to notice. Why did
it go more unnoticed compared to other sounds? Perhaps the per-
ception of this sound was confused with the door entry bell from
the ambient background, or the expectancy of such a sound or the
sound of a cash register. Further testing is required to increase the
level of detail in the design guidelines described in [9].

5.1. Limitations

The current work is not without limitations. It should be noted
that the design, and the corresponding study-setup, has relatively
basic research character. We are aware of the many limitations
of VR in marketing research (e.g. [54]) and used this technology
only to collect data related to perception, not consumer experience.
While we document a set of behavioral differences as a function
of whether users are (vs. are not) informed about the presence of
auditory notification sounds, we have yet to test whether the mere
awareness of such sounds may influence store employees’ effort,
ease, and efficacy in detecting customer theft, and whether alerts
may create spillover effects on employees’ satisfaction levels.

However, we demonstrate that people unaware of the notifica-
tion sounds (e.g., most customers in retail stores) are clearly out-

performed on a wide range of behavioral metrics by those who
know that such sounds are present (e.g., store personnel). As such,
this study offers initial empirical evidence for the thesis that notifi-
cation sounds may help store employees detecting and potentially
preventing ongoing thefts in the retail environment, but more ap-
plied studies are needed to establish the applicability, generaliz-
ability, and real-world impact of these findings.

5.2. Future Work

To verify these tentative conclusions, we need to get a more
nuanced understanding of the suitability of various sound alerts
for employees and regular shoppers; future experimental research
should therefore test which specific sounds and alert types gen-
erate the most (least) favorable (unfavorable) affective responses.
Further studies are also needed to find effects of background music
on both the design of notification sounds and on their noticeability.

Moreover, considering the large body of research document-
ing detrimental employee outcomes as a function of noise expo-
sure (e.g. [55, 56, 57]), future studies should examine the impact
of continuous exposure to sound alerts on employees’ job satis-
faction, subjective well-being, and the quality of service given to
customers to ensure that the implementation of a store soundscape
intended to reduce shoplifting does not carry costly consequences
on these crucial outcomes.

6. CONCLUSION

In [9], we outlined a first proposal for design guidelines for short
alert sounds in a retail environment. From the current work we
conclude that by following these guidelines it was mostly the par-
ticipants who were aware (knowing) of peripheral auditory noti-
fications that also reacted to them. This may suggest that no-
tification sounds will have different effect on those aware of a
surveillance system (employees, shoplifters, and attentive purchas-
ing customers), and those unaware (most regular customers).

An interpretation of the results we found is that persons un-
aware of audio alerts indeed did not get distracted or felt annoyed
by the sounds. This is clear from the low notification ratio, and
not least from the interviews where none mentioned any kind of
annoyance connected to sound in the experience.

We suggest that the findings here give a promising starting
point for future studies and investigations focused on improving
the auditory environments in physical stores. The ambition is to in-
crease customer shopping experiences and working conditions for
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employees, and the main aim is to develop novel methods to pre-
vent people from shoplifting. This remains to be validated through
field experiments.
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[43] T. Djelani, C. Pörschmann, J. Sahrhage, and J. Blauert, “An
interactive virtual-environment generator for psychoacous-
tic research ii: Collection of head-related impulse responses
and evaluation of auditory localization,” Acta Acustica united
with Acustica, vol. 86, no. 6, pp. 1046–1053, 2000.

[44] P. Majdak, M. J. Goupell, and B. Laback, “3-d localiza-
tion of virtual sound sources: Effects of visual environment,
pointing method, and training,” Attention, perception, & psy-
chophysics, vol. 72, no. 2, pp. 454–469, 2010.

[45] J. C. Makous and J. C. Middlebrooks, “Two-dimensional
sound localization by human listeners,” The journal of the
Acoustical Society of America, vol. 87, no. 5, pp. 2188–2200,
1990.

[46] A. d’Astous, “Irritating aspects of the shopping environ-
ment,” Journal of Business Research, vol. 49, no. 2, pp. 149–
156, 2000.

[47] P. Vickers, “Ars informatica – ars electronica: Improving
sonification aesthetics,” in Understanding and Designing for
Aesthetic Experience: workshop at HCI 2005: The 19th
British HCI Group Annual Conference, 2005.

[48] W. W. Gaver, “What in the world do we hear?: An ecological
approach to auditory event perception,” Ecological Psychol-
ogy, vol. 5, no. 1, pp. 1–29, mar 1993.
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