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Abstract

Distance preservers are a fundamental primitive used to sketch graphs and finite metric spaces.
Despite having a variety of applications, bounds on the size of distance preservers for weighted, directed,
acyclic graphs remain unimproved for almost 15 years [Coppersmith and Elkin SIAM J. Disc. Math
’06, Szemeredi and Trotter Combinatorica ’83]. We describe a novel approach to improve bounds on
distance preservers in this setting using path reroutings. This formulation of the problem circumvents
a known technical lower bound [Bodwin and Williams SODA ’16]. Moreover, we consider a number of
closely related problems and give evidence that the upper bounds from [Coppersmith and Elkin SIAM
J. Disc. Math ’06] are not tight.
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1 Introduction

In this thesis, we describe a new approach to improve bounds on distance preservers.

Definition 1 (Distance Preservers). Given a weighted, possibly directed graph G = (V,E,w) and a set
of pairs P ⊆ V × V , a distance preserver is a subgraph H of G such that distH(v1, v2) = distG(v1, v2)
for all (v1, v2) ∈ P .

Distance preservers and other similar primitives in graph sketching such as distance oracles and
spanners have found many applications in distributed computing and the all-pairs shortest paths
problem [14, 17, 22]. A major open question asks how many edges are needed in a distance preserver
on p pairs in a graph with n vertices. This question and other similar problems have been the object
of study in a number of papers [1, 6, 8, 9, 10, 13].

In this thesis, we are primarily interested in improving upper bounds for distance preservers of
weighted, directed, acyclic graphs. Before describing our new approach, we define some notation as
developed in [7]:

Definition 2 (Path System). A path system is a pair (V,Π) where V is a finite ground set and Π is
a non-empty set of sequences over V .

Definition 3 (Strongly Metrizable). A path system (V,Π) is strongly metrizable if there exists a
weighted, directed graph G = (V,E,w) such that each π ∈ Π is the unique shortest path between its
endpoints in G.

Definition 4 (Acyclic Path System). We say a path system (V,Π) is acyclic if there is an ordering
of the ground set V such that every π ∈ Π forms an increasing sequence.

Figure 1: A acyclic path system that is not strongly metrizable with 4 paths: πb = bcf, πg = bde, πy =
adf, πr = ace and a ground set V = {a, b, c, d, e, f}. (Figure from [7]).

Note that to bound the size of a distance preserver with p demand pairs and n vertices, it suffices
to bound the number of edges in a strongly metrizable path system with p paths and a ground set of
size n. This is as after a small, random perturbation of the weights, we can assume that the shortest
path between any pair of points is unique.

In past work, the primary property used about strongly metrizable shortest paths was consistency.
Intuitively, consistency refers to the fact that the intersection of any two paths is a contiguous sub-path.
Formally, we can define this as

Definition 5 (Consistency). A path system (V,Π) is consistent if for any two paths π1, π2 ∈ Π and
any two vertices u, v ∈ V where u precedes v on both π1 and π2, the subpaths from u to v along π1 and
π2 are equal.

Using consistency, Coppersmith and Elkin showed in their original paper [13], which introduced
distance preservers:

4



Theorem 1 (Coppersmith and Elkin [13]). Let G = (V,E,w) be a weighted, possibly directed graph
on n vertices and P ⊆

(
V
2

)
a set of p demand pairs. Then G has a distance preserver with at most

O(n
√
p) edges. Moreover, if G is undirected, then it has a distance preserver with at most O(n+p

√
n)

edges.

These are currently the state-of-the-art upper bounds known for weighted, directed, acyclic graphs.
Moreover, Bodwin and Williams showed an example of p consistent shortest paths with Ω(min{n +
p
√
n, n
√
p}) edges [9], implying that this analysis is tight if we only use consistency. Despite this, the

best-known lower bounds for the problem only show that a distance preserver must have Ω((np)2/3 +n)
edges [13, 30]. Moreover, the above upper bounds are known to not be tight for distance preservers of
unweighted, undirected graphs [9].

In order to get an improvement on the bounds in Theorem 1, we will need to rely on structure
beyond consistency. In [7], a complete characterization of strongly metrizable path systems is provided.
However, it is quite technical and topological. Moreover, it’s unclear how such a characterization may
be used to get bounds. As such we consider path reroutings, which are more powerful than consistency
and friendlier than the full characterization of strongly metrizable path systems.

Definition 6 (Path Rerouting). Given an acyclic, edge-disjoint path systems (V,Π) and (V,Π′) with
paths π1, ..., πp and π′1, ...π

′
p, we say that (V,Π′) is a rerouting of (V,Π) if (1) for all i, πi and π′i

start and end at the same vertices and (2) if u immediately proceeds v in some path π′i ∈ Π′ then u
immediately proceeds v in some path πj ∈ Π. We call the rerouting trivial if πi = π′i for all i.

Given a path system (V,Π), we can create such a rerouting by allowing ourselves to swap paths
at a given vertex in such a way that the rerouted path and original path start and end at the same
vertices. As an example, in Figure 1, we can reroute the path πr by swapping with πy at a. We then
follow πy to d where we then swap with πg. This gives us a rerouted path π′r = ade. Now to reroute πy
we note that we already swapped with πr at a; afterward, we can swap with πb at c to get a rerouted
path π′y = acf . Continuing in this way, we get a rerouting π′r = ade, π′b = bdf, π′y = acf, π′g = bce.

The key fact that we will use is that a strongly metrizable path system does not have any non-trivial
reroutings [7]. This gives us structure beyond consistency which we believe will yield improved bounds
for distance preservers in the special case of directed, acyclic, edge-disjoint paths.

Formally, we will prove these bounds by considering identity-free set systems.

Definition 7 (Identity-Free Set System). Given sets A1, A2, ..., Ak ⊆ [n], we can define corresponding
subgroups of the symmetric group of permutations over [n], H1, ...,Hk, where Hi is the set of all
permutations that fix elements in [n] \ Ai. We then say that A1, ..., Ak is identity-free if for hi ∈ Hi

and e denoting the identity permutation we have that h1 ◦ h2 ◦ ... ◦ hk = e, where ◦ denotes the
composition of permutations, only has the trivial solution of hi = e for all i.

We will be interested in bounding k, the number of sets, in terms of n, the size of the ground set, and
s, the size of each subset, where we are assuming that |Ai| = s for all i. Through the correspondence
with path rerouting describe above, we have the following theorem:

Theorem 2. Suppose (V,Π) is a strongly metrizable acyclic path system with edge-disjoint paths.
Then there exists an identity-free set system with |V | sets and |Π| elements in the ground set such that
each set has size s = Θ(|E|/|V |), where |E| is the number of edges in a minimal (with respect to the
number of edges) weighted graph realizing the path system.

Combining the above theorem with well known acyclic path system lower bounds for distance
preservers given in [13, 30] we have that:

Theorem 3. For any positive integers n and s with s ≤ n, there exists an identity-free set system

A1, ..., Ak ⊂ [n] where each set has size Θ(s) and k = Ω
(
n2

s3 + n
s

)
.
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To get an upper bound, we note that since clearly no two distinct sets Ai and Aj can share a
pair of elements, double counting pairs tells us that k = O

(
n2/s2

)
. This bound corresponds to using

consistency in a path system and already gives an upper bound matching the best-known for the
problem. However, as described previously, path reroutings and identity-free set systems are able to
prove Figure 1 is not strongly-metrizable, even though it is consistent. In algebraic terms, we can write
the identity as a product of distinct transpositions, which is not considered in this bound. As such,
we believe that the upper bound of O(n2/s2) is not tight.

Through Theorem 2, any bound for identity-free set systems of the form k = O(n2/sc) when
s = O(

√
n) implies a bound of O(min{n1−1/cp2/c + n, n

√
p}) for distance preservers. Notably, for

anything better than the folklore bound, i.e. for c > 2, we would get improvements over the bounds
of Coppersmith and Elkin. Moreover, an upper bound matching that of Theorem 3 for identity-free
set systems, would imply optimal bounds of O((np)2/3 + n) for distance preservers in the special case
of acyclic, edge-disjoint paths.

To further support that the bounds of Coppersmith and Elkin are not tight, we consider the
following stability variant of identity-free set systems:

Definition 8 (Stable Identity-Free Set System). Given sets A1, ..., Ak ⊂ [n] we say they are a stable
identity-free set system if for any permutation σ ∈ Sk we have that Aσ(1), ...Aσ(k) is also an identity-free
set system.

Since this is a strictly stronger condition than being identity-free, we again have the consistency
bound of k = O(n2/s2). However, we show that this is polynomially far from tight by using the fact
that the identity can be written as a product of distinct transpositions:

Theorem 4. Suppose A1, ..., Ak ⊆ [n] are a stable identity-free set systems such that |Ai| = s = O(
√
n)

for all i, then k = O(n2/s2.5).

We also consider a variety of other closely related problems about identity-free groups and subsets.
Specifically, we define these as

Definition 9 (Identity-Free Subsets). Given subsets A1, ..., Ak of a group G with identity element
e ∈

⋂
iAi we say they are identity-free subsets if for ai ∈ Ai we have that a1a2...ak = e only has the

trivial solution ai = e for all i.

Definition 10 (Identity-Free Groups). Let G be a group with identity element e and H1, H2, ...,Hk ≤ G
be subgroups of size s. We say H1, ...Hk forms an identity-free group system if for hi ∈ Hi the equation
h1h2...hk = e has no non-trivial solutions.

We believe that for identity-free subsets, the following conjecture holds:

Conjecture 1. If A1, A2, ..., Ak are identity-free subsets in a group G, where |G| = n and |Ai| = s,
then k = O(n/s).

Such a result would clearly be tight as given integers n and s we can take G = Z/nZ and Ai =
{0, 1, ..., s−1} for all 1 ≤ i ≤ n/s. Moreover, we make progress toward the conjecture by showing that
k = O((n/s)c) for some c < 2.622 and that we indeed have k = O(n/s) if G is abelian.

Now, for identity-free groups, one might expect significantly better bounds. Indeed if G is abelian,
and H1, ...,Hk are identity-free groups then we have that k = O(logs(n)). In fact, one might hope
that the key structure needed to prove bounds for identity-free set systems is that they correspond to
identity-free groups. Clearly, in order for such an idea to work we would at the very least need to have
that k = O(log(n)c) for s = ω(1) and constant c. However, we show that this is not the case:

Theorem 5. For infinitely many n, there exists a group G with |G| = n and identity-free subgroups

H1, ...,Hk ≤ G where |Hi| = s, k = 2Ω(
√

logn) and s = 2Ω(
√

logn).

In fact, we believe that even these bounds are far from optimal, and could see our constructions
being generalized to show the existence of identity-free groups of size as large as k = Ω(n/s2).
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2 Preliminaries

2.1 Abstract Algebra

Since identity-free sets, groups, and subsets are fundamentally about the structure of groups, we
recommend that the reader have a basic understanding of fundamental concepts in abstract algebra.
A thorough treatment of these topics can be found in [18].

One definition that in particular will be quite important is the product set.

Definition 11. (Product Set) If H1, H2 ⊆ G then we define the product set of H1 and H2 as H1H2 =
{h1h2 : h1 ∈ H1, h2 ∈ H2}.

A key result about the product set tells that its size is large when H1 and H2 are subgroups of G,
denoted by H1, H2 ≤ G, and H1 ∩H2 is small.

Lemma 1. If H1, H2 ≤ G then |H1H2| = |H1||H2|
|H1∩H2| .

The proof is relatively straightforward and we refer an interested reader to Proposition 13 of [18].

2.2 The Fourier Transform on Finite Groups

One powerful, new tool that can now be used to prove bounds on distance preservers is representation
theory. In this section, we briefly recall the basics of the Fourier transform on groups and give an
example of how it can be used to prove bounds on the size of a product set. Since this is only a very
high-level overview we refer the reader to [16, 27] for a more thorough treatment of the subject.

Given a finite-dimensional vector space V over C we will denote the group under multiplication of
invertible matrices from V to V by GL(V ). We then define a representation of a group as

Definition 12 (Representation of a Group). A representation of a group G denoted by ρ is a homo-
morphism from G to GL(V ).

The dimension of a representation which we denote by dρ is simply dimension of V . We call a
representation irreducible if there is no subspace 0 ( W ( V such that ρ(g)W ⊆ W for all g ∈ G.
Finally, we call two representations ρ : G → GL(V1) and τ : G → GL(V2) equivalent if they are the
same after relabeling the elements in the vector space i.e. there is an injective linear map S from V1

to V2 such that τ(g)S = Sρ(g) for all g ∈ G.
Now given a representation, we can always split it into irreducible ones. That is

Theorem 6. Let ρ : G→ GL(V ) be a representation. Then V = ⊕mi=1Wi where the Wi’s are orthog-
onal subspaces, ρ(g)Wi ⊆Wi for all g ∈ G, and ρ|Wi : G→ GL(Wi) are irreducible representations.

We can also assume ρ(g) is always unitary. Finally, we have that any finite group G only has
finitely many irreducible representations and more precisely∑

ρ

d2
ρ = |G|

where the sum is taken over all irreducible representations.
As an example of an irreducible representation, every group has a trivial representation: Let V be

a one-dimensional vector space over C and define ρ as ρ(g)x = x for all x ∈ V and g ∈ G.
Now given f : G→ C we can define it’s Fourier transform, which maps a representation to a linear

transformation.

f̂(ρ) =
∑
g∈G

f(g)ρ(g)

7



Such a transformation is useful as it works well with convolution, which is extended to groups in
the natural way:

f1 ∗ f2(s) =
∑

a,b∈G:ab=s

f1(a)f2(b)

With the above definition of the Fourier transform one can check that

f̂1 ∗ f2(ρ) = f̂1(ρ)f̂2(ρ)

We also get other extentions of classical Fourier tools such as Pareseval’s identity and Fourier
inversion. Before we define them we define the Frobenius inner product for square matrices of the
same size as 〈X,Y 〉 = tr(XY ∗) where Y ∗ is the conjugate transpose of Y . We denote ‖X‖2 = ‖X‖2F =
〈X,X〉. We now have Parseval’s identity :∑

g∈G
|f(g)|2 =

1

|G|
∑
ρ

dρ‖f̂(ρ)‖2

And the Fourier inversion formula:

f(g) =
1

|G|
∑
ρ

dρ〈f̂(ρ), ρ(g)〉

One strength of Fourier methods for groups is that they naturally capture the problem of finding
the size of a product set. To illustrate this we show the following result of Gowers:

Theorem 7 (Gowers [11]). Let m(G) be the minimum dimension of any non-trivial irreducible repre-
sentation. If |A||B||C| > |G|3/m(G) then ABC = G.

Proof. The proof follows simply using Fourier methods and Cauchy Schwartz. We consider the indi-
cator function 1A, 1B , 1C for each set and define f = 1A ∗ 1B ∗ 1C . We will show that f(g) > 0 for all
g ∈ G, which clearly implies that ABC = G. Applying Parseval’s identity to 1A gives

|A| = 1

|G|
∑
ρ

dρ‖1̂A(ρ)‖2

So for any non-trivial representation ρ we can throw away all the remaining terms to get that

‖1̂A(ρ)‖ ≤

√
|A||G|
m(G)

Denote the trivial representation as 1. Fourier inversion applied to f gives us that

f(g) =
1

|G|
∑
ρ

dρ〈f̂(ρ), ρ(g)〉 ≥ |A||B||C|
|G|

− 1

|G|
∑
ρ6=1

dρ〈f̂(ρ), ρ(g)〉

≥ |A||B||C|
|G|

− 1

|G|
∑
ρ 6=1

dρ‖1A(ρ)‖ · ‖1B(ρ)‖ · ‖1C(ρ)‖

≥ |A||B||C|
|G|

−

√
|A||G|
m(G)

√
1

|G|
∑
ρ 6=1

dρ‖1B(ρ)‖2 ·
√

1

|G|
∑
ρ 6=1

dρ‖1C(ρ)‖2

≥ |A||B||C|
|G|

−

√
|A||G|
m(G)

√
|B|
√
|C|

Which is positive since |A||B||C| > |G|3/m(G).

Since identity-free sets are fundamentally a question about products of subgroups, we have that
this powerful, new toolbox at our disposal to extract information from the problem. We describe how
this might be done more closely in Section 3.3.
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2.3 Path System Reroutings

Finally, for completeness, we include a proof that strongly metrizable path systems have no non-trivial
reroutings.

Lemma 2 (Bodwin [7]). Let (V,Π) be an acyclic, edge-disjoint path system. If (V,Π) has a non-trivial
rerouting then it is not strongly metrizable.

Proof. Let (V,Π) and (V,Π′) be acyclic, edge-disjoint path systems with paths π1, ..., πp and π′1, ..., π
′
p

respectively, where (V,Π′) is a non-trivial rerouting of (V,Π). Towards a contradiction, suppose (V,Π)
is strongly metrizable. It then follows that there is a graph G = (V,E,w) such that each π ∈ Π is the
unique shortest path between its endpoints. Now denote by E1 the set of edges in G used by some
path π ∈ Π. Similarly, denote by E2 the set of edges in G used by some path π′ ∈ Π′. By the second
condition of being a rerouting we have that E2 ⊆ E1 and thus∑

e∈E1

w(e) ≥
∑
e∈E2

w(e)

But now note that by the first condition of being a rerouting and the fact that πi are shortest path
in G ∑

e∈πi

w(e) ≤
∑
e∈π′i

w(e)

Moreover, since this is a non-trivial rerouting there exists an i such that πi 6= π′i. But now since πi is
the unique shortest paths in G between its endpoints∑

e∈πi

w(e) <
∑
e∈π′i

w(e)

Using that the paths are edge-disjoint then implies

∑
e∈E1

w(e) =

p∑
i=1

∑
e∈πi

w(e) <

p∑
i=1

∑
e∈π′i

w(e) =
∑
e∈E2

w(e)

a contradiction.

3 Identity-Free Set Systems

3.1 Connections To Path Systems

In this section, we prove many of results stated in the introduction. Before doing so, however, we show
that we can assume that all sets in an identity-free set system have size exactly s:

Lemma 3. If there exists an identity-free set system A1, ..., Ak ⊂ [n] with 1
k

∑k
i=1 |Ai| = s then

there exists an identity-free set system B1, ..., Bk′ where every set Bi has size exactly s′ = Ω(s) and
k′ = Ω(k).

Proof. We note that for any set Ai with |Ai| ≥ 2s we can write Ai = C1 ∪ C2 where C1 and C2 are
disjoint, |C1| = s, and |C2| ≥ s. Moreover the new set system A1, A2, ..., Ai−1, C1, C2, Ai+1, ...Ak is
also identity-free.

We can continue splitting large sets in this way. Let k≥s and k<s denote the number of set of size
at least s and less than s respectively. If we ever have that k≥s ≥ k/2 then we can simply take our Bi’s
to be the sets of size at least s. We can clearly remove elements to make every set have size exactly s.

We can alternatively stop once there are no longer any sets of size at least 2s. In this case, we split
at most k/2 sets since k≥s increases each time we split a set and we ended with k≥s < k/2. Thus,
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there are at most 3k/2 ≤ 2k sets. We then note that the average number of elements in a set is at
least ∑

i |Ai|
2k

≥ s/2

Now we will remove any set with fewer than s/4 elements. Let k′ be the number of sets remaining.
Then we have that

2s · k′ + (2k − k′) · s/4
2k

≥
∑
i |Ai|
2k

≥ s/2

k′ ≥ 2/7k

Again, we can delete elements from the sets so that we have that every set has size exactly bs/4c.
Taking these as our Bi’s proves the lemma.

Leveraging the above result, we can now prove the connection between path systems and permu-
tations described in the introduction.

Theorem 2. Suppose (V,Π) is a strongly metrizable acyclic path system with edge-disjoint paths.
Then there exists an identity-free set system with |V | sets and |Π| elements in the ground set such that
each set has size s = Θ(|E|/|V |), where |E| is the number of edges in a minimal (with respect to the
number of edges) weighted graph realizing the path system.

Proof. We will denote |Π| = p and |V | = n. Since the path system is acyclic and strongly metrizable,
there is an ordering of the vertices such that all paths are strictly increasing sequences. We will
enumerate the vertices in this order v1, v2, ..., vn. We also fix some arbitrary labeling of the paths
π1, ..., πp.

Now define Ai = {j : vi ∈ πj}. We claim that such a set system is identity-free. To see this,
suppose not. Note that if A1, ..., An is not identity-free then the set system obtained by reversing the
order of the sets i.e. An, An−1, ..., A1 is also not identity-free. So let σn...σ1 be a non-trivial way of
writing the identity. Now for each path πi we will create a rerouted path π′i. Initially, π′i will start at
the same point as πi. We then proceed to build π′i as follows: If we are at vj then the next term in π′i
will be term after vj in πσj ...σ1(i) assuming vj isn’t the final term in that path. If it is the final term
in πσj ...σ1(i), then we stop.

For this to we well-defined we first need to show the following claim:

Claim: πσj ...σ1(i) goes through vj
Proof. We proceed by induction. Let va be the first term of the sequence πi. Then it follows that
σaσa−1...σ1(i) = σa(i) since we have that i 6∈ Ak for k < a. Hence, since Aa only contains paths
through a, the statement holds. Now let the mth element in the rerouted sequence π′i be vt and let vt′

be the vertex immediately before it in π′i. It follows that σt−1...σ1(i) = σt′ ...σ1(i). Hence, if σt doesn’t
move σt−1...σ1(i) then the path πσtσt−1...σ1(i) contains vt since πσt′ ...σ1(i) did. On the other hand, if σt
does move σt−1...σ1(i) then it must be sent to a path in At which by definition contains vt.

So, the rerouting process is in fact well-defined. Next, we show

Claim: π′i ends at the same vertex as πi
Proof. Denote the last vertex in πi by vf . Towards a contradiction, suppose we stopped on some other
vertex vt. Then we must have ended while trying to follow a path πj with j 6= i that ended. But note
that since πj has ended, we have that j 6∈ Ak for k > t. But then σnσn−1...σ1(i) = j 6= i, which is a
contradiction.

Applying this transformation to every path in (V,Π) we get a rerouting (V,Π′), which we claim
has edge-disjoint paths.

Claim: (V,Π′) has edge-disjoint paths
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Proof. Suppose not, and assume that π′i and π′j share a pair of consecutive vertices (va, vb). Since (V,Π)
is edge-disjoint we have that (va, vb) is a consecutive pair of vertices in exactly one path πk. But now
note that this implies that σaσa−1...σ1(i) = k and σaσa−1...σ1(j) = k, which is a contradiction.

Since the representation of the identity is non-trivial, we have found a non-trivial rerouting of (V,Π)
but this contradicts Lemma 2. Thus the sets Ai are identity free. Using Lemma 3 then gives us the
desired result.

Using the correspondence between path systems and identity-free set systems, along with a lower
bound to the Szemerédi-Trotter Theorem we can prove Theorem 3 from the introduction.

Theorem 3. For any positive integers n and s with s ≤ n, there exists an identity-free set system

A1, ..., Ak ⊂ [n] where each set has size Θ(s) and k = Ω
(
n2

s3 + n
s

)
.

Proof. The proof follows by a slight modification to the proof given in [21]. For simplicity, assume
4s2|n. Consider a grid of points in the plane [n/(4s2)] × [n/s]. Then consider all lines of the form
ax+ b where a ∈ [2s] and b ∈ [n/(2s)]. Then we can easily see that each line intersects exactly n/(4s2)
points. Hence we have that there are n2/(4s3) points, n lines, and an average of s incidences per point.

There is now a clear correspondence with an acyclic edge-disjoint unique shortest path system,
where the points are the ground sets and the lines are the shortest paths. So using Theorem 2 we have
that the above corresponds to a set system with n2/(4s3) sets and a ground set of size n where each
set is of size Θ(s).

Note we can trivially find identity-free set systems with k = Ω(n/s) by simply taking our sets to
be disjoint sets of size s.

3.2 Upper Bounds for Identity-Free Set Systems

We now proceed to show that we can easily prove bounds matching the best-known from Theorem 1.

Lemma 4 (Folklore Upper Bound). For any identity-free set system A1, ..., Ak ⊆ [n] with |Ai| = s ≥ 2

for all i, we have that k = O
(
n2

s2

)
.

Proof. Note that an identity-free set system must satisfy |Ai ∩ Aj | ≤ 1 for i 6= j. By double counting
pairs of elements appearing in a set, we then have

k

(
s

2

)
=

k∑
i=1

(
s

2

)
≤
(
n

2

)

which implies that k = O
(
n2

s2

)
.

If s is large we can also give an optimal bound that matches the lower bound given in Theorem 3.

Lemma 5. Let A1, ..., Ak ⊆ [n] be an identity-free set system where |Ai| = s and suppose s ≥ 2e
√
n,

then k = O
(
n
s

)
.

Proof. Define Bi = Ai \ (
⋃i−1
j=1Aj). Now since Bi ⊆ Ai, B1, ..., Bk also forms an identity-free set

system. Let R1, ..., Rk be the corresponding groups for the sets B1, ..., Bk. Since B1, ...Bk are disjoint
it follows that the elements in R1...Rk commute and hence that R1, R1R2, R1R2R3, ... are all groups.
Moreover, since they are identity-free we have that Ri ∩R1...Ri−1 = {e}.

Suppose now that k > s. Then we have that by Lemma 1

|R1R2...Rk| ≥ s!(s− 1)!...1! ≥ ((s/2)!)s/2 ≥
( s

2e

)s2/4
11



On the other hand we have that this product must be at most n! so we have that( s
2e

)s2/4
≤ n! ≤ nn

(s2/8) log(n) ≤ n log(n)

Taking n sufficiently large then clearly gives us that s < 3
√
n, which is a contradiction.

So, we must have that k < s. Considering the size of R1R2...Rk then gives

s!(s− 1)!...(s− k)! ≤ nn( s
2e

)sk/4
≤ nn

Taking the log of both sides then clearly gives us that k = O(n/s) as desired.

Together, these allow us to prove bounds matching those given in [13].

Lemma 6. Let G = (V,E,w) be a directed, acyclic graph and P be a set of pairs of vertices of G.
If the shortest paths between pairs of vertices in P are edge-disjoint, then we have that there exists a
distance preserver with at most O(min{|V |+ |P |

√
|V |, |V |

√
|P |}) edges.

Proof. Note that the paths in the preserver correspond to an acyclic, edge-disjoint path system with
|P | paths and a ground set of size |V |. Let |EH | be the number of edges in a minimal preserver.

By Theorem 2, this corresponds to an identity-free set system with |V | sets and a ground set of
size |P |. Moreover, each set will have size Θ(|EH |/|V |). Now if |EH |/|V | = Ω(1) then we can apply
Lemma 4. This then gives us that

|V | = O

(
|P |2|V |2

|EH |2

)
|EH | = O

(
|P |
√
|V |
)

Hence it follows that since we assumed that |EH | = Ω(|V |) we must have that

|EH | = O(|P |
√
|V |+ |V |)

Now to get the second bound we note that if |EH |/|V | = O(
√
|P |) then we trivially have that

|EH | = O(|V |
√
|P |). So we assume that |EH |/|V | = Ω(

√
|P |). But then Lemma 5, tells us |V | =

O(|V ||P |/|EH |). So, |EH | = O(|P |) = O(|V |
√
|P |) as desired.

We note that improving Lemma 4 immediately yields improved bounds via an analogous argument.
So, the regime of interest will be s = O(

√
n).

3.3 Representation Theory

Finally, we discuss the formulation of the problem in terms of Fourier analysis. Since we are simply
outlining how these tools might be useful to prove bounds on distance preservers we omit proofs and
only provide sketches.

A fundamental result that we will need to compute Fourier transforms is

Lemma 7 (Schur’s Lemma). Let ρ : G → GL(V1) and τ : G → GL(V2) be representations of G and
S be a linear map from V1 to V2 such that for all g ∈ G

τ(g)S = Sρ(g)

Then if ρ and τ are not equivalent S = 0. Additionally, if V1 = V2 and ρ = τ then S is a constant
multiple of the identity.

12



This immediately gives us the following result

Lemma 8. Let G be a finite group and U be the uniform distribution over G i.e. U(g) = 1/|G| for
all g ∈ G. Then for any irreducible representation ρ : G→ GL(V )

Û(ρ) =

{
1 ρ is trivial

0 otherwise

Sketch of Proof. Note that Û(ρ) = 1/|G|
∑
g∈G ρ(g). Now for any h ∈ G we have that ρ(h−1)Û(ρ)ρ(h) =

Û(ρ). The result then follows by Schur’s lemma and the observation that ρ(g)Û(ρ) = Û(ρ) for all
g ∈ G.

Lemma 9. Let G be a finite group and UH denote the uniform distribution over a subgroup H i.e.
UH(h) = 1/|H| for h ∈ H and 0 otherwise. Then for any representation ρ : G→ GL(V ) we have that
Û(ρ) is an orthogonal projection.

Sketch of Proof. We consider the representation of H induced by ρ, ρ|H : H → GL(V ). We then
decompose V into orthogonal invariant subspaces W1, ...,Wm under ρ|H . Using Lemma 8, it then
follows that Û is either the 0 map on Wi if the character restricted to Wi, ρ|Wi

H is not trivial, or 1 if it

is trivial. This immediately implies Û(ρ) is an orthogonal projection onto the space⊕
i:ρ|Wi

H is trivial

Wi

We now describe how one might extract information about identity-free sets using representation
theory. Let A1, ..., Ak ⊂ [n] be an identity-free set system where each set has size s and let H1, ...,Hk

be the corresponding groups. We note that the subgroups corresponding to an identity-free set system
are conjugate. Let gi be defined such that Hi = giH1g

−1
i . Thus if Ui denotes the uniform distribution

over Hi we have that
Ûi(ρ) = ρ(g)Û1ρ(g−1)

So all the matrices are unitary equivalent. Using this we can now encode our problem into the language
of Fourier analysis. Specifically, we can write the identity-free condition as:

Theorem 8. Let A1, ...Ak ⊆ [n] and Hi be the corresponding groups that fix elements from [n] \ Ai.
If U1 denotes the uniform distribution over H1 and gi are such that Hi = giH1g

−1
i then A1, ..., Ak is

identity-free if and only if

1

(n!)k
=

1

n!

∑
ρ

dρ tr

(∏
i

ρ(gi)Û1ρ(g−1
i )

)

This already naturally captures various properties of identity-free sets. For instance, since the trace
is invariant under cyclic permutations we have that the same holds for the ordering of identity-free
sets.

Of course, by Theorem 5, this is not enough to prove the desired bounds for identity-free set
systems, although it may give improved bounds for identity-free groups. However, we note that the
representations of both the symmetric group and the specific subgroups in question are known [24].
Thus, it is quite feasible for additional information to be extracted.

Additionally, it seems to be the case that transpositions are quite important for giving good bounds
for identity-free set systems. A non-trivial estimate on the number of transpositions in H1...Hk would
likely yield improved bounds. In this formulation, counting this quantity is quite natural. Specifically,
we use the following corollary of Schur’s lemma from [16]

13



Lemma 10 (Diaconis [16]). Let f be a function that is constant on conjugacy classes and ρ : G →
GL(V ). Then f̂(ρ) = λρI, where I ∈ GL(V ) is the identity map.

Applying this to the indicator function on transpositions then gives us that the number of trans-
positions in H1H2...Hk is

|G|k−1
∑
ρ

dρλρ tr

(∏
i

ρ(gi)Û1ρ(g−1
i )

)
where we again have that the values of λρ are explicitly known [16]. This has a striking resemblance

to the identity-free constraint.

4 Stable Identity-Free Sets

As mentioned previously, the success of our approach for distance preservers relies on the fact that
we can write the identity as a product of distinct transpositions and that this will lead to asymptotic
improvements on our upper bounds. In this section, we show that we can in fact get significant
improvements on a closely related problem precisely because of a non-trivial way of writing the identity
as a product of transpositions.

We consider a variant of the identity-free problem where we allow ourselves to shuffle the sets.

Definition 13 (Stable Identity-Free Set System). Given sets A1, ..., Ak we say they are a stable
identity-free set system if for any permutation σ ∈ Sk we have that Aσ(1), ...Aσ(k) is identity-free.

We are again interested in giving a non-trivial bound on k in terms of s and n. Clearly, this is a
strictly stronger condition than that of identity-free permutations. Thus, we have the same bounds as
before of k = O(n2/s2) and k = O(n/s) if s = Ω(

√
n). However, we show that a stronger bound holds.

Theorem 9. Suppose A1, ..., Ak are a stable identity-free set-systems and s = O(
√
n), then k =

O(n2/s2.5).

This strongly indicates that this approach can yield improved bounds in the ordered setting as
well. The key structure we use in our proof is that we can write the identity as a non-trivial product of
transpositions i.e. (12)(34)(13)(24)(14)(32) = e. This corresponds precisely to the set system arising
from Figure 1.

To prove the theorem we define the transposition graph:

Definition 14 (Transposition Graph). Let A1, ..., Ak be an unordered identity-free set system. The
corresponding transposition graph is an edge colored graph on the vertex set [n]. There is an edge
between i and j of color m if {i, j} ⊆ Am.

By consistency, since we have that A1, ..., Ak are identity-free it follows that every edge has exactly
one color. We will bound the number of four cycles in such a graph, which immediately implies a bound
on k through standard cycle saturation bounds. While we choose to use the transposition graph, the
bounds in this section can also be attained by considering the bipartite incidence graph. This is a
graph with vertices corresponding to elements of [n] and the sets Ai with an edge between an element
a and a set Ai if a ∈ Ai.

To prove our bounds, we will need to work with a more well-behaved graph. So recall the following
useful lemma:

Lemma 11. Given a graph G = (V,E) with average degree d there exists an induced subgraph with
minimum degree d/4.

Proof. Start out with S = V . If there is a vertex with degree smaller than d/4 in G[S] remove it from
S. Note that we removed strictly less than nd/4 = |E|/2 edges. So this process terminates with a
non-empty subset S and G[S] gives the desired graph.

14
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Figure 2: A Rainbow Door

We note that since the graph is induced, we have that the regularized transposition graph also
corresponds to a stable, identity-free set system B1, ..., Bk′ ⊂ [n′], where we removed empty sets and
elements appearing in no set Bi. Clearly, we have that k′ = Ω(k); moreover, we will assume that
n′ = Ω(n), as having many isolated vertices allows us to give strictly better bounds. So we now
assume that our identity-free set systems are normalized :

Definition 15 (Normalized Identity-Free Set System). An identity-free set system A1, ..., Ak is nor-
malized if each set has size at most s and the minimum degree in the transposition graph is Ω(ks2/n).

We now show the following simple lemma:

Lemma 12. Let A1, ..., Ak be a normalized, identity-free set system and G its transposition graph. If
S is an independent set in G then |S| = O(n/s).

Proof. Let S = {s1, ..., sm} be an independent set in G and define Ti = {j : si ∈ Aj}. Since S is an
independent set, no set contains both si and sj for i 6= j, so Ti ∩ Tj = ∅. Now using the minimum
degree in G and that a set contains at most s elements, we have |Ti| = Ω(ks/n). But then

Ω(mks/n) =

m∑
i=1

|Ti| ≤ k

which immediately implies m = O(n/s).

The key structure we will use is that the transposition graph cannot contain a rainbow door in the
transposition graph (See Figure 2).

Lemma 13. If A1, ..., Ak are a stable identity-free set system and G is the corresponding transposition
graph then G does not contain a rainbow door.

Proof. For the sake of contradiction, suppose G contained a rainbow door as depicted in Figure 2.
Then note that

(xw)(yz)(wy)(xz)(wz)(ux)(vy)(vx)(uy)(uv) = e

which contradicts our assumption that the Ai’s form a stable identity-free set system.

With this, we can now bound the number of four cycles in the transposition graph. The rough idea
is as follows: Consider the common neighbors of vertices x and y. Since the transposition graph doesn’t
contain any rainbow doors, there must not be too many edges between these common neighbors. We
then use our bound on the size of an independent set to show that the number of common neighbors
of x and y must be small, which implies a bound on the number of four cycles.

Lemma 14. Let A1, ..., Ak be a stable, normalized, identity-free set system and G its transposition
graph. Moreover assume that s = O(

√
n) and k = Ω(n/s), then there are at most O(n4/s2) four cycles

in G.
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Proof. Consider two vertices x and y. We will show that they have at most O(n/s) common neighbors,
which immediately implies the claim.

First, suppose there is a set Ai that contains both x and y and denote it by Ax,y. If no such set
exists let Ax,y = ∅. Clearly, in either case |Ax,y| ≤ s = O(n/s).

Now let S denote the common neighbors of x and y that are not in Ax,y. We’ll proceed to bound
the size S by arguing that it’s close to an independent set. We begin by removing any set Ai containing
{v, x} or {v, y} for some v ∈ S. This results in a new stable identity-free set system B1, .., B` with
transposition graph H. Note that this process removes at most 2 sets per vertex, as if u ∈ Ai and
{v, x} caused the removal of Ai then {u, x} ⊆ Ai. Hence, we have that H has minimum degree
Ω(ks2/n− 2s) = Ω(ks2/n).

Now if S forms an independent set, then by Lemma 12 we have that |S| = O(n/s) and we’ve
controlled the size of S. So suppose there are vertices w, z ∈ S such that wz ∈ E(H). Then since
w, z 6∈ Ax,y and we didn’t remove the edge wz when removing sets, there is no set Ai containing three
elements of {x, y, w, z}. This implies that the edges wx,wy,wz, zx, zy all have distinct colors. Now,
denote by A1, ..., A5 the sets containing {w, x}, {w, y}, {w, z}, {z, x}, {z, y}.

Consider the vertices in R = S\∪5
i=1Ai. Towards a contradiction, suppose there is an edge between

u, v ∈ R. As before, we must have that ux, uy, uv, vx, vy have distinct colors. Moreover, since we
removed the vertices incident to edges of the same colors as wx,wy,wz, zx, zy we have that the colors of
ux, uy, uv, vx, vy, wx,wy,wz, zx, zy are all distinct. But then u, v, w, x, y, z form a rainbow door, which
is a contradiction. Hence, R is an independent set in H and |S| ≤ 5s + |R| = O(5s + n/s) = O(n/s)
by Lemma 12.

Since all the common neighbors of x and y are contained in Ax,y ∪ S which we showed has size
O(n/s), we have proven the claim.

We now recall the following cycle saturation bound

Lemma 15 (Folklore). Let G = (V,E) be a graph with average degree d. If d = Ω(
√
n) with a large

enough implicit constant then G contains Ω(d4) four cycles.

Proof. Let xu,v denote the number of paths of length two from u to v and c4 the number of four cycles.
We then clearly have that

c4 =
∑

{u,v}∈(V
2)

(
xu,v

2

)
=

∑
{u,v}∈(V

2)

Ω(x2
u,v − 1) =

∑
{u,v}∈(V

2)

Ω(x2
u,v)−O(n2)

Using Cauchy-Schwartz then gives

≥ Ω

(
(
∑
{u,v}∈(V

2) xu,v)
2

n2

)
−O(n2)

= Ω

(
(
∑
v∈V

(
deg(v)

2

)
)2

n2

)
−O(n2)

= Ω

(
(
∑
v∈V deg(v)2)2

n2

)
−O(n2)

= Ω

(
E4/n2

n2

)
−O(n2) = Ω(d4)−O(n2)

where the last line follows by another application of Cauchy-Schwartz.

We can combine the above with Lemma 14 to prove the theorem:

Proof of Theorem 9. By Lemma 11 we can assume the set-system is regular and has minimum degree
Ω(ks2/n). Now note that if ks2 = O(n3/2) then k = O(n3/2/s2) = O(n2/s3), in which case we are
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done. So, we assume we have Ω(n3/2) edges as required by Lemma 15. We then have that there are
at least

Ω((ks2/n)4) = Ω(k4s8/n4)

four cycles. Comparing to Lemma 14 we have that

Ω(k4s8/n4) = O(n4/s2)

Giving us that k = O(n2/s2.5) as desired.

We end this section by remarking that our bounds for stable identity-free sets apply to a more local
version of the problem: Let A1, ...Ak ⊂ [n] with |Ai| = s be a set system (not necessarily identity-free)
with the property that any subsystem of 10 sets from A1, ..., Ak form a stable identity-free set system.
Then k = O(n2/s2.5). As such, using larger forbidden structures or more generally using a more global
property could yield better bounds.

5 Identity-Free Subsets

We now turn to prove bounds on a more general problem of identity-free subsets. These will immedi-
ately imply upper bounds on identity-free groups. Recall

Definition 9 (Identity-Free Subsets). Given subsets A1, ..., Ak of a group G with identity element
e ∈

⋂
iAi we say they are identity-free subsets if for ai ∈ Ai we have that a1a2...ak = e only has the

trivial solution ai = e for all i.

As with the other variants of identity-free problems, we will assume that all of the sets have size s
and attempt to bound the size of k in terms of n, which denotes the size of the group G, and s.

We begin by noting that we indeed have that k must be finite:

Lemma 16 (Trivial Bound). For identity-free sets, A1, ..., Ak ⊆ G where |Ai| = s and |G| = n, we
have that k = O(n2/s).

Proof. Note that we have that any element g ∈ G can appear at most n times as gn = e. It follows
that

ks ≤ n2

giving the bound.

It’s easy to see the we can in fact have that every non-identity element has order n, for instance in
Z/pZ for p prime. However, we’ll show that this bound is not tight for s large. Specifically, we’ll show
that k = O((n/s)c) for some c > 1. We note that we can have k = Ω(n/s) as taking G = Z/nZ and
A1 = A2 = ... = Ak = {0, 1, ..., s− 1} with k = n/s gives us identity-free subsets. We conjecture that
this is indeed tight

Conjecture 1. If A1, A2, ..., Ak are identity-free subsets in a group G, where |G| = n and |Ai| = s,
then k = O(n/s).

This seems to be the correct bound and implies that the above simple bound is never tight.

5.1 Ruzsa Distance

In order to prove our bounds for general groups, we will utilize a useful distance from additive combi-
natorics, which was shown naturally extends to groups by Tao [31].

Definition 16 (Ruzsa Distance). Given a group G and A,B ⊆ G we will let

d(A,B) = log

(
|AB−1|
|A|1/2|B|1/2

)

17



As expected, the Ruzsa distance has a number of properties that are morally required of any good
distance function. Specifically, it is non-negative, symmetric, and translation invariant, and satisfies
the triangle inequality.

Lemma 17 (Tao [31]). The Ruzsa distance is non-negative, symmetric, translation invariant, and
satisfies the triangle inequality. That is if G is a group, A,B,C ⊆ G, and x ∈ G then d(A,B) ≥ 0,
d(A,B) = d(B,A), d(x ·A, x ·B) = d(A,B), and d(A,C) ≤ d(A,B) + d(B,C).

Note, however, that it does not satisfy d(A,A) = 0 for all A ⊆ G.

Proof. It is easy to see that d(x·A, x·B) = d(A,B) holds. Additionally, clearly |AB−1| ≥ max(|A|, |B|) ≥√
|A||B|, giving positivity. Symmetry follows from the fact that (AB−1)−1 = BA−1, so |AB−1| =

|BA−1|.
So now all that remains is the triangle inequality. It suffices to show

|AC−1||B| ≤ |AB−1||BC−1|

We prove this by defining an injection f : AC−1×B → AB−1×BC−1. Given an x ∈ AC−1 there may
be many a ∈ A, c ∈ C such that x = ac−1. For each element in x ∈ AC−1 fix one such decomposition.
Now given an (x, b) ∈ AC−1×B we map it to (ab−1, bc−1), where x = ac−1 is the fixed decomposition
of x. To see it’s injective suppose f(x, b1) = f(w, b2) where x has fixed decomposition a1c

−1
1 and w

has fixed decomposition a2c
−1
2 . Then note that,

x = (a1b
−1
1 )(b1c

−1
1 ) = (a2b

−1
2 )(b2c

−1
2 ) = w

This implies that a1 = a2 and c1 = c2 which in turn implies b1 = b2, giving us that f is an injection.
Thus the desired inequality follows.

5.2 Improved Upper Bounds

Using the Ruzsa distance, we can now show that the product of identity-free subsets is large, which
will give us a non-trivial bound on the size of identity-free subsets.

Lemma 18. Let A,B ⊆ G with e ∈ A ∩ B and suppose that when a ∈ A and b ∈ B, the equation
ab = e only has the solution a = b = e. If |A|, |B| ≥ t then we have that |AB| ≥ ct − 1 where

c =
√

13
2 −

1
2 ≈ 1.30

Proof. Suppose not. Then we have that

|AB| < ct ≤ c|A|1/2|B|1/2

Hence it follows that

d(A,B−1) = log

(
|AB|

|A|1/2|B|1/2

)
≤ log(c)

Thus we have that

d(A,A) ≤ d(A,B−1) + d(B−1, A) = 2d(A,B−1) ≤ 2 log(c)

Hence

d(A,A) = log

(
|AA−1|
|A|

)
≤ log(c2)

|AA−1| ≤ c2|A|
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Now since e ∈ A ∩A−1 we have that A ∪A−1 ⊆ AA−1.

|A|+ |A−1| − |A ∩A−1| = |A ∪A−1| ≤ |AA−1| ≤ c2|A|
|A ∩A−1| ≥ (2− c2)|A|

Now note that we must have that (A ∩ A−1) ∩ B = {e}. Clearly if there was any other element g in
the intersection then g−1g = e where g−1 ∈ A and g ∈ B, which is a contradiction. Since A∪B ⊆ AB

|AB| ≥ |A ∩A−1|+ |B| − 1 ≥ (3− c2)t− 1

But now note that this is a contradiction since we chose c such that 3− c2 = c.

This immediately implies that

Theorem 10. If A1, ..., Ak ⊆ G are identity-free subsets with |G| = n and |Ai| = s then k = O((n/s)c)
where c = log(2)/ log(

√
13/2− 1/2) ≈ 2.621.

Proof. Let N(m) denote the number of elements in the product A1A2...Am. By Lemma 18 we have
that

N(m) ≥ (
√

13/2− 1/2)N(m/2)− 1

which implies that

N(m) = Ω
(
sm1/c

)
where c = log(2)/ log(

√
13/2− 1/2). Now clearly N(k) ≤ n so

Ω(sk1/c) ≤ n

k = O((n/s)c)

as desired.

We briefly note that we can get better bounds for non-abelian finite simple groups using Theorem
7 since the degree of the minimum non-trivial representation is ω(1) [11]. We can also get an improved
bound if A1 = A2 = ... = Ak by strengthening Lemma 18.

Lemma 19. Let A ⊆ G with e ∈ A and suppose that for a1, a2 ∈ A the equation a1a2 = e only has
the solution a1 = a2 = e. Then |AA| ≥

√
2|A| − 1.

Proof. Suppose not and assume |AA| < (
√

2− 1/|A|)|A|. Following the same lines as that of Lemma
18 we have that

|A ∩A−1| ≥ (2− (
√

2− 1/|A|)2)|A|

|A ∩A−1| ≥ 2
√

2− 1/|A| > 1

But on the other hand, note that we clearly must have that A ∩ A−1 = {e}. So, we reached a
contradiction.

This gives us that

Theorem 11. If A1, ..., Ak ⊆ G are identity-free subsets of size s with |G| = n and A1 = A2 = ... = Ak
then k = O((n/s)2).

While the bounds in this section can likely be improved, it seems to be the case that O((n/s)2)
is a natural barrier due to the loss incurred by using the triangle inequality. One might hope that if
|AA−1| < (2 + ε)|A| then we still have that |A ∩ A−1| is large. However, we remark that this is not
the case. To see this simply take a subgroup H with no elements of order two and partition it into
two sets A,A−1 such that H = A ∪A−1 and A ∩A−1 = {e}. Then |AA−1| = |H| ≤ 2|A|. Regardless,
bounds of the form k = O(n2/s2) would still be interesting as they imply that the trivial bound can
only be tight for constant s.
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5.3 Optimal Bounds for Abelian Groups

Further supporting the fact that Conjecture 1 is true, we prove that it holds when G is abelian.

Theorem 12. Suppose A1, ..., Ak ⊆ G are identity-free subsets of size s with |G| = n, then if G is
abelian k = O(n/s).

We show this by improving Lemma 18 in the abelian setting. Key in the proof of this result is
Kneser’s Theorem. Before we state the theorem, we first define

Definition 17 (Stabilizer). The stabilizer of a set A is the set S(A) = {g ∈ G : A+ g = A}.

It is easy to verify that S(A) is a group.

Theorem 13 (Kneser’s Theorem). Suppose A,B ⊆ G are finite, non-empty sets and G is an abelian
group. Moreover, let H = S(A+B). Then |A+B| ≥ |A+H|+ |B +H| − |H|

There are relatively short proofs known [15], but we do not include them here. This immediately
implies the improved version of Lemma 18 and gives us a proof of Theorem 12.

Corollary 1. Let A,B ⊆ G with G abelian and 0 ∈ A∩B, Moreover assume that for a ∈ A and b ∈ B
the equation a+ b = 0 only has the solution a = b = 0. If |A|, |B| ≥ t then |A+B| ≥ 2t− 1.

Proof. By Kneser’s Theorem, we have that |A + B| ≥ |A + H| + |B + H| − |H|. Since e ∈ A ∩ B we
have that H ∪A ⊆ A+H and H ∪B ⊆ B +H. We’ll show that

|A ∪H|+ |B ∪H| ≥ |A|+ |B|+ |H| − 1

It clearly suffices to show that
|H \B|+ |H \A| ≥ |H| − 1

Let g ∈ H ∩ A where g 6= 0 then we must have g−1 6∈ H ∩B. Hence (H ∩ A)−1 \ {0} ⊆ H \B and it
follows that |H \B| ≥ |H ∩A| − 1, which immediately gives us the desired conclusion.

6 Identity-Free Groups

Finally, we prove bounds on the size of identity-free groups.

Definition 10 (Identity-Free Groups). Let G be a group with identity element e and H1, H2, ...,Hk ≤ G
be subgroups of size s. We say H1, ...Hk forms an identity-free group system if for hi ∈ Hi the equation
h1h2...hk = e has no non-trivial solutions.

Again we assume that |Ai| = s for all i and |G| = n. Our main result in this section is that k is
not polylogarthimically bounded. Specifically

Theorem 5. For infinitely many n, there exists a group G with |G| = n and identity-free subgroups

H1, ...,Hk ≤ G where |Hi| = s, k = 2Ω(
√

logn) and s = 2Ω(
√

logn).

Perhaps most importantly, this implies that the specific structure of groups in our problem on
identity-free set systems is vital to proving the desired bounds.

For an upper bound the number of identity-free groups we can have, we combine Lemma 1 with
Theorem 10 to get that k = O((n/s2)c) for some c < 2.622. Assuming Conjecture 1, this can be
improved to k = O(n/s2). Despite differing quite significantly from our lower bounds, the bound of
k = O(n/s2) may very well be tight. In fact our construction for Theorem 5 relies on showing that
for s = 2 we can in fact find Ω(n/s2) identity-free groups. In some sense, this implies the product of
subgroups in the non-abelian setting and arbitrary subsets containing the identity can behave similarly.
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6.1 Lower Bounds

We will construct a set of identity-free groups in the dihedral group D2n. Recall that this group is
defined by two generators r, s which satisfy rn = e, s2 = e, and srs = s−1. We can generalize this last
relation to see that sris = srs(sri−1s) = r−i.

Lemma 20. There exist groups H1, ...,Hn ≤ D2n with |Hi| = 2 such that h1h2...hn = e only has the
trivial solution for hi ∈ Hi.

Proof. We will take Hi = 〈ris〉, the cyclic subgroup generated by ris. Since risris = e, |Hi| = 2 as
desired. Now suppose the groups are not identity-free and let i1 < i2 < ... < ij be the subindices such
that hil 6= e in some non-trivial representation of the identity i.e.

hi1hi2 ...hij = e

ri1sri2s...rijs = e

If j is odd then
ri1−i2+i3...−ij−1+ijs 6= e

So assume j is even. Then we must have that

i1 − i2 + i3 − i4 + ...ij−1 − ij = 0 mod n

Since the sequence i1, i2, ..., ij is increasing we observe

(i1 − i2) + (i3 − i4) + ...(ij−1 − ij) < 0

On the other hand,

i1 + (−i2 + i3) + (−i4 + i5)...+ (−ij−2 + ij−1)− ij ≥ i1 − ij ≥ 1− n > −n

But then we cannot have that i1 − i2 + i3 − i4 + ... + ij−1 − ij = 0 mod n and have reached a
contradiction.

We can then use the following black box result to extend the above bound to give a lower bound
for larger s. However, we incur some cost increasing s, and likely don’t get optimal results.

Lemma 21. Let m be a positive integer and H1, ...,Hk be identity-free groups in G where Hi = s
and |G| = n. Then we can find identity-free groups H ′1, ...,H

′
k in a group G′ where |H ′i| = sm and

|G′| = nm

Proof. We will work in the group Gm = G×G× ...×G. Define H ′i = Hm
i = H ×H × ...×H. Now

suppose
h′1...h

′
k = e

is a non-trivial representation of the identity. Denote h′i = (h
(1)
i , ..., h

(m)
i ) where each h

(j)
i ∈ Hi. Now

choose some h′i 6= e. This means that we just have that h
(j)
i 6= e for some j. But then

h
(j)
1 h

(j)
2 ...h

(j)
k = e

is a non-trivial representation of the identity. But this contradicts the fact that the Hi’s are identity-
free groups.

Theorem 5. For infinitely many n, there exists a group G with |G| = n and identity-free subgroups

H1, ...,Hk ≤ G where |Hi| = s, k = 2Ω(
√

logn) and s = 2Ω(
√

logn).

Proof. Applying Lemma 21 to our dihedral group lower bound, for any positive integers a, b we get
identity-free group systems with k = a, groups of size 2b in a group of size |G| = (2a)b. Taking
b = log(a), we get k = a groups of size a with |G| = (2a)log(a) giving the desired bound.
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7 Conclusion

In this thesis, we considered a promising approach to bound the size of distance preservers using
identity-free set systems. We presented various bounds drawing from results in abstract algebra,
extremal combinatorics, and additive combinatorics. However, many of the bounds we presented are
not tight or at the very least do not have matching lower bounds leaving several unanswered questions.

Perhaps, the most important unresolved question is:

Question 1. If A1, ..., Ak ⊆ [n] form an identity-free set system with |Ai| = s, then does k = O(n2/s3+
n/s)? Moreover, if we ask that A1, ..., Ak are stable identity-free sets do tighter bounds hold?

Additionally, we ask

Question 2. Does Conjecture 1 hold? That is for identity-free subsets A1, ..., Ak ⊆ G with |Ai| = s
and |G| = n do we always have that k = O(n/s)?

Finally, we ask whether it’s indeed the case that the general bound for identity-free subgroups is
only marginally better than that of identity-free subsets.

Question 3. For all positive integers s, n with s <
√
n, does there exist a group G and identity-free

groups H1, H2, ...,Hk ≤ G, where |G| = n, |Hi| = s, and k = Ω(n/s2)? If not, what are the correct
bounds for the problem?
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