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Georgia Institute of Technology
School of Industrial and Systems Engineering
Atlanta, Georgia 30332-0205

(404) 894-2300

DESIGNING TOMORROW TODAY

16 June 1988

Ms. Sandra P. Morris

IBM Corporation

1000 NW 51st Street MS 5010
P.O. Box 1328

Boca Raton, FL. 33432

Dear Sandy:

Enclosed is an annual report for this year's activities conducted under the sponsorship of
the IBM Department Grant to Georgia Tech's School of Industrial and Systems
Engineering. Activities include technical interchanges with IBM staff at the Boca
facility, sponsorship of a number of M.S. and Ph.D. research efforts, and faculty research
in the areas of supervisory control and interactive optimization. Please let me know if you
would like more detail or copies of related publications for any of these activities. I look
forward to continuing our collaboration in the years to come.

Sincerely,

4

Christine M. Mitchell

- a A

encl.

M. Sangster, Dean, College of Engineering

E. Thomas, Director, School of Industrial & Systems Engineering
P. Krosner, IBM

M. Belyeu, IBM

ce: W.
M.
S.
S.

An Equal Education and Employment Opportunity Institution A Unit of the University System ol Georgia



1987-1988 Research Activities conducted with the Sponsorship of IBM Department Grant

to Georgia Tech's School of Industrial & Systems Engineering

Georgia Tech-IBM Technical Interchange

This year, several members of the IBM staff visited Georgia Tech's research facilities in
the Center for Human-Machine Systems Research (School of Industrial & Systems
Engineering); and Georgia Tech faculty visited the IBM Boca facilities two times. In
December, Dr. Christine M. Mitchell (Georgia Tech) and Steve Krosner (IBM employee
and Georgia Tech Ph.D. student) made a presentation to Manufacturing Special Products
staff, including Mr. John Klein. The purpose was to introduce the Georgia Tech GT-FMS
(Georgia Tech Flexible Manufacturing System) research project and explore mutual
interests. This meeting was successful and set the stage for a follow-on visit by Dr.
Mitchell.

In March, Dr. Mitchell spent three days visiting the IBM Boca Raton facilities. Her visit
included several presentations, a tour of the PS/2 manufacturing system, and meetings
with several groups to explore the possibility of mutual research activities. The dialogue
continues and is likely to lead to some joint activity next year.

M.S. and Ph.D. Thesis Research

The majority of the grant funds this year have been used to support students and research
activities related to GT-FMS. This project involved four students, three at the masters
level and one doctoral student. One masters student, Dean Hettenbach, is developing an
interactive scheduling system for GT-FMS cell level control. His system will enable a
human operator to 'tune' a heuristic scheduling system based on real-time feedback of
current cell status and system goals. Mr. Hettenbach will evaluate his proposed system
with an experiment in which human subjects are trained and control the GT-FMS
scheduling system for 10 to 12 hours. His research may give some insight into the
effectiveness of human supervision over the parameters of real-time, state-based
scheduling systems. Such a system, if successful, could offer substantial improvements
over the simple dispatch rules, e.g., first-come-first-served, currently used. This
research constitutes Mr. Hettenbach's M.S. thesis. He will complete his degree (M.S. in
Industrial & Systems Engineering with a Computer Integrated Manufacturing Systems
Certificate) in December.

Charlene Benson is another M.S. student whose thesis will examine the design and
evaluation of direct manipulation interfaces for monitoring and supervising the control of
predominantly automated manufacturing systems. Her design will be compared
experimentally to a more conventional operator workstation. Ms. Benson's research will
be completed in Spring 1989.

Steve Krosner is a full-time IBM employee and a part-time Georgia Tech graduate student.
He has completed all the degree requirements for a Ph.D. except his thesis. His thesis uses
GT-FMS with a configuration based on electronics assembly data from an IBM
manufacturing facility. His research proposes a model-based, hierarchical design for the
cell-level supervisory controller; this design will constitute a theory of the type of control,
display, and information requirements that effective human supervisory control of an



FMS might require. To evaluate the effectiveness of his design, he will run an experiment
that compares his proposed design to a conventional operator interface. Mr. Krosner's
research will be completed this year.

Faculty Support

Some of the grant funds were used for faculty released time and to support computer system
laboratory personnel. Drs. Platzman and Mitchell both used the released time from
teaching to carry on an on-going discussion addressing the issues of interactive
optimization and control, with emphasis on electronics assembly. Some funds were also
used to support Richard Robison, the system manger for the Center for Human-Machine
Systems, School of Industrial & Systems Engineering.

Next Year

This grant has been approved for another year. Next year's funds will support the
completion of the projects described above. In addition, two new projects will be initiated.
One will implement and evaluate the use of an integer program to schedule automated
guided vehicles (AGVs) in the context of GT-FMS. The project will examine the
mechanisms required for implementation and the effectiveness of this type of optimization
when applied to a realistic scheduling problem. The other new project will involve a
masters student, Ms. Sally Cohen, who will begin her program in fall. The subject of her
research is still undetermined at this time, but will be in the general area of supervisory
control of manufacturing systems.



Center for Human-Machine Systems Research
School of Industrial and Systems Engineering
Georgia Institute of Technology Atlanta, Georgia 30332-0205

Christine M. Mitchell, mitchel{@chmsr.gatech.edu, (404) 894 4321

Ty Y,
June 30,1989 W%  agmad

Dr. Stan Belyeu (

IBM Corp.

Internal Zip 5229

1000 NW 51st Street

Boca Raton, FL. 33429-1328

Dear Dr. M

Enclosed is the annual report for this year's activities conducted under the sponsorship of
the IBM Department Grant to Georgia Tech's School of Industrial and Systems
Engineering. Activities include technical interchanges with IBM staff and sponsorship of
a number of M.S. and Ph.D. research efforts in the area of supervisory control and
interactive optimization. Please let me know if you would like more detail or copies of
related publications for any of these activities. I look forward to continuing our
collaboration in the years to come.

Sincerely,
J{ i . . A

v 7
Christine M. Mitchell

cc: W. M. Sangster, Dean, College of Engineering
M. E. Thomas, Director, School of Industrial & Systems Engineering
d. d. Jarvis, Acting Director, School of Industrial & Systems Engineering
S. P. Krosner, IBM
erry Woolf, IBM
Robert R. Leavitt, IBM

encl.

An Equal Education and Employment Opportunity Institution A Unit of the University System of Georgia



1988-1989 Research Activities conducted with the Sponsorship of IBM Department Grant

to Georgia Tech's School of Industrial & Systems Engineering

Georgia Tech-IBM Technical Interchange

This year several members of the IBM staff visited Georgia Tech's research facilities in
the Center for Human-Machine Systems Research (School of Industrial & Systems
Engineering). Visitors included Dr. Stan Belyeu who participated in a Center
manufacturing research group meeting, IBM CIMS representatives, and Dr. Bob Leavitt
(Watson Research Center)

In addition, Dr. Mitchell has spoken with several IBM staff members to identify IBM
manufacturing sites related to the on-going Center for Human-Machine Systems
Research activity.

M.S. and Ph.D. Thesis Research

All of the grant funds this year have been used to support graduate students and research
activities related to GT-FMS. This project involved four students, three at the masters
level and one doctoral student. One masters student, Dean Hettenbach, completed a thesis
concerning interactive scheduling for a GT-FMS cell level control. His system enabled a
human operator to 'tune’ a heuristic scheduling system based on real-time feedback of
current cell status and system goals. Mr. Hettenbach evaluated his system with an
experiment in which human subjects in the Computer Integrated Manufacturing Systems
(CIMS) graduate program were trained and controlled the GT-FMS scheduling system for
10 to 12 hours. His research gives a great deal of insight into the effectiveness of human
supervision over the parameters of real-time, state-based scheduling systems. Dean
completed his degree with partial support of the IBM grant (M.S, in Industrial & Systems
Engineering with a Computer Integrated Manufacturing Systems Certificate) in March
1989. Dean's thesis was the recipient of the 1989 Industrial and Systems Engineering
Qutstanding M.S. thesis award.

Charlene Benson is another M.S. student who completed her masters degrees (thesis
option) under the sponsorship of the IBM grant. Her thesis examined the design and
evaluation of direct manipulation interfaces for monitoring and supervising
predominantly automated manufacturing systems. Her interface was compared
experimentally to a more conventional operator workstation. Ms, Benson evaluated her
system with human subjects enrolled in Georgia Tech's Computer Integrated
Manufacturing Systems (CIMS) graduate program; these students were trained and
controlled the GT-FMS system with one of the two interfaces for approximately 10 to 12
hours, Charlene's research showed a significant positive effect in overall system
performance for subjects using the direct manipulation interface. This research
constitutes one of the first rigorous empirical examinations of the effect of advanced
human-computer interaction techniques on performance of operators in complex control
tasks. Charlene completed her degree (M.S, in Industrial & Systems Engineering with
emphasis in human-machine systems) in June 1989.

A third M.S. student, Joe Krebbs, with interests in the application of optimization to
manufacturing scheduling and control began his thesis research this year. Joe's research



implements and evaluates the use of integer programming to schedule automated guided
vehicles (AGVs) in the context of GT-FMS. The project examines the mechanisms
required for implementation and the effectiveness of this type of optimization when applied
to a realistic scheduling problem in real time. In addition, Joe has decided to pursue
doctoral work in the area of optimization applied to real-time manufacturing scheduling
and control; he applied for an IBM fellowship to help sponsor his education.

Finally, Steve Krosner is a full-time IBM employee and a part-time Georgia Tech
graduate student. He has completed all the degree requirements for a Ph.D. except his
thesis. His thesis uses GT-FMS with a configuration based on electronics assembly data
from an IBM manufacturing facility. His research proposes a model-based, hierarchical
design for the cell-level supervisory controller; this design will constitute a theory of the
type of control, display, and information requirements that effective human supervisory
control of an FMS might require. To evaluate the effectiveness of his design, he will run
an experiment that compares his proposed design to a conventional operator interface. Mr.
Krosner's research will be completed this year.

Next Year

This grant has been approved for another year. Next year's funds will support the
completion of Joe Krebb's and Steve Krosner's research as described above. In addition, a
new project is underway. This project involves a masters student, Ms. Sally Cohen, a
CIMS M.S. student, and two new Ph.D. students. They are defining an object-oriented
manufacturing simulator that will support more comprehensive research and evaluation
in human decision making, interactive optimization, and artificial intelligence in
manufacturing scheduling and control.

Notes

The two masters theses supported by this grant were published as technical reports; copies
are contained the attached appendices. The research results will also be presented at
international engineering conferences, and submitted for publication in refereed
journals.

As background information, it might be helpful for you to know that we work closely with
several other programs: 1) CIMS (Computer Integrated Manufacturing Systems) graduate
certificate program--most of our masters students also receive CIMS graduate certificates;
2) Material Handling Research Center (MHRC)--there are many overlapping interests
with students and faculty affiliated with MHRC though our programs are separate; and 3)
Manufacturing Research Center--this is an Institute wide effort that is just getting started
and we hope to work closely with it as its research agenda takes form. IBM is actively
involved in all three of these Georgia Tech efforts.

Our research is conducted at a much smaller scale and focused in a specialized area. We
are interested in human-computer interaction in the control of predominantly automated
manufacturing processes. This area of research is unique at Georgia Tech and separate
from the various other manufacturing research and educational entities. Our focus is
system design that specifically addresses the advantages and problems of human
operators responsible for the productivity and safety of real-time manufacturing processes.
Our research is both theoretical and empirical; we almost always collect human
performance data in order to evaluate experimental system designs.



IBM's grant has greatly advanced our research. Without your support, our project would
have involved fewer people and produced fewer research results. The grant also facilitated
numerous technical interchanges with IBM personnel. As you may recall, I had an
opportunity to visit you and your colleagues at Boca Raton several times as well as the IBM
facilities in Lexington and Atlanta to share our research goals and results.



Thesis Research Supported by IBM Department Grant

Center for Human-Machine Systems Research
School of Industrial & Systems Engineering
Georgia Institute of Technology
Atlanta, Georgia 30332

June 1989

Appenidix A

Hettenback, Dean, "An Investigation of Decision Making in Supervisory Control of a
Flexible Manufacturing System,” M.S. thesis, Center for Human-Machine Systems
Research, School of Industrial and System Engineering, Georgia Institute of Technology,
chmsr 89-2, March 1989.

Appenidix B

Benson, Charlene, "The Use of Single-Page, Direct Manipulation Interfaces in Real Time
Supervisory Control Systems,” M.S. thesis, Center for Human-Machine Systems
Research, School of Industrial and System Engineering, Georgia Institute of Technology,
chmsr 89-3, June, 1989.



Center for Human-Machine Systems Research
School of Industrial and Systems Engineering
Georgia Institute of Technology Atlanta, Georgia 30332-0205

Christine M. Mitchell, cm@chmsrgatech.edu, (404) 894 4321, fax (404) 894 2301

July 13, 1991

Dr. Stan Belyeu

IBM Corp.

Internal Zip 5229

1000 NW 51st Street

Boca Raton, FL 33429-1328

Dear Dr. Belyeu:

Enclosed is the annual report for this year's activities conducted under the sponsorship of
the IBM Department Grant to Georgia Tech's School of Industrial and Systems
Engineering. At my request, IBM granted us a no-cost extension. Thus this report
summarizes the activities carried out with IBM's support from June 1990 to June 1991.
Activities include technical interchanges with IBM staff and sponsorship of a number of
M.S. and Ph.D. research efforts in the area of human supervisory control in
manufacturing systems. Please let me know if you would like more detail or copies of
related publications for these activities.

Sincerely,

f e

v F V
Christine M. Mitchell

cc: John A. White, Dean, College of Engineering

d. J. Jarvis, Director, School of Industrial & Systems Engineering

encl.

An Equal Education and Employment Opportunity Institution A Unit of the University System of Georgia



July 1989-June 1991 Research Activities conducted with the Sponsorship
of the

IBM Department Grant
to Georgia Tech's School of Industrial & Systems Engineering

Georgia Tech-IBM Technical Interchange

This year several members of the IBM staff visited Georgia Tech’'s research facilities in
the Center for Human-Machine Systems Research (School of Industrial & Systems
Engineering). Visitors included Dr. Stan Belyeu who participated in a Center
manufacturing research group meeting, IBM CIMS representatives, and Dr. Bob Leavitt
(Watson Research Center)

M.S. and Ph.D. Thesis Research

All of the grant funds this year have been used to support graduate students and research
activities related to GT-FMS. This year's research involved two students, one at the
masters level and one at the doctoral level.

During this year, the masters student, Ms. Sally Cohen, completed her master's thesis in
the area of modeling expert troubleshooting for circuit board assemblies (PCB). Her
research involved field study at a PCB assembly plant. She developed a model of expert
troubleshooters. The model served as a basis of an interactive PCB troubleshooting
computer program--CIMTEM (computer-based interactive model of troubleshooting in
electronics manufacturing) . She validated her model in two ways. First, she compared
model-generated troubleshooting actions and strategies to those of an expert; the CIMTEM
was approximately 80 to 90% successful in matching the experts' activities. Second,
bringing her system into the plant, on-line PCB troubleshooting activities were again
compared to her model's output resulting in approximately 90% agreement. Finally, plant
operations personnel not trained in troubleshooting, used CIMTEM as a on-line tutor. The
development of accurate on-line tutors would be a major milestone in electronics assembly
as the expected turnover is high and there is a desire to have all personnel cross trained.
Ms. Cohen's thesis will be published as a technical report. In addition, CIMTEM's
structure and initial verification were the subject of a paper presented at an international
meeting on Human Factors in Design for Manufacturability and Process Planning
(sponsored by the International Ergonomics Association). The paper was included in the
conference proceedings; and an extended version of the conference proceeding paper will
appear in text published by Taylor and Francis. We also anticipate the journal publication
describing CIMTEM's validation and application to intelligent tutoring.

Steve Krosner is a full-time IBM employee and a part-time Georgia Tech graduate student.
He has completed all the degree requirements for a Ph.D. except his thesis. His thesis uses
GT-FMS with a configuration based on electronics assembly data from an IBM
manufacturing facility. His research proposes a model-based, hierarchical design for the
cell-level supervisory controller; this design will constitute a theory of the type of control,
display, and information requirements that effective human supervisory control of an
FMS might require. To evaluate the effectiveness of his design, he ran an experiment that



compares his proposed design to a conventional operator interface. Mr. Krosner's
research will be completed this year.

Notes

The GT-FMS research was summarized in a recently prepared chapter that will appear in
the Academic Press Volume "Advances in Manufacturing and Automation Systems"
edited by Professor C. T. Leondes, the Boeing Professor of Aerospace Controls and
Professor of Electrical Engineering at the University of Washington, Seattle, WA. A copy
of our chapter, entitled Human Supervisory Control of Predominantly Automated
Manufacturing Processes: Conceptual Issues and Empirical Investigations, is included
in the appendix. We think it provides a nice summary of the Georgia Tech research to date
on human operators in highly automated manufacturing systems.

As background information, it might be helpful for you to know that we work closely with
several other programs: 1) CIMS (Computer Integrated Manufacturing Systems) graduate
certificate program--most of our masters students also receive CIMS graduate certificates;
2) Material Handling Research Center (MHRC)--there are many overlapping interests
with students and faculty affiliated with MHRC though our programs are separate; and 3)
Manufacturing Research Center--this is an Institute wide effort that is just getting started
and we hope to work closely with it as its research agenda takes form., IBM is actively
involved in all three of these Georgia Tech efforts.

Our research is conducted at a much smaller scale and focused in a specialized area. We
are interested in human-computer interaction in the control of predominantly automated
manufacturing processes. This area of research is unique at Georgia Tech and separate
from the various other manufacturing research and educational entities. Our focus is
system design that specifically addresses the advantages and problems of human
operators responsible for the productivity and safety of real-time manufacturing processes.
Our research is both theoretical and empirical; we almost always collect human
performance data in order to evaluate experimental system designs.

IBM's grant has greatly advanced our research. Without your support, our project would
have involved fewer people and produced fewer research results. The grant also facilitated
numerous technical interchanges with IBM personnel.



Appendix

Mitchell, C. M., Govindaraj, T., Armstrong, J. E., Benson, C. R. and Hettenbach, D. (1991).
Human Supervisory Control of Predominantly Automated Manufacturing Processes: Conceptual

Issues and Empirical Investigations, Professor C. T. Leondes (Ed.). Advances in Manufacturing
and Automation Systems. in press.
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Center for Human-Machine Systems Research
School of Industrial and Systems Engineering
Georgia Institute of Technology Atlanta, Georgia 30332-0205

Christine M. Mitchell, cm@chmsrgatech.edu, Phone: (404) 894 4321 Fax: (404) 894 2301

July 30, 1993

Dr. Stan Belyeu

IBM Corp.

Internal Zip 5229

1000 NW 51st Street

Boca Raton, FL 33429-1328

Dear Dr. Belyeu:

Enclosed is the final report for the activities conducted under the sponsorship of the IBM
Department Grant to Georgia Tech's School of Industrial and Systems Engineering.
Activities include technical interchanges with IBM staff and sponsorship of a number of
M.S. and Ph.D. research efforts in the area of human supervisory control in
manufacturing systems.

IBM's grant has greatly advanced our research. The research in human supervisory
control of predominiantly automated manufacturing systems has been supported by groups
both inside and outside Georgia Tech. Groups include the National Science Foundation,
Georgia Tech's Material Handling Research Center, and Geogia Tech's Computer
Integrated Manufacturing Systems program. Without IBM's support, our project would
have involved fewer people and produced fewer research results.

Please let me know if you would like more detail or copies of related publications for these
activities.

Sincerely, m 7

[
Christine M. Mitchell

cc: John A. White, Dean, College of Engineering

d. J. Jarvis, Director, School of Industrial & Systems Engineering

encl.

An Equal Education and Employment Opportunity Institution A Unit of the University System of Georgis



Appendix

Copies of Publications Produced with Support of this Grant

July 1989-June 1991 Research Activities conducted with the Sponsorship
of the
IBM Department Grant
to Georgia Tech's School of Industrial & Systems Engineering
Final Report
July 1933

Georgia Tech-IBM Technical Interchange

Over the years several members of the IBM staff visited Georgia Tech's research facilities
in the Center for Human-Machine Systems Research (School of Industrial & Systems
Engineering). Visitors included Dr. Stan Belyeu who participated in a Center
manufacturing research group meeting, IBM CIMS representatives, and Dr. Bob Leavitt
(Watson Research Center). Our group also visited, presented research summaries,
various IBM facilities, including Watson Research Center and the Boca manufacturing
facility.

M.S. and Ph.D. Thesis Research

The grant funds have been used to support faculty, graduate students and research
activities. Over the lifetime of the grant, it supported three M.S. (with thesis) students and
two Ph.D. students.

Charlene Benson is a M.S. student who completed her master's thesis in the area of the
design of training systems and direct manipulation interfaces to support operators in the
control of predominantly automated manufacturing systems. Her research examined the
effectiveness of direct manipulation interface technology for the operator supervising an
integrated flexible manufacturing system. Her experimental environment was GT-FMS
(the Georgia Tech Flexible Manufacturing System), a real-time interactive
manufacutring system simulator reconfigurable to model a range of system
configurations and controls. Charlene's configuration was based on an IBM electronics
assembly facility. Her experiment evaluated both time-to-learn and expert control
performance on two types of interfaces, direct manipulation and conventional command
line. Her experimenal results showed that direct manipulation interaction facilitated
operator learning and understanding of system operation. For trained operators the
interface difference disappeared, demonstrating that trained operators almost always
carry out their responsibilities quite effectively regardless of the conditions under which
they work.

Dean Hettenback is an M.S. student (also receiving a CIMS (Computer Integrated
Manufacturing Systems )certificate) who completed his master's thesis in the area of
modeling operator decision making at the managerial level of flexbible manufacturing
system control. Also using the GT-FMS simulator, Dean configured his system to



Appendix

Copies of Publications Produced with Support of this Grant

represent a machining system under development by MTU. Rather than examine
moment-to-moment, real-time operator control, Dean moved up a level in the supervisory
control hierarchy examining decision making by a system supervisor who coordinated
orders rather than individual parts through the manufacturing process. System control
allowed the manager to refine a scheduling algorithm, that in turn handled lower level
part movement. System performance was measured by order completion timeliness and
minimization of costs due to lateness. The experimental evaluation showed that
managers engaged in very analytic, methodical decision making. Verbal protocols were
obtained from subjects during the experiment and modeled using Rasmussen's decision
ladder framework. This research provides vital foundational material for
understanding and aiding decision makers controlling real-time manufacturing
systems.

Sally Cohen is another M.S. student (also receiving a CIMS (Computer Integrated
Manufacturing Systems) certificate) who completed her master's thesis in the area of
modeling expert troubleshooting for circuit board assemblies (PCB). Her research
involved field study at a PCB assembly plant. She developed a model of expert
troubleshooters. The model served as a basis of an interactive PCB troubleshooting
computer program--CIMTEM (computer-based interactive model of troubleshooting in
electronics manufacturing) . She validated her model in two ways. First, she compared
model-generated troubleshooting actions and strategies to those of an expert; the CIMTEM
was approximately 80 to 90% successful in matching the experts' activities. Second,
bringing her system into the plant, on-line PCB troubleshooting activities were again
compared to her model's output resulting in approximately 90% agreement. Finally, plant
operations personnel not trained in troubleshooting, used CIMTEM as a on-line tutor. The
development of accurate on-line tutors is an important contribution in electronics
assembly as the expected turnover is high and there is a desire to have all personnel cross
trained.

Steve Krosner is a retired IBM employee who completed his Ph.D. on a part-time at
Georgia Tech. His thesis uses GT-FMS with a configuration based on electronics
assembly data from an IBM manufacturing facility. His research proposes a model-
based, hierarchical design for the cell-level supervisory controller; this design constitutes
a theory of the type of control, display, and information requirements that effective human
supervisory control of an FMS might require. To evaluate the effectiveness of his design,
he ran an experiment that compared his proposed design to a conventional operator
interface.

Major James E. Armstrong completed his Ph.D. in the area of group decision making.
Using GT-FMS configured as a multi-cell flexible manufacturing facility, his research
examines multi-operator decision making based on two different organizational
structures: a hierarchical team with a supervisor and two cell controllers, and a
heterarchical team of three operators who share supervisory responsibility for three cells.
His experimental investigation identified strengths and weaknesses of each
organizational structure and his subseqent models support design of the semantics of
intelligent, context-sensitive operator displays and aids.

Theses

Armstrong, J. E. (1990). Distributed decision making in command-and-control of
complex dynamic systems, Ph.D. thesis, Center for Human-Machine Systems Research,
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School of Industrial & Systems Engineering, Georgia Institute of Technology, Atlanta,
GA.

Krosner, S. P. (1992). Using an extension of Rasmussen's abstraction hierarchy as a
framework for design of a supervisory control system of a coomplex dynamic system.
Ph.D. thesis, Center for Human-Machine Systems Research, School of Industrial &
Systems Engineering, Georgia Institute of Technology, Atlanta, GA.

Hettenbach, D. (1989). An investigation of decision making in supervisory control of a
flexible manufacturing system, Technical Report CHMSR 89-2, M.S. thesis, Center for
Human-Machine Systems Research, School of Industrial & Systems Engineering,
Georgia Institute of Technology, Atlanta, GA.

Benson, C. (1989).The use of single-page, direct manipulation interfaces in real time
supervisory control systems. Technical Report CHMSR 89-3, M.S. thesis, Center for
Human-Machine Systems Research, School of Industrial & Systems Engineering,
Georgia Institute of Technology, Atlanta, GA.

Cohen, S. (1990). A model of troubleshooting in electronics assembly manufacturing.
M.S. thesis, Center for Human-Machine Systems Research, School of Industrial &
Systems Engineering, Georgia Institute of Technology, Atlanta, GA.

Publications

Mitchell, C. M. Supervisory control: Human information processing in manufacturing
systems. A. P. Sage (editor), Concise Encyclopedia of Information Processing in Systems
and Organizations, Pergamon Press, Great Britain, 439-448, 1990.

Mitchell, C. M., Govindaraj, T., Armstrong, J.E., Benson, C. R., and Hettenbach.
Human supervisory control of predominantly automated manufacturing processes:
Conceptual issuses and empirical investigations. C. T. Leondes ( ed.) Control and
Dynamic Systems, Volume 46: Manufacturing and Automation Systems: Technigues
and Technologies (Part 2 of 5), Academic Press, In¢., San Diego, CA., 255-306, 1991.

Cohen, S. M., Govindaraj, T., Mitchell, C_ M. Analysis and aiding the human operator in
electronics assembly. M. Helander and M. Nagamachi (Eds.) Design for
Manufacturability : A systems approach to concurrent engineering and ergonomics,
Taylor & Francis Ltd., London, 361-376, 1992.

Hettenbach, D. A., Mitchell, C. M., and Govindaraj, T. Decision making in supervisory
control of a flexible manufacturing system. Information and Decision Technologies, Vol.
17, 1991, 255-278.

Benson, C., Govindaraj, T., Mitchell, C. M. and Krosner, S.P. Effectiveness of direct
manipulation interaction in the supervisory control of flexible manufacturing systems.
Information and Decision Technologies, Volume 18, No. 1, 1992, 33-53.

Notes

As background information, it might be helpful for you to know that we work closely with
several other programs: 1) CIMS (Computer Integrated Manufacturing Systems) graduate
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certificate program--most of our masters students also receive CIMS graduate certificates;
2) Material Handling Research Center (MHRC)--there are many overlapping interests
with students and faculty affiliated with MHRC though our programs are separate; and 3)
Manufacturing Research Center--this is an Institute wide effort that is just getting started
and we hope to work closely with it as its research agenda takes form. IBM is actively
involved in all three of these Georgia Tech efforts.

Our research is conducted at a much smaller scale and focused in a specialized area. We
are interested in human-computer interaction in the control of predominantly automated
manufacturing processes. This area of research is unique at Georgia Tech and separate
from the various other manufacturing research and educational entities. Our focus is
system design that specifically addresses the advantages and problems of human
operators responsible for the productivity and safety of real-time manufacturing processes.
Our research is both theoretical and empirical; we almost always collect human
performance data in order to evaluate experimental system designs.

IBM's grant has greatly advanced our research. Without your support, our project would
have involved fewer people and produced fewer research results. The grant also facilitated
numerous technical interchanges with IBM personnel.
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Supervisory Control: Philosophical
Considerations in Manufacturing
Systems

Most research into manufacturing automation in
general, and flexible manufacturing system (FMs)
scheduling and control in particular, focuses on the
derivation of fully automated control and scheduling
techniques; for example, optimal or heuristic analytic
models or knowedge-based systems. An alternative
and more realistic paradigm to *‘lights out” automa-
tion is presented in this article. The alternative
paradigm—supervisory control of manufacturing pro-
cesses—entails the design of control and scheduling
systems that explicitly integrate human decision mak-
ers with the underlying automation. Supervisory con-
trol is a design philosophy that explicitly addresses the
roles and functions of both human and automatic
components of the control process. Supervisory con-
trol systems make use of capabilities and compensate
for the limitations of both human decision makers
and automatic components. More specifically, super-
visory control designs the human—computer inter-
action in order to augment and extend the human's
role and decision-making ‘effectiveness. Neither the
goal nor the unintended side-effects of supervisory
control are to automate the human decision maker
out of the system or to reduce the human'’s role to a
set of undesirable or ineffective tasks.

This article describes some of the limitations of
automated control systems in manufacturing, in par-
ticular why full automation is not possible. It also
reviews some of the limitations in the typical use of
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emerging computer technology to provide decision
support to the human decision maker. With this dis-
cussion as background. research in supervisory con-
trol of flexible manufacturing systems conducted with
GT-FMs (Georgia Tech-flexible manufacturing system)
is summarized. GT-FMS is a real-time, interactive simu-
lator that can be configured to represent actual or
planned muiticell and multiworkstation Fums installa-
tions. GT-FMs research includes the design and evailua-
tion of an operator function model for FuMs cell-level
supervisory control; design and evaluation of an “in-
telligent™ operator workstation: and the evaluation of
hierarchical versus heterarchical managerial struc-
tures to coordinate multiperson, multicell F™ss.

1. Background

The debate on US competitiveness and produc-
tivity has focused attention on manufacturing and
manufacturing innovation (Scott and Lodge 1985,
Jaikumar 1986, Krugman and Hatsopoulos 1987, Co-
hen and Zysman 1988). One interesting conclusion is
that the difficulty in manufacturing anses from defi-
ciencies not so much in machines and technology, but
*...tn organizations and the use of people in produc-
tion” (Cohen and Zysman 1988 p. 1111). This article
addresses one facet of the issue: the role of people in
the control of increasingly automated manufacturing
environments. It provides the background for under-
standing the choices in automated scheduling and
control of a flexible manufacturing system (i.e., ana-
lytic versus knowledge-based), and offers an alter-
native view that proposes the use of experienced
human operators to interact with the scheduling and
control system and to fine-tune it as needed. The latter
view, called supervisory control, explicitly addresses
the utilization of people in the manufacturing process
and identifies the human decision maker as a critical
component in the planning and control process. Al-
though supervisory control does not require addi-
tional or different machines or technologies, it does
require the rethinking of the role of people in manu-
factunng systems. An understanding of the philo-
sophy and meaning of supervisory control permits the
utilization of expensive and valuable human resources
and allows the definition of operator functions that
complement existing automated functions. The defini-
tion and well-defined engineering specification of the
human functions in system control provide a necess-
ary context for the related information-processing
issues, including types and mechanisms for decision
support. design of operator workstations, and human
factors and ergonomics of display screens and operat-
or interaction. Although this article examines super-
visory control issues in the context of scheduling and
control of flexible manufacturing systems, many of
the ideas and some of the research results have appli-
cability to more general manufacturing control pro-
cesses.
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2. Limitations of “Full"’ Automation in
Manufacturing Control '

2.1 The "Lights Out Factory”

Although one oft-expressed intention of factory auto-
mation is the drastic reduction or total elimination of
the human workforce on the shop floor, (e.g., the
“lights out factory”), it is much more likely that
increased implementation of automation will lead to
changes in the numbers and skills of workers on the
shop floor, rather than the elimination of people (Jai-
kumar 1986, Rasmussen 1986). Thus, the factory of
the future will include human decision makers on the
shop floor, but the roles and scopes of responsibilities
of these individuals are likely to change drastically as
the implementation of automation progresses ( Young
and Rossi 1988).

The reason why human decision makers must re-
main an integral part of the system is not hard to
discover. Automation technologies often result in
considerable system down time. Shaiken (1985a,b) ex-
plains this phenomenon concisely (Shaiken 1985a p. 18):

Reducing human input often means instituting complex
technologies that are prone to trouble. The drive to
eliminate uncertainties arising from human influence only
winds up creating mechanical and electronic uncertain-
ties. Thus, despite the vision of total automation, worksrs
must in the end play critical roles in operating as well as
unjamming and repairing, computer-based production
systems.
The necessity of integrating human decision makers
into the manufacturing process is particularly import-
ant in process control. The size, costs and risks
associated with malfunctions in control systems make
reliable control a necessary condition for successful
operation (Chambers and Nagel 1985, Rasmussen
1986). The complexity of the system and the resulting
inability of software to cope with all possible future
events imply that human decision makers provide an
essential backup for the computer-based control sys-
tern (e.g., Young and Rossi 1988).

It is unlikely that the limitations of full automation
will be corrected in the near future. For example,
scheduling and control systems based on analytic
modeis of the process contain inherent limitations.
The academic community involved in manufacturing,
material handling and scheduling research has re-
peatedly found that sophisticated mathematical mo-
dels of production and control require unrealistic
assumptions about the manufacturing process and its
parameters. Examples of such assumptions include
deterministic processing and routing times, or wor-
kers who are assumed to perform at the same speed
and possess the same skill levels (e.g., Johnson [988).
When implemented in actual systems, models based
on assumptions that are not met in the application
may fail to provide the mathematical optimality
promised by the basic research. Such prominent re-
searchers as Buzacott and Yao (1986) predict that
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mathematical models will never reflect the rang,
behaviors and uncertainties of real systems. ang th
the most that can be expected is that an analvn:;
model can address a small. but hopefully impohana‘
subset of issues. Further clouding the prospects P
analytic research in scheduling and control is COnceS
that, because the real problems in manufacumnn
automation are so complex. academic research y
address pseudoreal problems and pay only lip-service
to real manufacturing applications (Ho 1987).

The use of artificial intelligence (A1) techniques in
manufacturing automation has been proposed to r,.
mediate the gaps left by analytical models (e
Bourne and Fox 1984, Fox and Smith 1984, Mjj,:
1985, Smith er al. 1986). In a case study of a turbine
engine job shop, it was found that 80-90% of ,
scheduler’s time is spent identifying constraints not
typically reflected in analytic models. Isis, an 4 sys-
tem using constraint-based reasoning to find say;.
factory, as opposed to optimal. schedules. was deve|.
oped as an attempt to cope with the range of anajyjc
and informal constraints found in actual systems
(Smith et al. 1986). Yet experimental Al systems haye
not provided the flexibility and adaptability initially
expected (e.g.. Smith er al. 1986, Young and Rog
1988). Human decision makers remain an integraj
part of such systems (Wright and Bourne 1933
Young and Rossi 1988). The general consensus is tha
it will be a long time, if ever, before systems based on
Al techniques can perform better than trained operat.
ors in unanticipated or novel situations (Chambers
and Nagel 1985, Rasmussen 1986).

Most manufacturing control research acknow-
ledges both the limitations of the predominant tools
for automated control and the inevitable and intrinsic
role of humans in the manufacturing process (Young
and Rossi 1988, Cohen and Zysman 1988). Either imph-
citly or explicitly, an autonomous manufacturing sys-
tem utilizing either an analytical model (e.g., Jones
and Maxwell 1986, Jaikumar 1986) or At techniques
{e.g.. Fox and Smith 1984, Miller 1985, Astrom 1985.
Astrom et al. 1986, Smith er al. 1986) assumes the
presence of human operators who monitor the auto-
mation and correct and fine-tune the process when
necessary. While acknowledging the presence of
human decision makers, few researchers in operations
research or Al attempt to address explicitly the enpin-
eering and design of manufacturing control systems
that integrate automation with the humans who are
responsible for overseeing the effectiveness of system
operation. The study of human-machine interaction
in complex dynamic systems, a related area of engn-
eering, addresses this issue directly.

2.2 Supervisory Control Systems

Systems in which humans primarily monitor auto-
mated control processes are called supervisory control
systems (Sheridan and Johansen 1976). The role of
humans in supervisory control systems is to compen-
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sate for the limitations of the automation and to
rovide flexible response in novel situations. Large
«cale systems whose control depends upon both
autonomous and human subsystems are not unusual
in the broader context of complex high-risk military,
space and industrial systems (Rasmussen and Good-
stein 1987). For example. it has long been acknow-
jedged in the design of space system control, both on
the ground and in space. that the human in such
systems provides a necessary and integral part of
successful system operation (Cohen and Erickson
1985). There is little reason to believe that manufac-
wring systems will be different. To the contrary, a
anumber of researchers point out that there is one
distinction between US and Japanese factories in the
type of labor force. Although Japanese factories have
fewer people, their skill levels and scopes of responsi-
bility are often broader than those of their US coun-
terparts (Shaiken 1985b, Jaikumar 1986, Cohen and
Zysmann [988).
It is insufficient, however, merely to make a com-
mitment to a skilled workforce; effective systems and
engineering design require precise specification
of the role of the human decision maker in automated
manufacturing systems and integration of the human
component into the overall system specification.
Experience and research from existing supervisory con-
trol systems may provide some direction in manufac-
wring systems. Thus one objective of this article is to
illustrate the principles of supervisory control in the
context of manufacturing systems, specifically the
control and scheduling of flexible manufacturing
systems.

2.3 Supervisory Control Paradigm for Fus Control

As applied to manufacturing control, particularly to
control and scheduling of a flexible manufacturing
cell, supervisory control is proposed as a conceptual
framework for organizing the design of the FMs (Am-
mons er al. 1988). An FMs is a network of versatile
workstations connected by a flexibie material hand-
ling system. The FMs workstations are capabie of
performing many different operations of an associ-
ated process; for example, machining, assembly or
fabrication. There is minimum changeover time be-
tween operations, and the material handling system is
capable of executing any desired job routing (Am-
mons et al. 1985). FMS is a philosophy of automation
rather than a specific type of system design, and as
such it is a good vehicle to illustrate the philosophy
and concepts of supervisory control.

The supervisory control paradigm for FMs proposes
acontrol system design that successfuily integrates the
resources of analytical models, a1 and human super-
visory controllers (Ammons er al. 1988). The integra-
tion utilizes the capabilities and compensates for the
limitations of each component. Analytic models form
the foundation of the automatic scheduling and con-
trol system. Given this level of background automa-

tion, knowledge-based systems are designed and im-
plemented to compensate for the known limitations of
the mathematical models (e.g.. unrealistic model as-
sumptions). Finally, an operator interface to the con-
trol system provides the human decison maker with
information and controls with which to monitor and
fine-tune the system in response to unanticipated or
changing system conditions. This philosophy is
depicted in Fig. 1.

There are three basic tenets of the supervisory
control paradigm. The first is that FMs control sys-
tems should be designed and engineered with an ex-
plicit understanding of the position and role of the
human operator responsible for the system. The sec-
ond tenet is a corollary to the first: the design process
should represent the human functions with as much
precision and detail as the specification of system
software and hardware. This representation requires
the development of a detailed. dynamic model of
operator functions, extending over the range of pos-
sible system states (Mitchell and Miller 1986, Mitchell
1987). Finally, given a model of operator functions,
the supervisory control paradigm requires integration
of the automatic parts of the control system into an
integrated workstation through which the human
supervisor can monitor the process. tune the par-
ameters and compensate effectively for the deficien-
cies of the control automation.

The last point is important. It requires the designers
of FMs control systems to design explicitly the human
functions into the system and focuses the design pro-
cess on enabling the system supervisor responsible for
safe and effective operation to control the system
effectively. A control system is supervisory only if the
human supervisor has the information, decision tools
and controls necessary to ensure effective and safe
system operation when the limits of automated con-
trol are reached. An ineffective human operator, (e.g.,
someone who is bored, someone who has been given
tasks that are not compatible with human capabilities,
or someone who lacks the proper decision support
information or tools), destroys the effectiveness of the

Mimimize T ........
subject to _..........

Aigorithm (“outornohe mode )

Figure |
The supervisory control model

Scheduhing
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supervisory control design and reduces the system
architecture to one of full automation plus a peri-
pheral human who may occasionally interfere with
the process.

The FMs supervisory control paradigm is a radical
departure from the current emphasis in manufac-
turing automation design. Frequently, the human role
in automated systems is defined as an afterthought.
The human is included in the control process to
compensate for the times or events that the automa-
tion handles inadequately or not at all. From an
engineering perspective, the human’s role is not de-
signed. it is ad hoc. and often evolves over time as
inadequacies arise in the automatic control system.

Similarly, human interfaces to such systems are also
not designed. Typically, information displays pro-
vided to real-time decision makers are “‘data dumps”
where a programmer unfamiliar with the domain or
the operator’s tasks designs information displays that
show all data collected in the system at the level at
which the data are collected—frequently the lowest
level possible (Rasmussen 1986, Mitchell and Saisi
1987, Rasmussen and Goodstein 1987). It is the re-
sponsibility of the human supervisor to sift through
the available data, aggregating and integrating as
necessary. Likewise, user controls are often awkward;
they are typically concatenations of low-level com-
mands that sometimes leave the human supervisor in
the position of tricking the system into performing the
necessary functions.

Control system design explicitly incorporating the
functions of the human supervisor requires not only
an intention but also a rigorous specification of how
humans are to be utilized in the system. Tools and
techniques for effective supervisory control design are
not widely available. Designers are often faced with a
situation in which there is more user-interface techn-
ology than design knowledge about how to use the
technology. Moreover, conventional wisdom and in-
tuition do not necessarily result in useful applications.
Section 3 reviews some of the problems associated
with the design of operator workstations for complex
systems, particularly the problems caused by the in-
creasingly available automated decision aids. Given
this background, GT-FMs (Georgia Tech-flexible
manufacturing system) is described, as are several
research programs using GT-FMS. The GT-FMS research
program includes the design, implementation and em-
pirical evaluation of supervisory control systems for
FMs cell-level scheduling and control.

3. Use of Computers in Decision Sspport:
Decision Making or Decision Aiding?

Advances in computer technology and Al provide new
computational tools that greatly expand the potential
to support decision making in the supervisory control
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of complex work environments ( Woods 1986a)
most frequent use of this technology, ho“,ev'T_
often inconsistent with human skills. *. th:t s
mary design focus is to use computational technolp"'
to produce a stand-alone machine expert thy, oogy
some form of problem solution . . . [Thus], the o
face design process focuses on features to he) nler.
user accept the machine solution™ (Woods 19825""
87). Woods notes that the primary issue i Suck
systems is user acceptance of the proposed solu:c
and that system designers will go so far as (o 5, on
that the system should provide the user with placebq,.
like interaction (e.g., allow the user to report f,
considered important, even though they are noy u:el;
by the system) in order to facilitate user acceptance [
the machine’s recommendations. 0

Woods (1986b) identifies three problems with such
systems. First, when the machine gives only s soly.
tion to a problem, the decision maker may not hay,
the authority to override machine output in Practice
as well as in theory. Since the only practical Optiong
are to accept or reject system output. there is 2
danger of what Woods calls the responsibility/ ay.
ority double-bind in which the user always either
rejects or accepts the machine solution. The former
discards the enhancements that intelligent decision
support may add to overall system effectiveness; the
latter abrogates the responsibility and purpose of the
human decision maker in the system. The second
problem is that it is not clear whether people are
skilled at discriminating correct from incorrect ma.
chine solutions. The effectiveness of human decision
makers in system control may depend on intimate
involvement in the decision process rather than
simply on evaiuation of the decision product. Re.
search in other supervisory control domains shows
that there is an optimum level of control sysiem
automation beyond which a human cannot effectively
make the transition from the role of a relatively
passive monitor to that of an active system controller
(Bergeron 1981). Woods identifies the potential loss of
cognitive skill as the third problem. Humans are
retained in systems to compensate for the limitations
of automation. A user who depends almost exciusive-
ly on the recommendations of the machine expert may
be ill-prepared for the occasions when the machine
expert fails and his/her skill is essential to safe and
effective system operation.

Recent research provides experimental data which
demonstrate problems with *decision making™ decs-
ion support. In a series of experiments at Georgs
Tech. advice-giving systems consistently failed to im-
prove overall system performance (Knaueper and
Morris 1984, Zinser 1986, Resnick et al. 1987, Zinser
and Henneman 1988). The primary reason for the
failure of these systems to enhance performance 1§
that system users either did not ask for or did not take
the advice. In one instance in which the machine
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pased system automatically recommended the next
operator procedure, a pilot study shpwcd that.in
order to dispel user animosity. the aid had to be
~roned down™" (Knaueper and Morris- 1984). In the
other two studies. although advice was free. subjects
rarely asked for it: neither system had an implicit or
explicit penaity for requesting advice.

These results raise interesting questions about the
efficacy and stvle of decision support. In all three
experiments. the aid explicitly gave advice, provided
reminders and generally gave the impression that it
was omniscient with regard to the task. Yet the
human—computer interaction and related system per-
formance did not suggest that advice-giving enhanced
system effectiveness.

There is other research suggesting that decision
support may not always be fruitless. Another Georgia
Tech experiment used a computer to provide dynam-
xally adapted system-status information. Informa-
won content and form was based on a domain-specific
model of the human-machine interaction that tail-
ored and grouped dispiayed information based on the
current system state and current operator functions.
This resulted in improved system performance across
a variety of measures and did not have any user
acceptance problems (Mitchell and Saisi 1987).

The differences between these sets of experiments
provide insight into the more general issue of aiding.
The experiment in which decision support had a posi-
uve effect used the computer to aid the user’s decision-
making process. The model of human-machine
interaction was embedded into the workstation and pro-
vided system information at various levels of abstrac-
tion, with both type and level of abstraction estimated
using a model of operator function and information
about current system state. The workstation provided
an nitial view into the controlled system based on a
“best guess™ about the user’s needs. Additional infor-
mation, however, was always available at the user’s
request and the decision process always remained
under the user’s control.

Decision support systems that aid the user in the
process of reaching a decision, rather than making or
recommending a solution, are proposed as an alter-
native to the typical decision-aiding paradigm
{Woods 1986b, Mitchell and Saisi 1987, Rasmussen
and Goodstein 1987, Vicente 1987, Rubin et al. 1988).
The basic principle that underlies a decision-aiding
design is that automation and machine intelligence
should enhance or extend human decision-making
T;gabilities, not replace the decision maker (Woods

6b).

_In a recent article on decision support in the super-
visory control of high-risk industrial systems,
Rasmussen and Goodstein summarize this position
succinctly (Rasmussen and Goodstein 1987 p. 663).

Rather than continuing their efforts to make the preplan-
ning (i.e., automation) of responses and countermeasures

more and more complete and thus restrict the operator’s
own initiative, designers should take advantage of mo-
dern information technology to make available to operat-
ors their own conceptual model and their processing
resources so as to allow the operators to function as their
extended arm in coping with the plant. Such an inter-
active decision-making activity would thus benefit from
this simultaneous availability of the design basis, up-to-
date knowledge of the plant status, and accumulated
operational expenience.

Current research programs attempting to develop
electronic or computer-based associates explicitly
address the design of decision-aiding systems. The
pilot's associate project is a research effort that ad-
dresses the operational issues of decision support in
real-time decision-making environments (Chambers
and Nagel 1985). The intent of this program is to
produce a support system architecture that enhances
human abilities, overcomes human limitations and
complements individual human preferences.

A similar effort for a space satellite control-room
application, oFMspert (Rubin er al. 1988), uses a
blackboard architecture to infer operator intentions
based on a normative model of operator function.
Although oFMspert has been quite successful at in-
ferring operator intentions for a laboratory task
(Jones 1988), the next step in the development of an
operator's associate—determination of the style and
substance of interaction—is very difficult. Given a
representation of operator intentions, OFMspert must
interact with the user, providing information and/or
assistance. The implementation and evaluation of
such systems are essential (Bushman 1988).

Human—computer interaction, levels of automation
and control of system initiative are unresolved re-
search questions in manufacturing. In many ways
manufactunng is a more difficult domain than typical
supervisory control systems. In other system, (e.g.,
airplane cockpits), the system already exists and
automation can be incrementally impiemented in con-
juction with existing pilot functions. In many manu-
factuning applications, such as FMs scheduling, there
is not an “operator’s job”” to automate. The “factory
of the future’ and FMs are concepts waiting for sys-
tem design specification to make them realities.

The Georgia Tech research program is one attempt
to explore the essential features of this problem. GT-
FMS was built as a domain in which to explore design
possibilities for supervisory control of #ms scheduling.
GT-FMS is a simulator that can be configured to rep-
resent many FMs systems. It is designed to be inter-
active and to facilitate the exploration of human-
machine interaction issues in FMS control such as level
of automation, supervisory control architecture and
decision support system strategies. Section 4 sum-
marizes the main features of GT-FMs together with
recent and ongoing research conducted within the GT.
FMS domain.
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4. Gr-Fvs: A Domain for Research in Supervisory
Control of FMs Scheduling

GT-FMs is a domain created to examine a range of
research issues related to human-computer interac-
tion and decision support in scheduling and control of
FMSS. GT-FMS is an interactive. real-time simulator of a
potentially multicell, multiworkstation FMS. GT-FMS is
a real-time rather than a discrete-event simulation.
Time flows proportionally to real time and a human
decision maker can interact with GT-FMS in 2 manner
similar to that of a scheduler or expeditor on the shop
floor. GT-FMs was designed to provide a workbench or
laboratory in which human interaction with Fms
scheduling and control can be observed, controiled
and empirically evaluated given proposed decision
aids and definitions of human functions.

GT-FMs is written in C and runs in the Unix
operating system environment. The basic simulator con-
sists of more than 10 000 lines of source code. [ncreas-
ingly sophisticated operator workstations add to this
core system. A single-cell version also runs on a PC AT.
The simulator has been configured with data from
several real manufacturing systems and with both
machining and electronics assembly data. Details ab-
out GT-FMs and research performed with it are given
in the following subsections.

4.1 Structure of GT-FMS

Although flexible in configuration, GT-FMs makes sev-
eral assumptions about system configuration and
linitations. GT-FMS can have several cells, each with its
own wiP and workstations. Workstations are uni-
quely configurabie. each workstation with its own set
of manufacturing operations. For example, in GT-FMs
it i1s possible for two or more workstations to do the
same task but at different levels of efficiency. Cell wips
have a finite capacity; default is twenty. There is a
flexible material handling system that can carry out
any desired routing within and between cells. Work-
stations have the capacity to hold two parts, one in
progress and one in a single item buffer. Parts auto-
matically return to the wip between visits to work-
stations. Work cells share a common input buffer. Parts
arrive at the input buffer with a due date: part type
designates the set and sequence of operations that
must be completed before the due date.

Currently, there are three versions of GT-FMs based
on actual data. One version uses data supplied by
Motoren und Turbinen Union GmbH (MTU), 2 West
German diesel engine manufacturer. The MTU version
configures GT-FMS as a one-cell system with four ident-
ical machining centers and two load/unload stations
The MTU GT-FMS also includes two batch processes
that require parts of one type to accumulate for
processes performed outside the FMms ceil (Dunkler
1986, Dunkler e al. 1988).

Another version of GT-FMS is based on data sup-
plied by Lockheed-Georgia. It too is a machining
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operation with identical workstations ang |
unioad positions. This version is being used
ine the effectiveness of weighted operationg
due date scheduling.

The third version of GT-FMS uses 1BM elecy,,
assembly data. This version is again one ce|)- "“
eight machines, two single in-line package (;,P) N
serters, three dual in-line package (DIP) inserter ,
three robots whose primary job is to inser mOda
but which have the capability to insert sips anq N
although with less efficiency than the dedicateg S",' .
DIP insertion machines (Krosner er al. 1987), or

There -is also a multicell version of GT.Fys
though not based on actual data. this versigp ,s'co )
structed to examine multicell. muitioperator int -
action in FMS scheduling and control. The hierarch, |
version ol the multicell GT-FMs consists of twg celal
(each with an operator) and a supervisor thay ¢ s
ordinates the cells to meet overall system goals. 'n?
heterarchical version consists of three cells. each Qﬁ
containing fewer machines than the two-cell sygiep,
with a cell operator for each cell and no decigqq
maker who is designated as the supervisor (Arm.
strong and Mitchell 1986). Empirical resey,
examines the effectiveness of the hierarchical ang heyer.
archical team structures for different levels of sysien,
load and communication delays (Armstrong 1988)

Research with GT-FMs is both theoretical and e,
pirical. Several of the completed and ongoing stydies
are summarnzed below.

034,
lo exa

P"Omy.

4.2 Operator Function Model for GT-Fus

One of the original piecesof research with GT-Fus was
the development of a model of proposed operator
functions for FMs cell-level scheduling and controf
The model defined two major operator functions.
First, the operator monitors item movement withi
the cell to ensure that parts within the cell are pro-
cessed in a timely manner; that is, on or before the due
date. Furthermore, if an item looks as if it will not
finish on time, the operator intervenes to minimize the
amount of time by which a part is late. The second
operator responsibility is to carefully monitor the
relationship between the input buffer and the us cell
The operator monitors both current cell and inpw
buffer contents with two goals in mind: cell contens
are closely watched to ensure that inventory carrying
costs are within reasonable bounds; input buffer con-
tents are monitored to ensure that parts pulled into
the cell by the automatic scheduling and control sy
tem are those that require immediate processing and
whose processes can be performed within the ol
given current cell status (e.g., the status of worl:
stations that can perform the required operationsi
These two operator functions may be called sche
dule management and inventory management depx
ted 1n Figs. 2 and 3, respectively. (Events in o
schedule management include machine failures. **
arnvals, due-date changes for parts contained in 1
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Figure 2

Operator function model for cell schedule
management: |, critical event occurs; 2, no late parts
currently contained in cell; 3, one or more late parts
found: 4. decision not to expedite late part with more
late parts to consider: 5. decision not to expedite late
part with no other late parts to consider: 6, decision to
expedite a late part; 7. completion of expediting

action; 8, end of task

cell. and schedule preemption by operator.) An oper-
ator function model was used to describe these func-
tions more fully in the context of a dynamic
manufacturing environment (Ammons et al. 1988).
The plausibility of the model, together with an imple-
mentation of a specific set of operator interfaces
and controls, was developed and empirically tested
with the MTU version of GT-Fms. The experiment is
described in the following subsections.

4.3 Supervisory Control of a Flexible Machining
Center

As indicated above, this research used the GT.FMs
version configured with MTU diesel engine data. Oper-
ator scheduling and control commands were based on
the proposed model of FMs operator function. Oper-
ator commands included *“‘expedite a part,” “move a
part” and “alter wip setpoint.” The “expedite” com-
mand was defined to allow the human operator to
carry out both the inventory and cell schedule
management subfuhctions. Using the ‘“‘expedite”
ctommand. the human supervisor preempts the auto-

matic scheduling system and logically routes a part to
a specified destination. The destination is either one of
the six machines if the expedited part is currently in
the wip, or to the wip if the expedited part is currently
in either the arrival buffer or another temporary sys-
tem buffer. If a part is expedited to a machine, it will
be the next part processed. preempting the part cur-
rently waiting in the machine’s buffer. Il a part is
expedited from one of the buffers to the wip. the part
i1s immediately transported to the wip. The “‘free”
command is available to cancel a pending “expedite”
command for a machining center. This notion of
expediting as a limited-horizon schedule preemption
is one result of the formal modelling process Ex-
pediting may be implemented in many ways; typically
it is performed in an ad hoc manner that creates two
permanent classes of parts—those that are expedited
and those that are not. The latter interpretation of
expediting may have adverse impacts on underlying
optimization routines. The operator expedite com-
mand with a more limited horizon provides operator
control in the context of a local problem. '

The human supervisor can move a part from a
broken machine back to the wip using the “move”
command. This command returns the part to the wip
and piaces it back within the control of the automatic
scheduling system.

The “alter wir”™ command allows the operator to
alter the wip setpoint from a default value of fourteen
to some other level between zero and twenty. Thus,
this command serves as an inventory management
command.

The operator workstation consists of a single cCrT
where system status information can be obtained. The
primary means of decision support in this system is a
decision aid displaying a rank-ordered list of parts
most likely, given current system state, to finish pro-
cessing late. Called the Rush page. this display page.
together with a celi-status page, provides the primary
information about the system.

An experimental evaluation showed that the super-
visory controller of this FMs cell consistently control-
led the Fms cell more effectively than either the “first
come first served™ or “shortest processing time™ dis-
patch rules operating in a fully automatic manner.
Data summarizing these expenmental results are
given in Fig. 4. Detailed results can be found in
Dunkler (1986) and Dunkler er al. (1988).

4.4 Workstation Enhancement

The GT-FMs using MTU data was augmented with an
operator workstation that uses menu commands and
windows to access system data (Tipton 1987). It was
thought that a more user-friendly workstation would
enhance system performance (Krosner er al. 1987,
Tipton 1987). Recently collected experimental data
showed no improvement, however.

in parallel with the human factors enhancements to
the workstation. a more sophisticated, model-based
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Operator function model for inventory management subfunction: 1, events including workstation failures or a large
number of late parts contained in arrival buffer; 2, events including wir departures, part completions and arrival
buffer arrivals; 3, operator reengages sutomatic scheduling and controlling system and manual transfer subfunction
is completed; 4, input transfer tuning is completed when the operator either physically moves, logically priontizes a
part in the arrival buffer or decides that preempting the automated schedule is not feasible

workstation is being designed for the electronics as-
sembly version of GT-FMS. The intent of this project is
to develop a model of human decision making that
can provide the supervisory controller of the FMs with
the correct information, at the appropriate level of
abstraction, and in a timely manner. This model uses
the operator function model (Mitchell 1987, Ammons
et al. 1988) to structure information and Rasmussen’s
abstraction hierarchy (Rasmussen 1986) to guide the
semantic representation of the information. When
completed, the effectiveness of this workstation will
be evaluated empirically.

4.5 Multioperator, Multicell Systems

The multicell, multioperator GT-FMS examines the ef-
fectiveness of two organizational structures: a hier-

46

archical structure with two subordinates and a super-
visor, and a heterarchical structure with three rela-
tively autonomous cell controllers who coordinate
voluntanly to achieve system goals. The multicell 7
FMs was enhanced to include the notion of batches
that is, a collection of parts due out of the system o
the same time. Communication and coordinauos
must occur among individual operators in order t0
meet not only part-due date at the cell level but ai%
batch-due date at the overall system level. Figs. $ and$
shows the two organizational structures for this mat-
cell, multioperator GT-FMs configuration.

Experiments are being conducted with the two- and
three-cell systems in order to construct models of the
command, control and communication processes fou
the two structures (Armstrong 1988). These
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Results of supervisory control experiments

will give some insight into the multioperator decision
process. Such models are a necessary prerequisite to
understanding team performance and coordination
and will provide insight for the design of teams that
include both human and computer-based decision
makers.

§. Summary

This article proposes supervisory control as an alter-
native to the goal of full automation in manufacturing
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processes. With supervisory control, the goal is to
design into the control process human override func-
tions” that utilize human skills and enhance human
effectiveness and overall system performance. A prob-
lem, however, in the design of human-machine inter-
action in compiex, highly automated systems is the
issue of decision support; in particular, it is important
to distinguish between decision making and decision
aiding. It is suggested here that decision support in the
form of aiding the decision process is much more
effective.
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Bathering head.uaingnm:ymoﬁon.scoowmecmlinnmmme
gathering pan, A conveyor belt is behind the gathering head and moves the coal
10 the rear of the machine.

A Conveyor Subsystem: The conveyor exiends from the gathering head 1o the
rear of the machine. An adjustable position conveyor boom forms the end of
the conveyor sysiem. It can move from right 1o lefi as well as up or down,
Coal is dumped from the conveyor boom onso a haulage unit behind the CM.

A Subilization Jack: This hydmulic jack provides a stwabilizing force 1]
Counder-balance the cutting force,

The continuous mining machine has ten tram control commands: slow/fast speed

:):wlrd slow/fast speed reverse, pivol lefiright, wum lefuright forward, and twurn

Uright reverse.  These are open-loop commands. Execution of any of these
f:unuws can be terminated by either a stop command (implying the ram control loop
18 closed at a higher level where the sensory information is processed), or by a condition
that some maximum time has expired (a safety time-out condition associaled with this
command).
The U. S. Burcau of Mines has been implementing a computer control system
lesll:e_d [Sh 90). This testbed is a distribuied network linking the continuous mining
machine, various sensor systems (length and angle measaring systems and a BYyrO, sce
figure 1), and an operator console which are all nodes on the network. This testbed can
generally be referred 10 as BOM/NET [Sh90).

Human Supervisory Control
of
Predominantly Automated Manufacturing Processes:
Conceptual Issues and Empirical Investigations

Christine M. Mitchell, T. Govindaraj,
James E. Armstrong, Charlene R. Benson and Dean A. Heltenbach
Center for Human-Machine Systems Research, School of Industrial and Systems Engineering
Georgia Institute of Technology, Atlanta, Georgia 30332-0205, USA

Background

People: The Problem and the Solutions

The debate on American competitiveness and productivity has focused attention on manufac-
ring and manufacturing innovation (Cohen and Zysman, 1988; Krugman and Hatsopoulos,
1987; Jaikumar, 1986, Scott and Lodge, 1985). One interesting conclusion is that the difficulty
in manufacturing is not deficiencies so much in machines and technology, but *...in organiza-
tions and the use of people in production (p. 1111, Cohen and Zysman, 1988).” Most research
on manufacturing automation focuses on the derivation of fully automated control and sched-
uling techniques, ¢.g., optimal or heuristic analytic models or knowledge-based systems. Al-
though one often-expressed intention of factory automation is the drastic reduction or total
elimination of the human workforce on the shop floor, (¢.g., the “lights out factory’, e.g.. Jai-
kumar, 1986), it is much more likely that increased implemeniation of automation will lead to
changes in the numbers and skills of workers on the shop floor, rather than the elimination of
people (Jaikumar, 1986; Rasmussen, 1986). Thus, the factory of the future will include human
decision makers on the shop floor, but the roles and scopes of responsibilities of these individ-
uals are likely to change drastically as the implementation of automation progresses (Young
and Rossi, 1988).

Manufacturing Research
Most manufacturing control research acknowledges both the limitations of the predominant

tools for automated conirol and the inevitable and intrinsic role of humans in the manufactuning
process (Young and Rossi, 1988 Cohen and Zysman, 1988). Either implicitly or explicily, an
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m manufacturing sysiem utilizing either an analytical model (¢.g., Jones & Maxwell,
1986; Jaikumar, 1986) or artificial iniclligence wechniques (¢.g., Fox and Smith, 1984; Smith e
al., 1986; Miller, 1985; Astrom, 1985; Astrom et al., 1986) assumes the presence of human
u@mmuamnhuwmh-mupmmwhn RECesSary. Rao::
Iy..mcounu lo expert sysiems and "deep’ Al scheduling, the American Association for
Antificial !mdlim (AAAI) Special Interest Group in Manufacturing (SIGMAN) workshop
proposed interactive scheduling. Interactive scheduling is based on the belief that *....fully ay.
tomated schedulers are not as desirable as interactive schedulers. The point here is that the man
and machine bring complementary skills 1o the scheduling task, and that both are necessary 1o
produce high qualily schedulers (Kempf et al,, 1991, p. 37).”

Human Supervisory Control In Manufacturing Systems

While acknowledging the presence of human decision makers, few researchers address explic-
ily the engineering and design of manufacturing control systems that integrate automation
Irillllllu: humans who are responsible for oversecing the effectiveness of sysiem operation. Su-
pervisory control is an aliernative and more realistic paradigm to ‘lights out’ automation. Su-
pervisory control of a manufacturing process entails the design of control and scheduling
sysicms that explicitly iniegrale human decision makers into the underlying automation. Su-
pervisory control is a design philosophy that explicitly addresses the roles and functions of both
human and automatic components of the control process. Supervisory control systems make
use of capabilities and compensaie for the limitations of both human decision makers and au-
tomatic components. More specifically, supervisory control designs the human-computer inter-
action in order 10 augment and o exiend the human’s role and decision making effectiveness.
Neither the goal nor the uniniended side-¢ffects of supervisory control are (o automate the hu-
man decision maker owt of the sysiem nor to reduce the human's role 10 a set of undesirable or
ineffective tasks.

Though supervisory control docs not require additional or different machines or technologies,
it thel require rethinking of the role of people in manufacturing systems. An understanding ol
the philosophy and meaning of supervisory control permits utilization of expensive and valu-
able human resources and allows definition of operator functions that complement existing au-
tomated functions. The definition and well-defined engineering specification of the human
functions in system control provide a necessary context for the related information processing
issues including types and mechanisms for decision support, design of operator workstations,
and human factors and ergonomics of display screens and operalor interaction,

TRUMAN CONTROL OF PREDOMINANTLE Y ALTEOMAT LD MANL AU TLIRING pLll

A previous paper (Miichell, 1991) summarized several rescarch efforts in human supervisory
control for manufacturing sysiems. These rescarch projects were conducted at Georgia Tech's
Center for Human-Machine Sysiem Engineering. The projects included a description of GT-
FMS (Georgia Tech’s Flexible Manufacturing System (Ammons et al., 1988; Dunkler et al.,
1988)--a real-time interactive flexible manufacturing system simulation, an operalof function
model (OFM) that proposed a role for the human operator in coordinating FMS cell-level con-
ol (Ammons ct al., 1988), and initial research that provided experimental data to support the
hypothesis that cell scheduling which includes a human supervisory controller results in signif-
jcant improvement in overall sysiem performance when compared to a fully automated sched-
uling and control system (Dunkier, 1986; Dunkler ¢t al., 1988).

Afier 8 briel summary of the GT-FMS simulation,

This paper is a sequel 10 Mitchell (1991).
pervisory control in manufacturing. In

this paper reports on more recent research in human su
particular, this paper describes three rescarch efforts that blend theoretical and conceptual no-
tions in human supervisory control with related experiments to evaluate their effectiveness in
the GT-FMS domain. The first study examines the ¢ fectivencss of direct manipulation and oth-
er sophisticated human-computer interface technology on both training and trained perfor-
mance of a manufacturing cell supervisor. The second study examines decision making of a
system manager rather than a lower level FMS cell supervisor; the rescarch sought to model
decision making strategies of the sysicm manager of GT-FMS and 1o investigate differences
between the cell level supervisor and the sysiem manager. Finally, we present the results of a
study cxamining the effect of organizational structure on teams of operators responsible for a

multi-cell FMS sysiem.
Before examining the individual research efforts, we present a brief summary of the GT-FMS
structure together with the ways it was reconfigured 1o meet the research needs. Furthermore,

we note that although this paper examines supervisory control issues in the context of FMS
scheduling and conurol, many of the ideas and some of the research results have applicability

1o more general manufacturing control processes.

GT-FMS Structure

The Georgia Tech Fiexible Manufacturing System (GT-FMS) is a high fidelity simulation de-
veloped 1o provide an environment for studying human supervisory control designs for FMSs
(Ammons el al., 1988). The GT-FMS environment is a real time interactive simulation of a

multi-cell, multi-workstation flexible manufacturing system. A human decision-maker can in-



e CHRISTINE M MITCHFLL 4T &7

teract with GT-FMS in a manner similar to that of a scheduler or expeditor on the shop floor.
GT-FMS further provides.

... & controlied laboratory environment in which to implement and evaluate the super-
visory control perspective for FMS scheduling. I facilitates research and validation in
a framework of realistic manufacturing conditions, including human interaction with
the scheduling and control sysiem. (Dunkler et al., 1988, p. 225)

A varicty of FMSs can be configured with GT-FMS due 10 its moduler structure. Common to
all configurations is an arrival buffer, where all parts reside when first eniering the system, an
FMS cell containing a central focation for each cell’s work-in-process (WIP) and the worksta.
tions, and an outpul buffer 1o which all completed parts proceed before exiting the sysiem. GT-
FMS can be one- or multi-celled; and each machine workstation within the cells can be config-
ured uniquely, with its own sct of capabilities.

Courrently, there are two versions of GT-FMS based on data from existing manufacturing facil-
ities. One version of GT-FMS uses IBM electronics assembly data. This version represents one
cell, containing eight machines--two single in-line package (SIPs) inserters, three dual in-line
package (DIPs) inserters, and three robots whose primary job is to insert modules but which
have the capability 1o insert SIPs and DIPs although with less efficiency than the dedicated SIP
or DIP insertion machines (Krosner et al., 1987). The Benson study, described in this paper,
uses the electronic assembly configuration (Benson, 1989; Benson et al., 1991).

Also consisting of one cell, the second GT-FMS version uses data supplicd by Motoren und
Turbinen Union GmbH (MTU), a West German diesel engine manufacturer. The MTU version
configures GT-FMS as a one cell sysiem with four identical machining centers and iwo load/
unload stations. The MTU GT-FMS also includes two batch processes that require parts of one
type 1o accumulate for processes performed outside the FMS cell (Dunkler, 1986; Dunkler et
al., 1988). The Hetienbach study, described in this paper, uses the diesel engine configuration
(Henenbach, 1989; Hetienbach et al., 1991).

Finally, there is a multi-cell version of GT-FMS. Although not based on aciual data, this version
of GT-FMS was construcied o examine multi-cell, multi-operator interaction in FMS schedul-
ing and control. The Armstrong study, described in this paper, uses the multi-cell version to ex-
amine the effectiveness of hierarchical versus heterarchical ieam structures for different levels
of system load and communication delays (Armstrong, 1990).The hierarchical version of the
multi-cell GT-FMS consists of two cells (each with an operator) and a supervisor that coordi-
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pates the cells 1o meet overall sysiem goals. The heterarchical version consists of three cells,
each cell containing fewer machines than the two-cell system, with a cell operator for uch‘nellz
the heterarchical sysiem does not have a decision maker who is designaied as the supervisor
(Anmstrong and Miichell, 1986; Armstrong, 1990).

1
Direct Manlpulation Technology: Assessment of its Utility for FMS Operators

A
At computer hardware and sysiem software costs are decreasing, system designers have access

10 an array of human-computer interaction devices such as mice. touch panels, voice 'lllp!l‘l and
output, and high fidelity graphics and windowing packages. One such Im!mn-compfner inter-
action technology is that of direct manipulation--the representation olobgec!f graphically and
manipulation of thase objects via pointing devices. Previous research involving humln com-
puler interaction has been primarily in the contex of computer programming, text editing o_r
word processing applications; for examples, sce ACM-SIGCH], 1984, 1989. Howe\f.er, user in-
\eraction tasks in these applications difTer significantly from those in human supcrvuwry con-
wol tasks. Most programming of text editing tasks are not time-contingent. Supewfsory syﬂel:n
controllers are faced with opportunities that change over time. Once an opporunity passes, ‘al
can never be recovered. Secondly, the consequences of errors are very serious in the supgm«
sory control domain. The consequences of errors for programmers of editors mull.only ina
decrease in productivity. The programmer Can always undo or redo an action and simply
recompile the code. This will result only in the loss of time. In sq:renim control systems,
ermors may be catastrophic and expensive (€.8., airline crashes, Three Mile Island, or eugﬂ
hours of downtime in a $10 million FMS). Thus, the interfaces to such systems becomes in-

creasingly imporanL

This rescarch was designed to demonstrate and evaluate the effectiveness of an operalor inter-
face using dircct manipulation interaction in FMS supervisory control. In panticular, the cﬂ'f:c-
tiveness of two different FMS operator workstations--a conventional operator workstation with

overlapping windows and a keyboard versus a direct manipulation workstation design was ex-
plored. The experiment used the Georgia Tech-Fiexible Manufacturing System (GT-FMS).

GT-FMS Configuration and Con ventlonal Operator Interface '
The system configuration of GT-FMS used in this experiment is shown in Figure 1. It is com-
prised of eight insertion workstalions, three buffers and a transportalion system.

I.Dmlﬂ&.ﬂrmﬂﬂ.lﬂl_
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DIP: Dual Inline Package
SIP:  Single Inline P;
Ov » ing 'ackage
’ Insertion Workstations
DIPI| |DIP2| | SIPI| |SIP2
Arrival WIP 1 l 1
\"
BufTer i
A Y Y
1 2 3
Output
Buffer
Figure 1. System Cofiguration of GT-FMS

Parts accumulaie outside the FMS cell a1 the arrival bufTer, which is an unlimited capacity buff-
er. An amiving part is stored in the arrival buffer until it is dispatched to the GT- FMS cell work-
in-process (WIP) buffer. Within the cell, parts are stored in WIP, which has a finite capacity of
20 parts in this configuration. Parts wait in WIP for an available insertion workstation 1o per-
form the next required operation. If the WIP is full when a part arrives to WP, the part is aulo-
matically routed (o the overflow buffer. This buffer, 100, has unlimited capacity. GT-FMS also
has a material handling sysiem capable of performing all routings shown by armows in Figure .

As sysiem supervisor and controller, the operator's major, though not necessarily complemen-
tary, goals of FMS cell scheduling and control are: 1) to minimize the cost associated with pan
completions that occur past the due date; and 2) 1o minimize the cost associated with cell in-
ventory.

Operator controls include ‘cxpediting” a part 10 give it priority over the automatic scheduler,
removing a part from a failed machine, and increasing or decreasing the number of parts buff-
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ered in the cells working in process (WIP) inventory. Operator performance was cvaluated by
5 scssion score, & weighted linear combination of late parts and work-in-process inventory.

The conventional operator workstation for GT-FMS uses a basic cell siatus page. From this
page. the operator can request additional information in the form of windows which cover part
or all of the screen. Using this workstation, the operator can also execule control actions, such
us expediting a part, removing a part from a broken workstation, reversing an expedition, o
resetting the cell’'s minimum WIP level. The basic cell status page is shown in Figure 2.

From the basic cell display, the operator can monitor part movement, the status of the worksta-
tions, the WIP level, and the simulation time. All possible operator display and command op-
tions are listed across the top of the cell siatus page. The operator selects the desired command
by moving the selection highlight bar via the cursor keys on the right side of the keyboard. The
line directly below the command option line is reserved for information and error messages. It
currently reads, “Real time operation resumed. Ready for inpul.” Any parts that are late or pro-
jected 10 be Iate appear in red on this screen only. Parts cumrently on schedule are displayed in
blue.

All physical locations to which parts may be moved or expedited are referenced with the func-
tion keys located on the left side of the keyboard. The function key associaed with each loca-
tion, ¢.g., the WIP and all workstations, are displayed in the title bar of their windows. For
cxample, 1o reference WIP when expediting a part from the arrival buffer, the operator presses
F2.

The WIP window is displayed on the left of the screen. For cach part in WIP, the part tag and
its next required operation are shown in the WIP window. The parts are listed according to their
arival times 1o the WIP buffer. For example, in Figure 2, 122 is the first part listed and, there-
fore, the oldest part in WIP. It will be the first part scheduled on a workstation that can perform
a SIP insertion. The single digit number following the next required operation of each pant
mmmprhmemymﬂcumﬂyin WIP. In Fig-
ure 2, there are fouricen parts in WIP.

The operator may gather more information about the system status or execule commands via
the command line. The “Parts” command is a request for a list of all parts currently available
in the sysiem, including all parts in the arrival, overflow, in-transit and output buffers, as well
as all parts shown on the basic cell status page. The “Bufr” command invokes a window vihich
lists all parts currently residing in the arrival buffer. When the operator selects the “Rush com-
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Figure 2. Basic Cell Status Display

Figure 3. Part Movement
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mand, a window containing a list of all pans that are currently late or projected to be late is
shown on the lower half of the screen. If an operator wishes o move a part from a failed work-
siation, s/he may invoke the “Move” command. A small window will appear prompting the op-
eralor 1o type in the pant Lag. The “Push™ command allows the operator 1o expedite a part. The
operator will be prompled to type in the part lag and then will be prompled 1o press the function
key associated with the work station to which the part is to be expedited. The “Free” command
allows the operator to “unexpedite™ a pan to a given workstation, Finally, the “WIP" command
allows the operator to reset the minimum number of parts (o be held in the work-in-process
buffer.

The type of imerface described above forces the operator 1o switch between pages of displays
in order 1o retrieve all relevant information. [t also employs the use of most of the keys on the
keyboard, including the function and cursor keys. The cursor keys on the far right of the key-
board are used to manipulate the command highlight bar as well as scrolling the information
on the amrival buffer and rush page displays. The basic alpha-numeric keys in the center of the
keyboard are used (o input parnt numbers and desired WIP levels. The function keys are used to
designaie locations associated with worksiation numbers and WIP. Consequently, the opera-
tor's performance not only depends on her/his typing ability, but s/he is forced 1o move her/his
hands from the alpha-numeric keys to the cursor and function keys and the “mental workload™
associated with control tasks is increased since the operator must remember when (0 use the
difTerent sets of keys. The times associaled with these transitions may slow the operator’s ex-
ecution of desired actions.

Direct Manlpulation Operator Interface

Figure 3 depicts the proposed direct manipulation workstation configuration. The workstation
consists of a single screen with the mouse being the single mode of operator inpul. The elimi-
nation of the keyboard eliminates the dependence of the operator 's performance on herfhis typ-
ing skills and experience. The contents, appearance and placement of the windows are diclated
by a description of the major functions to be performed by the operator and a set of basic inter-
facc design principles.

Window Locations

The operator can access windows containing lists of the parts found in the amival, overflow, in-
transit and WIP buffers, as well as windows which represent each of the eight workstations.
Since the logical flow of the parts is from arrival bufer to WIP buffer 1o workstation, the win-
dows are placed in this order from left to right. The in-transit buffer window is placed between
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the WIP and the workstations since parts most frequently travel between these two locations,
Also, since the primary part movement occurs between the arrival buffer, in-transit buffer, WIp
buffer and workstations, these windows do not overlap. Figure 3 illustrales the flow of pant
movement on the display.

Because it is undesirable 1o have parts in the overflow buffer the window representing the over-

Bow buffer is available only when there are parts residing there. When the overflow buffer is
empty, this window is not available. When the operator opens the overflow buffer window, it
appears in front of the amrival buffer window. The operator can view eirher the arrival buffer or
the overflow buffer. This design was chosen primarily because there is no relation between the
two windows, e.g., the operator cannot expedite a part from the arrival buffer 10 the overflow
buffer, or vice versa. From either location, a part is expedited 10 the WIP buffer. So, it is not

imperative that the operator view both windows simultaneously.

The operator can close Lthe arrival, overflow, in-transit or part information windows completely
10 unclutter the screen. To reopen the arival, overflow or in-transit buffer window, the operator
clicks on an icon corresponding to each window. Figure 4 shows the icons corresponding o the
arrival, overflow and in transit buffer windows.

The incorporation of a single screen display differs significantly from the conventional display
described earlicr. [t eliminaies the operalor’s need Lo search for and retain information between
changing screens and the redundancy of displaying the same information on scparate screens.

Part Represeniation

Parts are displayed in the windows labeled for their current location. All parts in the arrival
bufTer, overflow buffer, WIP buffer and robot workstations are displayed with the first letter of
their next required operation in parenthesis following the part tag. This allows the operator to
quickly recognize valid machincs for part expedition.

The most important feature of the part field is its background color, which indicates its current
status--lale, projecied late, or on schedule. This design feature was incorporated 10 aid the su-
pervisor in her/his cell management function. The background color of the part field rather than
the foreground was changed 1o eliminaie white space and betier atiract the operator’s atiention.
The colors alerts the operator 1o laic or projected late pans. If the pan's due date has already

passed, the background will be red, the color most ofien used in alent situations 1o casily attract
the operator’s atiention. If the part is projecied 10 be late, the background of the parn field will
be yellow, cautioning the operator 1o take action before the part's due dale passes. If the part is
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Figure 4. Icon Representations for Asrival, Overflow and In-transit Buffer Windows
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on schedule, it's background will be white. If the operator expediles a part in WIP, the back-
ground will change from red, yellow or white 10 green. This reminds the operator that s/he hag
already taken sieps 10 push that pan through the system. The usc of these different colors in
indicating part stalus was incorporaied 10 improve the conventional design by providing the op-
erator with the additional information of whether the part is already late or just projecied 1o be
Inte.

Workstation Windows

The workstation windows are displayed on the right side of the screen. Unlike the conventional
display, the workstations are grouped by type. Both DIP worksiations are displayed inone line,
the three SIPs in a second line, and the robots in a third. Colors were also used to group the
machines by types. Soft, neutral colors were used 30 as not 1o distract the user from the more
important alert colors associated with part status.

Each workstation window displays the part currenily in the insertion position and its remaining
processing time. Because the robots can perform all operations, each part displayed in any of
the robot workstations is followed by the first letter of its current required operation. The part
in the insertion position is shown in the center of the workstation window. To the kefi of the part
in the insertion position, in the lower comer, is the part in the workstation buffer. Just above the
part in the workstation buffer is a gray rectangle reserved for a part that is expedited to the
workstation. I a pant is expedited 1o a particular workstation, its part tag is displayed, and, if
the workstation is a robot, its next required operation will also appear in this rectangle. The
part’s background will be green to comrespond to the green background of the part in WIP, in-
dicating that the operator has taken action 10 push the part through the sysiem. The expedited
part is displayed above the part in the workstation's buffer because it will be placed in the in-
sertion position before the part in the worksiation's buffer. The part placement in this design
differs from the conventional design, where the expedited part is listed below both the part in
the insertion position and the part in the workstation bufTer, to better show the priority of the
parts (o be processed, since they occupy two different physical locations at the workstation. The
part currently in the insertion position is separated from the parts 1o be processed. The pan
scheduled 10 be processed next, will move from the lefl of the workstation window 10 the right
of the window, conserving the direction of part movement If a pan is expedited 10 a worksta-
tion, it is displayed above the part in the workstation bufTer, simulating an ordered list. The
highest priority item in the list, in this case, the expedited part, is the item st the top of the list
In the conventional design, there is also a field for each pant’s curreént required operation in all
the workstation windows even though the DIP and SIP machines are dedicated to one opera-
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tion. To eliminate redundancy, the current required operation for cach part is not included in
the DIP and SIP workstation windows in the direct manipulation workstation configuration.

Arrival and Overflow Buffer Windows

The arrival and overflow buffer windows occupy the same space on the screen. There is an icon
resembling a truck backing up to & loading dock in the lower center of the screen (Figure 4).
Any time the operator wishes 1o view the arrival bufler, /he moves the cursor to this icon and
clicks. This icon is always accessible and the amival bufTer can be viewed al any time. Howev-
er. the overflow buffer can only be viewed when there are parts actually residing in the overflow
buffer. Any lime there are parts in the overflow buffer, an icon resembling an overflowing buck-
et will appear in the lower center of the screen next 0 the arrival buffer icon (Figure 4). The
appearance of this icon alerts the operator that pants have been placed in the overflow bulfer.

WIP Buffer Window

The WIP buffer window is always visible and contains a list of the parts currently residing in
WIP (Figure 4). The operator can al ways tell how many parts are in WIP. The conventional dis-
play's WIP window is ofien covered by other windows, For example, when the rush page is
displayed, the bottom portion of the WIP window is covered. The operaltor cannot see how
many paris are presently in WIP. This may influence her/his decision of whether or nol to ex-
pedite a part from the amrival buffer o WIP. In the proposed workstation configuration, the en-
tire WIP window is always visible.

The supervisor can expedite parts from the WIP buffer o any workstation that does not already
have an expedited part. Once expedited, a par will remain in WIP (with a green background)
until the machine 10 which it is expedited compleics the processing of ils current part. The part
is then placed in the in-transit system and transporied (0 the machinc. The machine remains idle
until the expedited part arrives.

In-transit Buffer Window

The in-transit buffer window works much like the arrival and overflow buffer windows. This
window can be opened and closed at the operator's discretion. When closed, an icon resem-
bling a forklifi truck will appear in the space 10 the right of the WIP window (Figure 4). Since
the parts are being transported 1o a specific location, the part tag is followed by an arrow point-
ing the dircction in which the part is traveling. If the part is being transported 1o the WP, the
part tag will be followed by a black arrow pointing to the lefi, since the WP window is localed
10 the left of the in-transit buffer window. If the part is traveling 10 8 machine, a colored arrow
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rruch::n which the part is being transported. While the opcralor cannol move or expedite
parts are currenily in-transit, s/he know whi i speci
o may need to which parts are traveling to fic

Cwrsor Shape and Current Activity
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adapted from Macintosh applications, ¢.g. MacDraw and MacPaint. In both applications, the

cursor reflects the activity in which the operator is currently engaged.

The cursor (activity) options - a question mark 10 retrieve additional information and a clamp
10 move or expedite parts - are displayed on the bottom center of the screen. The operator sim-
ply cﬁt:ts on the shape of the cursor corresponding to the activity s/he wishes lo perform. The
l'ol!oulnng sections describe in detail the activities of retrieving additional part information and
expediting and moving parts 10 different locations.

Monitoring and Retrieving Additional Information

The operator can monitor the dynamic sysiem siates simply by observing the parts moving
from place w0 place and waiching for pans with red or yellow backgrounds. However, if the
oper'nuleedumehfmmmwonmy pant listed on the display, s/he has access to any
part’s due daie, projecied time to finish and remaining operations. When the cursor is in the
shape of a question mark, the Operalor can retrieve this additional pan information, To change
the cursor im0 a question mark, the operator moves the current cursor 1o the icon representing
the question mark in the lower center of the screen. She then clicks the mouse and the cursor
Wm 4 question mark. The question mark was chosen because this symbol represents the
am!lhiily of information in many international airports and sights of travel (Marcus, 1987)
Ind.l.l & common symbol used in computer sysiems that allows the user to request “help” or
additional information. Aficr the cursor has been changed into a question mark, the operator

can C'Ek on .“, ml on ﬂ' screen and m m infmlm w"ﬂow will ll't wer
| W” m lo

The plrl ltg'lplxln in the title bar of this window. The first line of information in the part in-
formation window is the part’s due date. If the due date has already passed, the time due is high-
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lighted in red, comesponding to the part’s background in the other windows of the screen. The
second linc is the part’s projected completion time. If the part’s due date has already passed,
obviously, the projecied completion time is past the part’s due date. If this is the case, this time
ficld is also highlighted in red. If, however, the pant's due date has not passed, bul the part is
projecied (o finish after the due date, the projected completion time field is highlighted in yel-
low to comrespond Lo the part's background in the other windows of the display. The third line
is an ordered list of the part’s remaining operations. This may influence the operator’s decision
on which parts to expedite if two parts are late but one part has five operations remaining while
the other has only one operation remaining. The operator may also want 1o expedile parts that
have one or (w0 operations remaining 3o that the parts leave the system, clearing out space in
the WIP buffer. The last line of the information window is reserved to indicate if the part is ex-
pedited 1o & machine, and if so, which machine. If the part is expedited, this message appears
in green o provide consistency with the pant’s background in the other windows of the display.
The operator has access to additional part information at all times. This feature was incorporat-
ed 1o aid the operator in making decisions for cell management and inventory management

Expediting and Moving Parts

The primary way for the operator to minimize the late time associated with specific parts is 10
override the automatic scheduling system by expediting parts through the system. Before ex-
pediting a part, the operator must change the cursor into a clamp. The clamp symbolizes the
action of picking up an object and dropping it in another location. To change the cursor into a
clamp, the operator must move the cursor o and click on the clamp icon located in the lower
center of the screen next Lo the question mark icon. Now the operator can expedite a part from
the arrival and overflow bufTers to WIP and from the WIP buffer 1o any of the insertion work-
stations. S/he can also move any parts located on broken machines back 1o the WIP buffer. To
expedite a part from the arrival or overflow buffer 1o WIP, the operator simply moves the clamp
cursor into the part reclangle in the arrival or overflow buflers and presses the mouse button.
The part’s rectangle will be inverted and the cursor will change into a clamp holding a small
part, shown in Figure 5. As long as the operator holds down the mouse butlon, the clamp will
be “holding” onto that part, The operator can then drag the part into the WIP buffer window
and release the mouse button. The pant will immediately be placed in-transit and the cursor will
return to the open clamp representation. If the operator releases the mouse in a location to
which the pan cannot be legally moved, ¢.g., from the arrival buffer to a machine, the part will
remain in its original location and the cursor will return to the open clamp representation.
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workstiation has broken down or is being repaired by the large red icon that is displayed
over the workstation window (Figure 6).
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Figure 6. A Failed Workstation

Parts are moved from a broken workstation back (0 WIP the same way as they are unexpedited.
The opersior moves the open clamp cursor over the pan in either the insertion position or the
buffer and presses and holds down the mouse button. S$/he then drags the part into the WIP win-
dow and releases the mouse button. The part immediately goes in-transit 10 the WIP and the

cursor returns to the open clamp representation.

se eliminates the need to have the operator type

Muﬁpnbﬁngpuumllcmnwim the mou
operator never needs to focus her/his attention

commands, part numbers and destinations, The
on anything other than the screen, since s/he does not have to search for keys or comrect typo-
graphical errors. All part expeditions and movements are execuled in a consisient manner. Sim-
ilarly, if the operator makes an €ffof of changes her/his mind, actions 10 reverse previous
actions are executed in the same manner in which the original action was execuied.

Monitoring and Adjusting the Minimum WIP Level

The operator can only exert one other type of control over GT-FMS. S/he can adjust the mini-
mum number of parts held in the WIP buffer, At the beginning of each experimental session,
this number is arbitrarily set to fourteen. The operator may wish to lower this number so that
t/he can have more control over which parts come into the FMS cell and to keep the number of
parts low so that s/hc may more closely monitor that parts that arc in the cell. Sfhe may wish lo
raise the minimum number of parts in WIP in order 16 increase throughput and ensurc that parts
will be pulled in early enough 10 meet their pending due dates. Thus, a trade-off is involved
No matter which strategy the operator chooses, s/e can adjust the minimum nu mber of paris



m CHRISTINE M MITUHELL ET AL

in WIP via the window located just below the WIP buffer window entitled “Minimum Parts i
wip"

The current minimum is displayed just below the title. The operator can adjust this number by
using the control armows o the right of the minimum number displayed. When s/he moves the
cursor into the control box containing the up and down armows, the cursor will avlomatically

change into crosshairs. S/he may move the cursor onto one of the armows and increase or de-

crease the minimum number in WIP by one. If s/he presses the mouse button down while the
cursor is positioncd over the up armow, the new minimum number would be GReen. Similarly,
if the operator presses the mouse button down while the cursor is positioned over the down ar-
row, the new minimum number of parts in WIP would be thirieen. This type of control action
is consistent with other applications on the Macintosh.

Evalustion

An experiment was conducied 10 evaluate the effectiveness of the two operator workstations,
Session score and the number of *expedile’ operalor movements were primary measures of per-
formance. The experimental results are summarized below; additional details can be found in
Benson (1989) and Benson et al. (1991). !

The subjects’ primary goal was 10 minimize the (otal cost associsted with operating GT-FMS.
When the effect of condition on (otal score was analyzed, the mean cost for the conventional
interface condition ($1051.07) was significantly higher than the direct manipulation interface
mean cost ($956.63). Figure 7 depicts the mean total scores for each of the ten scssions,

For the overall score and a session by session score, subjects using the direct manipulation in-
terface scored significantly betier, i.e., lower cost, than subjects using the conventional inter-
face.

The number of times subjects expedited parts was also recorded w evaluale whether users of
one interface exercised more control over the sysiem than users of the other inlerface. The num-
ber of times that an expedite command was issued was significantly greater for subjects using
the direct manipulation interface. Figure 8 shows the means for the number of pans subjects
expedited in each session.

For all ten sessions, the mean number of expedites for the conventional interface is lower than
the mean number of expedites for the direct manipulation interface. The results from the indi-
vidual 1-tests for each session indicalc that in six of the ten sessions the mean number of parts

Cost ($)
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expedited by subjects using the conventional interface was significantly lower than the mea,
number of parts expedited by subjects using the direct manipulation interface.

Summary
As a high fidelity simulation, GT-FMS provides insight as 1o how a direct manipulation intey.

face might improve operator performance in a real-lime supervisory control system. The over.

all goal in controlling the GT-FMS system is to minimize the cost associated with completing
parts pasi their assigned due dates and the average amount of inventory located within the FMS
cell. The conventional interface to GT-FMS presents overlapping window displays and em-
ploys the use of the entire keyboard, alpha-numeric, cursor and function keys, as the means of
operator input. This research indicates that such a sysiem restricis the freedom of operator in-
teraction and control over the sysiem. A direct manipulation interface to GT-FMS is more like-
ly to increase the amount of operator intervention and increase the control the operator exers
over the sysiem. Results indicate that for minimizing the components of lateness and inventory
cosls as a total, operators using the direct manipulation interface performed better than did sub-
jects using the conventional interface configuration.

Experimental results apply to systems beyond the specific GT-FMS environment. Results from
the GT-FMS simulation provide strong support that operator performance can be greatly influ-
enced by the user interface configuration. In the wider area of supervisory control, the use of

direct manipulation and the principles thal were used o develop the GT-FMS interface for this
rescarch may provide a superior methodology over conventional interface design.

Decision Making of a Systems Manager of a Flexible Manufacturing System?

Background

For an FMS w0 be effective, the functions of the human supervisor must be defined and the lim-
itations of the human taken inlo account. Recognizing previous GT-FMS research which sup-
ports actively inlegrating the human into the FMS control structure, an understanding of the
appropriaie level of control or role for the human is critical. Ammons et al. (1988) address the

role of the human supervisor by proposing a realistic supervisory control paradigm for the cell-
level FMSs.

In an FMS control sysiem, the appropriale control sysiem model and accompanying decision
suppont are dependent upon the role of the human. Defining an appropriate role and subsequent

2. Hetienbach, 1989, Henenbach et al., 1991,
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responsibilities for the human as a function of the FMS objectives may thus be a critical step
in designing the FMS control structure. Previous GT-FMS research addresses the role of the
human supervisor as acell-level controller (Ammons et al., 1988). As FMS control :ysmm'
continue 10 develop, however, the degree of human interaction with these control tymm:'. will
also evolve. Control systems may become more “intelligent,” and the human role may shift the
emphasis 10 elements of planning and management, moving the operator from the role of cell-
level controller 1o sysiem Manager.

stor as a System Manager
::zrn?;:pmn the r:: of the humans focuses on longer-term goals of the manufacturing
sysicm. This role reflects a level in an FMS control hierarchy that is “higher” than the ilem-
movement level (i.e., the level investigated in Dunkler's (Dunkler, 1986; Dunkler et al., _19831
and Benson's research (Benson, 1989)). The research explores the human's response to this role

together with the decision making process.

The supervisor in this investigation takes an aggregaic view of the flexible manufacturing sys-
\em. This approach is explored for several reasons. Typically, FMSs have some degree of hu-
man interaction as part of their control system, but this interaction is not always well defined,
and it often occurs on an ad hoc basis. Previous research (Dunkler et al., 1988) indicated that
FMS performance can be improved if the ad hoc nature of the human control actions 13 re-
moved. However, no universal “best” definition exists for the design of human interaction, with
hierarchical control models and sctual FMS installations allowing varying degrees of human
intervention throughout all control levels.

By modeling the supervisor from an aggregale view, additional insight can be obtained mw’ard
crealing a supervisory environment which potentially takes better advantage of the Iur:ans
judgment and decision-making skills. In this role, “systems ml.nlsa.".m.lcr than ce!il super-
visor,” may betier describe the human control functions involved. Da_rgnmg hw |m-
tion at a higher level removes the sysiems manager from mimlc-l.o-njunutc contingencies and
allows the systems manager 1o focus on meeting the long-term objectives of 1he.FMS. Funher
more, while a computer may handle minute-to-minute decisions in some .FMS msu.llmo‘m. a
computer is not ultimately responsiblc for the performance of actual ne{uble mfxm;n:l
sysicms. Thus, human monitoring of aggregaie FMS performance data in practice is vi y
guaraniced.
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For a systems manager (0 effectively control the FMS, s/he must be allowed to initiate certain
control actions and be provided with clear goals against which to measure these control actions,
Overall profitability of the FMS is likely (o be an overriding concern for a sysiems manager,

As such, the sysicms manager must initiaie control actions which positively affect the profit.
ability of the FMS.

An FMS is likely 10 process a wide variety of parts simultancously, with parts belonging to
many different cusiomer orders. System cost performance is affecicd by completing customer
orders on time, and by completing enough orders 3o that the cost of production per part is suf-
ficiently bow. Processing prioritics of the parts within an FMS can significantly affect the oper-
ation of the FMS and thus have an impact on profits. By modifying the processing priorities
within the FMS, the sysiems manager can emphasize a specific method of operation which pro-
vides the greatest profit potential for a specific period of time.

This investigation does not seck (0 prove or disprove a specific theory or hypothesis. Rather, it
secks (o gain further insight into human decision making within an FMS environment. Decision
processes of humans in an FMS systems manager's role are analyzed with the goals of better
understanding and defining the human's role in an FMS control structure, improving feedback
mechanisms of FMS control loops, and uncovering decision-making parameiers used by hu-
man decision-makers in an FMS environmenL. As a sysiems manager, the human is placed in
the FMS control structure on an aggregaie ke vel. This control level provides the sysiems man-
ager with the opportunity o enhance FMS performance by modifying the part scheduling al-
gorithm or expediting specific groups, or orders, of parts.

GT-FMS Coafigured for Systems Management

For this study GT-FMS was configured 10 simulalc a machining c=a‘er for diesel engine cylin-
der heads. In this configuration, GT-FMS had four identical machining cenlers and two load/
unload stations. The data used in this experiment were based on a sysiem installed by a West
German diesel engine manufacturer, Motoren und Turbinen Union GmbH (MTU). The data
were aggregated and scaled to provide realistic yet experimentally meaningful behavior. A
complete description of MTU and the data from the MTU sysiem can be found in Dunkler
(1986) and Dunkier et al. (1988). Figure 9 depicts the GT-FMS process flow for this research.

Parts, Part Scheduling, and Orders of Parts
The sysiems manager is free 1o modify the computer-based pant scheduling algorithm (cell
scheduler) in response to trends noted in overall cell performance. In GT-FMS, the automalic
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Figure 9. Process Flow in MTU GT-FMS Cofiguration

cell scheduler determines which part to place on an available machine. The scheduler examines
all parts in cell inventory and then selecls an appropriaie part. To make this ulccfnon. the base
GT-FMS scheduling automation was modified 1o use an algorithm called the wenginr.f.l op:‘ral
tion priority index (WOPT) (Han and McGinnis, 1986; Eagle, 1987). The WOPI .llgonthm isa
weighted lincar combination of the shoriest-processing-time (SPT) and the ur-hcst due daie
(EDD) scheduling algorithms. The systems manager modifies the WOPI algorithm by chang-
ing alpha, a weighting mmmu-ﬁ;mmmmuauimmatemswm.
uling. The systems manager decides when 10 change alpha and the masmludeohh: change. In
this experiment, alpha may assume values between 0.0 and 1.0, inclusive, in increments of 0.1.

For this study, GT-FMS was augmenied to generate and track orders of parts rather than indi-
vidual parts. All parts in a given order are of the same type and cach part in an order has the
same due date. The system performance measures re flect this enhancement. The score for each

session has two components. The first component reflects completed parts and the second late
parts. The session score is the difference between these two components, The completed paris
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componenl is the total number of parts completed during & session multiplied by the estimated
profit realized from each part. The estimated profit per par is assumed to be $50.

A penalty cost is assessed for completing some or all of the parts in an order after the order’s
due date. The laie parts component of the scssion score is the sum of the penalty costs assessed
during a session. A penalty cost is calculated for each completed order which contains late

parts. Al the end of a session, penalty costs for incomplete orders are also included. The penalty

cost is the product of the number of parts in an order (the order size), the amount of time (cal-

culated in minuies) past the due dale at which the last past in the order is completed, and a two
dollar per pant per minute late penalty on each lale order.

Operator Costrols and Displays

The operator workstation consisted of an Apple Maciniosh 11 with a color monitor. GT-FMS

was impiemented in C. The operalor workstation consisied of three display options lisied hor-
izontally across the top of the screen: “Windows,” “Summary,” and “Scheduler” as shown in

the 1op of Figure 10. The “Windows" option provides another menu which allows a choice be-
tween the penalty cost and throughput display or the order status display,

Figure 10 illustrmtes the penalty cost and throughput display. The display shows two graphs:
one for penally costs associaled with late parts and one for lotal pans completed (or through-
put). These graphs are updated (i.c., 2 new poinl is plotted) every three seconds.

The throughput graph is also dynamic and averaged over the last minule of operstion. This
graph (in Figure 10, the curve with oscillations) provides a measure of how fast the FMS is pro-
ducing parts.

The order status display provides the subjects with key summary information for each order

currently in GT-FMS. Figure 11 illustrates this display. Compleicd orders are not displayed.
The order status display is not dynamic.

For each unfinished order, the order status display lists performance statistics for the session,
including the order number, the order due date, the size of the order, the number of completed
parts, any penalty costs, and a summary of cach unfinished part in the order.

Figure 11 also illustrates the summary window (entitled “Summary™) within the order status
display. The summary is not aviomatically shown when the order stalus display is chosen bul
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Figure 10. Penalty Cost and Throughput Display
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must be selected from the list of display choices localed at the top of the CRT screen (i.e., “Win-
dows,” “Summary," and “Scheduler”),

The summary lists several performance statistics for the session. These include the total num-
ber of parts completed thus far and the current average penalty costs for late parts (tardiness).
The summary window is dynamic. As a session progresses, the summary display updates every
three seconds as long as this window is on the screen.
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CUMULATIVE STATUS

*8
& Ii 8 s e e ~ of the sysiem scheduler, either SPT or due dale, is shown as a bar graph on the alpha display.
* 284 Sann = The filled portion of the bar graph comesponds to the current value of alpha. Additional detail
g XL ._;' 8y § for each of the displays can be found in Hetienbach (1989).
on - =
! = 3 5 3 5 GT-FMS allows the systems manager two types of inlerventions to increase system profits. The

first type enables the subjects (o alter the weighting factor, alpha, used by the automatic system
scheduler. To modify the value of alpha, the subject first selects the scheduler display with the

]
2 2:; 3 g g & i ~ mouse, then positions the mouse over the oval next to her/his choice and “clicks” (i.e., depress-
* Sé NN E es and releases the control bution on the mouse). The new value of alpha is then highlighted
§VezZomere ¥ o and the alpha window (i.¢., the bar graph) is also updated with the new value. In addition, the
S - z .i_ E g g 'g" = two graphs in the penalty cost and throughput display are marked to record the change. These
O marks appear as parallel vertical bars on both the tardy graph and throughput display. The

markings on the graph provide a way for the sysiems manager to review the history of each

mll.slumlym’pl.yﬁthwusumn. )

g ; !‘322 - change in alpha during a session.
E Ld :.: 3a E The second type of inlervention enables a systems manager 10 expedile an order. If an order is
@ i "E % z E expedited, the system scheduler places a priority on completing parts from the expedited order.
B § e ! ! = When a machine becomes available, the system scheduler examines parts in the expedited or-
E O der first. If a part in the expedited order can be processed on the available machine, then this
E part is placed on the machine without examining any of the other parts in any of the other or-
a " : 8 E v o o~ ders,
z f3%c pel, 3
5 » n; E4Svwenm E To expedite an order, the subject first selects the order status display, then positions the mouse
§ g EE sfpeony = over the empty oval next to the word “EXPEDITE?" and “clicks.” A red highlight bar, enclos-
=) o g 3 3 E g g b ing the order number on the order’s display, then appears and the empty oval is darkened, indi-
O cating that the order is expedited. Subjects can “unexpedite™ an order by positioning the mouse

over a darkened oval and “clicking.” The system scheduler will once again give parts from all
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orders equal priovity as before. Only one order can be expedited at a time, but a systems man.
ager can expedile or unexpedite an order at any time.

Empirical Iavestigation

An experiment was conducted Lo explore the FMS system manager’s decision processes. Eighy
students participated in this investigation. These students were all volunteer graduate students
from the Compuler Inlegraied Manufacturing Systems (CIMS) program at the Georgia Instituse
of Technology. Subjects engaged in a total of eleven 60-minute scssions. The first two sessions
were training scssions. Scasion score was used 10 asacss performance

The exploratory nature of this research, coupled with the research’s focus on how decisions are
made (as opposed 10 the outcome of decisions), indicates that appropriate performance mea-
sures are not obvious. An appropriaie method needs 1o be sufficiently generic so that it can be
applied 1o GT-FMS and yet provide an acceptable level of detail 1o embody the intricacies of
the subjects’ decision processes.

To fulfill these requirements, it was determined that modeling the subjects’ decisions and strat-
egies with the Rasmussen’s decision ladder might provide the necessary structure for the re-
search goals (Rasmusscn, 1984; Rasmussen, 1986; Rasmussen and Goodsiein, 1987).
Rasmussen’s decision ladder is “.. independent of the specific system and its immediate control
requirements,” (Rasmussen, 1984, p. 142) 50 it provided the generalizability necessary for use
with the relatively restrictive environment of GT-FMS.

Figure 12 illustrates the basic decision ladder developed by Rasmussen. By beginning at the
lower left (i.e., “ Activation™) of this ladder, and proceeding through each circle (state of knowl-
edge) and rectangle (data processing activity), following the bold ammows, each siep of a control
decision is addressed. The ladder thus provides a “schematic map of the sequence of informa-
tion processes involved in a control decision™ (Rasmussen, 1984, p. 144).

The data processing activities in the decision ladder are mental reasoning processes which lead
directly 1o the states of knowledge. Applied 1o GT-FMS, for example, the “Observe™ data pro-
ceasing activity might involve scanning a particular display but focusing only on information
considered important or relevant. Thus, a systems manager might scan the order status display
of Figure 12 and focus on only one aspect of this display. Other information is provided, but
the systems manager mentally sorts and places specific priorities on this information concen-
trating only on the data that s/he determines is “important.” This data processing might then
lead to a “Set of Observations” state of knowledge which could include “next required process-
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Figure 12, Basic Rasmussan Decision Ladder (Rasmussen, 1986)
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K:,T“ Thus, the next required processing operations would be the “Set of Observa.
e l'tlllll-ed from the systems manager's mental sorting. Information other than nexi
requ mminmﬁ&&hiuisuikﬁymwmm

This “s‘e:orolhu-vulom"uneoﬂmladp would then be included in the “Identify” data
processing activity as the sysiems manager proceeded along the decision Iadder. In this activiry,
the sysiems manager might atiempt to answer such questions as “what’s unusual about I‘.ltcll'.
rent set of next required processing operations?” or, “what's the underlying reason for the uu‘
mmdmlmwmﬁgm?’hdmwmmmhmm
3ysicms manager might then define the current system state. This sysiem state would be the sys-
flems manager's interpretation of current conditions in the FMS, For instance, continuing the
above example, the sysiems manager could define a sysiem stale as “machines 1,2, 3 and 4
h’m failed.” or “most of the next required Mumﬁmm@m:mﬂa:rmmofm
chine time™ depending upon the results of his or her “Identify” data processing activity,

This process of alicmating data processing acti vities with resulting states of knowledge contin-
ues through the decision ladder in Figure 12 for each control decision through the “Execute”
data processing activity, which involves coordinating the desired control actions formulated b
the systems manager. For GT-FMS, the available control actions, as previously discussed -:
expediting orders of parts or modifying the scheduling algorithm. .

ifthe nfludhnwbdpuaadbysjﬂaum in controlling GT-FMS can be identified,
then their control decisions can be mapped 10 a decision ladder and evaluated. These states of
knowledge might reveal various aspects of the control decisions such as: what information the
sysiems managers considered, what sysiem stales did they define, what goals did they develop
what target states did they atiempt 1o achieve, or what strate gies did they employ? These as- .
mﬁmmldﬁm-ﬁﬁlumswmmuwm

manager's role which could enhance the control function of flexible manufacturing systems.

lfruiryﬁuﬂ:m of knowledge of control decisions and mapping these 1o Rasmussen's de-
cmc.nhddetw-dmc using verbal protocols from each subject during each dats-collecting
session. The usefuiness of verbal protocols for analyzing decision processes is well document-
ed;‘su fur. example Ericsson and Simon (1984). Subjects were required 1o “talk aloud™ and de-
scribe their interventions as they occurred. These protocols were compleiely free-form, with
the exception that the subjects were asked to include a description and an intent, as lmir:imum.

I a —
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for each control action. Several subjects went significantly beyond this minimum during their
inlerventions.

Decision Ladder Models of FMS System Managers

The verbal protocols were prepared by converting recordings obtained during the experimental
sessions into a prinied text for each subject. The next step was 10 use the ranscripts from the
verbal protocols and the computer data files 1o construct, for every subject, a decision ladder
for each allowed control action. The data log was used (o indicate what information was dis-
played to the subject at the time of the intervention. The verbal prolocols and compuler outpul
files for every subject were then examined one session at a time. For a given intervention (ie.,
either expedite or scheduler modification), each intent stated by a subject was reviewed. Cou-
pled with the computer output dala, distinct consistencies among the stated inients from the
protocols were recorded. When all of the sessions for a subject were completed, consistencics
actoss sessions were then evaluated. As situations were repeated throughout a session, and
across several sessions, the decision processes were broken down and mapped onto the deci-
sion ladder. This mapping was done scparately for each strategy.

Discussion of the results of the decision ladder analysis is organized by the type of control de-
cision (¢.g., cither cxpedile or scheduler modification) and follows the outline of data process-

ing activities, from “Activate " 10 “Execute,” in Rasmussen’s decision ladder.

Expedite Decision

For the expedite decision, subjects sought 10 define a state of knowledge based on the most re-
cent information available for each order. The order status display was the predominant choice
of the subjects to provide this information. Six of the subjects used this display exclusively.
Two of the subjects reviewed the penalty cost and throughput display regularly, yel, their ex-
pedite decisions were also based solely on existing conditions and not on performance history
information.

The subjects’ approaches were consisient. They distilled system information from the order
status display into a state of knowledge described as the current system state. The curment sys-
tem state, once determined by the subject in response 10 the latest update of the order status
display, was the basis for the remainder of the decision process.

Although the subjects generally used the same display for defining the current system state, the
information extractcd from this display varied significantly among the subjects. For instance,
2 few subjects used the existence of an expedited order to define a system state. Thus, one of
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the “Set of Observations” states of knowledge used by these subjects consisted of the presence
of an expediled order. Some subjects characierized a sysiem state by the presence of orders
which had only the load/unload operation remaining, while others used the elapsed simulation
time 1o define the system stale. The elapsed simulation time was used 10 detenmine a sysiem
stale described as “end of session was near.” This sysiem state changed the expedite decision
for some subjects for a shorn period of dme (this is discussed in more detail later for individual
subjects).

Even though the information obtained from the order status display varied, some consisient pat-
temns emerged. For example, all of the subjects used the order due date information to define a
sysiem state of cither “tight” or “loose™ due dates. Most subjects also evaluated whether oper-
ations that required long processing times (i.c., “long™ operations), particularly operation 5, or
operations thal required small processing times (i.e., “short”™ processing operations) were char-
acteristic of the current system state. As the sessions progressed, this evaluation of processing
operations became more frequent as subjects concluded that operation 5 was difficult to com-
plete on time. In addition, most subjects defined a sysiem state which had at least one order al-
ready late or projected 10 be late.

Rasmussen (1984, 1986) noted in his evaluation of verbal protocols from a power plant control
room thal the entire decision-making process described by his decision ladder was only used
when the operators were faced with new or unfamiliar situations. In most cases, the operators
developed a “sequence for special situations by chaining subroutines of gencral applicability
and using solutions from prior experience... keading to a great repertoire of short-cuts and by-
passes in the decision process...” (Rasmussen, 1984, p. 144). Rasmussen describes these sub-
routines as chained states of knowledge, where the subjects move from one state of knowledge
directly to a task or procedure, bypassing portions of the decision process. Chained states of
knowlcdge resull in consisient actions based on well-defined sysiem siates. However, for GT-
FMS, these chained states of knowledge were rare. Subjects generally proceeded through all
daia processing stages of the decision model, evaluating each sysicm staie against the sysiem
goals, even when faced with seemingly familiar situations (possible causes of this behavior are
discussed later).

Figure 13 illustrates an example of a decision strategy for the expedite control action which

uses a chained state of knowledge. In this decision sequence, the subject defined a sysicm staic,
then, proceeded immedialely (o a task definition. The task, “expedite the order with one oper-
ation remaining,” is an immediate consequence of the sysiem siaie definition. Figure 14 illus-
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Figure 13. Straiegy for Expedite Control Decision, Chained States of Knowledge
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e Bl which ok e traies a typical expedile decision ladder without chained states of knowledge. In this decision
critcria s ::Lm:u u::ﬂ:c ladder, tasks are defined and implemented as a result of sysiem performance evaluations, goals,
complction. Also evaluste and target stales.
whether an onder other than the .
onder next due, will, if i i
= Ambig completed by its dua::,:'u Although the subjecis generally proceeded through the entire decision ladder, some exceptions
h-an,gpm oy o -munua‘_._ e to this pattern emerged. Figure 15 displays the expedite decision ladder for subject 2. As indi-
. caled by Figure 15, in most cases subject 2 did not proceed through the complete evaluation/
RS — Avold penalty costs goal steps of the decision model, but rather reacted, according 10 chained states of knowledge,
::;ﬁ_"’- v 10 the sysiem staics she defined, In addition, the system state defined as “end of session is near”
“"‘"’:L‘;" caused several subjects 10 by-pass the evaluation/goal sequence and to immediately modify
peaalty costs is their interventions. These subjects siopped evaluating late orders and repeatedly expedited

paris remaining with operations that had short processing times once this sysiem state was de-
fined.

Tesk defined Expedise the or-
e g Juccsnd Since subjects used the entire realm of data processing activilies for expedile interventions,

by the evaluation

they repeatedly evaluated sysiem performance based on the sysiem siates they identified.
Again, some consisiencies emerged from these evaluations. For example, most subjects evalu-
ated whether any of the orders currenily in the FMS would be late. Likewise, delermining
which of the current orders, if compleied past their due date, would yield the highest penalty
cost was also common. Subjects focused primarily on order size in making this judgment. Most
subjects also evaluaied which of the orders had the carliest due date.

Plan sequence of
e Although some system performance evaluations were common, most of the evaluations were
unique to each subject. However, even these unique evaluations were consistent in that they

Exsmine graphi- 5 cvaluated a very detailed level of system performance. For example, subject 4 determined
cal displays, sues Mechanics of ex . . g 2
mary display, peditng Proced whether recent incoming orders would be delayed at the load/unload station by leaving an order
:m"‘" - expedited, or, whether the expedited order could still be compleied sooner if it remained expe-
dited. If an order was already late, subject 5 evaluated whether another order, with only a small
processing time remaining, should be expediled before the late order was done. The detailed
Activation: Desect evaluations of system performance reveal a high degree of confidence among the subjects in
mocd for informa- Execue inter- - - ; .
bon proceisiag ventions their ability to preciscly determine and predict the state of the system.

These detailed evaluations may have been partially responsible for the infrequent occurrences
of chained staies of knowledge. Rather than react io a sysiem slale thal appeared *familiar,” the

Figure 14. Strategy for Expedite Control Decisi
o subjects attempted to gain a more thorough knowledge of system performance.




Figure 15. Expedite Decision Ladder, Chained States of Knowledge Dominant
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The repeated system performance evaluations also required an on-going comparison of these
asscssments against sysiem goals, Even though the overall system goal was given to each sub-
ject (i.c., maximum profits) during the training, the subjects’ sysiem goals were not identical.
Subjects formulated their own goals. For example, subject 4's stated goal was 10 minimize the
number of late orders, whereas subjects 5, 6, and 8 idenlified “avoiding all penalty costs™ as
their goal. These differences in sysiem goals resulied in varying strategies of operation.

Even though the subjects’ goals varied, the primary focus for all subjects involved penalty
costs. Completing parts, or throughput, was definitzly a secondary goal for the subjects. Half
of the subjects did identify “maximizing throughput™ as a goal, and this goal influenced the ex-
pedite interventions in some cases for these subjects. However, this goal was always secondary
1o goals concerning penalty costs.

The target siates defined by the subjects resulied directly from their evaluations and goals. The
target states consistently involved an assessment of processing priority, i.e., deciding which
types of orders or which specific order should be processed next, given the sysiem goals, per-
formance and current state. In addition, the targel staie consistenily involved only the current
system orders. Subjects did not anticipate the arrival of certain orders or existence of certain
conditions when using the expedile intervention.

Like the subjects’ sysiem performance evaluations, target states were frequently very detailed
rather than gencral. For example, subject 6, in response 1o cernain sysicm conditions, defined a
processing sequence that assumed “long operations occupy the machines while shorn opera-
tions are in the system, and thus prevent processing of the shorier operations.” Subjeci 5 de-
fined as & target state that “operation 6's from nearly compleled orders are finished prior to the
operation 6's from new orders.”

Expediting an order was almost always the task which resulted from proceeding through the

data processing activilies for the expedite intervention. In fact, most subjects always had an or-
der expedited. However, in response 1o certain system conditions and performance evaluations,
several subjects re-initiated the expedite decision process and maintained the status quo rather
than cxpedite an order, These subjects by-passed the “Formulate” and “Execute” data process-
ing activities and the “Procedure” staie of knowledge, proceeding direcily to the “Activation”
daia processing activity in the decision ladder. The decision process was re-initiated by defining
& ncw sysiem siate based on more recent information. For subjects 3 and 4, unlike their peers,
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the siatus quo was usually no orders expedited. These subjects had a much more limited set of
sysiem states and resultant evaluations which concluded with ex pediting an order.

For all subjects, the decision analysis for the expedite intervention was continuous throughou
each session. Once a task was defined and a procedure (if any) implemenicd, the subjects
seemed 1o instantaneously proceed 10 the “Alent” state of knowledge - updating the main order
status screen and thereby re-initiating the entire decision process. Subjects 2 and 8 also checked
lhhpﬂfwmhhwymuwﬂymmw display - for varying lengths of
lime - prior 1o refreshing the order status display. Overall, the subjects varied considerably in
their speed of processing. Processing time was, in all cases, dependent on the significance of
the changes in system state since the last expedite decision sequence. More changes gencrally
implied an increased processing time.

Modifying the Scheduler

In terms of the variety of sysiem states defined, performance evaluations, goals and target
states, the scheduler modification intervention was much less complex than the e xpedite inter-
vention. Subjects modified the scheduler (by changing the value of the weighting factor, alpha)
much less frequently than they expedited orders, 50 this decision process itself was initiated
less frequently,

As with the expedite intervention, information was primarily obtained from the order status dis-
play. Although all subjects viewed the cost summary display iniermittently, they did not base

their interventions on information from this display. Subjects generally proceeded through the

alert stage of the decision process once, for both the expedite decision and the scheduler deci-
@MMMW&Mdhmwyfwmwdwt-
vention.

Due date status was the one type of information obtained from the order status display that was
consistent among the subjects. Again, as with the expedile intervention, most subjects defined
2 sysiem staie based on their assessment of due dates as either “loose” or “tight.”

Other than due dates, however, subjects used the order siatus display to obtain a variety of in-
formation. Based on this varying information, many different sysiem stales were defined. For
example, a few of the subjects defined the beginning of the session as a sysiem state, using the
elapsed simulation time information, and modified the weighting factor immediately from its
default value. Other subjects focused on the type of operations currently in the system while

some associaled due dates with the type of operations (e.g., “the long operations have light due
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dates™) in defining their system state. Also as with the expedile intervention, several subjects
used the elapsed simulation time to define a sysiem stale as “the end of session is near” and
modified the scheduler to reflect this information,

Unlike the expedite intervention, the subjects modified the scheduler using chained states of

knowledge and fewer evaluations of system performance versus goals when deciding to modify
the scheduler. For example, Figure 16 illustraies a chained staie of knowledge for the scheduler
modification decision of subject 3. While subject 3 did interpret the consequences of the current
sysicm stale, the evaluation/goal and larget stale sieps were by-passed. No projections of sys-
tem performance, based on the current defined sysiem state were altempled, and a Largel state
relative 10 system goals was not defined. Al of these chained stales of knowledge involved as-
sociating low values of alpha with “light™ due daies and higher values of alpha with “loose"

due dates. These associations either resulied in immediale changes of alpha or a re-initiation of
the entire scheduler modification decision process if alpha was already at the desired value.

Even though chained staies of knowledge were more common for the scheduler intervention,
some evaluations did occur frequently. For example, all of the subjects evaluaied the impact of
raising alpha 10 1.0 or 0.9 on system throughput, and most of the subjects evaluated whether
they should test the sensitivity of the sysiem (o changes in the weighting factor, alpha. Also,
subjects’ evaluations, as with the expedite iniervention, were generally very detailed. For ex-
ample, subject 2 evaluated whether raising alpha to prevent pants with long operation time from
being loaded onto the machines would increase penalty costs by making the parts with long op-
erations late or would increase throughput by completing additional pans,

When evaluations of sysiem performance were made, the subjects once again had w incorpo-
rate system goals Lo guide their interventions. These goals, consistent with the expedite inter-
vention, were not identical 1o the overall goal presenied in the training and varied among the
subjects. For instance, three of the subjects identified “high™ throughput as a goal, while other
subjects identified “avoiding penalty costs” as a sysiem goal.

Posi-evaluation interpretations and target states focused on processing priority, but, unlike the
expedite intervention, this focus was on processing priority to specific groups os classes of
parts. The most common focus was on a processing priority based on due dates and processing
times.

The task defined was always either 1o change alpha, b . .:d on an evaluation or on chained states
of knowledge, or 1o maintain the stalus quo if a system state was not identified which triggered
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HUMAN CONTROL OF PREDOMINANTLY AUTOMATED MANUFACTURING 5

a scheduler intervention. Subjects gencrally mirrored the expedile inlervention in that they
went from the procedure state of knowledge directly to an alert condition and re-initiated the
decision sequence by updating the order status display.

Overall, modifications to the scheduler occurred much less frequently than expediting, and
most subjects changed alpha less frequently as they completed more sessions. Generally, these
changes involved placing alpha at values of 0.0 and 0.1 when a low value was indicated or plac-
ing alpha at 0.9 or 1.0 when a high value was indicated. The subjects” detailed evaluations of
system performance revealed a knowledge of the scheduling algorithm and its impact on the
FMS, and the subjects reinforced this knowledge by continuing 1o test the sensitivity of the sys-
tem 0 changes in alpha,

Summary

The goal of this research was to gain further insight into human decision making within an FMS
environment. In the environment simulated by GT-FMS, human systems managers are allowed
10 intervene in the FMS in two ways: expediting an order, which gives an individual order pro-
cessing priority, or modifying the scheduling algorithm, which gives groups of parts processing
priority. Evaluating the decisions made by the sysiems managers in implementing these two in-
terventions has provided some insight for FMS supervisory control sysiems.

First, the subjects in this experiment interacted with the FMS on a very detailed level. Even
though their role in this simulation placed them at a higher level of control, providing them pri-
marily with summary information and performance history, the subjects evidenty needed and
wanted more detailed information on sysiem performance. Performance history and trend in-
formation were not [actors in their decisions. Further, even though they were not provided with
detailed sysiem status information, they were still able to make very detailed evaluations of
sysiem performance and incorporale these evaluations into effective control strategies.
Chained states of knowledge, where the human reacts (o certain standard system staies, were
not as common as might have been expected based on the limits of the subjects’ interventions
and Rasmussen’s (1984, 1986) results. The subjects continued to prefer thorough evaluations,
incorporating as much evidence as they could obtain, versus reacting to standard sysiem states
based on the summary information. They also scemed more concerned with the situation at
hand, and how they could best influence this situation, rather than incorporating or trading-off
their current decisions as part of a long term performance strategy. Evidently, while humans
may be cflective as part of a higher or aggregaie level FMS control system, they still prefer hav-
ing access (o detailed knowledge of lower level sysiem components.



™~ CHRISTINE M MITCHIELE, 6T AL

In addition, the subjects were able 10 understand and control the scheduling algorithm, even
though, again, they were primarily given sysiem summary information. They continued to lest
the sensitivity of the scheduler when they felt this testing did not conflict with current sysiem
ing to lkearn more about the dynamics of the scheduler as the sessions progressed. Still, in 10
total sessions, the subjects seemed 10 use the scheduling modification intervention effectively,
Additional sessions, or, in the case of an actual FMS system, perhaps months of training, would
probably increase the sysiems manager's understanding of scheduling dynamics even more. In
actual FMS installations, the tendency may be to exclude the human from the operation of the
scheduler, yet the results of this research indicate that this may not be the best approach.

Flexible manufacturing is a philosophy which can greally enhance the overall productivity of
small-jol or baich manufacturers. The increasing complexity of the control sysiems required by
modern FMSs has resulied in numerous research efforts which address control structure design.
While no single design is “optimal” for every, or even most, FMS installations, effective con-
trol system designs are ofien characierized by a hicrarchy of several information-sharing con-
ol levels which incorporale many manufaciuring decision-making functions.

Since human judgmen is critical to manufacturing decision-making, human inlervention is a

component of many control system designs. The implementation of human intervention, how-
ever, varies significantly among FMS control structures, and often occurs on an ad hoc basis.

Previous supervisory control research has indicated that overall FMS performance can be en-

hanced if the ad hoc nature of human intervention is emoved. Thus, human intervention is like-
ly 1o remain as an important aspect of FMS control policies.

As FMS control systems become more “intelligent,” the role of the human in the control struc-
ture will also evolve. An FMS may become more of a 1ol for the human who controls it, with
. the human responsible for achieving sysiem goals. Thus, defining an appropriae role for the

human as a function of the FMS objectives may be critical in the design of the FMS control
structure. This role should both respect the limitations of the human and exploit the human's
inherent skills. Knowledge of the decision processes used by humans in an FMS environment
can help define this role.

This investigation evaluates the decision processes of humans in an FMS environment. The ex-
penimental resulls support making humans an inlegral pan of the manufacturing control pro-
cess, since an intricate knowledge of the sysiem state and system sensitivily were crucial to

Y
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human decision-making in GT-FMS. Further, even when the goals for FMS operation were
specified in lerms of a single aggregate measure, viz. the overall profit, humans in this experi-
ment used detailed system status information, rather than summary infonmation or syslem per-
formance history, as the basis of their control decisions.

Distributed Decision Making In Complex Systems’

Introduction

The control of complex, dynamic sysiems often requires multiple human operators to be inte-
grated into a command-and-control system (Athans, 1987; Tenney and Sandell, 1981). Thus,
an organi zation is required to provide a way byﬂnichopcnlon.wubngoudiﬁaeﬂpmo[
the wotal control task, may coordinate their activities to produce a unified tcam effort.

The design of command-and-control systems is  particularly difficult problem. First, the deci-
sion agents, both human decision makers, computer-based algorithms, and decision aids, are
ofien geographically dispersed due 1o environmental and survivability reasons. Second, the
combination of advances in sensor iechnology and increases in information transmission capa-
bilities, can generate much more data about the controlled sysiem and its operating environ-
ment than the control system can process into useful information.

The nature of the controlled system itself causes difficulties. The controlled system usually
consists of multiple subsystems which have access to different information. These subsystems
are making their own local decisions but they must work together to accomplish a system-wide
goal. Therefore, each subsystem may be operating with limited knowledge about the remainder
of the system.

In short, designing the organizational structure of a team supported by complex decision sup-
port sysiems is a distributed decision making problem. Thus, better designs for command-and-
control systems depend on understanding distributed decision making.

This research investigated the design of distributed decision making architectures and organi-
2ational forms for the control of complex, dynamic systems. In particular, the research ad-
dressed three significant factors affecting the performance and behavior of ieams of decision
makers in distributed command-and-control sysiems:

(1) Organizational structure of the team.

3. Armstrong, 1990; Armatrong and Mitchell, 1986.
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(2) Sysiem load.

(3) Time delays in automaied siatus reporting and compuler-based, message communica-

bons.

Developing appropriste organizational structures and decision aids for command-and-contro]
sysiems must be based on an understanding of the nature and dynamics of distribuled decision
making. Both classical organization theory (Kickert, 1980; Levis, 1984) and traditional human.-
machine sysiems research (Kelley, 1968) have used a single decision maker paradigm as the
conceptual basis for understanding and designing command-and-control systems. Actual com-
mand-and-control sysiems, however, typically have multiple decision makers who function in
a distributed environment, The decision makers normally interact via computer and communi-
cations networks. Successful sysiem control performance depends, in large measure, on the ef-
fectiveness and efficiency of the interactions among the decision makers. Establishing who
should communicate what information, to whom, and when are critical design issues. Conse-
quently, it is important 1o investigate specifically the effects of a distribuied environment and
of the structure of the decision making icam on overall sysiem performance.

This research investigated ieam performance in distributed decision making, in particular how
teams, organized in difTerent structures, accomplished coordination and made decisions in a
command-and -control environment. An experimental domain, C2-GT-FMS (Command-and-
Control of Georgia Tech Flexible Manufacturing Sysiem) was construcied to support the inves-
tigation. C2-GT-FMS is a real-time interactive simulation of a multi-operator, multi-cell flexi-
bie manufacturing system. To investigate structurally induced differences in icam performance,
two very different organizational forms, hierarchy and a heterarchy, were applied 1o the prob-
lem of indegrating FMS (Flexible Manufacturing System) cells into one multi-cell system.

C2-GT-FMS

C2-GT-FMS (Command-and-Control of GT-FMS) is based on GT-FMS (Ammons et al., 1988;
Dunkler et al., 1988; Armstrong and Mitchell, 1986) with extensions that include properties
necessary Lo investigate distributed decision making in a simulated command-and-control (C2)
environment

C2-GT-FMS modeled the salient features of many real systems that C2 systems control:

(1) large-scale, distributed system;
(2) discrele-event, dynamic system;
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(3) stochastically arriving tasks with time pressure whose relative importance may
change;
(4) swochastically occurring cvents that degrade the availability of resources;
(5) reconfigurable sysicm by reassigning tasks or redistributing resources among sub-
sysiems.
C2-GT-FMS simulaied & multi-cell Sexible manufacturing system. The function of C2-GT-
FMS was 10 fabricate armor plates for assembly oato Ammy combat vehicles such as the
Abrams Tank or Bradley Fighting Vehicle. The pcimmhommwcz-GtFMSmnnd-
and-control sysiems was [0 supervise the movement and processing of baiches of items through

the fabrication process in response lo changing pdu'iliumm:peciﬁ:ddn:d-nud times.
Operators in C2-GT-FMS communicated via a compuler-based message sysicm.

Hierarchical versus Heterarchical Organizational Structures

To regulate C2-GT-FMS, two command-and-control sysiems were developed based ontwo dif-
ferent organizational structures. One structure, C2-GT-FMS|, represents the typical structure
for  hierarchical decision making team. It consists of & supervisor and (wo cell operator sub-
ordinates. The other structure, C2-GT-FMS2, represents a configuration for a typical hetcrar-
chical team. It consists of three cell operators who functioned as a team without an explicit
supervisory structure. Figure 17a and 17b depict the Iwo sysiems.

C2-GT-FMSI1 . The Hierarchy

The hierarchical system is a two-cell FMS (Figure 174). It consists of a supervisor responsible
for overall sysiem (i.c., baich performance) and two cell operators who are responsible for cell
level performance. In the hierarchical sysiem each cell consists of nine machines, in three
banks of three types. The supervisor coordinales cell resources (i.c., repair robots) and system
m&s(iz..bddudpdnm&zduu)mm.limiu system performance. Cell operalors can
request the supervisor 10 assist with cell problems by transferring resources or sysiem tasks.

C2-GT-FMS2: The Heterarchy
The heterarchical system is a three-cell FMS. It also consists of |8 machines, but machines are

equally divided among three cells insiead of two cells. This means that each cell in the heter-
archy has three banks of machines with two rather than three machines of each type. This struc-
ture is illustrated in Figure 17b. This three-cell system has three cell operators who manage
their own cell and cooperate with the other two cell operators 10 enhance overnll system per-
formance.
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Figure 17b. C2-GT-FMS2 Heterarchical Sysiem Structure
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Both the hierarchical and the heterarchical sysiems process four part types. Parts typically need
10 visit multiple machines and machines of different types. Thus, machine failures sometimes
roquire, to ensure timely part completion, the transfer of parts or robots to another cell. The nexi
section explains the role of the operator in each system.

The goals and functions for decision makers in the two different organizational structures are
carcfully designed 10 insure that both C2-GT-FMS| and C2-GT-FMS52 have the same opera-
tional capabilitics. The team or organizational goal for both structures is to process baiches, sets
of parts (similar to ‘orders’ in the Hetlenbach study), through the system (o maximize the readi-
ness of each batch. The concept of readiness motivates the kind of real-time trade-off decision
making that occurs in actual operational situations.

Batch readiness is based on the proportion of laie parts in the baich: the more parts that ase lale,
the lower the readiness. Also, the metric for readiness has a time penalty for the average time
late of the overdue parts in a baich: the higher the average time late, the greater the time penalty
and the lower the readiness. Baich readiness is computed using the size of each baich (the num-
ber of parts in the baich), and the average time late of the expected or actual number of late

parts.

To determine leam performance in lerms of batch readiness, a separate readiness rating was cal-
culaied for each batch, both completed and uncompleled baiches. Then, an average readiness
for all batches is computed. Average session batch readiness is used as a measure of team per-
formance. Detailed descriptions and computations for baich readiness is given in Armstrong
(1990).

Experiment

In the experimental investigation, eight three-person teams operated iwo command-and-con-
wol structures in different operating environments. The hypothesis examined was that the co-
operative, i.¢., heterarchical, structure can perform better in more difficult operating
environments while the hierarchical structure is more efficient in lower levels of environmental
complexity.

The independent variables selecied for this experiment were structure (the distributed decision
making archilecture of the team), load (the numnber of tasks amiving per unit lime 10 the leam),
and delay (both a time delay for information exchange between machines and a lime delay for
message communications between decision makers).
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There was a range of dependent measures: (1) average baich readiness score; (2) number of
parts completed on-time; (3) number of parts completed late; (4) percentage of robot utiliza.
tion; (5) number of messages sent; (6) number of part transfers; (7) number of robot redistriby.
tions; (8) number of message emors; (9) number of pari transfer errors; and (10) number of
robot redistribution ervors, The first four measures assess how well the team performed the pri.
mary task of controlling C2-GT-FMS. The next three measures explain how performance wag
altaincd. The last three measures concem the errors that were made in coordinating the control
of C2-GT-FMS.

Results obtained from analyses of the dependent variables were divided into three calegories,
The first calegory examined the performance or output of the teams in the (wo struciures. The
nexi calegory studied the coordination process by which ieam performance was achieved.
Third, errors in that process were analyzed. This chapter only describes the high level resulis,
Detailed analyses for all measures can be found in Armstrong (1990).

Organizational structure significantly affected seam performance. Results indicated that-the hi-
erarchy’s performance was characierized by betier speed (moving more parts through the sys-
tem) while the heierarchy's performance was characterized by betier precision (priofitizing the
movement of parts through the sysiem so that fewer parts were laie).

Based on the four significant interactions involving structure with load or delay, there was
much evidence 10 support the belief that designers must consider the limitations and abilities
of different structure types o cope with load and delay conditions. For exampie, as these results
confirmed, a relatively short delay can overload the information processing ability of the het-
emchical structure. The heterarchy reached an information processing limit before the hierar-
chy since helerarchical operators had 10 process information from two levels: the local,
individual level and the sysiem-wide, team level.

The data overwhelmingly showed that load was a highly significant factor which affecied the
performance of both structures but in different ways. The hierarchy had difficulty when load
was high because a “bottlencck”™ formed at the system level. The bottleneck occurred at the su-
pervisor's position. Team-level situations rapidly queved up. Supervisors could not finish pro-
cessing all the sysiem-wide information to recognize a particular leam situation and then
decide, based on an overall evaluation of each cell, what actions to direct, before another leam
situation developed.
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High load caused a different phenomena in the heterarchy. When load was high. team-level sit-
ustions were ofien ignored by the heterarchy due 10 8 “tunnel vision™ effect. During high load,
mmmfmdm local information, which was changing rapidly. and ignored
system-level information. Thus, operators in the heterarchy became over-involved in individ-
gal-level tasks to the detriment of team-level tasks.

Summary

This research investigaied how teams, organized in different structures, accomplished coordi-
astion and made decisions in a command-and-control environment. Experimental resulls sug-
gested the need for flexible, reconfigurable command-and-control structures based on the
characteristics of the decision making environment.

This research is important in several respects. First it is one of very few empirical attempls 10
sddress the critical issve of multiple decision makers in a complex, high-fidelity command-
and-control situation. Second, the computcr-based nature of the communication system pro-
vides important insight on the effects of these message sysiems as vehicles for communication
in distributed command-and-control systems. Third, the experiment investigation provided im-
portant insights into the nature of distributed decision making and the related decision suppont
needs of cams of distributed decision makers.

Conclusion

mdwumimﬁm:ruuluduuumlym rescarch programs addressing
buman supesvisory control in predominantly automated manufacturing process. The three ap-
proaches provide complementary perspectives. The first project, (Benson, 1989), explored the
spplication of state-of-the-art human-compuicr technology to enhance the operalor inlerface

for an FMS cell level controlier. The results support the carcful exploration of emerging tech-
nology to enhance the efficiency and ¢fectiveness of human supervisory controllers in manu-

facturing processes.

The second project, Hetienbach ( 1989), was more speculative in nature and examined the de-
cision processes for FMS system managers, as opposed to ccll supervisors, The results suggest
the need for more extensive research examining the decision making levels and processes of

human operators in predominantly automated manufacturing systems.

The third project, Armstrong (1990), the most extensive study to date, examined the role of
teams of people coordinating multi-operalor, multi-cell, distributed manufaciuring processes.
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The resulis suggest careful examination of the organizational structure, specifically the need for
flexibility, in the design of distributed and complex systems.

Taken together, the three research efforts in this chapier together with the previous work carried
out in the context of GT-FMS (e.g.. Mitchell, 1991), provide some insight into the design of
manufacturing supervisory control sysiems. Conceptually, human supervisory control provides
an effective altemative (o the ‘lights out manufacturing’ and suggests productive paths for con-
tinuing research, development, and implementation.
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TECHNIQUES FOR THE INTEGRATION OF
MANUFACTURING SYSTEMS

G. Harhalakis, C.P. Lin, & L. Mark

Systems Research Center
Universily of Maryland
College Park, Maryland 20742

1 INTRODUCTION

Current research in the area of manufacturing systems is quite intensive in
dealing with product and process design, production planning, and job ex-
ecution. However, the design of such systems has been traditionally made
in a functional fashion that emphasized “local” solutions, using closed and
self-contained architectures. This, together with the use of heterogeneous
databases and incompatible computer operating systems have led to “islands
of automation” (figure 1) of various engineering application systems Nat-
urally, these systems suffer from data inconsistencies and lack of control of
functional interactions between them.

G
&

Figure 1: Islands of Automation

Current and Tuture trends for the use of computers in manufacturing in-
clude the control and the integration of information flow for production opera-
tions into a computer-controlled factory management system. Various research
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360 Design for manufacturability

Ihe I.murc development of integrated manufacturing enterprises requires a
cross-disciplinary understanding of both engineering knowledge and social
aspects with the organization.
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Chapter 23
Analysis and aiding the human operator in
electronics assembly
Sally M. Cohen, Christine M. Mitchell and T. Govindaraj

Center for Human-Machine Systems Research,
School of Industrial and Systems Engineering,
Georgia Institute of Technology, Atlanta, Georgia 30332-0205, USA

Abstract. This chapter describes the usc of the operator function model (OFM) to represent
troubleshooting of printed circuit board assemblies. The model was derived from empirical
data based on observations and concurrent protocols of troubleshooters. The ‘raw’ data were
converted into cases. Based on analysis of the troubleshooting cases, an operator function
model of troubleshooting was proposed. Model validation entails comparison of model
predicted troubleshooting with actual operator troubleshooting. The model is potentially
used for understanding the troubleshooting process and providing the knowledge required
by an on-line troubleshooting decision support system or a tutoring system.

Introduction

The role of the human operator in the supervisory control of advanced
manufacturing processes is uncertain. Automation technology for electronics
assembly changes the role of the human operator from direct manual intervention
to monitoring and fault management of a predominantly automated process.
The new manufacturing philosophy includes just-in-time (JIT) inventory
management, five-sigma quality, and immediate attention to problems in the
assembly process. These goals require operators to have flexible decision-making
responsibility and effective decision aids. Unfortunately, the rapid innovations
in manufacturing technology leave open the questions of what precisely the
operators will do, what decisions they will have to make, and what decision
support is needed.

This chapter describes an on-going study of human troubleshooting in a
printed circuit board assembly process. Qur interest is modelling the role of
the plant floor operators and, based on this model, to design effective decision
support structures. Before describing the plant itself together with the data and
proposed model. some comments are needed about the research approach and
model structure.
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‘The research methods

Research in advanced manufacturing systems s badly needed, but is accompanied

by the question of how to go about undertaking it. There are several rescarch

ctforts focused on the role of the human operator in advanced manufacturing.
Using a flexible manufacturing system (FMS) simulator (GT-FMS), Georgia
Tech's Center for Human-Machine Systems Research explored a varicty of issucs
related to the control of an FMS process: effectiveness of supervisory control
(Dunkler et al,, 1988), effectiveness of the human as systems manager rather than
controller (Hettenbach ef al., 1991), the use of direct manipulation for FMS oper-
ator work stations (Benson et al., 1992), organization of teams of FMS operators
in hicrarchies versus heterarchies (Armstrong, 1990), and model-based design
of the operator’s work station (Krosner et al., 1990). The problem with this
rescarch was that in attempting to generalize it or apply it to actual manufac-
turing cnvironments, there was a great deal of uncertainty about how or what
results transferred. Although GT-FMS is a flexible laboratory environment and
can be configured to resemble actual or planned facilitics, it contains assumptions
that arc not met in actual applications. Many manufacturing design practitioners
felt that these assumptions constituted major flaws in the generalizability of the
(i T-FMS rescarch. Morceover, it was not clear how to ‘fix’ GT-FMS or create
a ncw laboratory domain that could overcome the limitations.

Our concern about generalizabilty of laboratory research is echoed by other
rescarchers (e.g., Klein ef al., in press; Woods, in press). Researchers interested
in naturalistic decision-making question the extent to which large portions of
laboratory rescarch generalized at all (c.g., Klein et al., in press). In an extensive
programme of rescarch on human problem-solving in fault diagnosis tasks,
Rousc and his collecagues (c.g., Rouse and Hunt, 1984) conclude that human
problem-solving tends to be context-dominated.

Given the problems with generalizability of laboratory research, our group
decided to attempt to use an actual manufacturing facility to gather data and
to formulate models and decision aids for human operators. Using case study
methods and building models based on data from actual operations, the hope
is that we will be able to generalize and that models and methods derived from
the specific, but real, will have more generalizability than those derived from
generalized, but ‘unreal’, laboratory tasks. This process itself is clearly a research
question. One goal is to learn if and how we can transfer domain-specific
insights, modecls, and aids to domain-gencral insights, i.c., generalize the
application-specific results to a class of similar applications.

Models

As engineers and designers we use models to understand and, given that under-
standing, to design — to design machines, systems, work for operations personnel,
information and control systems, and, perhaps, decision aids. Modcls of human
operators in complex systems are mechanisms to organize our knowledge about

what the operator should or does know and how (s)he structures that knowledge
to make decisions or solve problems. It is closcly tied to definitions of mental
models proposced by Rouse and Morris (1986) and Rasmussen (1986). Rouse
and Morris define mental models as the mechanisms whereby humans are able
to generate descriptions of system purpose and form, explanations of system
functioning and observed system states, and predictions of future states.
Rasmussen notes that for the purpose of system design it is not necessary to
have detailed models of the actual mental processes or structures used by the
operator: rather higher level structural models of the mental ;c(ivi(ies operators
use will suffice. Such models might be considered engincering as opposed to
psychological models. '

One engineering model of operators in complex systems is the operator
function model (OFM) developed by Mitchell (1987) and used to dcs.cnbc and
prescribe operator activities in supervisory control. The operator fun‘ct‘u?n qmdcl
(OFM) provides a flexible framework for representing operator activities in the
context of complex systems. The OFM is a representation O,f h(_)w an opcrator
might decompose and coordinate activities to meet system objectfvcs and ensure
system safety. OFMs represent the interrelations between dynamic system statcs
or operator knowledge and operator activities. o o

The OFM is a network in which nodes represent opcrator activities. Activities
are structured hierarchically, representing primary operator control functions
or purpose at the highest level and individual control actions at the lowest.
Actions can be both physical (c.g., an information query or system contlfnl com-
mand) or cognitive (c.g., information gathering, information processing, and
decision-making). The OFM network is heterarchic, that is, at the samne level,
there may be scveral activities that, given system state, arc undertaken con-
currently. The heterarchy accounts for the coordinanfm and concurrent nature
of operator activities as well as the operator’s dynamic focps of attention. "]-hc
operator function model is a prescriptive model that specifies non-determin-
istically a set of plausible operator activities given current systein state and recent
operator actions. As such, it provides a structure to represent knowlcdgc.- about
the system and operator activities, and a mechanism to define expectations of
operator activities given current system statc.

The OFM is certainly not the only representation that could be used. The
data-driven nature of a case study, however, makes the OFM a uscful candidate.
It provides a means to structure and otganizc observed bchavi()u‘r, pcrmi‘tting
the modeller to hicrarchically abstract low level actions into meaningful higher

groupings.
Background
NCR recently built a state-of-the-art electronics assembly plant for printed

circuit boards (PCB) used in computerized sales terminals. This plant is located
in metropolitan Atlanta and Georgia Tech faculty and graduate students have



worked closely with NCR to help plan, design and operate the facility. Our
group's (Center for Human-Machine Systems Research) particular interest is
helping to model the role of the plant floor operators and, based on this model,
to design effective decision support structures. Georgia Tech graduate students
attended the NCR two week training programme for the newly hired plant
operators. The plant came on-linc on January 1, 1990, and graduate students
participated in plant floor operations, and gathered data on the type, frequency,
and process of plant floor decisions. Potential model structures include an oper-
ator function model and the abstraction hierarchy (Rasmussen, 1986). Potential
aids based on this model include model-based displays (intclligent displays
controlled by a software implementation of the operator model) and a case-based
rcasoning system to assist with fault management in the configuration of the
surface mount technology (SMT) line.

This study proceeded with a series of steps. First, as indicated above, graduate
students trained with new plant floor operators. Second, we developed a rep-
resentation of the assembly and troubleshooting processes. Third, we identified
places in the process where data are or could be collected. Next, we identified
arcas of human decision-making that were both important and tractable for
modelling. Finally, after extensive observation and data collection in the PCB
troubleshooting arca, a model that combines case-based reasoning and operator
functions for troubleshooting was proposed. Below, we briefly describe the
initial steps in the study and conclude with a detailed description of the modelling
work.

Preliminary training and system description

The NCR PCB assembly system is depicted in Figure 23.1. At this time, printed
circuit boards are manually inserted into a screen printer; subsequently small
and large components are inserted automatically by chip shooters. At this point,
there is visual inspection, manual insertion of components that the automatic
insertion cquipment cannot handle, and correction of observed problems. Then
boards pass through a reflow oven, through-hole components are inserted
manually and the board proceeds to the wave solder process. The assembly
process concludes with the board being cleaned, sheared, and manually touched
up, if necessary. Testing and repair comprise the final stage of the process; boards

Screen SMT ol ICT | Punctional Completed
Printer Line Test Board
Trouble-
shoot -

Figure 23.1  Printed circuit board assembly.
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arc not shipped unless they successfully pass all tests. At this time there are two
tests, an in-circuit test (ICT), and if the board passes the ICT test, a hot mock-
up test concludes testing and the board is ready for shipment.

The plant initially attempts to produce more than onc hundred successfully
tested boards cach day. There are approximately twenty operators who staff
the plant over a twelve hour day, six days a weck. Operators are trained in a
State of Georgia Soldering School for one week and then rotate through various
positions. NCR's goal is to have all operations personnel cross-trained. The
Georgia Tech graduate students participating in this project attended the weck-
long soldering school, NCR’s in-housc training programme, and have rotated
through a number of plant floor operations (i.c., on-the-job (OJT) training).

Decision making and data collection

The plant is so new that much of the process decision-making proceeds by trial
and error, and many problems are one-of-a-kind (or at least the first-of-a-kind).
For example, one shift encountered a large number of boards with misplaced
components; the cause was the newly installed operating system in the small
part chip shooter.

Data are collected at almost cvery position in the process, but are
predominantly logged as historical process or defect data, rather than data that
can quickly be used as feedback to modify the production process. The lack
of immediate use of fault data is primarily due to the recency of the installation
rather than the intent of the process designers.

Several months of chservation suggested that, at this point in the piant’s
evolution, the testing and troubleshooting process for finished boards (at the
in-circuit test (ICT) stage), is an important process and one which is stable enough
to permit data collection, analysis, and modelling. As a result, the remainder
of this paper describes the troubleshooting process itself, a case data basc buil
by observing experienced troubleshooters diagnose faults on individual boards,
and a proposed model representing the troubleshooter’s decision-making process.

Troubleshooting in electronics assembly

Once a PCB is populated with components, soldered, cleaned, and sheared, the
board is mounted on an in-circuit test machine (ICT) which checks individual
components as well as the connections between components for proper function-
ing. If the board passes the ICT test, it moves to functional testing, the last step
in the production process. Our rescarch focuses on the troubleshooting process
when the ICT fails a tested board.

Printed circuit board troubleshooting data

If a board fails the in-circuit test, the ICT machine produces a ticket histing the
detected failure(s). The operator uscs the ticket (Figure 23.2 depicts a sample



These are the board faults.
TA 7052 MAX Processor
Tues Feb 06 07:10:13 1990

¢58 has failed

22C1 SMT

Measured: 0.015772u
Nominal:  0.010000u
High Limit: 0.015000u
Low Limit: 5000.0p
Capacitance in Farads

Figure 23,2 Sample ICT ticket.

ICT ticket) as initial data for the troubleshooting process. Although the ICT
ticket provides uscful information about the cause of failure, this information
may not be a direct indication of the source of the problem. Thus, sometimes,
troubleshooting, given the ICT ticket, is straightforward; at other times, how-
cver, it is much more complex, requiring detailed search and troubleshooting
strategics and knowledge.

The case study portion of this research entailed observation and data collection
for approximatcly 300 PCB troubleshooting incidents. A scheme was developed
to code each troubleshooting incident as a ‘case’. Each case contains the ICT
ticket information, the operator’s suspicions as to the Jocation of the defect, the
physical activities performed to find the fault, the activities performed to repair
the faule, the defect code (the code with which NCR track defects), and aspects
of the production process that may have contributed to the defect (e.g., machine
malfunction such as part placement errors, power outages, new supplier, etc.).
HMustrative samples of the initial casc data are given in Figure 23.3.

Case |
43091: A short is listed with U30 as a common device.
ICT Failure Information:

Reading: short

Value w.r.t. nominal:

Nodes: 558, 627

Common Devices: u30

Case 2

39551: 12 failed.

ICT Failure Information:
Reading: ¢12
Value w.r.t. nominal:
Nodes:
Common devices:

Figure 23.3  Cases for PCB board defects giving PCB board number and 1CT error.

Through observation of the troubleshooting process and analysis of the case
data, patterns in the troubleshooting process emerge. Recurring defects and
operator scarch strategics become discernible. A model is proposed that structures
these defect patterns, operator troubleshooting activitics, and fault diagnosis.

An operator function model of the PCB troubleshooting process

The proposed operator function model represents the process of identifying
defects on a PCB given a varicty of ICT failure ticket readings and board
symptoms. The operator function model’s nodes represent classes of trouble-
shooting activities; the arcs define enabling conditions for the next step in the
diagnostic process.

The top level OFM is depicted in Figure 23.4. The primary functions, normally
occurring sequentially, are (a) assess the ticket, (b) based on current information,
invoke a process in a troubleshooting category until a failure is identified, (c)
diagnose the failure, and (d) exccute a repair activity. The troubleshooting activity
continues until a failure is identified.

Assess ICT
Ticket

Troubleshoot Diagnose
Failures

Figure 23.4  Top level OFM for PCB troubleshooting.



The model structures categorics of PCB troubleshooting and their corre-
sponding enabling conditions are depicted in Figure 23.5. The primary categories
are (1) recognize a known problem, (2) detect a common symptom, (3) detect
a temporary trend, and (4) execute a standard operating procedure and/()r i1pply
a rule of thumb. The first three categories characterize the operator’s ability to
recognize a fault from fault data. Standard operating Evrm‘cdurcs and r_ulcs of
thumb represent the operator’s general knowledge of system propertics and
troubleshooting strategics that are used for unfamiliar failures.

Detect a known
prohlem

Execute Sid Op
procedure

Common pattern indicates feasible set of defects
No common symptom found

No temporary trend found

Search leads to detectron of known bad part
Common symptom detected

Procedure executed

1 Single component failure

2 Failure pattern

1 Kown bad pan detected

4 Trend detected

$. No known bad part detected

6.
7
8
9.
0
1

Figure 23.5  OFM decomposition of troubleshoot function into lower level activities.

Knewn problems

Known problems are PCB defects which can be detected directly from the 1ICT
ticket rcading. A sample list of Known problems is shown in Figure 23.6.
Detection of the fault in the Known problem category is based solely on the
information in the ticket reading. The operator assesses the ICT failure ticket
to determine if there is a singlc failure (e.g., one resistor, one capacitor, one 1CT,
etc.) and if it matches any of the list of recurring single component failures. If
the failure matches a component on the Known problems list, the scarch
terminates.

a. If 12 fails, automatically replace it. It is a known bad part. Replace the part.

b. 74fF244D is a known bad part. U56 and u6S both have this part number.
Follow the lifted leg procedure to find the bad part(s) and replace it(them).

c. U37 tends to have lifted leads. Use a dental tool to detect lifted legs. Solder
the legs.

d. U30 (max chip) is prone to solder bridges and unsoldered pins. Visually inspect
the part. If there are bridges, remove the excess solder.

f. r254 is often damaged. Visually inspect the part. If it is damaged, replace
the part.

g. 1f 11 and 12 fails, the ticket is bogus. Re-run the board.

h. u51 is a known bad part. Replace it.

Figure 23.6  Sample list of Known problems.

The list of components which are considered Known problems changes over
time. As the manufacturing process is constantly modified and transformed,
different components become problematic. Therefore, the list continuously
evolves.

Common symptoms

Common symptoms, like Known problems, are detected directly from an ICT
ticket reading. While Known problems represent single component failures,
Common symptoms are groups of components or ticket readings which charac-
terize the defect. The operator assesses the ICT failure ticket to determine if
there is a commonly recurring pattern. A pattern is two or more component
failures, short readings, or open readings. If the reading matches a pattern in
the list of Common symptoms, search concludes.

The list of Common symptoms also changes as the manufacturing process
changes. The list is updated as new patterns recur and old ones are no longer
scen. Figure 23.7 shows specific examples of Common symptoms: a faulty
rcading of r19 and r24 that indicates u56 (which is connected to both) is defective;
a reading of a short between nodes 661 and 625 that indicates ¢108 must be
moved away from a via; and a reading with any combination of resistors such
as 1228, 1239, and r279 that indicate u51 is defective.



Common Symptoms

A The following resistors are connected to US6 and U6S:

rl9
r21
r24
240
r241
r248

If the ticket indicates any one of these resistors, or some combination of them, then
the fault can be a bad US6. a bad U65, or a bad u56 and u65. First, ohin out the
resistor to verify the ticket reading. Then follow the lifting legs procedure to find
which one(s) is(are) bad. It does not matter if U56 or U65 is tested first.

B. The following is a list of known nail shorts:

354/608 - c8S
388/608 - 93
697/698 - c76
661/625 - c108
298/296 - c185
345/608 - cI71
307/608 - ¢206
2117625 - c87

The operator moves the part indicated so a greater percentage is on the pads.

C. Opens between

691 and 692
694 and 695

indicate that r317 and r318 are the wrong part.
Note: This symptom appears o be a iemporary trend

D. Resistors listed on page 9B1 (r228, 239, r279) of the schematics and on lines
DRQO- DRQ3 are connected to uSi. If any of these resistors has failed with a low
reading, uS1 should be replaced.

Figure 23.7  Sample list of Common symptoms.

Temporary trends

Temporary trends represent the operator’s ability to remember failures seen
recently which are not consistent enough to become Known problems or
Common symptoms. Thus, Temporary trends are failures stored in short-term
memory; whereas, Known problems and Common symptoms are failures stored
in long-term memory. Like Known problems and Common symptoms,
‘Temporary trends can also be recognized from ICT ticket readings. The operator
assesses the ticket to determine if (s)he has seen that reading recently. If (s)he
recalls secing this defect once before, scarch terminates. An example of a
Temporary trend is a sporadic placement problem. A hand-placement operator
nusplaces crystals on several boards. The troubleshooter finds a board with y2
reversed. After 30 minutes (s)he sees a ticket with y2 and remembers to inspect
for a reversed component.

It the pattern recurs (ie., the operator sees the ticket reading more than once
a day), the ticket reading becomes listed as a Known problem or Common
symptom. Determining whether a reading 1s a Temporary trend is subjective.
The same ticket reading may appear frequently, yet the defect may be different
every time, Therefore, the operator must determine if a recurring problem truly
cexists.

Standard operating procedures

Standard operating procedures are gencralized search routines of troubleshooting
search tests. If the operator does not find a Known problem, Common symptom,
or Temporary trend, (s)he performs a Standard operating procedure. Standard
operating procedures are not board specific; they can be used for any PCB board
design. Depending on the ICT ticket reading, the operator sclects one of a reper-
toire of search tests. S(he) will proceed through the tests until the fault is detected.
Figure 23.8 depicts the six standard operating procedures for this application.

In addition, Figure 23.8 shows the decomposition of the standard operating
procedure for resistors. Inspecting the model, we sce that the operator first per-
forms visual inspection. If the operator sees no defect, (s)he determines the next
test by examining the measured resistance reading. Although the ticket indicates
the actual resistance reading, the operator notes only the deviation from the
nominal value. The operator performs a different scquence of troubleshooting
search tests depending on the resistance measurement. If the reading is slightly
lower than the nominal value, the operator suspects a defective IC connected
to the resistor. The operator first ‘ohms out’ the resistor with a multimeter o
verify that the ticket reading is accurate. If the multimeter reading differs from
the ICT reading, the operator re-runs the board through ICT. If, however, the
multimeter reading is low as well, then the operator checks the schematics to
generate a list of all IC’s conncected to the component. If any of these IC’s are
Known problems, the operator follows the strategy for a known problematic
componcnt. Checking for a Known problem is part of this Standard opcrating
procedure because a known problematic 1C cannot be detected solely from the
ICT ticket. If none of the connected IC's is a Known problem, the operator
tests cach IC by lifting legs until (s)he finds the faulty component. If the resistor
measures slighty higher or much lower than nominal on the ICT tester, the oper-
ator suspects the reading to be bogus. However, the operator visually inspects
the component before drawing this conclusion. If there is no visible error, the
operator re-runs the ICT test. Before re-running the board, the operator may
re-flow the component or via near the component to improve the connection
of the board with the tester. If the ICT reading for a resistor is much higher
than nominal, the operator suspects some sort of open connection. (S)he ohmis
out the resistor using a multimeter to verify the ticket reading. If the multi-
meter reading indicates something other than the nominal value, the operator
re-runs the board. If the multimeter reading indicates that the resistor is a good
component, the troubleshooter checks continuity along the traces by the resistor



Execute a Sid
operating pro

Execute
other stand
oper proc

Execute
power stand
oper proc

Execute
resistors stand
oper proc

Vnuzlly
detectable
error

Reflow or
replace pan

t No temporary trends found 7. No visually detectable errors; reading
2 Common pattern indicates feasible set of defects much higher than nominal
V. Ticket reading indicates a resistor failure 8. Ticket reading verified as low
4. Resstor standard operating procedure executed 9. Ohming out indicates good resistor
5. No visually detectable errors; reading shghtly 10. Ticket reading not verified
lower nominal 1. Ohming out indicates a bad resistor
h No visally detectable errors; reading much 12, 1C's connected 1o resistor are located
tower or shightly higher than nominal 13. Board open not found

Figure 23.8  OFM standard operating procedure for a resistor,

in scarch of a board open. If no open is found, the operator may re-flow the
component or a ncarby via, or replace the component.

Detatled models for the remaining standard operating procedures are given
in Cohen (1990).

Rules of thumb

Rules of thumb represent the operator’s general knowledge of clectronics
assembly and fault diagnosis tests. Rules of thumb are shown in Figure 23.9.
The operator uses these rules to determine the order in which to perform diag-
nostic tests. The operator often uses Rules of thumb without articulating the
knowledge being utilized, thus these rules are modelled as part of the Standard
operating procedures. Examples of Standard operating procedures (SPQO) using
Rules of thumb (ROT) include the following: if a short has common devices,
inspect those devices first (SOP) since they are usually the source of the problem
(ROT); if a resistor fails at a reading slightly lower than its nominal value, check
IC’s which are connected to it (SOP), for defective IC's may load the resistor
down (ROT).

Rules of thumb

1. Discrete components (capacitors, resistor, diodes, etc.) rarely fail.

II.  Visually inspect components before performing any diagnostic tests.
Placement errors occur often and are easiest to spot.

HI. QFPs arc more susceptible to solder bridges.

1V. Tester connections are sometimes poor. It may be helpful to ohm out
resistors and connections to verify ticket readings.

V.  On a short, common devices are generally the source of the problem.

VI. It is easier to replace gullwing leaded parts than QFPs. If an IC is likely
to have an internal defect, check gullwing parts first.

VII. If an open is listed on a ticket with one other component, there is usually
only one defect.

VIIL. A plugged node may cause a resistor to fail at a high reading or an open
to be called out on a ticket.

IX. It is important to remember the order of ICT tests. If a board fails in
analogue test, it never gets to digital testing. Therefore, the tester might
indicate that a resistor failed even when the defect involves an open
connection between components.

X.  Ifapartis bad, it may cause other components to read incorrectly as well.

XI. A reading of a resistor which is slightly higher or much lower than nominal
may be bogus.

XII. Checking continuity is a time-consuming procedure. Powering-up is also
time-consuming and may damage the board. These procedures should be
performed only if the error was not detected by visual inspection.

Figure 23.9  Rules of thumb.

Application of the model

Figure 23.10 contains the fault detection cases from Figure 23.3 interpreted with
the proposed model. The model was used to “parse’ or explain the observed
operator activities, actions and conclusions. The current model successfully
accounts for 80-90 per cent of the observed PCB troubleshooting cases.



Case 1

43091: A short is listed with U30 as a common device. U30 is known 1o have
bridges (SOP 8, Known Problem d). so it is visually inspected. A short is found
and the excess solder is removed (Action 8). The defect is auributed to the screen
printer (Cause 2).
INPUTS:
Reading: short
Value w.r.t. nominal:
Notes: 558, 627
Common Devices: u3(
PROCESS:
Invoke Known Problems:
Invoke Common Symptoms: no match
Invoke SOP: SOP8
Check: for common devices
Check: list of common devices for known problems
Check: inspect u30
OUTPUT: bridge on u30

Case 2
39551: 12 failed. This is a known bad part (Known Problem a). The operator
replaces (Action 1) it and attributes the problem to the vendor (Cause 3).
INPUTS:
Reading: ¢12
Value w.r.t. nominal:
Nodes:
Common Devices:
PROCESS:
invoke Known Problems: match for Known Problem
Invoke Common Symptoms:
Invoke SOP:
Check:
Check:
Check:
OUTPUT: replace c12

Figure 23,10 Model-based fanlt diagnosis for PCB hoard defects.

A computcerized version of this model is being developed. The computer-based
model will take ICT ticket information as input, determine appropriate scarch
strategies, and diagnose a feasible set of possible faults. Model validation will
compaie the model output to operator output for a new sct of PCB fault
diagnosis cascs.

Conclusion

This research is interesting in many ways. First, it models human behaviour
i an actual manutacturing cnvironment. The OFM model of PCB trouble-

shooting was cvolved to account for observed field study behaviour; it was fairly
successful in allowing the modcllers to structure observed behaviour. Given its
structure, the model was then used to prescribe successfully fault diagnosis
activity in a range of cascs.

Future use of the model and the insights gained from it include applications
in operator training and decision aiding. As with any modecl, the modelling
process organizes knowledge and the process through which knowledge is
applied. The OFM for the PCB troubleshooting can help a novice troubleshooter
navigate the learning curve to become an expert. Similarly, the model may
provide the knowledge or intelligence for an on-line troubleshooting aid.
Currently, symptom-cause and fault diagnosis knowledge is very informal
making it difficult and lengthy to cross-train operators. By organizing and
prescnting symptom-cause pairs and troubleshooting strategies in context-
appropriate ways, operator cffectivencss may be enhanced and operator training
time reduced significantly.
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Chapter 24
Intelligent computer—human interaction in
real-time, multi-tasking process control
and monitoring systems

Wayne Zachary, Joan Ryder, Lorna Ross
and Monica Zubritzky Weiland

CHI Systems Incorporated, Spring House, PA

Abstract. The human operator in automated manufacturing systems must share attention
among competing task demands and deal with real-time problem data. This real-time mului-
tasking (RTMT) computer uscr can benefit greatly from intelligent support from the work
station through which the system monitoring/control occurs. This paper describes research
to develop an RTMT intelligent interface that supports the human deaision-maker by applying
knowledge of the task domain and of the system user's decision-making process. A novel
modelling framework for human operators in RTMT eavironments, called COGNET 15
introduced. An intclhgent computer interface for a sample RTMT domain (a distributed sensor
monitoring problem) is then developed, based on a COGNET modcl of that domain. The
interface incorporates the COGNET model of the user as a way of understanding, reasoning
about, and ultimately anticipating and supporting user goals and actions.

Introduction

The human role in automated manufacturing systems is increasingly that of
monitoring and controlling large-scale real-time processes via a computer work
station (see Berger et al., 1989; Sandcrson, 1989). The human opertor in these
domains must share attention among competing task demands and deal with
real-time problem data. This real-time multi-tasking (RTMT) computer uscr
can benefit greatly from intelligent support from the work station through which
the system monitoring/control occurs. RTMT environments include many of
the most challenging problem domains humans face, including aircraft (and other
vehicle) cockpits, nuclear power control rooms, air traffic control, hospital oper-
ating rooms, satellite and telecommumcation network control, and weapons
systems operation, in addition to automated manufacturing environments. One
major way of supporting the development of more effective human-computer
interfaces for automated manufacturing systems is to develop and use models
of the problem-solving strategics employed by their human opertors. This
position has been advocated by Rasmussen (1986), Zachary (1985, 1988), and
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Human intervention is a component of many flexible
manufacturing system (FMS) control structure designs. As
FMS control systems become more ‘intelligent’, the role of
the human in the control structure will also evolve. An FMS
may become more of a tool for the human who controls it,
with the human responsible for achieving system goals. Thus,
defining an appropriate role for the human as a function of
the FMS objectives may be critical in the design of the FMS
control structure. Knowledge of the decision processes used
by humans in an FMS environment can help define this role.

This paper evaluates the decision processes of humans in
an FMS environment. GT-FMS, a real-time simulator of an
FMS, was implemented with data from an actual FMS in-
stallation. An experiment was conducted in which humans
interacted with the contro! system of GT-FMS from an
aggregate level. The humans described each of their control
actions, and their decision processes were evaluated by map-
ping these descriptions onto a Rasmussen’s [22] model of
human decision-making.

The experimental results support making humans an inte-
gral part of the FMS control process, since an intricate
knowledge of the system state and system sensitivity were
crucial to human decision-making in GT-FMS. Human sub-
jects in this experiment used detailed status information,
rather than system performance history, as the basis of their
control decisions and were inconsistent in defining their
goals.

1. Background

Flexible manufacturing is an approach to
manufacturing that is primarily used for the pro-

* Currently with NCR Corporation, Retail Systems Division,
Manufacturing Operations, Atlanta, Georgia.

North-Holland
Information and Decision Technologies 17 (1991) 255-278

duction of similar (but not necessarily identical)
items in low volumes. A flexible manufacturing
system (FMS) is flexible because it can easily
adapt to demand and design changes [4].

The scope of an FMS may vary by application.
However, a typical FMS usually includes the
following components [7, p. 891]:

(1) A set of machines or work stations that
have some degree of flexibility, in particular they
do not require significant set-up time or change-
over time between successive jobs.

(2) A material handling system that is auto-
mated and flexible, i.e. it permits jobs to move
between any pair of machines so that any job
routing can be followed.

(3) A network of supervisory computers and
MiCroprocessors.

(4) Storage, locally at the work stations, and/
or centrally at the system level.

Development and implementation of fiexible
manufacturing systems has generally paralleled
the development of manufacturing automation,
but automation is not a prerequisite for using the
FMS approach. Flexible manufacturing may be
considered a ‘manufacturing philosophy’, that is
‘based on the concept of effectively controlling
material flow through a network of versatile
production stations using an efficient and ver-
satile material handling and storage system’ [4].

1.1. FMS control strategies

For an FMS to function effectively, the control
decisions inherent in each component of the
FMS must be linked together to form a control
system. As FMS technology continues to ad-
vance, these control systems have become in-
creasingly complex. This complexity implies that
the FMS control function has also advanced, and
evolved into an operations management function
requiring varying degrees of automatic control
[19]. To address these complexities, an FMS may
be controlled from a systems perspective, taking

0923-0408/91/%$03.50 © 1991—Elsevier Science Publishers B.V. (North-Holland)
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into account the characteristics of each compo-
nent of the FMS.

The effectiveness of a systems perspective for
FMS control is well documented, and several
approaches to this type of control have been
attempted. In one approach, the control require-
ments for an automated manufacturing system
are defined as a three-level hierarchy consisting
of [6}:

(1) Pre-release planning.

(2) Input or release control.

(3) Operation control.

Gershwin et al. [13] use a multi-level systems
perspective for control system design. Their de-
sign defines a time-scale dependent hierarchy of
manufacturing system control. This hierarchy
consists of machine-level control, cell-level con-
trol and factory-level control. Hutchinson [17],
Ranky [20], Kimemia and Gershwin [18], and
Akella et al. [1] provide additional examples.

The numerous research efforts addressing
FMS control strategies indicate that the systems
approach to FMS control may be characterized
by a hierarchy of several information-sharing
control levels. This design is effective because it
allows the FMS to respond to a wide spectrum of
contingencies. Since flexible manufacturing sys-
tems are inherently dynamic, this type of system
response may be critical. However, the systems
approach also requires that the FMS control
system incorporate many manufacturing deci-
sion-making functions. Some of these functions
may not be part of an on-line control structure in
traditional manufacturing applications.

1.2. Human interaction in FMS control

To address some of the contingencies as well
as the dynamics of FMSs, many hierarchical
control strategies employ a manual override (or
manual control mode) allowing human interven-
tion if the FMS cannot respond on its own.
Hutchinson [17] states that ‘in fact, most FMS
systems require a high degree of human inter-
vention because of failures in both hardware and
software, human error, maintenance, and
changes in operating environment’ [17, p. 288].
Kimemia and Gershwin [18, p. 354] suggest,
concerning an FMS control policy, that ‘it is
important that this policy employ feedback so as

to respond to failure and to allow human
operators (who can deal with a wider range of
situations than envisioned by system planners) to
override control decisions on rare occasions’. In
addition, in the FMS Handbook [8], the short-
term tasks of the FMS line supervisor are de-
scribed as work order scheduling and dispatch-
ing, tool management and reaction to system
failures. The handbook describes medium-term
tasks of the supervisor as dividing production
into batches, maximizing machine utilization,
and responding to disturbances in production
planning/material availability. Although much
research has focused on enabling an FMS to be
as ‘operatorless’ as possible, human intervention
continues to play a significant role in modern
FMSs.

Existing research addressing this human inter-
vention, or supervisory control, has discussed
several issues. In one study, supervisory control
is characterized by ‘intermittent monitoring and
control by the human, with monitoring pre-
dominating’ [14, p.6]. This study concludes that
‘there is . . . a pressing need for design principles
formulated and tested in situations analogous to
those which will be found in the automated
manufacturing plant’ [14, p. 15].

The Georgia Tech Flexible Manufacturing Sys-
tem (GT-FMS) is a research domain that was
developed to provide an environment for study-
ing supervisory control design principles for
FMSs [3]. The GT-FMS environment consists of
a real time interactive simulation of a multi-cell,
multi-workstation flexible manufacturing system.
GT-FMS further provides

... a controlled laboratory environment in which to imple-
ment and evaluate the supervisory control perspective for
FMS scheduling. It facilitates research and validation in a
framework of realistic manufacturing conditions, including
human interaction with the scheduling and control system
{10, p. 225].

GT-FMS has been used as an effective domain
for several research initiatives. Dunkler [9, 10]
configured GT-FMS to simulate a machining
center for diesel engine cylinder heads. The
human’s role in the control system was to
monitor and fine-tune an FMS that used two
scheduling dispatch rules: First-Come-First-
Served (FCFS) and Shortest Processing Time
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(SPT). Dunkler found a significant difference
between the performance of GT-FMS under
fully automatic control versus supervisory con-
trol. He concluded that if a human supervisor is
part of an FMS control system, and allowed
certain types of interventions, then due date and
inventory performance of GT-FMS could be im-
proved [10]. Dunkler’s results support strongly
the idea of actively integrating humans into oper-
ational controls of automated manufacturing en-
vironments {10]. Dunkler further concluded that
a ‘preferred’ dispatching rule existed for a par-
ticular state of an FMS. He also suggested that
one human supervisor activity might be to select,
from among various dispatching rules, the rule
that is preferred based on the current state of the
FMS.

Additional GT-FMS research has explored the
effect of interface design on a manufacturing
supervisor’s performance {S]. In this research the
basic configuration of GT-FMS used for Dunk-
ler’s experiments was slightly modified: the GT-
FMS is a circuit card assembly system rather
than a flexible machining system. This research
compares the supervisor’s performance with an
icon-based, direct manipulation display interface
versus a more conventional display. The research
concluded that a direct-manipulation display can
enhance the supervisor’s performance for some
measures of performance.

For an FMS to be effective, the functions of
the human supervisor must be defined and the
limitations of the human taken into account.
Recognizing previous GT-FMS research which
supports actively integrating the human into the
FMS control structure, an understanding of the
appropriate level of control or role for the
human is critical. Ammons et al. [2, 3] address
the role of the human supervisor by proposing a
realistic supervisory control paradigm for FMSs.
This proposal defines levels of automation within
an FMS and an operator function model for the
item-movement (lowest) level of automation.

In an FMS control system the appropriate
control system model and accompanying decision
support are dependent upon the role of the
human. Defining an appropriate role and sub-
sequent responsibilities for the human as a func-
tion of the FMS objectives may thus be a critical
step in designing the FMS control structure. As

FMS control systems continue to develop, the
degree of human interaction with these control
systems will also evolve. Control systems may
become more ‘intelligent’, yet human interven-
tion is likely to remain an important aspect of
FMS control. The eventual role of the human
may ‘shift the emphasis to elements of planning
and commitment’ [25, p. 238].

1.3. Human operator as FMS manager

In this investigation the role of the human
focuses on longer-term goals of the manufactur-
ing system. This role reflects a level in an FMS
control hierarchy that is ‘higher’ than the item-
movement level (i.e. the level investigated in
Dunkler’s [9, 10] and Benson’s [5] research. The
investigation evaluates the human’s response to
this role.

The supervisor in this investigation takes an
aggregate view of the flexible manufacturing sys-
tem. This approach is explored for several
reasons. Typically, FMSs have some degree of
human interaction as part of their control sys-
tem, but this interaction is not always well de-
fined, and it often occurs on an ad hoc basis.
Previous research [10] indicated that FMS per-
formance can be improved if the ad hoc nature
of the human control actions is removed. How-
ever, no universal ‘best’ definition exists for the
design of human interaction, with hierarchical
control models and actual FMS installations al-
lowing varying degrees of human intervention
throughout all control levels. By modeling the
supervisor from an aggregate view, additional
insight can be obtained toward creating a super-
visory environment that potentially takes better
advantage of the human’s judgment and deci-
sion-making skills. In this role, ‘systems man-
ager’, rather than ‘supervisor’, may better de-
scribe the human control functions involved. De-
signing human intervention at a higher level
removes the systems manager from minute-to-
minute contingencies and allows him/her to
focus on meeting the long-term objectives of the
FMS. Furthermore, while a computer may hand-
le minute-to-minute decisions in some FMS in-
stallations, a computer is not ultimately respon-
sible for the performance of actual flexible
manufacturing systems. Thus, human monitoring
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of aggregate FMS performance data in practice is
virtually guaranteed.

For a systems manager to effectively control
the FMS, s/he must be allowed to initiate certain
control actions and be provided with clear goals
against which to measure these control actions.
Overall profitability of the FMS is likely to be an
overriding concern for a systems manager. As
such, the systems manager must initiate control
actions that positively affect the profitability of
the FMS.

An FMS is likely to process a wide variety of
parts simultaneously, with parts belonging to
many different customer orders. System cost per-
formance is affected by completing customer or-
ders on time, and by completing enough orders
so that the cost of production per part is suffici-
ently low. Processing priorities of the parts with-
in an FMS can significantly affect the operation
of the FMS and thus have an impact on profits.
By modifying the processing priorities within the
FMS, the systems manager can emphasize a
specific method of operation that provides the
greatest profit potential for a specific period of
time.

This investigation does not seek to prove or
disprove a specific theory or hypothesis. Rather,
it seeks to gain further insight into human deci-
sion-making within an FMS environment. Deci-
sion processes of humans in an FMS systems
manager’s role are analyzed with the goals of
better understanding and defining the human’s
role in an FMS control structure, improving
feedback mechanisms of FMS control loops, and
uncovering decision-making parameters used by
human decision-makers in an FMS environment.
As a systems manager, the human is placed in
the FMS control structure on aggregate level.
This control level provides the systems manager
with the opportunity to enhance FMS perform-
ance by modifying the part scheduling algorithm
or expediting specific groups, or orders, of parts.

2. GT-FMS configured for a systems manager

An experiment was conducted in which
humans interacted with the control system of
GT-FMS from an aggregate level. The human
operator’s goal was to increase profits from the

FMS by completing groups or orders of parts on
time and by keeping system throughput high.
This goal was achieved through the control
mechanisms available to the humans: modifying
the FMS scheduling algorithm and expediting
orders of parts (orders are discussed in more
detail later). The humans verbally described each
of their control actions, and their decision pro-
cesses were evaluated by mapping these descrip-
tions onto the Rasmussen [22] model of human
decision-making. With the exception of the
modifications described below, GT-FMS was
configured identically to Dunkler’s experi-
ments [10].

2.1. Parts and part scheduling

The systems manager is free to modify the
computer-based part scheduling algorithm (cell
scheduler) in response to trends noted in overall
cell performance. In GT-FMS, the automatic cell
scheduler determines which part to place on an
available machine. The scheduler examines all
parts in the cell inventory and then selects an
appropriate part. To make this selection, the
base GT-FMS scheduling automation was mod-
ified to use an algorithm called the weighted
operation priority index (WOPI) [11,15]. The
WOPI algorithm is a weighted linear combina-
tion of the shortest-processing-time (SPT) and
the earliest due date (EDD) scheduling al-
gorithms. The systems manager modifies the
WOPI algorithm by changing alpha, a weighting
factor that focuses the algorithm towards either
due date or SPT scheduling. The systems man-
ager decides when to change alpha and the mag-
nitude of the change. In this experiment, alpha
may assume values between 0.0 and 1.0, inclu-
sive, in increments of 0.1.

The part data for GT-FMS are configured as in
the Dunkler experiment [10]. Thus, twenty part
types representing the twenty different types of
cylinder heads at MTU' are grouped so that
seventeen of these part types are represented by
seven part groups. These part groups maintain
approximately the same workload in GT-FMS as
in the MTU FMS (a complete description of part
types can be found in Dunkler et al. [10].

' Motoren und Turbinen Union, a German company that
manufactures diesel engines.
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2.2. Orders

GT-FMS was augmented in this investigation
to generate and track orders of parts rather than
individual parts. The system performance mea-
sures reflect this enhancement. Each order’s size
is randomly generated and uniformly distributed
between three and six parts. All parts in a given
order are of the same type (e.g. type b, c, d,
etc.). The part types are generated as in previous
GT-FMS research [10], using the MTU data.
Thus, the mix of part types over all orders
reflects actual demand data from the MTU
system.

Each order in GT-FMS is identified by an
order number. This number represents the se-
quential ordering of the order within the simula-
tion. For example, order number 14 is the four-
teenth order to arrive at the FMS for processing.
Each part in an order has the same due date,
called the order due date, and this due date is
also generated in the same way as part due dates
in previous GT-FMS research.

In the GT-FMS environment designed for this
research, no distinction is made between an ‘arri-
val buffer’ inventory area and a work-in-process
(WIP) area; only one common inventory area
exists. The size of this inventory area is essential-
ly unlimited; however, the maximum number of
orders, of any size, which can be in the FMS is
ten. New orders are generated as the inventory
area becomes depleted, but only one new order
is generated at a time.

The order structure of the parts in GT-FMS is
invisible to the cell scheduler. As machines be-
come available for part processing, the cell
scheduler processes all orders in the cell inven-
tory area simultaneously, i.e. when a machine
becomes available, a part from the inventory
area is selected from among all parts currently in
the inventory, irrespective of the order number
of the part.

2.3. Performance scores and goals

The goal for the systems manager is to achieve
the highest profit possible for each experimental
session. A penalty is assessed for completing
parts past their due dates, and a profit per part is
accumulated for each part completed during a

session. This scoring mechanism was incorpo-
rated into the GT-FMS model for several
reasons. First, the profit function parallels the
trade-offs inherent to the role of the systems
manager and characteristic of the WOPI schedul-
ing algorithm, namely throughput and timeliness
of production. The scoring also provides the
systems manager with a method of feedback for
performance in each session. Session scores are
displayed immediately after each session. Sub-
jects are free to track their own performance
from session to session, but performance track-
ing over sessions is not automatically provided as
part of the GT-FMS configuration.

The score for each session has two compo-
nents. The first component of the score is the
completed parts component and the second is
the late parts component. The session score is
the difference between these two components.

The completed parts component is the total
number of parts completed during a session mul-
tiplied by the estimated profit realized from each
part. The estimated profit per part is assumed to
be $50.

A penalty cost is assessed for completing some
or all of the parts in an order after the order’s
due date. The late parts component of the ses-
sion score is the sum of the penalty costs as-
sessed during a session. A penalty cost is calcu-
lated for each completed order that contains late
parts. At the end of a session, penalty costs for
incomplete orders are also included. The penalty
cost is the product of the number of parts in an
order (the order size), the amount of time (calcu-
lated in minutes) past the due date at which the
last part in the order is completed, and a two
dollar per part per minute late penalty on each
late order.

2.4. Operator workstation: Hardware

The hardware consisted of an Apple Mac-
intosh II with a color monitor. GT-FMS was
implemented in C. The displays and user inter-
face controls used Apple’s Toolbox windowing
and display routines.

2.5. Operator workstation: Displays

The operator workstation consisted of three
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display options listed horizontally across the top
of the screen: ‘Windows’, ‘Summary’, and
‘Scheduler’ as shown in the top of Fig. 1. The
‘Windows™ option provides another menu, which
allows a choice between the penalty cost and
throughput display or the order status display.
All displays use standard pulldown menus from
Apple's Toolbox windowing utilities package. A
description of the displays available for monitor-
ing GT-FMS in the investigation follows.

2.5.1. Penalty cost and throughput display
Figure 1 illustrates the penalty cost and
throughput display. The display shows two
graphs: one for penalty costs associated with late
parts and one for total parts completed (or

throughput). These graphs are updated (i.e. a
new point is plotted) every 3 seconds.

The throughput graph is also dynamic and
averaged over the last minute of operation. This
graph (in Fig. 1, the curve with oscillations)
provides a measure of how fast the FMS is
producing parts.

2.5.2. Order status display

The order status display provides the subjects
with key summary information for each order
currently in GT-FMS. Figure 2 illustrates this
display. Completed orders are not displayed.
The order status display is not dynamic.

For each unfinished order, the order status
display lists performance statistics for the ses-

Windows Summary Scheduler
==—= GREEN = Tardy Cost ($3)/Min, PURPLE= Throughput (Parts/Hour) *"é“”ﬁmo
300
200
Throughput (displayed in purple on the actual display)

180

0.5
100

Tardy Cost (displayed in green) o

—

230
Time (Total MINUTES of Operation)

3 DU‘E DATE SPT

Fig. 1. Penalty cost and throughput display.

s W@\&;

04:19:10
259 Mins.
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Fig. 2. Order status display.

sion, including the order number, the order due
date, the size of the order, the number of com-
pleted parts, any penalty costs, and a summary
of each unfinished part in the order.

2.5.3. Summary status display

Figure 2 also illustrates the summary window
(entitled ‘Summary’) within the order status dis-
play. The summary is not automatically shown
when the order status display is chosen but must
be selected from the list of display choices lo-
cated at the top of the CRT screen (i.e. ‘Win-
dows’, ‘Summary’, and ‘Scheduler’).

The summary lists several performance statis-
tics for the session. These include the total num-
ber of parts completed thus far and the current
average penalty costs for late parts (tardiness).
The summary window is dynamic. As a session
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4 Total Parts
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Order ® 27

0 Parts Done

3 Total Parts
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Penalty $= 0.00
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26 d00120 26 ¢00123 3616
26 d00121 26 4 c00124 3616
26 d00122 26

| c00125 3616

Q ERPEDITE ?? O EXPEDITE 27

s
= Summary =
CURRENT STATUS

Throughput= 120 Parts/H
Tardiness = $48 /Min

CUMULATIVE STATUS
Total Parts Done = 5

Alpha = 0.50

03:07:30 [
167 Mins. I

progresses, the summary display updates every
3 seconds as long as this window is on the
screen.

2.5.4. WOPI weighting factor

The current value of alpha and the resulting
priority of the system scheduler, either SPT or
due date, is shown as a bar graph on the alpha
display. The filled portion of the bar graph corre-
sponds to the current value of alpha. Additional
detail for each of the displays can be found in
Hettenbach [16].

2.6. Operator workstation: Controls
GT-FMS allows the systems manager two

types of interventions to increase system profits.
The first type enables the subjects to alter the
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weighting factor, alpha, used by the automatic
system scheduler. To modify the value of alpha,
the subject first selects the scheduler display with
the mouse, then positions the mouse over the
oval next to his or her choice and ‘clicks’ (i.e.
depresses and releases the control button on the
mouse). The new value of alpha is then high-
lighted and the alpha window (i.e. the bar graph)
is also updated with the new value. The ovals
used throughout the displays in this investigation
are standard radio buttons from Apple’s Toolbox
windowing utilities package. In addition, the two
graphs in the penalty cost and throughput display
are marked to record the change. These marks
appear as parallel vertical bars on both the tardy
graph and throughput display. The markings on
the graph provide a way for the systems manager
to review the history of each change in alpha
during a session.

The second type of intervention enables a
systems manager to expedite an order. If an
order is expedited, the system scheduler places a
priority on completing parts from the expedited
order. When a machine becomes available, the
system scheduler examines parts in the expedited
order first. If a part in the expedited order can
be processed on the available machine, then this
part is placed on the machine without examining
any of the other parts in any of the other orders.

To expedite an order, the subject first selects
the order status display, then positions the
mouse over the empty oval next to the word
‘EXPEDITE?" and ‘clicks’. A red highlight bar,
enclosing the order number on the order’s dis-
play, then appears and the empty oval is dar-
kened, indicating that the order is expedited.
Subjects can ‘unexpedite’ an order by positioning
the mouse over a darkened oval and ‘clicking’.
The system scheduler will once again give parts
from all orders equal priority as before. Only
one order can be expedited at a time, but a
systems manager can expedite or unexpedite an
order at any time.

3. Experiment
Eight students participated in this investiga-

tion. These students were all volunteer graduate
students from the Computer Integrated Manu-

facturing Systems (CIMS) program at the Geor-
gia Institute of Technology. Five of the students
were male and three were female. Two of the
students had some manufacturing experience.
All of the subjects were paid five dollars per
hour for their participation and were informed at
the beginning of the investigation that the sub-
ject achieving the highest total score would re-
ceive a $25 prize.

The session scores were used to assess per-
formance for the prize. The prize was awarded
based upon the highest total score, which was
the sum of eight session scores. These session
scores were also used as a measure of the ‘con-
trollability’ of the GT-FMS environment (this is
discussed in more detail later).

Each of the subjects received a training manu-
al at the beginning of the investigation. Subjects
were free to reference this manual as they con-
trolled GT-FMS but were not permitted to take
the manual outside of the experiment room.

Subjects were also provided with a summary
listing of process operation and machine data for
their use during the experiment. In addition,
subjects were free to take notes or make any
calculations desired during the experiment.
However, subjects were not permitted to use any
other reference material during the investigation
other than the materials provided to them.

Subjects engaged in a total of 11 sessions each.
The first session did not involve controlling GT-
FMS but consisted of a review of the training
manual with the experimenter. GT-FMS did not
run during this session. This session lasted about
60 minutes, and the subjects were free to ask any
questions concerning the control or operation of
GT-FMS. However, questions concerning
specific strategies or approaches were not an-
swered by the experimenter.

The remaining ten sessions lasted approxi-
mately 45 minutes each. The next two sessions
were also training sessions and not used for data
analyses. The subjects received verbal instruc-
tions during the training sessions which rein-
forced the training manual review questions. The
training was as consistent as possible across the
subjects.

All 11 sessions were conducted over a 3-week
period, with most subjects participating in one
session per day on consecutive days. During the
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sessions, the experimenter was present in the
experimental room with the subject. The ex-
perimenter took notes on subject performance
and answered questions concerning operational
aspects of the system from the training manual.
However, as during the training sessions, ques-
tions concerning specific strategies or approaches
were not answered by the experimenter.

There were ten different simulation sessions,
each characterized by a different initial system
state or ‘warm-up’ period. Each subject was
exposed to all ten sessions. The first two sessions
were given in the same order for all subjects, and
the order of the last eight sessions was randomly
assigned. Each of the 45 minute sessions simu-
lated 225 minutes of actual FMS operation. The
initial system states used in the investigation
were also based on a pilot study.

3.1. Measures of performance

Since this investigation seeks to better under-
stand how humans respond to an FMS environ-
ment and their resulting decision processes, a
method of evaluating the subjects’ performance
in terms of their decision processes was required.
The exploratory nature of this research, coupled
with the research’s focus on how decisions are
made (as opposed to the outcome of decisions),
indicates that appropriate performance measures
are not obvious. An appropriate method needs
to be sufficiently generic so that it can be applied
to GT-FMS and yet provide an acceptable level
of detail to embody the intricacies of the sub-
jects’ decision processes.

To fulfill these requirements, it was deter-
mined that mapping the subjects’ decisions and
strategies with the decision ladder developed by
Rasmussen might provide the necessary structure
for the research goals [21-23]. Rasmussen’s deci-
sion ladder is ‘. ..independent of the specific
system and its immediate control requirements’
[21, p. 142}, so it provided the generalizability
necessary for use with the relatively restrictive
environment of GT-FMS.

Figure 3 illustrates the basic decision ladder
developed by Rasmussen. By beginning at the
lower left (i.e. ‘Activation’) of this ladder, and
proceeding through each circle (state of knowl-
edge) and rectangle (data processing activity),

following the bold arrows, each step of a control
decision is addressed. The ladder thus provides a
‘schematic map of the sequence of information
processes involved in a control decision’ [21, p.
144].

The data processing activities in the decision
ladder are mental reasoning processes that lead
directly to the states of knowledge. Applied to
GT-FMS, for example, the ‘Observe’ data pro-
cessing activity might involve scanning a particu-
lar display but focusing only on information con-
sidered important or relevant. Thus, a systems
manager might scan the order status display of
Fig. 2 and focus on only one aspect of this
display. Other information is provided. but the
systems manager mentally sorts and places
specific priorities on this information concen-
trating only on the data that s/he determines is
‘important’. This data processing might then lead
to a ‘Set of Observations’ state of knowledge
which could include ‘next required processing
operations’. Thus, the next required processing
operations would be the ‘Set of Observations’
that resulted from the systems manager’s mental
sorting. Information other than next required
processing operations is provided, but it is evi-
dently not considered important.

This ‘Set of Observations’ state of knowledge
would then be included in the ‘Identify’ data
processing activity as the systems manager pro-
ceeded along the decision ladder. In this activity,
the systems manager might attempt to answer
such questions as ‘What’s unusual about the
current set of next required processing oper-
ations?’ or, ‘What’s the underlying reason for the
current set of next required processing oper-
ations?’. Based on the answers to such questions,
the systems manager might then define the cur-
rent system state. This system state would be the
systems manager’s interpretation of current con-
ditions in the FMS. For instance, continuing the
above example, the systems manager could de-
fine a system state as ‘machines 1,2,3 and 4
have failed’, or ‘most of the next required pro-
cessing operations require a small amount of
machine time’ depending upon the results of his
or her ‘Identify’ data processing activity.

This process of alternating data processing ac-
tivities with resulting states of knowledge con-
tinues through the decision ladder in Fig. 3 for
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Fig. 3. Rasmussens’s decision ladder.

each control decision through the ‘Execute’ data
processing activity, which involves coordinating
the desired control actions formulated by the
systems manager. For GT-FMS, the available
control actions, as previously discussed, are ex-
pediting orders of parts or modifying the
scheduling algorithm.

If the states of knowledge used by systems
managers in controlling GT-FMS can be iden-

Plan sequence
of actions

Procgdure

Execute
Interventions

tified, then their control decisions can be map-
ped to a decision ladder and evaluated. These
states of knowledge might reveal various aspects
of the control decisions such as: What informa-
tion did the systems managers consider? What
system states did they define? What goals did
they develop? What target states did they at-
tempt to achieve? What strategies did they em-
ploy? These aspects of the control decisions
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might then support recommendations concerning
the systems manager’s role, which could enhance
the control function of flexible manufacturing
systems.

Identifying the states of knowledge of control
decisions and mapping these to Rasmussen’s de-
cision ladder was done using verbal protocols
from each subject during each data-coliecting
session. The usefulness of verbal protocols for
analyzing decision processes is well documented
(see, for example, Ericsson and Simon [12]).
Subjects were required to ‘talk aloud’ and de-
scribe their interventions as they occurred. These
protocols were completely free-form, with the
exception that the subjects were asked to include
a description and an intent, as a minimum, in
their descriptions. Several subjects went signifi-
cantly beyond this minimum during their inter-
ventions.

Besides the verbal protocols, computer-
compiled data files were also recorded during the
sessions. These files tracked the subjects’ inter-
ventions throughout each session, indicating
what information was displayed and the elapsed
session time when the control action occurred.

As discussed earlier, the experimenter was
present in the experimental room with the sub-
jects during each of their sessions. This provided
the basis for general impressions of subject per-
formance: Did the subjects appear rushed to
make their decisions? How did the mechanics of
controlling the system influence the subjects?
The presence of the experimenter also ensured
that the subjects effectively participated in the
verbal protocols.

In addition to the verbal protocols, a paired
t-test was used to evaluate the session scores for
the subjects. This evaluation examined the ‘con-
trollability’ of the GT-FMS environment.

4. Results and discussion
4.1. Statistical analysis

If the subjects could not influence system op-
eration, then the system response to the subjects’
interventions might be limited, potentially bias-
ing the subjects’ decisions. Thus, a paired r-test
was performed to test whether, on average, the

human-supervised system performed differently
than the weighted operation priority index
scheduling system running without human inter-
vention. The fully automatic control used several
values of alpha (0.1, 0.9 and 1.0). For each level
of alpha, a paired r-test was performed compar-
ing the data from 64 subject runs with the data of
fully automatic scheduler runs. The subject data
were normalized, and the normalization value,
d, was calculated by subtracting the session score
for the automatic scheduler from the score for
each subject. The paired r-test provided 63 de-
grees of freedom for the error term, and was
calculated with the hypothesis that 4 = 0 for each
value of alpha in the scheduler.

The #-test indicated that for alpha values of 0.9
and 1.0, the subjects and the scheduler per-
formed significantly differently, and for an alpha
value of 0.1, the subjects and the scheduler
performed about the same. Figures 4,5 and 6
compare the high, low and average subject score
to the scheduler with alpha values of 0.1,0.9 and
1.0. Significantly, even for an alpha value of 0.1,
the high subject score is always higher than the
automatic scheduler score.

Although the subjects did not seem to clearly
outperform the scheduler at an alpha level of
0.1, the data do indicate that the subjects could
influence system operation. Thus, the subjects’
decision processes were most likely not biased by
an unresponsive system and provide a good basis
for evaluation.

4.2. Decision ladders

The verbal protocols were prepared by con-
verting recordings obtained during the ex-
perimental sessions into a printed text for each
subject. The next step was to use the transcripts
from the verbal protocols and the computer data
files to construct, for every subject, a decision
ladder for each allowed control action. The data
log was used to indicate what information was
displayed to the subject at the time of the inter-
vention. The verbal protocols and computer out-
put files for every subject were then examined
one session at a time. For a given intervention
(i.e. either expedite or scheduler modification),
each intent stated by a subject was reviewed.
Coupled with the computer output data, distinct
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consistencies among the stated intents from the
protocols were recorded. When all of the ses-
sions for a subject were completed, consistencies
across sessions were then evaluated. As situa-
tions were repeated throughout a session, and
across several sessions, the decision processes
were broken down and mapped onto the deci-
sion ladder. This mapping was done separately
for each strategy.

4.3. Results

Discussion of the results of the decision ladder
analysis is organized by the type of control deci-
sion (e.g. either expedite or scheduler modifica-
tion) and follows the outline of data processing
activities, from ‘Activate’ to ‘Execute’, in Ras-
mussen’s decision ladder.

4.4. Expedite decision

For the expedite decision, subjects sought to
define a state of knowledge based on the most

recent information available for each order. The
order status display was the predominant choice
of the subjects to provide this information. Six of
the subjects used this display exclusively. Two of
the subjects reviewed the penalty cost and
throughput display regularly, yet their expedite
decisions were also based solely on existing con-
ditions and not on performance history infor-
mation.

The subjects’ approaches were consistent.
They distilled system information from the order
status display into a state of knowledge described
as the current system state. The current system
state, once determined by the subject in re-
sponse to the latest update of the order status
display, was the basis for the remainder of the
decision process.

Although the subjects generally used the same
display for defining the current system state, the
information extracted from this display varied
significantly among the subjects. For instance, a
few subjects used the existence of an expedited
order to define a system state. Thus, one of the
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‘Set of Observations’ states of knowledge used
by these subjects consisted of the presence of an
expedited order. Some subjects characterized a
system state by the presence of orders that had
only the load/unload operation remaining, while
others used the elapsed simulation time to define
the system state. The elapsed simulation time
was used to determine a system state described
as ‘end of session was near’. This system state
changed the expedite decision for some subjects
for a short period of time (this is discussed in
more detail later for individual subjects).

Even though the information obtained from
the order status display varied, some consistent
patterns emerged. For example, all of the sub-
jects used the order due date information to
define a system state of either ‘tight’ or ‘loose’
due dates. Most subjects also evaluated whether
operations that required long processing times
(i.e. ‘long’ operations), particularly operation 35,
or operations that required small processing
times (i.e. ‘short’ processing operations) were
characteristic of the current system state. As the
sessions progressed, this evaluation of processing
operations became more frequent as subjects
concluded that operation S was difficult to com-
plete on time. In addition, most subjects defined
a system state that had at least one order already
late or projected to be late.

Rasmussen [21, 22] noted in his evaluation of
verbal protocols from a power plant control
room that the entire decision-making process
described by his decision ladder was only used
when the operators were faced with new or
unfamiliar situations. In most cases, the
operators developed a ‘sequence for special
situations by chaining subroutines of general ap-
plicability and using solutions from prior ex-
perience . . . leading to a great repertoire of
short-cuts and by-passes in the decision
process . ..” [21, p. 144]. Rasmussen describes
these subroutines as chained states of knowl-
edge, where the subjects move from one state of
knowledge directly to a task or procedure, by-
passing portions of the decision process. Chained
states of knowledge result in consistent actions
based on well-defined system states. However,
for GT-FMS these chained states of knowledge
were rare. Subjects generally proceeded through
all data processing stages of the decision model,

evaluating each system state against the system
goals, even when faced with seemingly familiar
situations (possible causes of this behavior are
discussed later).

Figure 7 illustrates an example of a decision
strategy for the expedite control action which
uses a chained state of knowledge. In this deci-
sion sequence, the subject defined a system
state, then proceeded immediately to a task defi-
nition. The task ‘expedite the order with one
operation remaining’, is an immediate con-
sequence of the system state definition. Figure 8
illustrates a typical expedite decision ladder with-
out chained states of knowledge. In this decision
ladder, tasks are defined and implemented as a
result of a system performance evaluations,
goals, and target states.

Although the subjects generally proceeded
through the entire decision ladder, some excep-
tions to this pattern emerged. Figure 9 displays
the expedite decision ladder for subject 2. As
indicated by Fig. 9, in most cases subject 2 did
not proceed through the complete evaluation/
goal steps of the decision model, but rather
reacted, according to chained states of knowl-
edge, to the system states she defined. In addi-
tion, the system state defined as ‘end of session is
near’ caused several subjects to by-pass the
evaluation/goal sequence and to immediately
modify their interventions. These subjects stop-
ped evaluating late orders and repeatedly expe-
dited parts remaining with operations that had
short processing times once this system state was
defined.

Since subjects used the entire realm of data
processing activities for expedite interventions,
they repeatedly evaluated system performance
based on the system states they identified.
Again, some consistencies emerged from these
evaluations. For example, most subjects
evaluated whether any of the orders currently in
the FMS would be late. Likewise, determining
which of the current orders, if completed past
their due date, would yield the highest penalty
cost was also common. Subjects focused primari-
ly on order size in making this judgment. Most
subjects also evaluated which of the orders had
the earliest due date.

Although some system performance evalua-
tions were common, most of the evaluations
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were unique to each subject. However, even
these unique evaluations were consistent in that
they evaluated a very detailed level of system
performance. For example, subject 4 determined
whether recent incoming orders would be de-
layed at the load/unload station by leaving an
order expedited, or, whether the expedited order
could still be completed sooner if it remained
expedited. If an order was already late, subject 5
evaluated whether another order, with only a

small processing time remaining, should be expe-
dited before the late order was done. The de-
tailed evaluations of system performance reveal
a high degree of confidence among the subjects
in their ability to precisely determine and predict
the state of the system.

These detailed evaluations may have been par-
tially responsible for the infrequent occurrences
of chained states of knowledge. Rather than
react to a system state that appeared ‘familiar’,
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the subjects attempted to gain a more thorough
knowledge of system performance.

The repeated system performance evaluations
also required an on-going comparison of these
assessments against system goals. Even though
the overall system goal was given to each subject
(i.e. maximum profits) during the training, the
subjects’ system goals were not identical. Sub-
jects formulated their own goals. For example,
subject 4’s stated goal was to minimize the num-

ber of late orders, whereas subjects 5,6, and 8
identified ‘avoiding all penalty costs’ as their
goal. These differences in system goals resulted
in varying strategies of operation.

Even though the subjects’ goals varied, the
primary focus for all subjects involved penalty
costs. Completing parts, or throughput, was defi-
nitely a secondary goal for the subjects. Half of
the subjects did identify ‘maximizing throughput’
as a goal, and this goal influenced the expedite
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interventions in some cases for these subjects.
However, this goal was always secondary to
goals concerning penalty costs.

The target states defined by the subjects re-
sulted directly from their evaluations and goals.
The target states consistently involved an assess-
ment of processing priority, i.e. deciding which
types of orders or which specific order should be
processed next, given the system goals, per-
formance and current state. In addition, the
target state consistently involved only the current
system orders. Subjects did not anticipate the
arrival of certain orders or existence of certain
conditions when using the expedite intervention.

Like the subjects’ system performance evalua-
tions, target states were frequently very detailed
rather than general. For example, subject 6, in
response to certain system conditions, defined a
processing sequence that assumed ‘long oper-
ations occupy the machines while short oper-
ations are in the system, and thus prevent pro-
cessing of the shorter operations’. Subject 5 de-
fined as a target state that ‘operation 6's from
nearly completed orders are finished prior to the
operation 6’s from new orders’.

Expediting an order was almost always the
task that resulted from proceeding through the
data processing activities for the expedite inter-
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vention. In fact, most subjects always had an
order expedited. However, in response to certain
system conditions and performance evaluations,
several subjects re-initiated the expedite decision
process and maintained the status quo rather
than expedite an order. These subjects by-passed
the ‘Formulate’ and ‘Execute’ data processing
activities and the ‘Procedure’ state of knowledge,
proceeding directly to the ‘Activation’ data pro-
cessing activity in the decision ladder. The deci-
sion process was re-initiated by defining a new
system state based on more recent information.
For subjects 3 and 4, unlike their peers, the
status quo was usually no orders expedited.
These subjects had a much more limited set of
system states and resultant evaluations, which
concluded with expediting an order.

For all subjects, the decision analysis for the
expedite intervention was continuous throughout
each session. Once a task was defined and a
procedure (if any) implemented, the subjects
seemed instantaneously to proceed to the ‘Alert’
state of knowledge — updating the main order
status screen and thereby re-initiating the entire
decision process. Subjects 2 and 8 also checked
their performance history on the penalty cost
and throughput display - for varying lengths of
time — prior to refreshing the order status dis-
play. Overall, the subjects varied considerably in
their speed of processing. Processing time was,
in all cases, dependent on the significance of the
changes in system state since the last expedite
decision sequence. More changes generally im-
plied an increased processing time.

4.5. Modifying the scheduler

In terms of the variety of system states de-
fined, performances evaluations, goals and target
states, the scheduler modification intervention
was much less complex than the expedite inter-
vention. Subjects modified the scheduler (by
changing the value of the weighting factor,
alpha) much less frequently than they expedited
orders, so this decision process itself was
initiated less frequently.

As with the expedite intervention, information
was primarily obtained from the order status
display. Although all subjects viewed the cost
summary display intermittently, they did not

base their interventions on information from this
display. Subjects generally proceeded through
the alert stage of the decision process once, for
both the expedite decision and the scheduler
decision, but then proceeded through the re-
mainder of the process separately for each type
of intervention.

Due date status was the one type of informa-
tion obtained from the order status display that
was consistent among the subjects. Again, as
with the expedite intervention, most subjects
defined a system state based on their assessment
of due dates as either ‘loose’ or ‘tight’.

Other than due dates, however, subjects used
the order status display to obtain a variety of
information. Based on this varying information,
many different system states were defined. For
example, a few of the subjects defined the begin-
ning of the session as a system state, using the
elapsed simulation time information, and mod-
ified the weighting factor immediately from its
default value. Other subjects focused on the type
of operations currently in the system while some
associated due dates with the type of operations
(e.g. ‘the long operations have tight due dates’)
in defining their system state. Also, as with the
expedite intervention, several subjects used the
elapsed simulation time to define a system state
as ‘the end of session is near’ and modified the
scheduler to reflect this information.

Unlike the expedite intervention, the subjects
modified the scheduler using chained states of
knowledge and fewer evaluations of system per-
formance versus goals when deciding to modify
the scheduler. For example, Fig. 10 illustrates a
chained state of knowledge for the scheduler
modification decision of subject 3. While subject
3 did interpret the consequences of the current
system state, the evaluation/goal and target state
steps were by-passed. No projections of system
performance, based on the current defined sys-
tem state, were attempted and a target state
relative to system goals was not defined. All of
these chained states of knowledge involved as-
sociating low values of alpha with ‘tight’ due
dates and higher values of alpha with ‘loose’ due
dates. These associations either resulted in im-
mediate changes of alpha or a re-initiation of the
entire scheduler modification decision process if
alpha was already at the desired value.
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Even though chained states of knowledge were
more common for the scheduler intervention,
some evaluations did occur frequently. For ex-
ample, all of the subjects evaluated the impact of
raising alpha to 1.0 or 0.9 on system throughput,
and most of the subjects evaluated whether they
should test the sensitivity of the system to
changes in the weighting factor, alpha. Also,
subjects’ evaluations, as with the expedite inter-
vention, were generally very detailed. For exam-
ple, subject 2 evaluated whether raising alpha to

prevent parts with a long operation time from
being loaded onto the machines would increase
penalty costs by making the parts with long
operations late or would increase throughput by
completing additional parts.

When evaluations of system performance were
made, the subjects once again had to incorporate
system goals to guide their interventions. These
goals, consistent with the expedite intervention,
were not identical to the overall goal presented
in the training and varied among the subjects.
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For instance, three of the subjects identified
‘high’ throughput as a goal, while other subjects
identified ‘avoiding penalty costs’ as a system
goal.

Post-evaluation interpretations and target
states focused on processing priority, but, unlike
the expedite intervention, this focus was on pro-
cessing priority to specific groups or classes of
parts. The most common focus was on a process-
ing priority based on due dates and processing
times.

The task defined was always either to change
alpha, based on an evaluation or on chained
states of knowledge, or to maintain the status
quo if a system state was not identified which
triggered a scheduler intervention. Subjects gen-
erally mirrored the expedite intervention in that
they went from the procedure state of knowledge
directly to an alert condition and re-initiated the
decision sequence by updating the order status
display.

Overall, modifications to the scheduler occur-
red much less frequently than expediting, and
most subjects changed alpha less frequently as
they completed more sessions. Generally, these
changes involved placing alpha at values of 0.0
and 0.1 when a low value was indicated, or
placing alpha at 0.9 or 1.0 when a high value was
indicated. The subjects’ detailed evaluations of
system performance revealed a knowledge of the
scheduling algorithm and its impact on the FMS,
and the subjects reinforced this knowledge by
continuing to test the sensitivity of the system to
changes in alpha.

Table 1
Control decisions: Frequency and consistency

4.6. User interface and subjective assessment of
subject performance

Table 1 illustrates some general subject per-
formance statistics. The table indicates the num-
ber of interventions, over all data-collecting ses-
sions, for each subject. Control interventions
that were not included in a subject’s decision
ladders are displayed in Table 1 as a percentage
of the total interventions. A control intervention
was not included in a decision ladder if the
verbal protocol was unclear or the strategy was
unique or unclear. ‘De-expedite’ control inter-
ventions were infrequent and were also not in-
cluded in the subject’s decision ladders (de-expe-
dite interventions are included in the number of
interventions listed in Table 1, however).

4.7. Subjective evaluation

In addition to the analysis of the verbal pro-
tocols completed for each type of intervention,
several general impressions of the subjects’ per-
formance were noted as the sessions progressed.
For example, the subjects did not seem rushed
or hurried in their decisions as they monitored
the system. Even though, as previously men-
tioned, the processing time required for each
decision varied among the subjects, all of the
subjects seemed to have enough time to proceed
through their decision sequences.

Although goals differed, the primary focus of
each subject was penalty costs associated with
late orders. Throughput was always secondary.

Subject I ) % Not represented
nterventions . -
in decision
Expedite Scheduler Total ladders
1 112 72 184 16
2 253 107 360 23
3 79 25 104 9
4 62 15 77 18
5 170 46 216 25
6 156 23 179 7
7 173 31 204 17
8 202 93 295 14
AVG 151 52 202 16
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While some subjects reversed this focus in re-
sponse to a system state of ‘end of session is
near’, this re-focus was, in almost all instances,
much too close to the end of the session, usually
with just a couple of minutes remaining, to have
any significant impact.

While, as discussed earlier, the subjects’
evaluations of system performance were usually
very detailed, all of the subjects indicated that
they thought they could have done even better if
they had known more details concerning the
system operation. Specifically, they sought to
know which parts were on the machines, which
parts were on the material handling system,
which machines had failed, and an estimate of
machine repair time. The subjects thus did not
request more performance information, such as
past scoring histories, score-to-date, etc. but
rather more detailed status information. This
response is not surprising given the type of status
information used by the subjects to define system
states.

4.8. Summary

The goal of this research was to gain further
insight into human decision-making within an
FMS environment. In the environment simulated
by GT-FMS, human systems managers are al-
lowed to intervene in the FMS in two ways:
expediting an order, which gives an individual
order processing priority, or modifying the
scheduling algorithm, which gives groups of parts
processing priority. Evaluating the decisions
made by the systems managers in implementing
these two interventions has provided some in-
sight for FMS supervisory control systems.

First, the subjects in this experiment inter-
acted with the FMS on a very detailed level.
Even though their role in this simulation placed
them at a higher level of control, providing them
primarily with summary information and per-
formance history, the subjects evidently needed
and wanted more detailed information on system
performance. Performance history and trend in-
formation were not factors in their decisions.
Furthermore, even though they were not pro-
vided with detailed system status information,
they were still able to make very detailed evalua-
tions of system performance and incorporate

these evaluations into effective control
strategies. Chained states of knowledge, where
the human reacts to certain, standard system
states, were not as common as might have been
expected based on the limits of the subjects’
interventions and Rasmussen’s [21, 22] results.
The subjects continued to prefer thorough
evaluations, incorporating as much evidence as
they could obtain, versus reacting to standard
system states based on the summary information.
They also seemed more concerned with the
situation at hand, and how they could best in-
fluence this situation, rather than incorporating
or trading-off their current decisions as part of a
long-term performance strategy. Evidently,
while humans may be effective as part of a
higher or aggregate level FMS control system,
they still prefer having access to detailed knowl-
edge of lower level system components.

In addition, the subjects were able to under-
stand and control the scheduling algorithm, even
though, again, they were primarily given system
summary information. They continued to test the
sensitivity of the scheduler when they felt this
testing did not conflict with current system goals.
This testing occurred throughout the sessions,
indicating that the subjects were continuing to
learn more about the dynamics of the scheduler
as the sessions progressed. Still, in ten total
sessions, the subjects seemed to use the schedul-
ing modification intervention effectively. Addi-
tional sessions, or, in the case of an actual FMS
system, perhaps months of training, would prob-
ably increase the systems manager’s understand-
ing of scheduling dynamics even more. In actual
FMS installations, the tendency may be to ex-
clude the human from the operation of the
scheduler, yet the results of this research indicate
that this may not be the best approach.

Even though the subjects were able to interact
with the system and to understand the details of
its operation, they were inconsistent in defining
their goals. This is especially important. given
the subject’s emphasis on thorough evaluations,
since these evaluations depend on goals to de-
termine appropriate actions. Subjects defined
their own goals, and then based their interven-
tion strategies on them. Commonly, the system
goal of ‘maximum profits’ given to the subjects
as part of their training evolved into ‘avoid pen-
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alty costs and disregard throughput’ as the sub-
jects monitored the FMS.

Based on the variances in goals and the focus
of their interventions, the subjects evidently had
difficulty focusing on both aspects of the profit
function (i.e. throughput and penalty costs) and
consistently placed a priority on penalty costs.
However, a change in goals, which made
throughput a priority, often occurred at the end
of the sessions. While this change was too late to
be useful, it does seem to indicate that the
subject understood the session scoring mecha-
nism, and, furthermore, that they felt that they
did have control over throughput by using the
expedite or scheduling change interventions.

As discussed earlier, a prize was awarded to
the subject with the highest session score total
for the eight data-collecting sessions. None of
the subjects consistently outscored the others,
and no subject scored consistently lower than the
others. The subject with the highest overall
score, however, was able to win the prize by
significantly outscoring his peers in one of the
sessions. In this session, he emphasized both
throughput and penalty costs by using the expe-
dite control to place a priority on short process-
ing operations while keeping alpha low. Most
subjects only made throughput a priority during
a session if they concluded that none of the
orders in the FMS would be completed past its
due date. This strategy resulted in placing a
priority on throughput for infrequent, brief
periods of time which were too short to be
useful.

This seemingly natural tendency to emphasize
timeliness in manufacturing and the variability of
goals present across the subjects in this experi-
ment underscores the need for system goals to be
constantly reinforced, as part of the control sys-
tem itself, in FMS supervisory control. The re-
sults also seem to indicate that multiple system
goals (e.g. high quality, low cost, high output,
etc.) may be ranked in supervisory control sys-
tems. The supervisor may assign weights to the
goals based on his or her own biases and control
the system accordingly. Continued reinforcement
of system goals may ensure more consistency of
strategy among several supervisors and between
designers and the humans who ultimately control
the systems. Meeting due dates, while obviously

important, is likely to be only one of several
important aspects of performance in an FMS
installation.

The subjects generally proceeded through the
entire decision process, evaluating system per-
formance against defined goals and formulating a
target state, for each intervention. Chained
states of knowledge were more common for the
scheduler intervention, but overall most subjects
evaluated each situation independently. The sub-
jects’ system performance evaluations were de-
pendent on an intricate knowledge of the system
state and often included a measure of the sen-
sitivity of the system to a given intervention. The
subjects further continued to test the sensitivity
of the system throughout the sessions. The sub-
jects’ approach seems to contradict the
philosophy of including human decision-makers
in the control system solely under alarm condi-
tions and supports making them an integral part
of the manufacturing control process. Allowing
human intervention under alarm conditions only
might force the supervisor to forfeit the oppor-
tunity to track system sensitivity or make an
evaluation based on an intricate knowledge of
the system state, background knowledge that
was crucial to the subjects’ decisions in this
investigation. Detailed system status information
could be provided to a human who monitors a
manufacturing system. However, it is doubtful in
this experiment that if the subjects had only
monitored, and not intervened in any way, that
they would have attempted to gain the detailed
knowledge of the system operation they
achieved.

In addition, the subjects’ approach supports
the use of simulation techniques to help human
supervisors of FMS control systems. Simulation,
with appropriate feedback, allows the supervisor
to test the sensitivity of the system to possible
interventions, thus potentially improving the
evaluation process of an intervention decision.

Since the subjects used current, detailed sys-
tem status information, and not performance
information or performance history, as the basis
for their decisions, expanding the status informa-
tion available to them may have improved their
performance. For example, information concern-
ing average flowtime by part type may have
improved the accuracy of the subjects’ evalua-
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tion of ‘tight’ or ‘loose’ due dates and the sub-
sequent system state definition. This type of
information can be contrasted in an actual FMS
installation, for example with providing data
such as machine utilization or overall tardiness
performance. Thus, feedback mechanisms for
supervisory control systems may actually en-
hance a human’s performance by emphasizing
the data types that were important to the sub-
jects.

5. Conclusion

Flexible manufacturing is a philosophy which
can greatly enhance the overall productivity of
small-lot or batch manufacturers. As the de-
velopment of computers and manufacturing au-
tomation has accelerated, FMS instailations have
become more common, more versatile, and
more complex.

The increasing complexity of the control sys-
tems required by modern FMSs has resulted in
numerous research efforts that address control
structure design. While no single design is ‘opti-
mal’ for every, or even most, FMS installations,
effective control system designs are often charac-
terized by a hierarchy of several information-
sharing control levels that incorporate many
manufacturing decision-making functions.

Since human judgment is critical to manufac-
turing decision-making, human intervention is a
component of many control system designs. The
implementation of human intervention, how-
ever, varies significantly among FMS control
structures, and often occurs on an ad hoc basis.
Previous supervisory control research has indi-
cated that overall FMS performance can be en-
hanced if the ad hoc nature of human interven-
tion is removed. Thus, human intervention is
likely to remain as an important aspect of FMS
control policies.

As FMS control systems become more ‘intel-
ligent’, the role of the human in the control
structure will also evolve. An FMS may become
more of a tool for the human who controls it,
with the human responsible for achieving system
goals. Thus, defining an appropriate role for the
human as a function of the FMS objectives may
be critical in the design of the FMS control

structure. This role should both respect the limi-
tations of the human and exploit the human’s
inherent skills. Knowledge of the decision pro-
cesses used by humans in an FMS environment
can help define this role.

This investigation evaluates the decision pro-
cesses of humans in an FMS environment. The
experimental results support making humans an
integral part of the manufacturing control pro-
cess, since an intricate knowledge of the system
state and system sensitivity were crucial to
human decision-making in GT-FMS. Further-
more, even when the goals for FMS operation
were specified in terms of a single aggregate
measure, namely the overall profit, humans in
this experiment used detailed system status infor-
mation, rather than summary information or sys-
tem performance history, as the basis of their
control decisions.
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The use of direct manipulstion interface technology may

be a valusble design technique for operator interaction and
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has shown major advantages for medium varicty/
medium volume markets [1]. These advantages
include quicker response times to market
change, reduction in work-in- process inven-
tories, shorter lead times, reduction in space
requirements, and more efficient material hand!-
ing and manufacturing control [1, 6, 16, 23].
The real-time control problem in FMS is to
achieve changing production goals in spite of
many complications, Those complications in-
clude limited resources, random machine fail-
ures, unavailability of production materials, item
movement within the system with respect to a
specific material handling configuration, and
dynamic item release within the system. As a
result of these components, FMS scheduling and
control is a problem that must be solved re-

using the
mmmmwmmw
cantly better on three of the five measures.

1. Introduction

Over the past twenty years a new type of
manufacturing system has emerged: the flexible
manufacturing system (FMS). An FMS is a net-
work of workstations, buffers and a material
handling system that has recently been combined
with computer control leading to many partially
or totally automated FMS installations (e.g. |5,
9]). With its versatile workstations requiring
minimum changeover time between different op-
erations and a material handling sysiem capable
of executing any desired job routing [2]. FMS
*Cnm.-_ly with NCR Human interfsce Center, Atlania,

Georgia.
"* Curremly with IBM. Atlants, Georgia.

North-Hollsnd
Information and Decivon Technologies 18 (1992) 31-1)

peatedly and rapidly [1].

The ultimate goal of some manufacturing sys-
tems designers is total automation. It has recent-
ly acquired the title of the ‘lights out factory’ [9).
This refers to a manufacturing system in which
no human intervention is necessary. However,
Shaiken [19] reported that FMS facilitics ex-
perienced downtime as high as 60%. And be-
cause the complexity of the system often contri-
butes to its unreliability, it is much more likely
that increased implementation of automation will
lead to changes in the numbers and skills of
workers on the shop floor, rather than the elimi-
nation of people |9, IB]. The factory of the
future will include a human decision-maker who
monitors the system in real time and fine tunes
the control process to adapt to the changing
system staie and production goals using problem-
solving capabilities 1o enhance system perform-
ance [18].

Dunkler et al. [7] performed an experiment in
which the performance of an automatically con-
trolled fiexible manufacturing system was com-
parcd with the performance of the system aug-
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mented by human supervision and intervention
Two different control algorithms were used, first-
come-first-served (FCFS) and shortest processing
time (SPT). The goal of improving overall sys-
tem performance was achieved by meeting due
date and minimizing inventory. The experimen-
1al results showed that with human supervision
both due date and inventory performance of the
FMS were improved. The results supported the
idea of actively integrating humans into oper-
ational controls of automated manufacturing en-
vironments. Dunkler et al. |7] also mentioned
the need to enhance the graphical interfaces used
to control the FMS. It was suggested that pages
or windows be used to integrate all of the infor-
mation necessary to perform one or more of the
operator’s control tasks.

Although most analytic models and artificial
intelligence models for FMS scheduling and con-
trol assume the presence of a human operator to
monitor and supervise the sysiem in real time (8,
10], most do nothing more than recommend the
design of an ‘appropriate’ operator workstation
[1]. There must be a more specific approach to
the design of the operator workstation. Typical-
ly. information displays provided to real-time
decision-makers are “data dumps’ where a pro-
grammer unfamiliar with the operator's tasks
designs information displays that display all pos-
sible accessible data with the premise that it
might be needed at some time = frequently at the
lowest level possible [14, 17, 18]. This is an
unacceptable approach to the design of the
operator’s workstation. After all. the representa-
tion of the system to the supervisor contributes
to his/her understanding of system operations
and functions. his/her own idcas about the con-
trol she can exert over the system. and how
his/her control will effect the system [4. 15, 17].
Rasmussen |17] suggests that the operator views
the complexity of the system, represented by the
interface. as an objective feature. In other
words. the operator accepts that the level of
complexity s/he views through the system dis-
plays i the actual system complexity. Thus, a
superior design can contribute to the enhance-
ment of operator performance. Similarly. a poor
design is hkely 1o degrade performance.

Previous research involving human-computer
interaction has been primarily in the context of
computer programming. text cditing or word

processing applications (for examples, see [20]).
However, user interaction tasks in these applica-
tions differ significantly from those in human
supervisory control tasks, Most programming or
text editing tasks are not time-contingent. Super-
visory system controllers are faced with oppor-
tunities that change over time. Once an oppor-
tunity passes, it can never be recovered. Second-
ly, the consequences of errors are very serious in
the supervisory control domain. The con-
sequences of errors for programmers or editors
result only in a decrease in productivity. The
programmer can always undo or redo an action
and simply recompile the code. This will result
only in the loss of time. In supervisory control
systems, errors may be catastrophic and expen-
sive (e.g. airline crashes, Three Mile Island. or
eight hours of downtime in 2 $10 million FMS).
Thus, the interfaces to such systems becomcs
increasingly important.

As computer hardware and system softwarc
costs are decreasing. system designers have ac-
cess to an array of hum n-computer interaction
devices such as mice, t.uch panels. voice input
and output, and high fidelity graphics and win-
dowing packages. One such human-computer
interaction technology is hat of direct manipula-
tion - the representation of objects graphically
and manipulation of those objects via pointing
devices. For a detailed discussion on the evolu-
tion of dircct manipulation sce Benson [3].

This paper describes rescarch designed to
demonstrate and evaluate the effectiveness of an
operator interface using direct manipulation in-
teraction in FMS supervi-ory control. In particu-
lar, the effectiveness of two different FMS
operator workstations - 1 conventional operator
workstation with overlapping windows and a
keyboard versus a direct manipulation work-
station design - was explored. The experiment
used the Georgia Tech-Flexible Manufacturing
System (GT-FMS), a high-fidelity simulator of
single-cell fliexible manufacturing system [7).

2. GT-FMS: The system and a conventional
operator workstation

Georgia Tech-Flexible Manufacturing System
{GT-FMS) is a high-fidelity rescarch domain
created to examine a range of issues related o



Mdne raen e b

human-computer interaction and decision sup-
port in scheduling and control of flexible manu-
facturing systems. It facilitates research and vali-
dation in a framework of realistic manufacturing
conditions, including competing goals, transient
system characteristics, and human interaction
with the scheduling and control system [1]. GT-
FMS is an interactive, real-time simulator of a
potentially multi-cell, multi-workstation flexible
manufacturing system. A human decision-maker
can interact with GT-FMS in a manner similar to
that of a scheduler or expeditor on the shop
floor. GT-FMS was designed to provide a work-
bench or laboratory in which human interaction
with scheduling and control can be observed,
controlled and empirically evaluated given pro-

decision aids and definitions of human
Functions [12].

A varicty of FMSs can be configured with
GT-FMS owing to its modular structure. Com-
mon to all configurations is an arrival buffer,
where all parts reside when first entering the
system, an FMS cell containing a central location
for each cell's work-in-process (WIP) and the
workstations, and an output buffer to which all
completed parts proceed before exiting the sys-
tem. GT-FMS can be one-celled or multi-celled:
and each machine workstation within the cells
can be configured uniquely. with its own set of
capabilities.

For this research, GT-FMS was configured as
a circuit card assembly plant using data adapted
from Wittrock [22]. and modified to better facili-
tate the examination of real-time human interac-
tive control of a flexible manufacturing facility. It
represents the assembly of thirteen different con-
figurations of printed circuit cards and is based
on actual IBM facilitics. For this system. it is
possible for two or more workstations to perform
the same task but at different levels of efficiency.
Each machine contains physical spaces for two
parts, one in-progress and one in a single item
buffer. The other properties of GT-FMS -
centralized WIP storage, to which parts travel
between each operation and a fexible material
handling system that can carry out any desired
routing within the cell - are included in this con-
figuration.

The system configuration of GT-FMS used in
this experiment is shown in Fig. 1. It is com-
prised of eight insertion workstations. three buf-

fers and a transportation system. Parts accumu-
late outside the FMS cell at the arrival buffer,
which is an unlimited capacity buffer. An arriv-
ing part is stored in the arrival buffer until it is
dispatched to the GT-FMS cell work-in-process
(WIP) buffer. Within the cell, parts are stored in
WIP, which has a finite capacity of 20 parts in
this configuration. Parts wait in WIP for an
available insertion workstation to perform the
next required operation. If the WIP is full when
a part arrives 10 WIP, the part is automatically
routed to the overflow buffer. This buffer, too.
has unlimited capacity. GT-FMS also has a ma-
terial handling system capable of performing all
routings shown by arrows in Fig. 1.

2.1. GT-FMS operator functions

The supervisor of the FMS has several re-
sponsibilities and the success with which s/he
performs these responsibilities is measured and
compared across the two interfaces. This section
describes the operator goals, the functions the
operator may executeé and the criteria against
which these functions arc measured.

2.1.1. Operator goals

As system supervisor and controller, the
operator's major, though not necessarily com-
plementary. goals of FMS cell scheduling and
control are: (1) to minimize the cost associated
with part completions that occur past the due
date. and (2) to minimize the cost associated
with cell inventory. Assuming these goals, a
model was developed that identified two major
operator functions: (1) cell schedule manage-
ment, an operator function whose purpose is to
override or fine-tune the automated cell schedul-
ing system when some part is unlikely, given the
dynamics of the automated process. lo meet its
due date: and (2) inventory management, an
operator function which consists of the control of
cell contents by movement of parts from the ar-
rival buffer into the FMS cell. Details of these two
operator functions are given in Dunkler et al.
|7]. The operator had several controls to modify
the system and override the automatic scheduler.

2.1.2. Operator controls
The operator’s highest priority in controlling
the FMS is insuring that parts are completed on
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Fig. |. System configuration of GT-FMS

time. One common method used to compensate
for a late or overdue part is to ‘expedite’ the
part. In GT-FMS the operator can cxpedite a
part by scheduling the first free workstation that
can perform the part’'s next required operation,
Thus, the operator must monitor and identily
late parts, evaluate the feasibility of expediting
the next operation for a late part. select a suit-
able workstation. and actually execute the expe-
dite command to override or anticipate the au-
tomatic scheduling and control system. Parts in
this configuration of GT-FMS can only be expe-
dited from WIP to a workstation or from the
arrival and overflow buffers to the WIP.

The operator also has the ability to move pars
from failcd workstations back to the WIP buffer
30 that other machines can perform their remain-
ing operations. If a late or overdue part is sitting
on a broken workstation. the operator can move
this part so that it does not wait past its due date
for the broken workstation to be repaired. The

operator does not know how long a workstation
will be down and may sowretimes choose to leave
parts that are on time on a broken workstation
so that the other workstations can perform oper-
ations on parts that are late or overdue.

The operator’s last option for compensating
for late parts is to expedite parts from the arrival
buffer to the cell's WIP. This control action.
however, conflicts with the operator’s second
function - inventory man=zement. Parts residing
in the arrival buffer are mot considered part of
the cell's work-in-process. A cost is associated
with each part that is held in the cell’s work-in-
process. Therefore. the operator tries to keep
the work-in-process inventory as low as possible,
S/he must decide when to sacrifice a low WIP
level in order 1o meet a part's due date, If a cell's
WIP buffer is full. it would be unwise to expedite
a part from the arrival buffer to WIP since it
would be placed into the overflow buffer. from
which it cannot travel 10 and from workstations



to he worked on. All parts must be returned to
the WIP buffer befcic the operator or the au-
tomatic scheduling and control system can
schedule workstations to perform their required
operations. Not only are these parts considered
part of the cell's work-in-process and a cost
associated with their presence in the cell, but
there is a longer transportation time associated
with returning these parts to WIP and they can
only be returned when there is space in the WIP
buffer. It is, therefore, undesirable to have parts
in the overflow buffer, especially if those parts
are late or projected 1o be late.

The operator can also control a cell's WIP
level by reducing or increasing the minimum
number of parts in WIP. S/he can lower or raise
this number according to the priority of the
functions. If s/he lowers the minimum number
of parts held in WIP, sfhe will better be able to
monitor the status of the parts currently in WIP
and will leave available space in WIP in case
s/he must expedite a part from the arrival buf-
fer. However, lowering the minimum number of
parts held in WIP may cause more parts held in
the arrival buffer to be lale and decrease system
throughput. If ther: are more parts in WIP,
there will likely be a greater mix of the oper-
ations required and workstation idle time may
decrease. Thus, the operator must decide when
to sacrifice high machine utilization and through-
put for a lower work-in-process inventory level.

2.1.3. Score

Because these tradeoffs between expediting
late parts and controlling the cell's WIP level
exist, the operator's performance is evaluated
using a combination of cost associated with cach.
A dollar value is multiplied by the total number
of minutes that parts are completed past their
due dates. Another dollar value is multiplied by
the average number of parts held in WIP and
overflow over the experimental session. These
two costs are added to compute the overall cost
of system operation. Since the operator's first
priority is 10 compensate for late parts, the cost
associated with late parts is greater than that of
average work-in-process,

The operator interface allows the human
supervisor to monitor and control activitics that
improve the overall performance of the FMS

cell. The interface should aid monitoring and
information retrieval. It should also allow the
operator to successfully execute the controls of
late part expedition and WIP management. The
following section describes the operator work-
station configuration implemented on a PC-AT.
This workstation resembles many actual or plan-
ned operator interfaces in manufacturing systems
[13).

2.2. Conventional GT-FMS workstation

The conventional operator workstation for
GT-FMS uses a basic cell status page. From this
page. the operator can request additional infor-
mation in the form of windows that cover part or
all of the screen, Using this workstation, the
operator can also execute control actions, such
as cxpediting a part, removing a part from a
broken workstation, reversing an expedition, or
resctting the cell's minimum WIP level. The
basic cell status page is shown in Fig. 2.

From the basic cell display, the operator can
monitor part movement, the status of the work-
siations, the WIP level, and the simulation time.
All possible operator display and command op-
tions are listed across the top of the cell status
page. The operator selects the desired command
by moving the sclection highlight bar via the
cursor keys on the right-hand side of the
keyboard. The line directly below the command
option line is reserved for information and error
messages. It currently reads: ‘Real time oper-
ation resumed. Ready for input.” Any parts that
arc latc or projected to be late appear in red on
this screen only. Parts currently on schedule are
displayed in blue.

All physical locations to which parts may be
moved or expedited are referenced with the
function keys located on the left-hand side of the
keyboard. The function keys associated with
each location, e.g. the WIP and all workstations,
arc displayed in the title bar of their windows.
For example, to reference WIP when expediting
a part from the arrival buffer, the operator
presses F2.

The WIP window is displayed on the left of
the screen. For each part in WIP, the par tag
and its next required operation are shown in the
WIP window. The parts are listed according to

Fig. 2. Basic cell satus display.

their arrival times to the WIP buffer. For exam-
ple. in Fig. 2, 22 is the first part listed and,
therefore, the oldest part in WIP. It will be the
first part scheduled on a workstation that can
perform a SIP insertion. The single digit number
following the next required operation of each
part numbers the parts to help the operator
remember how many parts are currently in WIP,
In Fig. 2. there are fourteen parts in WIP.

The operator may gather more information
about the system status or execute commands via
the command line. The "Parts’ command is a
request for a list of all parts currently available in
the system. including all parts in the arrival,
overflow, in-transit and output bulfers. as well as
parts shown on the basic cell status page. The
‘Bufr’ command invokes a window that lists all
pans currently residing in the arrival buffer.
When the operator selects the ‘Rush’ command,
a window containing a list of all parts that are
currently late or projected to be late is shown on
the lower hall of the screen. If an operator
wishes 10 move a part from a failed workstation,
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s'he may invoke 1%+ ‘Move' command. A s
window will appear prompting the operato
type in the part 1ag. The *Push’' command al
the operator 10 expedite a part. The oper
will be prompted to type in the part tag and
will be prompted to press the function key &
ciated with the workstation to which the pa
to be expedited. The ‘Free’ command allows
operator to ‘unexpedite” a part 10 a given w
station. Finally, the ‘WIP' command allows
operator to reset the minimum number of §
to be held in the work-in-process buffer.
The type of interface described above fo
the operator to switch between pages of disp
to retrieve all relevant information. It also
ploys the use of most of the keys on
keyboard, including the function and cu
keys. The cursor keys on the far right of
keyboard are used to manipulate the comm
highlight bar as well as scrolling the informa
on the arnval buffer and rush page displays.
basic alpha-numeric keys in the center of
keyboard are used to input part numbers
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desired WIP levels. The function keys are used
to designate locations associated with work-
station numbers and WIP. Consequently, the
operator’s performance not only depends on her/
his typing ability, but s/he is forced to move
her/his hands from the alpha-numeric keys to
the cursor and function keys and the ‘mental
workload' associated with control tasks is in-
creased since the operator must remember when
to use the different sets of keys. The times
associzted with these transitions may slow the
operator's execution of desired actions.

3. A direct manipoistion interface to GT-FMS

An alternative approach to designing a super-
visory control interface is introduced here. The
proposed interface is based on an explicit set of
design principles and employs a high resolution
windowing system and direct manipulation inter-
action techniques that completely eliminate the
need for a keyboard. The following is a list of
design principles and heuristics that were applied
to the design of the proposed operator work-
station interface for GT-FMS.

(1) The mouse was employed as the only
operator input source.

(2) People read from left to right.

(3) The use of color reinforces important sys-
tem states,

(4) The use of concrete metaphors reduces
unnecessary information processing.

(5) All important, relative information can be
viewed simultaneously, and the windows that
hold the information do not overlap.

(6) The human-computer system controls
should be consistent with the controls in the
actual system or similar applications.

These design principles were used to develop a
direct manipulation operator workstation for
GT-FMS. Figure 3 depicts the proposed work-
station configuration. The sections that follow
discuss each feature and related design prin-
ciples.

3.1. Window locations

The operator can access windows containing
lists of the parts found in the arrival, overflow,
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Fig. 3. Part movement.

in-transit and WIP buffers, as well as windows
that represent each of the eight workstations,
Since the logical flow of the parts is from arrival
buffer to WIP buffer to workstation, the win-
dows are placed in this order from left to right.
The in-transit buffer window is placed between
the WIP and the workstations since parts most
frequently travel between these two locations.
Also, since the primary part movement occurs
between the arrival buffer. in-transit buffer, WIP
buffer and workstations, these windows do not
overlap. Figure 3 illustrates the flow of part
movement on the display.

Because it is undesirable to have parts in the
overflow buffer the window representing the
overflow buffer is available only when there are
parts residing there. When the overflow buffer is
empty, this window is not available. When the
operator opens the overflow buffer window, it
appears in front of the arrival buffer window.
The operator can view either the arrival buffcr or
the overflow buffer. This design was chosen pri-
marily because there is no relation between the
two windows, e.g. the operator cannot expedite
a part from the arrival buffer to the overflow
buffer, or vice versa. From either location. a
part's expedition destination is the WIP buffer.
So, it is not imperative that the operator view
both windows simultaneously.

The operator can close the arrival, overflow,
in-transit or part information windows complete-
ly to unclutter the screen. To reopen the arrival,
overflow or in-transit buffer window, the
operator clicks on an icon corresponding to each
window. Figure 4 shows the icons corresponding

Arrival Buffer Ieon

Fig. 4. Icon representations for atrival. averflow and in-transit buffer windows.

to the arrival. overflow and in transit buffer
windows.

The incorporation of a single screen display
differs significantly from the conventional display
described earlier. It climinates the operator's
need to search for and retain information be-
tween changing screens and the redundancy of
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Intransit Buffer Icon

Overflow Buffer Icon

displaying the same information on separate
screens.

3.2. Part representation

ifar:s are displaved in the windows labeled for
their current location. All parts in the arrival
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buffer, overflow buffer, WIP buffer and robot
workstations are displayed with the first letter of
their next required operation in parentheses fol-
lowing the part tag. This allows the operator
quickly to recognize valid machines for part
expedition.

The most important feature of the part field is
its background color, which indicates its current
status - late, projected late, or on schedule. This
design feature was incorporated to aid the super-
visor in his/her cell management function. The
background color of the part field rather than the
foreground was changed to eliminate white space
and better attract the operator’s attention. Tr,c
colors associated with the third principle listed in
the previous section were employed to alert the
operator to late or projected late parts. If the
pant’s due date has already passed. the back-
ground will be red, the color most often used in
alert situations to easily attract the operator's
sttention. If the part is projected to be late, the
background of the part ficld will be yellow,
cautioning the operator to take action before the
part’s due date passes. If the part is on schedule,
it's background will be white. If the operator
expedites a part in WIP, the background will
change from red, yellow or white to green. This
reminds the operator that s/ he has already taken
steps to push that part through the system. The
use of these differenmt colors in indicating part
status was incorporated to improve the conven-
tional design by providing the operator with the
additional information of whether the part is
already late or just projected to be late.

3.3, Workstation windows

The workstation windows are displayed on the
right-hand side of the screen. Unlike the conven-
tional display, the workstations are grouped by
type. Both DIP workstations are displayed in
one line. the three SIPs in a second line. and the
robots in a third. Colors were also used to group
the machines by types. Soft, neutral colors were
used so as not to distract the user from the more
important alert colors associated with part status.

Each workstation window includes a place for
the part currently in the insertion position and its
temaining processing time. Because the robots
can perform all operations, each part displayed

in any of the robot workstations is followed by
the first letter of its current required operation.
The part in the insertion position is shown in the
center of the workstation window. To the left of
the part in the insertion position, in the lower
corner, is the part in the workstation buffer. Just
above the part in the workstation buffer is a gray
rectangle reserved for a part that is expedited to
the workstation, If a part is expedited to a
particular workstation, its part tag, and its next
required operation, if the workstation is a robot,
will appear in this rectangle. The part's back-
ground will be green to correspond to the green
background of the part in WIP, indicating that
the operator has taken action to push the part
through the system. The expedited part is dis-
played above the part in the workstation's buffer
because it will be placed in the insertion position
before the part in the workstation's buffer. The
part placement in the proposed design differs
from the conventional design, where the expe-
dited part is listed below both the part in the
insertion position and the part in the workstation
buffer, to better show the priority of the parts to
be processed. since they occupy two different
physical locations at the workstation. The part
currently in the insertion position is separated
from the parts to be processed. The part
scheduled to be processed next will move from
the left of the workstation window to the right of
the window, conserving the direction of part
movement. If a part is expedited to a work-
station, it is displayed above the part in the
workstation buffer, simulating an ordered list.
The highest priority item in the list, in this case
the expedited part. is the item at the top of the
list. In the conventional design, there is also a
field for each part’s current required operation in
all the workstation windows even though the
DIP and SIP machines are dedicated to one
operation, To eliminate redundancy. the current
required operation for each part is not included
in the DIP and SIP workstation windows in the
direct manipulation workstation configuration.

3.4. Arrival and overflow buffer windows
The arrival and overflow buffer windows oc-

cupy the same space on the screen. There is an
icon resembling a truck backing up to a loading
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dock in the lower center of the screen (Fig. 4).
Any time the operator wishes to view the arrival
buffer, sfhe moves the cursor to this icon and
clicks. This icon is always accessible and the
arrival buffer can viewed at any time. However,
the overflow buffer can only be viewed when
there are parts actually residing in the overflow
buffer. Any time there are parts in the overflow
buffcr, an icon resembling a bucket overflowing
with water will appear in the lower center of the
screen next to the arrival buffer icon (Fig. 4).
The appearance of this icon alerts the operator
that parts have been placed in the overflow
buffer.

3.5 WIP buffer window

The WIP buffer window is always visible and
contains a list of the parts currcnily residing in
WIP (Fig. 4). The operator can always tell how
many parts are in WIP. The conventional dis-
play's WIP window is often covered by other
windows. For examplc, when the rush page is
displayed, the bottom portion ol the WIP win-
dow is covered. The operator cannot see how
many paris are presently in WIP. This may in-
fluence his/her decision whether or not to expe-
dite a part from the arrival buffer to WIP. In the
proposed workstation conlfiguration. the entire
WIP window is always visible.

The supervisor can cxpedite parts from the
WIP buifer to any workstation that does not
already have a part expedited to it. Once expe-
dited, a part will remain in WIP (with a green
background) until the machine to which it is
expedited completcs the processing of its current
part. The part is then placed in-transit to he
transported to the machine. The machine will
remain idle until the expedited part arrives.

3.6. In-transit buffer window

The in-transit buffer window works much like
the arrival and overflow buffer windows. This
window can be opcned and closed at the
operator's discretion. When closed. an icon re-
sembling a forklift truck will appear in the space
to the right of the WIP window (Fig. 4).

Since the parts are being transported o a
specific location. the part tag is followed by an

arrow pointing the direction in which the part is
traveling. If the part is being transported to the
WIP. the part tag will be followed by a black
arrow pointing to the left. since the WIP window
is located to the left of the in-transit buffer
window. If the part is traveling to a machine, a
colored arrow pointing to the right will follow
the part tag. The color of the arrow corresponds
to the type of machine to which the part is being
transported. While the operator cannot move or
expedite parts that are currently in-transit, s/he
may need to know which parts are traveling 1o
specific locations.

3.7. Cursor shape and current activity

The shape of the curser reflects the current
activity which the operator can perform. If the
cursor is shaped like a question mark. the
operator may retricve additional information
about parts on the screen. If the cursor is shaped
like a clamp., the operator can "pick’ parts up and
move them to different locations. This method of
using the cursor to reflect the current activity was
adapted from Macintosh applications, e.g.. Mac-
Draw and MacPaint. In both applications. the
cursor reflects the activity in which the operator
is currently cngaged. For cxample, if the
opcrator wants to draw an object freehand. the
cursor is in the shape of a pencil. If the operator
wishes to spray paint an object. the cursor is
shaped like a spray can. Both applications allow
the uscr to switch between cursor shapes and the
activitics associated with each shapc by display-
ing the group of cursor options and allowing the
user to move the present cursor to a picture of
the desired activity and press the mouse buiton,
The same approach was applied to GT-FMS to
lower information processing by introducing sub-
tle cues to reinforce action choices.

The cursor (activity) options - a question mark
to retrieve additional information and a clamp to
move or expedite parts - re displayed on the
bottom center of the screen. The operator simply
clicks on the shape of the cursor corresponding
1o the activity s/he wishes to perform. The fol-
lowing sections describe in detail the activities of
retricving additional part information and ex-
pediting and moving parts to differemt locations.
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s Honixm'n‘ and retrieving additional
formation

The operator can monitor the dynamic system
ates simply by observing the parts moving from
ace 1o place and watching for parts with red or
sllow backgrounds. Hov.cver, if the operator
¢eds more information about any part listed on
1e display, s/he has access to any part’s due
ate, projected time to finish and remaining
perations. When the cursor is in the shape of a
uestion mark, the operator can retrieve this
dditional part information. To change the cur-
OF into a question mark, the operator moves the
urrent cursor to the icon representing the ques-
ion mark in the lower center of the screen. S/he
hen clicks the mouse and the cursor changes to
+ question mark. The question mark was chosen
>ecause this symbol represents the availability of
nformation in many international airports and
sights of travel [11] and is a common symbol
used in computer systems that allows the user to
request ‘help’ or additional information. After
the cursor has been changed into a question
mark, the operator can click on any part on the
screen and the part information window will
appear in the lower left corner of the screen.
The part tag appears in the title bar of this
window. The first line of information in the part
information window is the part’s due date. If the
due date has already passed, the time due is
highlighted in red, corresponding to the part’s
background in the other windows of the screen.
The second line is the part's projected comple-
tion time. If the part's due date has aiready
passed. obviously the projected completion time
is past the part's due date. I this is the case, this
uime field is also highlighted in red. If, however,
the part’s due date has 10t passed, but the part is
projected 1o finish after the due date, the pro-
jected completion time field is highlighted in
yellow 1o correspond to the part's background in
the other windows of the display. The third line
is an ordered list of the part's remaining oper-
ations. This may influence the operator's deci-
sion on which parts to expedite if two parts are
fate but one part has five operations remaining
while the other has only one operation remain-
ing. The operator may also want 10 expedite
parts that have one or two operations remaining

s0 that the parts leave the sysiem, clearing out
space in the WIP buffer. The last line of the
information window is reserved 1o indicate if the
part is expediled 10 a machine, and if so, which
machine. If the part is expedited. this message
appears in green 1o provide consistency with the
pant’s background in the other windows of the
display. The operator has access 1o additional
part information at all times. This feature was
incorporated 10 aid the operator in making deci-
sions for cell management and inventory man-
agement.

3.9 Expediting and moving parts

The primary way for the operator 1o minimize
the late time associated with specific parts is 10
override the automatic scheduling system by ex-
pediting parts through the system. Before ex-
pediting a part, the operator must change the
cursor into a clamp. The clamp symbolizes the
action of picking up an object and dropping it in
another location. To change the cursor into a
clamp, the operator must move the cursor to and
click on the clamp icon located in the lower
center of the screen next to the question mark
icon. Now the operator can expedite 2 part from
the arrival and overflow buffers 1o WIP and from
the WIP buffer to any of the insertion worksta-
tions. S/he can also move any parts located on
broken machines back to the WIP buffer. To
expedite 2 part from the arrival or overflow
buffer to WIP, the ovperator simply moves the
clamp cursor into the part rectangle in the arrival
or overfiow buffers and presses the mouse but-
ton. The part's rectangle will be inverted and the
cursor will change into a clamp holding a small
part, shown in Fig. 5. As long as the opcrator
holds down the mouse button, the clamp will be
‘holding” onto that part. The operator can then
drag the part into the WIP buffer window and
release the mouse button. The pant will immedi-
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Fig. 3. Cursor sepresentatioms for expediling and moving
parts.

u C.R. Benson &1 al. | Direct mampulation interaction

ately be placed in-transil and the cursor will
retumn o the open clamp representation. If the
operator releases the mouse in a location to
which the part cannot be legally moved, eg
from the amval buffer to a machine, the part
will remain in its original location and the cursor
will return to the open clamp representation.

When an opcrator is aliempting to expedite a
part from the WIP buffer to a workstation, s/he
must consider the workstation's capabilities. S/
he cannot expedite a part to a DIP machine
which requires a SIP operation next. Because all
workstations cannot perform all operations,
another [catures was incorporated into the dis-
play design to direct the operator when expedit-
ing a part to a workstation. After *picking up'
the desired part in WIP, as the operator drags
the cursor through the workstation windows, the
gray expedite field in the workstation window
will wurn green if that workstation can perform
the part’s next rcyuired operation, signaling the
operator that ‘dropping’ the part in this work-
station window is a valid expedition. Once the
pant is dropped in a workstation window, the
cursor will return to the open clamp representa-
tion and the part tag will appear in the worksia-
tion's expedite position and will be highlighted in
green in the WIP buffer window.

Should the operator decide that s/he has expe-
dited a part to a workstation in error, or decides
to expedite another part to that machine, s/he
can free the workstation and ‘unexpedite’ the
associated part. The operator simply moves the
clamp cursor 1o the expedite position in the
workstation window and "picks up’ the part by
pressing and holding the mouse button. S/he
then drags the part into the WIP window and
‘drops’ the part there by releasing the mouse
button. The part’s background will no longer be
green, the workstation’s expedite position will be
empty and the cursor will return to the open
clamp representation.

Moving a part from a workstation's insertion
position or butfer back to the WIP buffer can
only be executed if that workstation has broken
down or is heng repaired. The operator will
know that the workstation has broken down or is
being repaired by the large red icon that is
displayed over the workstation window (Fig. 6).

Fig. 6. A failed workstation.

Parts are moved from a broken workstation
back to WIP the same way as they are unexpe-
dited. The operator moves the open clamp cur-
sor over the part in either the insertion position
or the buffer and presses and holds down the
mouse bulton. S/he then drags the part into the
WIP window and releases the mouse bution. The
part immediately goes in-transit o the WIP and
the cursor returns 10 the open clamp repre-
sentation.

Manipulating pants on the screen with the
mouse eliminates the need to have the operator
type commands, part numbers and destinations.
The operator never needs to focus his/her atten-
tion on anything other than the screen, since
s/he does not have to search for keys or correct
typographical errors. All part expeditions and
movements are executed in a consistent manner.
Similarly, if the operator makes an error or
changes his/her mind, actions to reverse previ-
ous actions are exccuted in the same manner in
which the original action was executed.

3.10. Monitoring and adjusting the minimum
WIP level

The operator can only exert one other type of
control over GT-FMS. S/he can adjust the mini-
mum number of parts held in the WIP buffer. At
the beginning of each experiment session. this
number s arbitrarily et 10 fourteen. The
operator may wish 1o lower this number so that
s/he can have more control over which parts
come into the FMS cell and to keep the number
of parts low so that s/he may more closely
monitor that parts that are in the cell. S/he may
wish to raise the minimum number of parts in
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WIP in order to increase throughput and ensure
that parts will be pulled in early enough to meet
their pending due dates. Thus, a tradeoff is
involved. No matter which strategy the operator
chooses, s/he can adjust the minimum number
of parts in WIP via the window located just
below the WIP buffer window entitled *Mini-
mum Parts in WIP'.

The current minimum is displayed just below
the title. The operator can adjust this number by
using the control arrows to the right of the
minimum number displayed. When s/he moves
the cursor into the control box containing the up
and down arrows, the cursor will automatically
change into crosshairs. $/he may move the cur-
sor onto onc of the arrows and increase or
decrease the minimum number in WIP by one. If
s/he presses the mouse button down while the
cursor is positioned over the up arrow, the new
minimum number would be fifteen. Similarly, if
the operator presses the mouse button down
while the cursor is positioned over the down
arrow, the new minimum number of parts in
WIP would be thirteen. This type of control
action is consistent with other applications on the
Macintosh. For example, the system control
panel, accessed through the Apple menu, em-
ploys these arrow controls when a user wishes 1o
reset the date and time. Therefore, this feature
offers some consistency to operators who may
have previously used a Macintosh system.

3.11. Summary of the direct manipulation
workstation

The proposed GT-FMS workstation consists of
a single screen with the mouse being the single
mode of operator input. The elimination of the
keyboard eliminates the dependence of the
operator's performance on his/her typing skills
and experience. The contents, appearance and
placement of the windows are dictated by a
description of the major funclions to be per-
formed by the operator and a set of basic inter-
face design principles. The next section describes
an experiment that compared the two GT-FMS
interfaces and the statistical design used to
evaluate the effects of interface style on operator
performance and overall system effectivencss.

4. Method
4.1. Subjects

Twenty students from Georgia Institule of
Technology, fifteen males and five females, par-
ticipated in the experiment. All subjects were
students enrolled in engineering graduate pro-
grams. The subjects were divided into two
groups. The first group controlled GT-FMS using
the conventional, multi-page interface. Nine of
these ten subjects had used a personal computer
prior to the experiment and six of the ten esti-
mated that, on average, they used a personal
computer at least twice a week, The second
group controlled GT-FMS using the direct man-
ipulation, single-page interface. In contrast, only
six of these ten had used a Macintosh prior to
the experiment and two subjects estimated that
they used a Macintosh at least two times per
week.

4.2. Experimental materials

Two sets of written instructions were used in
the experiment. One set of instructions was
given to the subjects who used the conventional
interface, while the other set was given to the
subjects who used the direct manipulation inter-
face. Both sets of instructions include three sec-
tions of information. The first two sections ad-
dress the physical automatic control structures in
GT-FMS and are identical for both sets of in-
structions. The last section of each set of instruc-
tions describes the operator interface and ex-
plains detailed procedures for operating the sys-
tem with either the conventional interface or the
direct manipulation interface. Both sets of in-
structions include questions at the end of each
section emphasizing the key parts in the preced-
ing text and a brief summary of basic priorities
and strategies that should be applied when con-
trolling GT-FMS.

4.3. Experimenial method
The subjects engaged in a total of 11 sessions

each. The length of the first session was approxi-
mately 60 minutes; the remaining ten sessions
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lasted 45 minutes. Sessions were run on consecy-
tive week days with one session per day. Most
subjects completed the experiment in 11 working
days. The first session was a training session
during which the subjects received and read the
GT-FMS training manual for their particular
workstation configuration. Students controlied
GT-FMS for the other tcn sessions. During the
first of the ten remaining sessions. an experimen-
ter was available 1o answer all subjects” questions
about the structure and operations of GT-FMS.

There werc ten different simulation sessions.
The sessions were characterized by different ini-
tial sysiem states. The first session began after
the system ran independently for 20 minutes.
The last ninc sessions began after the system ran
independently for 30 minutes to generate a wider
part mix. The seeds used for the generation of
part numbers, due date assignments. machine
failures, machine repair times and time between
machine failures werc changed for each session
1o generate a completely different set of events
for each scssion. All subjects were exposed to
the same order of sessions.

4.4. Dependent meastires

The first dependent measure was the session
score which was computed as a sum of the next
two dependent measures referred to as the com-
ponent scorcs. One component score was the
lateness cost. calculated at two dollars per min-
ute that a finished part left the sysiem past its
due date and two dollars per minute that an
unfinished part remained in the system past its
due data at the end of a session. The second
component score was inventory cost, calculated
by assessing a cost of ten dollars per part for the
average GT-I'MS inventory during the session.
This included the parts in the WIP and overflow
buffers. Thus the session score was computed as
scorc = $2 % minutes past due + §1 % average
inventory level.

Besides session score and the two component
costs of avcrage inventory and laleness. two
other mecasures were examined to determine the
level of interaction supported by the different
interfaces. The first was the number of operator
expedite actions executed. This measure was ex-
amined to determine whether the users of one

interface exercised more control over the system
than users of the other interface and to indicate
the ease with which the operator adapted to
executing system commands.

The last measure was the number of errors
made by each operator. Errors for GT-FMS
were operator actions that were initiated but not
successfully executed. For the conventional
workstation configuration, errors include select-
ing a command option, such as *Push’. but never
actually executing the expedite. This type of
error is caused by typographical efrors, incorrect
part selection. incorrect machine selection. or
the operator changing his/her mind after select-
ing this command option. The same types of
errors are associated with the ‘Move” and “Free”
commands. Similar errors in the direct manipula-
tion workstation configuration would include
‘picking up” a part and dropping it in an illegal
location. These errors are associated with mov-
ing parts from broken machines. expediting parts
and unexpediting parts.

4.5 Sratistical analvsis

The experiment compared the effect on over-
all svstem performance of the conventional ver-
sus direct manipulation perator workstation
There were two display conditions: the conven-
tional interface and the direct manipulation in-
terface. The independent variables considered
werc displav condition and session. The experi
ment was desiened and run as a two-factor.
nested factonal design. There was one value for
each dependent measure per cell, so the design
was balanced in all cases.

In the expenmental design, subjects were nes.
ted within condition. since each individual par-
ticipated in onlv one »f the two display condi-
tions. There mav be a condition * session inter-
action. No condition * subject interaction can
exist, however, since subjects did not participate
in hoth displav conditions, Similarly, there can
he no three-wiuv condition % subject * session
interaction.

Statistical analvsis were performed using ihe
General Linear Model {GLM) procedure of SAS
siatistical software |21]. The General Linear
Model procedure was applied to the entire ex
periment considenng all sessions, - Tests wer
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performed for each session allowing !he ex-
perimenter to examine if operators using one
interface did better for particular sessions than
operators using the other interface. The follow-
ing section presents the results of these analyses.
It includes a discussion of performance measures
and general subject reactions.

The data collected in the experiment described
in the previous section were snalyzed to de-
termine the effects of the independent variables
{condition and session) on cach of the per-
formance measures. This section presents the
results of the statistical analyses and includes a
discussion of observed operator interaction, re-
actions and suggestions for the improvement of
both the conventional and direct manipulation
interfaces. For a more detailed analysis, see
Benson [3].
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5.1. Statistical results

The subject’s primary goal was to minimize
the total cost associated with operating GT-FMS.
When the effect of condition on total score was
analyzed, the mean cost for the conventional
interface condition ($1051.07) was significantly
higher than the direct manipulation imerlalce
mean cost ($956.63). All main effects were sig-
nificant. while the higher order, condition x
session interaction was not significant. Figure 7
represents the mean total scores for each of the
ten sessions. Table 1 shows the ANOVA results
for the 1otal score.

To mitigate the possibility of a learning ef_leu
on overall performance, the first four sessions
were excluded, one by one, and the ANOVA
rerun for the remaining sessions. Each analysis
had the same results: interface, condition and
session were significant with subjects using the
direct manipulation interface performing better
than subjects using the conventional interface.

Table | '

ANDOVA results for totl score

Source ol ] MS F-valse PR :-_r
ndition 1 445904 02 dasony m 4373 nnml:

gﬁm " 130514).12 146724930 150 .53 omn:.

Subject (condition) 1] 1159343, 74 409,18 6.61 g:‘:z

Condition % session L 91163, 70 10129.30 1.04 ¥

Total (mode!) n 14901676.74 0774802

* Denotes significance level <0.05.
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The number of times subjects expedited parts
was also recorded to evaluate whether users of
one interface cxercised more control over the
system than users of the other interface. When
the number of parts expedited was used as the
dependent measure, condition had a significant
effect on the average number of parns expedited
for the direct manipulation interface condition
(229.65) over the mean.number of parts expe-
dited for the conventional interface condition
(160.85). As with all scoring metrics, the cifects
of session and subject (condition) were signifi-
cant. The higher order effect of condition x
session was nol significant. Table 2 summarizes
the analysis for the number of parts subjects
expedited. Figure 8 shows the means for the
number of parts subjects expedited in each
scsson,

For all ten sessions. the mean number of
expedites for the conventional interface is lower
than the mean number of expedites for the direct
manipulation interface. The results from the in-
dividual r-tests for each session indicate that in

six of the ten sessions the mean number of parts
expedited by subjects using the conventional in-
terface was significantly lower than the mean
number of parts expedited by subjects using the
direct manipulation in': rface.

The other dependent measures of component
part lateness, inventory costs and the number of
incomplete moves, as well as the two measures
presented in this section can be summarized as
follows:

(1) Subjects using the direct manipulation in-
terface achieved a significantly lower total cost
associated with operating GT-FMS than did the
subjects using the conventional interface.

(2) The direct manipulation interface better
enabled subjects to compensate for cost associ-
ated with parts completed past their assigned
due dates. Lateness cost was the more heavily
weighted of the two components comprising the
total score.

(3) Subjects in the conventional interface had
a significantly lower cost associated with inven-
tory levels than did subjects using the direct

Table 2

ANOVA results for number of expedites

Source dl S§ MS Fovalue PR>F
Condition I 236672 N 236612,00 170 83 0o
Sewion 9 130525.70 14502 85 10.47 0 o
Suhject (condition) L} 44199690 24555 38 1.n T
Conditon = wiuon L] 12804 60 paiik ] 1.83 0 106ty
Total {model) kv R1999.20 2248646

' Denotes significance level <0.05,

Fig. B. Average number of expedies by session. O, Conv; @, DMI
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manipulation interface. However, low inventory
levels are sacrificed when parts are expedited to
compensate for costs associated with parts com-
pleted past their assigned due dates.

(4) Subjects using the direct manipulation in-
terface executed a significantly higher number of
expedites than did subjects using the convention-
al display condition.

(5) The number of incomplete actions made
by subjects using the conventional interface was
not significantly more than subjects using the
direct manipulation display. One interpretation
is that subjects using the direct manipulation
display felt more comfortable exploring the sys-
tem and were not afraid to attempt illegal
moves.

This section has addressed the statistical sig-
nificance of the subjects’ performance. The fol-
lowing section addresses learning and offers an
interpretation of the results obtained in the pre-
vious analyses.

5.2. Interpretation of results of the main effect

The results obtained from the statistical ana-
lyses indicate that interface condition is a major
determinant of operator performance. Most im-
portant is the result that subjects using the direct
manipulation interface achieved a significantly
lower total cost associated with operating GT-
FMS than did the subjects using the conventional
interface. Subjects using the direct manipulation
interface also outscored subjects using the con-
ventional interface in compensating for costs as-
sociated with parts completed past their assigned
due dates. Even though the subjects using the
conventional interface achieved a lower average
inventory score ($171.38) than the average in-
ventory score ($183.49) for subjects using the
direct manipulation interface, the difference in
the means was quite small compared with the
difference in the means of lateness perform-
ance - conventional ($879.69) and direct man-
ipulation ($773.15). Subjects were told that the
lateness component of total score was weighted
more heavily than the inventory component.

Subjects using the conventional interface con-
dition worked primarily from the rush page to
address the task of expediting parts. Initially, the
operators expedited only the first 5~7 parts listed

on the rush page. After the third session. they
began to expedite those parts on the rush page
that were located in the arrival buffer and all the
parts in the WIP buffer displayed in red. Be-
cause the rush page did not indicate which parts
held in the WIP were currently expedited to
workstations, subjects using the conventional
workstation configuration often tried to expedite
parts that were already expedited. Initially, even
though a message appeared on the message line
stating that the part was already expedited to a
workstation, the subjects asked the experimenter
why that part could not be expedited. Subjects
did not have a sense of feedback from the rush
page. Even though they had just taken an action,
such as expediting a part to a workstation, the
rush page did not change. If they chose the
‘Rush’ option to update the rush page, the part
they had just expedited still possessed the same
status on the rush page. There was no indication
that the operator had taken action to com-
pensate for the part’s status. In some cases the
operator would become preoccupied and con-
tinually re-select the ‘Rush’ option until the part
moved to the associated workstation.

Initially, subjects using the conventional inter-
face condition did not consider the number of
parts currently in the WIP buffer before expedit-
ing parts from the arrival buffer. Eventually,
they would notice that a part had been placed in
the overflow buffer and were more cautious
about checking the number of parts in WIP
before expediting a part from the arrival buffer.
In the conventional interface condition, if sub-
jects wanted to know how many parts were in
transit, they could usc the list of inventory asso-
ciated with the ‘Bufr’ option, but had no way of
knowing whether the parts were in transit to the
WIP buffer or to the workstations. In any case,
the subjects using the conventional interface con-
dition never considered the parts in transit with
the exception of a part they had just expedited.

In contrast, some of the subjects using the
direct manipulation interface began to consider
the parts in transit, but only after four or five
sessions controlling GT-FMS. Two of the ten
subjects using the direct manipulation interface
never considered the parts in transit, and one
subject never opened the in-transit buffer
window.
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The subjects using the direct manipulation in-
terface first expedited parts that were red and
then focused attention on the parts displayed in
yellow. Most subjects infrequently used the

question mark to get further information about

parts. They felt they could create a greater im-
pact on the system performance by expediting

more parts than by trying to expedite the latest

parts or the parts that had fcwer remaining

operations and that using the question mark to
get further part information took too much time.

Results obtained by Dunkler et al. [7] also sup-
port that expediting parts is the most effective

way for the operator to enhance system per-

formance.

The results of this experiment also support this
approach. Subjects in the direct manipulation
interface condition expedited more parts than
did the subjects using the conventional interface
condition (an average of 229.65 versus 106.85).
Note from Table 3 that the mean, minimum and
maximum number of parts expedited in the di-
rect manipulation interface is greater than the
mecan. minimum and maximum number of parts
expedited in the conventional interface, except

for Session 2 in which the maximums were equal.

Since cxpediting more parts, especially from the
arrival buffer to WIP, dir-ctly affected the work-
in-process inventory, the results of the trade-off
are evident. The mean difference in the lateness
scores was greater than the mean difference in
the inventory score. Since the lateness scores
were weighted more heavily, the subjects using
the direct manipulation condition succeeded in
achieving a significantly lower total score than
did the subjects using the conventional interface.
The number of moves initiated by operators
but never completed was initially analyzed to -
attempt an evaluation of the number of errors
associated with typographical crrors made by
subjects using the conventional interface. How-
ever, the percentage of errors made by subjects
using the conventional interface, either typo-
graphical or othcrwise, was not significantly
greater than the errors of dropping parts in
illegal locations by subjccts using the direct man-
ipulation interface. Subjects using the direct
manipulation interface did indicate to the ex-
perimenter that they had tried illegal moves just
to see if the system rcally would not allow them.
None of the subjects using the conventional dis-
play expressed this type of exploration of the

Table 3
Individual session analysis for difference in number of expedites
Session Condition Mecan Std Dev. Min Max ] Prob > |1
0 Conv 96.8 49.63 53 182

DMI 201.8 50.06 133 294 -4.7103 0.0002*
1 Conv 133.5 73.25 41 243

DMI 220.3 4t 165 302 -3.2564 0 0044"
2 Conv 151.8 6R.15 48 282

DMI 202.4 51.67 15 282 -1.879 0.0777
3 Conv 138.2 57.86 59 254

DMt 224 64.67 118 352 ~3.0683 0.0066"
4 Conv 167.5 SE.19 66 236

DMI 2133 2.7 145 314 -1.9710 0.0643
S Cony 1735 47.38 80 264

DMI 225.6 73.35 141 387 -1.8871 0.0754
6 Conv 2009 61.45 106 308

DMI 268.2 68.89 183 428 -2.3053 0.0333*
7 Conv 189.9 39.21 122 258

DMI 250.2 70.16 188 428 -2.374 0.0290"
8 Conv 1724 29.69 118 228

DMI 2132 76.56 156 419 -1.5711 0.1336
9 Conv 184.0 67.15 101 345

DMI 279.1 88.71 161 465 -2.7029 0.0146*

* Denotes significance level <0.05.
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system controls. In fact, the average percentage
of incomplete actions was greater for the direct
manipulation display condition. This could have
possibly resulted from the subjects’ interest in
exploring the system capabilities.

The statistical analyses indicating that the ef-
fect of interface condition is a major determinant
of operator performance may better be under-
stood upon the consideration of the observations
of subject interaction discussed in the previous
section. The following section addresses the re-
actions of the subjects who participated in the
experiment. questions asked relating to each in-
terface condition, and suggestions subjects made
to improve each interface condition.

5.3. Subject reactions

During the first two sessions, the subjects were
introduced to GT-FMS. The subjects read a
manual and the experimenter was present (0
answer any questions the subjects had. After the
first 1wo sessions, the subjects began to control
GT-FMS. The questions asked by the subjects
during this session were mostly specific to the
different interfaces. All ten subjects asked the
same question concerning the rush page and
voiced concern on this particular feature. The
question was: 'l just expedited a part to the WIP
from the arrival buffer. but the rush page still
says that the part is in the amival buffer. Why?'
The answer to this question is that the rush page
is not a dynamic display page. When the subjects
selected the rush page. it reflected a “snapshot’ of
the system at that particular moment. Invariably.
immediately after executing @ move or an cxpe-
dite, subjects reselected the rush command to
update one pant’s location for some feedback
even though they knew they had just moved it.
In fact, when one suhject was not moving or
expediting parts, he moved the command high-
light bar to the ‘Rush’ command option and
continuously pressed the return keyv. updating
the rush page. This subject executed the “Rush’
command an average of 960 times per session.
The total average for all subjects cxecuting the
‘Rush’ command option was 169 times per
session,

Most of the subjects using the conventional
interface display were also confused as 1o which

command option, ‘Move' or ‘Push’, was used to
expedite parts. Most subjects knew that ‘Push’
was used to expedite parts from the WIP to a
workstation, but they thought that ‘Move’ should
be used to move a part from the arrival buffer 10
the WIP buffer., This was probably due to the
fact that when parts were expedited from the
WIP 1o a workstation, they did not immediately
move to that workstation. On the other hand,
when a part was expedited to WIP, it was imme-
diately placed in transit. 'Move' was also con-
fused with 'Free'. When a part was expedited o
s workstation, subjects wanted to remove that
part from the workstation, so they tried the
‘Move' command option. One question most
often asked abuut the direct manipulation inter-
face was also frequently asked by subjects using
the conventional interface display. The question
concerned the utilization of idle workstations.
Most subjects wanted 10 know how they could
move parts from the arrival buffer to work-
stations that were currently idle. In both cascs,
the operators had to expedite parts from the
arrival buffcr to WIP. When a part arrived to the
WIP buffer, if the workstation was still idle, the
part was automatically dispatched to the avail-
able workstation.

Subjects using the direct manipulation inter-
face who had never used a mouse before this
experiment expressed some discomfort in man-
ipulating the cursor via the mouse. However, by
the end of the first session, all subjects indicated
that they were comfortable with the mouse.

At the end of the experiment. subjects com-
pleted a questionnaire offering suggestions to
improve the interface configuration with which
they interacted. Those who used the convention-
al interface invariably requested that the rush
page be updated dynamically. Some also indi-
cated that displaying the number of parts cur-
rently in WIP at the top of the WIP window
would help since the lower part of the WIP
wintlow is not visible when the rush puage is
displayed.

Users of the direct manipulation interface of-
fered suggestions concerning the method of
switching between the question mark and clamp
cursors, Onc suggested that he be able 1o
double-click, and no matter what the cursor's
current position on the screen, it should change
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to the alternative cursor. Another suggested
using a two-button mouse, dedicating one button
to switching between cursor types.

Other suggestions for improving the direct
manipulation interface included indicating the
status of expedited parts. Currently, when a part
is expedited, its background is green. Subjects
noted that if pants entered the WIP bulffer that
were already late, they would most likely want 1o
unexpedite any parts that were only projected to
be late and replace them with those parts already
late. Subjects alse indicated a desire to know
how late parts were without having to click on
each individual part. They generally wanted a
priority of the parts that were already late and
indication of the parts projected to be late that
would become late within the next few minutes,

The initial reactions to the system indicated
that subjects were slightly overwhelmed by the
number of parts that were late and projected to
be completed past their due dates, but as the
subjects interacted more with the system. they
began to relax and conc on developing
strategics 1o control GT-FMS. Subjects in both
display conditions said that they enjoyed par-
ticipating in the cxperiment. but while subjects
using the conventional interface were relieved
that the experiment had ended, subjects using
the direct manipulation interface expressed inter-
esl in returning to “play’ with GT-FMS after the
experiment was over. All twenty subjects were
extremely dependable and. with the exception of
a subject who became ill, never missed a
scheduled session. Subjects in both display con-
ditions, however. felt that controlling this system
would be a monotonous full-time job.

6. Summary

As a high fidelity simulation, GT-FMS pro-
vides insight as 1o how a direct manipulation
interface might improve operator performance in
a real-time supervisory control system. The over-
all goal in controlling the GT-FMS system is to
minimize the cost assocated with completing
parts past their assigned due dates and the aver-
age amount of inventory located within the FMS
cell. The conventional interface to GT-FMS pre-
sents overlapping window displays and employs

the use of the entirc keyboard, alpha-numeri
cursor and function keys, as the means .
operator input. This research indicates that sw
a system restricts the freedom of operator inte
action and control over the system. A dire
manipulation interface to GT-FMS is more like
1o increase the amount of operator interventic
and increase the control the operator exerts ov:
the system. Results indicate that for mintmizii
the components of lateness and inventory cos
as a tolal, operators using the direct manipul
tion interface performed better than did subjec
using the conventional interface configuratio

Experimental results apply 1o systems beyor
the specific GT-FMS environment. Results fro
the GT-FMS simulation provide strong suppo
that operator performance can be greatly i
fluenced by the user interface configuration, -
the wider area of supervisory control, the use
direct manipulation and the principles that we
used to develop the GT-FMS interface for th
rescarch may provide a superior methodolo,
over conventional interface design.
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