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Abstract 

Every day, humans use their vision to process millions of pixels and select regions of 

interest. This task of highlighting and grouping pixels of interest in a scene is called image 

segmentation, and it is a fundamental method that humans use to communicate with each other 

ideas, concepts, and emotions. We develop an interactive image segmentation method that uses 

only binary inputs that allows users to adaptively select a region from the image. We propose 

two versions of our algorithm, and evaluate their ability to specify desired regions for the user 

with restricted inputs and noise on large, publicly available image data sets. We also compare 

our method to the previous best algorithm, developed by Rupprecht et al.  

Introduction 

One primary way humans interact with the world is through vision. Every day, humans 

must sense and process millions of pixels. In order to make sense of such a large amount of data, 

humans perceive and group pixels together into semantic, perceivable regions [1].  With the 

advent of technology such as SnapChat and Instagram, photo sharing and communication via 

image segmentation continues to increase and be the dominant form of online communication 

[2].  However, individuals that live with motor neuron disabilities due to amyotrophic lateral 

sclerosis, stroke, or spinal code injury are currently unable to fully participate online due to the 

lack of low-input, high-performing, and user-friendly hands-free methods for communicating 

and performing interactive (user-led) image segmentations. Recent hands-free technology such 

as brain computer interfaces and tongue drives have now opened the possibility of allowing these 



individuals with muscle impairment to be able to start participating in these tasks [3-5]. This 

thesis proposal discusses previous work on interactive image segmentation, recent work on 

interactive image segmentation with low-dimensional binary input, and the space the proposed 

project hopes to fill.  

Interactive image segmentation has been of significant interest in the computer vision 

community for professional image processing tasks [6, 7]. Most of these approaches involved 

detailed highlighting or tracing pixels on interest in the image (foreground) using a mouse or 

other free-form input mechanism. In addition, most approaches post-processed the input 

provided using image content dependent priors and heuristics. To reduce amount of human input 

required, Boykov and Jolly developed a graph cut based algorithm that requires coarser human 

strokes, which the algorithm then uses to infer foreground and background segmentation based 

on pixel color and gradient in the image [8, 9]. Additional work continued to automate the 

process by adding additional heuristics and priors on image content [10]. Others looked into 

using seed input (human selected pixels that are specified to be in the image segmentation) to 

create segmentations [11]. Rother and coworkers simplified image segmentation even further 

with an algorithm called GrabCut that only requires as input a bounding box [12-14], and then 

further post-processing [15, 16]. While these approaches are effective for image segmentation 

and processing, they still require fine-tuned user input, and our goal is to perform the task in an 

interactive hands-free manner.  

An ideal hands-free image segmentation algorithm would have five main desirable 

properties: 



1) Binary Input: We would like an image segmentation approach that only requires 

binary inputs, which can be communicated with brain-computer interfaces or other 

assisted communication devices. 

2) Efficient: Fast communication rate of the image segmentation from user to computer 

3) Simple: The approach should be intuitive and easy to use, and the user should be able 

to learn it quickly. 

4) Robust: If a mistake is made in communicating the image segmentation, the approach 

should handle and correct for it 

5) Feedback: The user should be able to understand and see the progression of the image 

segmentation  

The only attempt at interactive binary image segmentation is a “N-Questions” based 

algorithm by Rupprecht and co-workers [17, 18]. The approach queries the user a simple 

question of whether a particular pixel is in the image segmentation or not, which the user 

answers with “yes” or “no.” Each query pixel seed is chosen optimally to bisect the possible 

number of image segmentations (2# of pixels), using tools such as Markov Chain Monte Carlo 

(MCMC) sampling and geodesic distance transform segmentation [19].  

While the N-Questions algorithm performs well over several publicly available datasets 

such as the Berkeley 300 and Stanford Background data set, we have identified several areas for 

improvement based on the stated desirables above. First, while the N-Questions method may be 

resilient to input noise, such noise is not directly modeled in their algorithm. Secondly, the 

datasets used to test N-Questions emphasize arbitrary region selection, rather than object 

specification as is required in many real-world segmentation tasks. For instance, in the Stanford 

Background Dataset, ground truth segmentations (the segmentation of an image chosen by the 



actual user in the study) include entire foreground regions that merge multiple objects and may 

not be useful for communication of image segments of objects. Next, the use of the geodesic 

distance transform for determining optimal queries for segmentation creates a dependency 

between specified regions and inherent image topography, which may make it difficult to 

perform image segmentation of objects that have no relation to image content or color 

homogeneity. Finally, image segmentation from seed specification does not provide active 

feedback and may not keep the user engaged, since it is difficult to determine how specific 

answers will affect the resulting segmentation.  

The system proposed in our lab uses an information theoretic approach with feedback 

previously applied in brain computer interface applications [20]. Rather than asking the user to 

specify the image segmentation, the algorithm proposes an image segmentation from a smaller 

ordered set of possible image segmentations (dictionary) to the user, and asks the user how 

“close” the algorithm.  We believe that this new image segmentation system achieves the 

desirables of binary input, efficiency, simplicity, robustness, and feedback. 

Author Attribution of Joint Project Work: 

1Performing the image segmentation calculations 

2Planned and designed experiment 

3Implementing the posterior matching algorithm 

4Principal Investigator 

  



Literature Review 

This literature review is broken into two main parts that are important to this work. We 

first discuss existing algorithms for object segmentation in an image, including those that use 

binary inputs. We then discuss studies that provided the motivation and application of posterior-

matching information theoretic approaches used in this study’s algorithm. In addition, we discuss 

existing image segmentation datasets that can be used to evaluate the performance of an image 

segmentation algorithm, and our image segmentation dataset choice designed for object 

selection.   

Existing Algorithms for Object Segmentation 

 There are multiple studies that focus on the task of object segmentation, but most are in 

the computer vision community in the context of high performance image editing and computer 

graphics. A common approach is identifying foreground and background pixels via graph cuts 

[8-10, 14].  One of the first is Boykov and Jolly, which views the image in the context of a 

probabilistic framework by creating a graph using image pixels based on color and shading. The 

input provided by the user is demarcation of the image into foreground and background classes 

using “marker strokes” [8, 9]. This user-inputted demarcation of pixels is the “hard-constraint” 

on the generated image segmentation. They then devise an energy function (“soft constraints”) 

like that in a Markov random field, where they penalize border pixels that are similar (borders 

should have sharp contrasts in neighboring pixel values), while encouraging pixels that are 

similar to have the same class. They then use an efficient min-cut/maxflow algorithm to derive 

pixel classifications of foreground and background regions. Inspired by their work, Rother and 

coworkers implemented an algorithm known as GrabCut, which combines the use of graph cuts 

with iterative optimization to get more accurate image segmentations and enhanced coverage of 



segments, such as those involving alpha matting. In addition, they improve usability of the tool 

by requiring only a bounding box for object identification, compared to the Bokyov and Jolly 

model which requires more detailed input. However, the model still requires specification of a 

region using a mouse cursor, and further segmentation when the algorithm is incorrect requires 

more input from the user [14]. Blake and coworkers build on and enhance the iterated GrabCut 

by including a Gaussian mixture model for more enhanced image segmentations and allowance 

of foreground regions outside the specified bounding box, improving usability and robustness for 

error [12]. Another method developed for object segmentation, developed by Ning and 

coworkers, merges small, user-provided input foreground and background regions, that are 

merged together to form the image segment. This method also require “marker-strokes” as user 

input, often difficult to communicate in a hands-free setting  [11].  

 Some methods for object segmentation combine bounding boxes with saliency (the 

foreground in an image that the eye most likely saccades to first) metrics to identify the object of 

interest in an image using pixel colors and similar graph based approaches as discussed above 

[16, 21, 22]. These methods, while relying on simple user inputs and able to get a refined 

segmentation, require use of a mouse and are not hands free.       

 To our knowledge, the only work that has addressed interactive image segmentation with 

binary inputs is an algorithm developed by Rupprecht et al. [17].  This method, which we call 

“N-Questions,” considers the set of all possible segmentations and probabilistically bisects the 

set based on user input of whether a pixel is foreground or not (“yes” or “no” response to the 

question). Proposed segmentations are generated using the geodesic distance transformation 

using the following set of parameters: color channel, smoothing, foreground and background 

seeds [19]. The optimal query the algorithm selects is with the Metropolis-Hashtings algorithm 



using Markov Chain Monte Carlo (MCMC) [23]. By appropriately querying the user the most 

optimal question, the space of possible segments is bisected. The authors extend their work to 

region selection in a 3-dimensional voxel space, which also uses binary responses [18]. While 

this algorithm addresses image segmentation in a binary input setting, there are several 

drawbacks that motivated this study. First, the N-Questions method demonstrates some resilience 

to input noise, such noise is not directly modeled in their algorithm. Secondly, the datasets used 

to test N-Questions emphasize arbitrary region selection, rather than object specification. Next, 

the use of the geodesic distance transform for determining optimal queries for segmentation 

creates a dependency between specified regions and inherent image topography; using N-

Questions to specify segments whose geometry is independent with image content is difficult, 

since proposed segments naturally align with features in each image. Finally, image 

segmentation from seed specification does not provide active feedback and may not keep the 

user engaged, since it is difficult to determine how specific answers will affect the resulting 

segmentation. Therefore, a new approach that addresses these concerns is needed in interactive 

binary input segmentation.  

Posterior-Matching and Information Theory Background 

To develop a tool for object segmentation using solely binary inputs, we look to an 

information theoretic approach. By modelling the interactive object segmentation task as a user 

and computer communicating over a binary symmetric channel, we can utilize past work that 

allows for sending messages optimally, with robustness to noise [24]. Use of posterior-matching 

has been developed as a framework for designing algorithms in the brain-computer interface 

community [20, 25].  Omar and coworkers used posterior matching with feedback in brain 

computer interfaces for the use of making words and drawing out wheel chair paths [20]. The 



communication approach used in this study for posterior matching using noisy binary inputs is 

the one proposed for Shayevitz and Feder [26]. The main premise of this approach is that the 

error-convergence guarantees of the message being delivered correctly from encoder to decoder 

is simplified through the use of noiseless feedback [26]. In particular interest for this object 

segmentation task is the Burnashev-Zigangirov algorithm, which is adapted for a finite set of 

possible signals (like image segmentations in an image), and maintains the rate capacity and 

error-convergence properties discussed in the Shayevitz study [27].  

Overview of Existing Image Segmentation Datasets and Selected Dataset 

Two image segmentation datasets used by the N-Questions study are the Stanford 

Background Dataset [28] and the Berkeley Segmentation Dataset 300 [15], which were not 

chosen in this study for analysis.  

The Stanford Background Dataset is composed of 725 images of outdoor scenes that have 

a horizon and a foreground object. The 725 images have a total of 3200 segmentations. The 

Stanford Background Dataset is an under-segmentation of images – it is intended for the purpose 

of scene understanding for 3D reconstruction. Natural outdoor scenes are decomposed into eight 

segments: sky, tree, road, grass, water, building, mountain, and foreground objects. The image 

below (taken from the Stanford Background Dataset) categorizes foreground objects into a single 

segmentation, even though the segment is composed of multiple cars, signs, and people. This is 

not an appropriate dataset to apply posterior matching since a subset of the 715 images used to 

construct the Stanford Background Dataset come from PASCAL-VOC, an object segmentation 

dataset, but segments are merged into a single region. The size of the dataset is inadequate for a 

rigorous testing of object segmentation. In addition, our method for object segmentation implies 

that a single segment should be one entity (one building) rather than several (multiple buildings).  



 

Figure 2. Sample image from Stanford Background Dataset, with merged foreground region 

The Berkeley Segmentation Dataset 300 is an over-segmentation of the images. The 

Berkeley segmentation dataset was created by taking 300 color images from the Correl dataset, 

and asking thirty students to decompose each image into semantic segments. The 300 color 

images produce 13,500 segmentations. Depending on the user, the resulting segmentations may 

look more like super pixels of the same color gradient than actual semantic objects (see below 

images).  

.   

Figure 3. Sample BSDS image with 23 segments  

We decided to apply our posterior matching algorithm in the context of object 

segmentation. Therefore, we evaluated the posterior matching algorithm’s ability to identify and 

segment objects using the Microsoft Common Objects in Context (MS-COCO) validation dataset 

[29].  This dataset is suitable for this application as it contains over 280000 segmentations for 91 

object classes (e.g. TV, dog, chair, racquet, cup) in both indoor and outdoor settings. 



We chose MS-COCO over PASCAL-VOC [30], another object segmentation dataset to 

demonstrate the robustness of the method. The MS-COCO (~ 288000) validation dataset size is 

two orders of magnitude larger than PASCAL-VOC (~ 20000). The segmentation quality, higher 

number of instances per category and large number of categories are additional reasons we chose 

MS-COCO.  

In addition to using the MS-COCO dataset, we do not do any pre-processing and filtering 

of viable segments. While in N-Questions segments that are less than 1% of the total image size 

are excluded, these segments less than 1% our important objects to extract from the image. For 

example, the following object segment is 0.46% of the total image.  

 

Figure 4. Example of Image Segment < 1% 

By incorporating aspects developed by the computer vision community, along with 

posterior matching theory, and an appropriate dataset for evaluation, we can contribute to the 

task of interactive object segmentation. 

  



Methods and Materials 

Proposed Algorithm 

 We now discussed the proposed method that attempts to do noisy binary image 

segmentation using posterior matching method. Figure 5 shows the model used to convert the 

problem of image segmentation into an information theoretic problem.  

  

Figure 5. Model interactive image segmentation method as a communication channel 

The user (the encoder), wants to select an object in an image, which can be simplified as 

a binary string; 1 denotes a pixel that should be included in the segmentation, while 0 excludes 

the pixel. Since the range of possible image segmentations is 2n, this is an impractical search 

space. Furthermore, the set of reasonable image segmentations is sparse – as shown in the 

literature review, there may only be at most 100 segmentations of interest. If we constrain the set 

of image segmentations in the image and establish a lexicon or ordering of image segments, the 

user can then have a goal string in the lexicon that most closely matches the goal image 

segmentation. This goal string is 𝒛∗.  We then establish a communication protocol (an encoding 

scheme) with the user and the algorithm over a noisy binary symmetric channel: the decoder 



proposes an image segmentation from the lexicon �̂�  which is provided as feedback to the 

encoder. The encoder compares the feedback received with the goal segmentation and specifies a 

new binary input 𝑋  (which can be noisy) depending on whether the proposed segmentation is 

higher or lower in the lexicon, which updates a posterior probability distribution over the set of 

strings in the lexicon 𝑃 | . The algorithm then samples the median of this distribution, decodes 

the string into the image segmentation �̂� . Figure 6 shows a sample iteration of the image 

segmentation algorithm, which is the Burnashev-Zigangirov algorithm, applied to image 

segmentation.  

 

Figure 6. Example iteration of segmentation of sheep using Ellipse lexicon 

 Our innovation upon the B-Z algorithm and critical to the success of the image 

segmentation algorithm is choice of lexicon. We propose a finite lexicon of image segments, 

represented by tuple z = {z1, z2, . . . , zl} instead of infinite length sequences. Our lexicon is a set 

of ellipse masks which span a given image with various locations, orientations, sizes, and aspect 

ratios. Ellipses were chosen since they specify a coarse approximation of a given region, but can 

also be tuned parametrically. Specifically, an ellipse is described by the tuple {y, x, θ, a, r} 

where y is the vertical position of ellipse center, x is the horizontal position of ellipse center, θ is 

the angle of the major axis from the horizon, a is the half-length of the major axis, and r is the 



aspect ratio of the major axis to minor axis (see example ellipse mask in Figure 7). Therefore, the 

possible image segments is discretized into a dictionary of possible ellipses. Each element in the 

ellipse tuple can take on a range of discrete values that are bounded. For example, y ranges from 

0 to height of the image, x ranges from 0 to length of image, θ consists of mθ values equally 

spaced from 0 to π radians (π is used instead of 2π due to the symmetry of ellipses). For our 

experiment the list of possible values is chosen uniformly, but expert domain knowledge can 

provide a more methodical choice in dictionary elements.   

 

Figure 7. Ellipse Lexicon Design 

Experiment 

 While this algorithm requires a user to interactively choose a goal image segmentation, 

we wanted to evaluate the method in a controlled setting an apply it to hundreds of thousands of 

image segmentations. Therefore, we tested our algorithm on ground truth image segmentation 

regions from the MS-COCO dataset. These ground truth segments mimic a human’s intention of 

objects she would want to select in an image. We applied the Ellipse-Lex algorithm to this 

dataset, testing various noise levels (0, 5, and 10%).  We also compared it to N-Questions, the 

most recent algorithm in interactive binary image segmentation mentioned in the literature 



review. In order to do proper simulation of an interactive algorithm on a image segmentation 

dataset, we need to mimic the actions a human in order to reach the target segmentation. For N-

questions, the ground truth can be queried for whether a pixel is in the image segmentation. For 

Ellipse-Lex, we generate the goal ellipse tuple that has the highest F1 score. Based on this 

“ground truth” ellipse we give the algorithm feedback. The Ellipse-Lex algorithm was run for 30 

inputs, producing a segment mask after each input. For each of these produced segments, the F1 

score (the harmonic mean of precision (number of pixels that match ground truth / number of 

pixels selected by algorithm) and recall (number of pixels that match ground truth / number of 

ground truth pixels) was calculated with respect to the original ground truth region. We 

evaluated quality of image segmentation with F1 score, which is the harmonic mean of precision 

and recall. Precision is fraction of pixels correctly predicted in the image segmentation out of the 

proposed set, while recall is the fraction of pixels correctly predicted from the ground truth. We 

tested two ellipse lexicons with low and high resolutions, referred to as “Ellipse-Lex-Low” and 

“Ellipse-Lex-High” respectively, with alphabet size parameterizations (my, mx, mθ, ma, mr) equal 

to (15, 20, 10, 20, 10) and (100, 100, 20, 20, 10). Choice of ellipse lexicon resolution occurred 

via trial and error. Implementation was done in MATLAB on the Georgia Tech’s PACE cluster.  

Results 

 



Figure 8. Qualitative Appearance of Image Segmentation is three different example images. 
Green is ground truth, red is achieved segmentation using EllipseBZ-High. 

 

 

Figure 9. Performance vs. Number of Inputs 
 

In Figure 9, mean F1 score from all ground truth regions in MS-COCO are plotted 

against number of binary inputs for methods across all noise levels. There is a spike in 

performance for the Ellipse-Lex-Low/High methods, after 12 and 17 inputs respectively.   

 

 



Figure 10. Performance vs. % of Relative Area in Image Segmentation 
 

In Figure 10, mean F1 score is plotted against the relative segment area (the number of 

pixels in the segment / the total number of pixels in the image) for methods across all noise 

levels.  

Discussion 

 The results demonstrate that, compared to N-Questions, Ellipse-Lex provides several 

quantitative advantages. First, Ellipse-Lex has higher F1 scores with ground truth segments 

compared to N-Questions after about 10 inputs, and reaches significantly higher F1 scores after 

about 25 inputs. Ellipse-Lex performs better than N-Questions across the three different noise 

levels evaluated, demonstrating its potential to be robust in a real-world setting. In addition, 

Figure 10 shows that Ellipse-Lex performs better than N-Questions on image segments that are 

small relative to the total image area. While N-Questions may be a strong algorithm for 

background segmentation (it achieves higher performance for segment areas larger than 0.15 of 

total image), these results suggest that Ellipse-Lex may be a better choice for object 

segmentation and highlighting small regions of interest, especially if the region does not have 

homogenous pixel properties. Ellipse-Lex also provides tunable parameters that allows for the 

user to balance communication speed with segment accuracy: Ellipse-Lex-High can capture up 

to 0.75 of the F1 score compared to the target segment, demonstrating that the ellipse is an ideal 

candidate for representing image segmentations.  Ellipse-Lex-Low can reach the target segment 

in fewer than 20 inputs, demonstrating communication speed. Analyzing Ellipse-Lex and N-

Questions by the 80 different object classes in MS-COCO, Ellipse-Lex performs better across all 

image classes compared to N-Questions.  

Conclusion 



The results in this work demonstrate the potential of the posterior matching method with 

an ellipse-based lexicon for specifying object segments using only noisy binary inputs. Our 

method performs well in noise levels that fall in the typical range of crossover probabilities in 

binary input brain-computer interface systems, indicating an ability to rapidly and precisely 

specify object segments in a manner resilient to input errors. Our method is robust because it 

explicitly models noise in posterior-matching as well as the convergence guarantees the 

algorithm provides.  

Future Work 

The use of an ellipse lexicon with posterior-matching presents several promising 

opportunities for future work and improvements. After an ellipse mask is produced, it can be 

input as a bounding box into an additional postprocessing stage that utilizes inherent structure in 

natural images to produce segmentations, such as the popular GrabCut segmentation algorithm. 

Furthermore, the posterior-matching framework can naturally incorporate a prior probability 

distribution over the lexicon into the segmentation algorithm. One approach might be to generate 

such priors using a saliency metric. Finally, the use of posterior-matching simply requires an 

ordered segment lexicon, allowing for the substitution of other segment classes besides ellipses. 

One approach might be to create a dynamic lexicon, which could be constructed from objects in 

the image itself by creating a set of bounding box proposals. Overall, posterior-matching in 

combination with a well-designed, ordered lexicon presents an algorithm of theoretical and 

practical interest for interactive object segmentation with noisy binary inputs.  
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