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SUMMARY

This thesis is concerned with the evolution of implicit or explicit surfaces.

The first part of this thesis addresses three problems in fluid simulation: advection, thin
film, and the volume error. First, we show that the back and forth error compensation and
correction (BFECC) method can significantly reduce the dissipation and diffusion. Second,
thin film is hard to simulate since it has highly complex liquid/gas interface that requires
high memory and computational costs. We address this difficulties by using cell centered
octree grid to reduce memory cost and a multigrid method to reduce computational cost.
Third, the volume loss is an undesired side effect of the level set method. The known
solution to this problem is the particle level set method, which is expensive and has small
but accumulating volume error. We provide a solution that is computationally effective and
can prevent volume loss without accumulation.

The second part of this thesis is focused on filtering a triangle mesh to produce a mesh
whose details are selectively reduced or amplified. We develop a mesh filter with a rational
transfer function, which is a generalization from previously developed mesh filters. In
addition, we show that the mesh filter parameters can be computed from the physical size

of mesh feature.

Xiii



CHAPTER |

INTRODUCTION

1.1 Overview

In most applications of computer graphics, objects and their evolution are modeled in terms
of their bounding surfaces. Such surfaces may be represented in various ways. Many rep-
resentation schemes approximate the surface with piecewise simple patches. The simplest
form of such a patch is a triangle. Hence, the most popular representation in computer
graphics is a triangle mesh, which represents the surface by a finite set of sample points,
called vertices, and by a connectivity graph, often stored as some form of a triange/vertex
incidence list. We view such models as explicit representations of the surface.

In contrast, one may chose to use an implicit representation, where the surface is defined
as the zero-crossing of some implicit function. A popular implicit representation is used in
the level set method, where the implicit function is an approximation of the signed distance
to the desired surface and is defined by an interpolation of distance values sampled along a
regular or irregular lattice.

This thesis is concerned with techniques that evolve these surfaces to alter their shape
or to produce physically realistic animations. These two (explicit and implicit) surface
representations offer different advantages and drawbacks for computing such evolutions.

Explicit representations can be easily evolved by updating the vertex locations. Such
an evolution may be guided by measures of local curvature or other differential properties
and may be applied precisely to the vertices. However, the proper evolution of an explicit
surface model requires complex and costly processing to detect and prevent or to resolve
self-intersections or to adjust the sampling frequency in stretched areas.

In contrast, the level set method represents the surface as zero contour, or zero level set,



of the scalar field. Therefore, the surface may be moved implicitly by simply adjusting the
scalar field. Resampling and topological changes are implicit and need not be computed.
If an explicit representation of a particular state of the surface (frame) is needed, it may be
extracted by an iso-surface extraction process. However, it may prove difficult to evolve an
implicit surface precisely, due to the limited sampling resolution of the lattice.

Those different properties of the two surface representations make them suitable for
different applications.

To advantages of explicit meshes have made them popular in the graphic and animation
community. Firstly, the frames of an explicit mesh representations may be quickly ren-
dered, while the implicit representation are typically first converted into their explicit form
through a slow iso-surface extraction process, and hence cannot be rendered in realtime.
Secondly, an explicit mesh has low memory cost and provides a high accuracy for modeling
the desired surface, while the implicit representation requires a significantly higher storage
and offers less precision.

Among the numerous techniques for mesh processing tasks, an important one, studied
in this thesis, is the filtering of the mesh, either to remove noise produced by an imperfect
acquisition process or to smooth small details which may impede fast transfer or analysis.

In contrast, implicit level set representations are popular when one wants to track sur-
faces that undergoes topological changes or to simplify the topology of a surface. For ex-
ample, a level set approach was proposed for surface editing [47]. Level set representations
have also been used for shape segmentation and for fitting a surface to an unstructured point
cloud [52, 60]. Since the topology of the final surface is initially not known, an evolution
without topological constraints is needed. The level set method fits well to this requirement.

Finally, the level set representation is used heavily to track the boundary between fluid
and air or between two different fluids in fluid simulations. Since these boundaries typically
undergo significant topological changes during the simulation, the level sets representations

are preferred by most researchers.



In this thesis, we use both of these implicit and explicit surface models. First, for the
implicit model, we use the level set model to represent liquid/gas interface and even to
represent the thin water film that separates two air bubbles in foam. Second, for the explicit
model, we choose the triangle mesh model, and study the generalization of the linear mesh
filter and the computation of filter coefficients.

The thesis is organized as follows. In the reminder of the introduction, we provide a
brief overview of the problems that we have addressed and of our main contributions.

Then, in Chapter 2, we explore the advection problems in the fluid simulation. The first
order semi-Lagrangian method has severe diffusion and dissipation. This leads to damped
fluid motion, loss of smoke density, loss of texture detail, and volume loss. We show that
BFECC method can reduce these phenomena significantly. This chapter is based on our
previous publications [37, 38]

In Chapter 3, we investigate the simulation of thin liquid films, which is need to simulate
bubbles. We propose to use cell centered octree grid and multi grid method to reduce
memory and computation costs.

In Chapter 4, we study the volume loss problem, that comes with the level set advection
method. We show that the volume error can be corrected by applying carefully computed
divergence.

In Chapter 5, we explore the mesh filter that has a transfer function in rational form.
In addition, we show that the coefficients of the filter can be computed from mesh feature

size. This chapter is based on out previous works [39].

1.2 Advections with Significantly Reduced Dissipation and Diffusion

In computer graphics applications, such as fluid simulation and vector field visualization,
various properties, including velocity vector components, smoke density, level set values,
and texture or dye colors, must often be transported along some vector field. Those trans-

portation problems, referred to agvectionproblems, can be performed on various grids



such as uniform and adaptive grids or triangulated surfaces. Here are five common uses of

advection in computer graphics:

¢ \elocity advectiortiransports the velocity field along the velocity itself. This step is

required in all non-steady flow simulation based on the Navier-Stokes equation.
e Smoke density advectitransports smoke along the velocity field.

e Sometimes, we may want to advect a colored image, which may be thought of as

texture or colored smoke. We call this procesage advection

e When a level set method [51] is used to simulate a free surface or a two-phase flow
such as a water surface simulation, the level set values must be transported as well.

We refer to this process #&svel set advectian

e A vector field may be visualized by advecting dye on the vector field. We call this

procesglye advection

Advection steps can be implemented by an upwind [53, 60] or a semi-Lagrangian [65]
method. Due to its stability for large time steps, the latter is often preferred. These two
methods can be implemented with various order of accuracies, for example, first, second,
and higher-order accuracies. Despite their low accuracy, first-order methods are popular
in computer graphics because of their simplicity. However, lack of accuracy in first-order
methods results in a significant amount of numerical diffusion and dissipation. For exam-
ple, in velocity advection, fluid motion is dampened significantly, which may remove small
scale and even large scale motions. In smoke density advection, a premature dilution of
smoke occurs, preventing simulation of weakly dissipative and diffusive smoke. In level
set advection, significant volume loss takes place. In dye advection, diffusion causes blur
and the dissipation produces dark patterns or even an early termination of the trajectory.

Researchers have proposed solution to each of these problems. For dye and texture

advection, combining first-order advection and particles increased the accuracy [33]. For



level set advection, the particle level set method [17] produces little volume loss. For smoke
advection, cubic interpolation reduces diffusion and dissipation [21]. For velocity advec-
tion, small scale motions can be maintained by adding vorticity [21, 59], by using particles
[59, 54]. All of these solutions can be considered as problem-specific enhancements of the
first-order advection. We notice that the FLIP method, introduced recently in [80], advects
properties with particle, and therefore, may be applied to any advection achieving zero dis-
sipation. However, in advecting dye or smoke from a source, new particles may have to
be created as smoke or dye volume grows. In contrast, a purely Eulerian-based high-order
advection method can reduce dissipation and diffusion significantly while taking advantage
of the simplicity of the Eulerian grid.

There are many such high order methods for improving the accuracy in the advection
steps, such as the WENO scheme [43, 32] and the CIP method [70, 64]. Generally speak-
ing, higher order methods are more difficult to implement, in particular for non-uniform
and adaptive meshes. Also because the solutions may contain singularities, special treat-
ments are usually necessary. In [17], Enright et. al. made the patrticle level set method
[18] more efficient and easier to implement by using a first order semi-Lagrangian method
to compute the level set equation while propagating the particles with higher order meth-
ods, which produces high resolution near interface corners. Local mesh refinement near
non-smooth regions of the solutions is an effective technique for improving the accuracy.
However, itincreases the implementation complexity, particularly when a sophisticated un-
derlying numerical scheme is used. There is also a trade-off between the levels of adaptive
mesh refinement and the formal order of accuracy of the underlying scheme. We propose
to improve on all the issues addressed above and demonstrate the accuracy of our methods
for a number of problems. The underlying scheme we use for computing the advections is
the “back and forth error compensation and correction” algorithm (BFECC) [13] and [15].
When applied to the first order semi-Lagrangian Courant-lsaacson-Rees (CIR) scheme, this

BFECC method has second order formal accuracy in both time and space. It essentially



calls the CIR scheme 3 times during each time step, and thus maintains the benefits of the
CIR scheme such as the stability with large time steps, convenience for use in non-uniform
meshes, and low cost in computation.

In [13, 15], the authors proposed BFECC as an alternative scheme for interface compu-
tations using the level set method and have tested it on the Zalesak’s disk problem and sim-
ple interface movements with static or constant normal velocity fields on uniform meshes.
We have found it beneficial to adapt the method to level set advection in fluid simulations
that contain complicated dynamically varying velocity fields. It is also useful to further
apply the method to other types of advections.

We apply BFECC to the various advection problems mentioned earlier and show that
BFECC provides significant reduction of dissipation and diffusion for all these applications.
The ideas presented here were introduced in a workshop paper [37]. Here, we provide a
more detailed treatment of the proposed solution, and new examples of applications to dye

advection, advections on a triangle mesh, and on an adaptive quad-tree mesh.

1.3 Simulation of Thin Liquid Films

In real fluids, we often observe a bubble rising to surfaces, floating around for a while, and
then bursting or merging. In soap water, the bubble will last much longer than in pure water.
When multiple bubbles are rising, the bubbles will interact with other bubbles and liquids.
If a large number of bubbles are rising, and if they do not burst, they will stack, forming
the wet foam The water between those stacked bubbles will drain, leaving micrometer-
thin films of liquid between bubbles. This is called tiry foam The micrometer-thin film
maintains its thickness due to the disjoining pressure, which is a result of various molecular
interactions. The simulation of liquids with thin film is still a challenging open problem.
Bubbles with thin films have a very complex interface, which can lead to high memory
and computation costs. We propose methods that can reduce those costs. First, to reduce

memory cost, we collocate velocity, pressure, and level set variables at the octree center.



Second, to reduce the computational cost, we apply a multigrid method, which greatly
reduces the computation time when the interface is extremely complex. In addition, thanks
to the volume control discussed in section 4, volume of fluid is well preserved or controlled.
Therefore, we do not use more expensive volume preserving method such as particle level
set method.

In addition, we provide future directions to address two additional problems in the
simulation of thin liquid films.

Thin liquid films occur in bubbles, or in liquid splash. Films thinner than grid resolution
quickly ruptures, making bubbles burst earlier than desired, or thin films in splash simula-
tion rupture earlier than desired. This premature rupture hampers simulations of bubbles
or splash with thin liquid films. Therefore, preventing thin films from rupture and making
them last longer is essential in the simulation of bubble and thin film. We propose an idea
that can be used to increase the life span of thin liquid films.

Another difficulty in the simulation of a thin film is the computation of the surface
tension. When the level set method is used to represent liquid and gas domains, surface
tension is computed by differentiating the level set function, which is differentiable near
the interface. However, in the thin film, the level set is locally singular and hence not
differentiable. Curvature computed by differentiating the level set function near the thin
film is noisy. When this noisy curvature is used to compute the surface tension, the thin
film breaks quickly. In this thesis, we discuss a method to compute surface tension without

using the level set gradient.

1.4 Controlling Fluid Volume

The fluid simulations using level set method are subject to volume error, which typically
occurs as volume loss of bubbles or liquid drops. In particular, our bubble simulation
suffered from volume loss. The known solution is using the particle level set method,

which can reduce volume loss down to negligible amount in staggered grid. However, in a



very long simulation, the volume error may be visible. In non-staggered grids, the pressure
projection step produces a vector field whose divergen@4s). This truncation error

can cause additional volume error that does not exist in the staggered grid. In addition, at
the wall boundary, velocity across the wall cannot be exactly enforced to be zero, making
very slow flow across wall boundary. If one runs simulation for a long time, this error can
be accumulated to a visible amount of volume gain or loss. Therefore, correction of these
volume error is necessary.

Our solution is computing the volume error of each fluid region and then modifying
the pressure projection step so that the projected velocity field has nonzero divergence. To
the region that lost volume, we apply positive divergence to inflate that region. To the
region that gained volume, we apply negative divergence to deflate that region. Thus, the
volume error can be corrected by the divergence. However, a care must be taken when one
compute the desired divergence. If the divergence is too small, the volume error will not
be corrected. If the divergence is too large, the simulation may suffer artifacts and even
become unstable. Therefore, the divergence must be computed carefully.

In computing the divergence, we first start from modeling the volume change equation
using the divergence theorem. Although the resulting volume equation is nonlinear, we
can design a nonlinear feedbacks that yield linear equation that is easy to analyze. From
the time response of the linear equation, we design the gains that corrects the volume error

quickly and stably. Finally, we validate this by several experiments.

1.5 Mesh Filter

Triangle meshes obtained using sensors such as stereo cameras, 3D laser scan, etc. are
subject to high frequency noise. To reduce such noise, researchers have developed various
mesh filter algorithms. Mesh filters in [72, 11, 78, 50] reduce eigen modes associated with
high frequency spectrum of the Laplacian operator by using a transfer function [72]. One

can design the transfer function to decay as a function of frequency to obtain a linear filter.



Figure 1: The user first selects a feature (first). The dimensions of the feature, shown by
an approximating ellipsoid (second), are computed, whose frequencies are used to set the
filter gains. In the next two images, band exaggeration filters are applied to grow the ear,
while the higher frequency bumps may be smoothened out (third) or preserved (forth) by
varying other filter parameters. The filter parameters syre: 20,5 = 25 Gy =1,G1 =2

andG. = 0 (third), 0.9 (forth)

The first mesh filter using this idea had a polynomial transfer function [72] that does
not require a matrix solver. Since the filtered vertex location can be written in an explicit
form, this filter is called an explicit filter. The explicit mesh filter introduced by Taubin [72]
has been subsequently generalized to a bandpass filter [71]. Implicit forms of mesh filters
followed [11] and [78]. We propose a generalization of these frameworks that combine both
explicit and implicit formulations into a more flexible second order filter. More importantly,
we propose a filter, whose frequencies can be extracted automatically from the physical
dimensions of a user-selected mesh feature. As illustrated in Fig. 1, the user selects a
feature of the mesh (such as a nose, ear, or noise bump) by spraying and diffusing paint
on it. The GeoFilter system that we have developed computes automatically an ellipsoid
approximating selected feature. The dimensions of this ellipsoid guide the user in adjusting
the filter parameters so as to achieve the desired result.

Filters are used profusely for audio or image signals that are regularly sampled over
time or space. Since these domains are already Euclidean, regular samplings can be eas-
ily expressed in mathematical form. When constructing filters for such signals, one can
directly use the property of the analog signal. For example, when the frequency greater

than 10KHz needs to be attenuated, one can use the lowpass filter that has 10KHz as cutoff

frequency.



In contrast, the quantitative relation between filter frequency and size of mesh feature
has been overlooked in mesh filtering. Therefore, when one wants to attenuate a noisy
pattern of size 0.1, one cannot directly use this number to compute the frequency of a mesh
filter. In previous mesh filtering frameworks, such as [72, 78], the user must try different
cutoff frequencies until the desired result is obtained.

Through out this thesis, we assume that the vertices ofrtbghare discrete samples
on an unknowrsmooth surfaceTo clarify the discussion, we distinguish betwebscrete
operatorsdefined on the triangle mesh aodntinuous operatordefined on the associated
smooth surface.

To understand the frequencies in a mesh filter, one may consider cutting the mesh into
local patches and resampling the surface along a regular grid, so as to obtain a piecewise
regular domain. One may apply the sampling theorem to this regular domain together with
local coordinate chart, a homeomorphism between the patch and regular domain. This way,
one may analyze mesh filters mathematically. However, this approach involves several del-
icate processes. Therefore, we propose to follow an alternative approach. First, we assume
that the discrete triangle mesh is a close approximation of the smooth surface it samples.
We further assume that the spectral properties of the smooth surface are preserved in the
mesh. With this assumption, we can ignore the discretization effects. We have validated
this idea with several examples in section 5.4 and Fig. 46. We show that amplification fac-
tors of our filter are very close to the ones predicted theoretically in various frequencies. We
also note that the choice of discrete Laplacian operator is crucial for this assumption. We
chose the formulation initially proposed in [55] with proper weights [50, 58] for computing
the mean curvature normal vectors.

Previously proposed transfer functions [72, 78, 11, 50, 58] are limited to lowpass filter-
ing. We propose to broaden their applications to other filtering effects such as exaggeration,
which was explored in a multi-resolution framework in [28]. To achieve this extension, we

propose to combine explicit [72, 50] and implicit [78, 11, 58] forms to obtain a rational
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form. In our construction of a second order filter, we show that the resulting framework al-
lows band pass, notch, band exaggeration with optional high frequency reduction and high

pass filters as well as lowpass filters.
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CHAPTER I

FLUID SIMULATION: REDUCED DISSIPATION

2.1 Fluid Simulation Overview

For practical purposes, water and many other fluids may be considered as incompressible.
For example, water or an air flow that has the Mach number less than 0.3 have negligible
compressibility effect [34]. Such incompressible fluids are governed by the incompressible

Navier-Stokes equation

Jdu 1 f
ﬁ_—u-DuijD-(Du)—EDPJrE, (1)

and the continuity equation that represents incompressibility condition

O-u=0, (2)

whereu = [uvw' is the velocity of fluid P is the pressurd,is the external forces such as
surface tension force and gravity, apds the density. The terms with andJ- operators

are defined as

Jdu Jdu Jdu 82u 82u BZU JdP
. = v av v . = aZV 82v 82v P — JP
ow ow aw aZW (92W aZW JdP

Since the fluid is incompressible, (2) represents volume and mass conservation laws. By
solving (1) and (2), we can produce fluid simulations. To solve these two equations, we
sample velocity and pressure on Eulerian grids. With this discretization, solving (1) and
(2) reduces down to updating velocity and pressure values at each time step using various
numerical methods that approximate (1) and (2). We describe those numerical methods as

follows.
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The first method that we chose is the operator splitting [65] that solves terms in the
right hand side of (1) one by one, i.e., we solve for one term to produce an intermediate
velocity and then solve for another term using this intermediate velocity to produce another
intermediate velocity. After all four terms are solved, we obtain the velocity field in the
next time step. Four terms in the right hand side of (1) are solved by different methods. We
explain them in more detalil.

We first apply external force ter%a using an explicit time integration method. Liebe
the velocity obtained after this step. Théns computed as

f
O=u"4—. 4
5 (4)

The external forces used in this thesis is the gravity force and the surface tension force.
The next step is applying the diffusion terl - (Cu). We use the implicit time in-
tegration method. Let be the velocity obtained after this diffusion step. The implicit

integration yields the following linear equation.
(I +vAtO?)u = 0. (5)

The velocityu can be computed by solving this linear equation.

The next term is the velocity advectioAu - [Ju. To solve this advection step, the
upwind method or the CIR (Courant-lsaacson-Rees) method can be used. The upwind
method discretizes the advection term by using derivativé&iigomputed fromu values
at the grid points in the-u direction. The upwind method is stable only if the time step is
small enough [65]. In contrast, the CIR method does not discretize the advection equation.
Instead, the CIR method first computes the current locatidhat is transported to a grid
point xbbin the next time step. The locatiofi is computed by’ = x — Atu. Sincex’ is
not a grid point, an interpolation is necessary to computeuftelf), which will be the
velocity u(x) in the next time step, sincé will be transported ta. Unlikely to the upwind
method, the CIR method is stable regardless of the time step [65]. Therefore, we choose

the CIR method.
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Since this CIR method can be applied not only to the advection of velocity but also to
advections of any other properties, and since our contribution in this chapter is improving
CIR advection method for such generalized advections, we explain CIR advection method
in the section 2.3.1 in more detail. As described in the section 2.3.1, the velocity advection

is achieved by back tracing velocity field and interpolating velocity, i.e.,
0i(x) = U(x— Atd), (6)

wherex is the location of a grid pointx — Atu is the back traced point, angx — Atu)
is computed by trilinear interpolation using velocity values at the grid point near the back
traced poin — Atu.

The final step is applying the pressure projection ter%rDP and the incompressibility
condition-u = 0. Since this is the last step, the velocity obtained after this step is the ve-
locity in the next time step™L. For this final step, we use the Chorin’s pressure projection

method [8, 9]. We first take an explicit integration of the pressure te%'mP as
n+1_ ~ 1
u=0- EDP, (7

whereP andu™? are unknown. Fortunately, the unknafi*! can be removed by using
the continuity equatiof - u"*1 = 0. By taking divergence of (7), and then by applying the

continuity equation, we obtain the following equation with the only unknown vari@ble
At
D~(FDP>:D-G (8)

The first order discretization of (8) is

At <Pil,j.k - Pi,j‘,k + Pi+1,j.k - Pi‘j‘,k + Pi,j—l,k - Piﬁj,k + Pi,j+l,k - Pi.,j.k + Pi,j‘k—l - Pi,j.k + Pi‘j4,k+1 - Pi.j,k)

g Pi—1 ik Pitl ik Pi -1k Pij+1k Pij k-1 Pi,jk+1
1 /. - . . ~ ~
:A*X<ui+%,j,k_uif%,j,k + VijsikVij-ik T Wi,j,k+%_wi,j,kf%)'
9)
We assumeéx = Ay = Az here and through the rest of the discussion. This first order
approximation is identical to [64]. Higher-order formulations can be found in [1, 6@). If

is constant, we obtain the pressure projec%&jﬁzP =0-0in[65].
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After solving (9), we can use the pressure to compiite" using (7).

2.2 Previous Works

In fluid simulation, earlier work such as [24] required small time step in order to prevent
simulation variables from diverging. This problem was successfully remedied in [65] by
introducing semi-Lagrangian advection and implicit solve for the viscosity term. The pres-
sure projection is used to enforce incompressibility of the fluid. This solution is popular
for the simulation of incompressible smoke [21] and for the more challenging free surface
flows [23, 18].

Semi-Lagrangian velocity advection [65] produces a fair amount of dissipaggrihe
velocity dissipates quickly since the linear interpolation in the first-order semi-Lagrangian
produces a large error. In [21], vorticity was added to generate a small scale fluid rolling
motion. Recently in [59] and [54], vortex particles were used to transport vortices without
loss. In [64], the authors addressed this built-in dissipation problem by increasing the
advection accuracy. They adopted the constrained interpolation profile (CIP) [70] method,
which increases the order of accuracy in space by introducing the derivatives of velocity to
build a sub-cell velocity profile. A nice feature of this CIP method is thatlbesl in the
sense that only the grid point values of one cell are used in order to update a point value.
However, in this CIP method, all components of velocity and their partial derivatives should
be advected, increasing the implementation complexity and computation time, especially
in 3D. In addition, it is also worth noting that CIP has higher order accuracy in space
only. Therefore, high order integration of characteristics is also necessary. In contrast,
the BFECC method used here can be implemented more easily and exhibits second-order
accuracy in both space and time antbsal during each of its operational steps. Bgal,
we mean that the interpolation is performed in one grid cell.

Song et al. [64] focused on applying CIP to generate more dynamic water surface

behavior. We demonstrate that having less dissipative and diffusive advection provides
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significant benefits in smoke simulations. This is illustrated in the middle five images of
Fig. 9, where a large amount of dissipation makes the smoke look dark. In contrast, when
BFECC is used, the smoke keeps its full brightness throughout the simulation, as shown in
the last five images.

Fluid simulation on a curved surface domain has been the subject of several studies.
Recently, [20] introduced the unstructured lattice Boltzmann model for fluid simulation on
triangulated surfaces. For the advection of smoke, the first-order semi-Lagrangian advec-
tion is used on a flattened neighborhood. Stam [66] mapped the surface on a flat domain
and then solved the Navier-Stokes equation. The advections still remain first-order ac-
curate. Shi et al [61] proposed to perform a semi-Lagrangian advection directly on the
triangular mesh without mapping it onto a flat domain. The accuracy is still first order and
dissipation and diffusion cannot be smaller than the amount that already exists in the advec-
tion step. We show that BFECC can be easily applied to the advections on a triangulated
domain.

For most simulations of liquid surfaces, we use the two-phase fluid model and variable
density projection, both of which have been broadly studied in mathematics and fluid me-
chanics [69, 49, 29], and have been used in graphics applications [30, 31], where the authors
simulated air bubbles rising and merging and in [70, 64], where splash style interactions

between water surface and air are studied.

2.3 A CIR Advection Method and The BFECC Method

In this section, we first review the first order advection method known as CIR, and then
review the BFECC method introduced in [13]. We demonstrate that the first order advection
method such as CIR can be modified to the second order accurate BFECC method, with
trivial amount of effort.

Since we want to apply it to various advections, we gse denote an advected quantity

and reserve the symbaglfor the level set function. Thig can be the velocity components
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u,v,w, smoke density, the RGB color of an image or a dye, or level set fungtidfor a

given velocity fieldu, ¢ satisfies the advection equation

o +u-Op=0. (20)
2.3.1 The CIR Advection Method

The advection is transporting a property along a vector field. Therefore, the property is
constant when it is measured at a location that moves by the velocity field. One can see this

from the advection equation. First, notice that when a poimoves by the velocity field

u, & = u, and therefore,

O=¢:+u-Uo

do dx
“ot Tar e

_dtde dxde dyde dzde
_m8t+max+may+maz
1 /do X X0 e

_de
S odt’

(11)

This implies thatp(x,y, z t) is constant, along the characteristic line, i.e., whenu,y =,
andz=w.

Now, suppose that is a grid location and we want to compute the valuepdadt x in
the next time step. Since the valueg@fs constant along the characteristic line, if we back
trace the velocity field for the timat and let that location b# the value ofp(x’) should
be the same ag(x) in the next time step. The semi-Lagrangian advection method uses this
fact. Therefore, semi-Lagrangian advection includes back tracing the characteristic and
then interpolating value at the back-traced location.

The CIR method uses linear characteristic and linear interpolation. Therefore, as illus-
trated in Fig. 2x’ is approximated by — Atu, and the valuep(x — Atu) is computed by

linearly interpolatingp at neighboring grid locations.
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Figure 2: An illustration of the CIR advection method.
2.3.2 The BFECC Method

Once any first order advection such as CIR is implemented, one can easily extend it to the

BFECC method. Lek be the first-order upwinding or CIR steps to integrate (1.8),
Pt =L(u,0"). (12)

The implementation ot (-,-) can be found in [60, 53]. With this notation, the BFECC can
be written as follows:
n+1 n 1 n_ -~
" =Llu o +5|0 -0

2 (13)

where ¢ =L (—u, L(u,@")).

As illustrated in Fig. 3, one may understand this method intuitively as follows. If the
advection stefy.(-,-) is exact, the first two forward and backward steps return the original
value,i.e., " = ¢. However, this is not the case due to the error in advection operation
L. Supposd. contains an erroe. Then the first two forward and backward steps will
produce the error i.e, ¢ = ¢"+2e. Therefore, the error can be computedeas

—% (¢" — @). We subtract this errcg before performing the final forward advection step.
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\ line of characteristic
- == »

" —e

o't =L, " —e)

Figure 3: Sketch of BFECC method implemented using CIR advections. The error is
revealed by using forward/backward advected values and then the error is compensated
before the final advection. Notice that this is only a sketch and should not be interpreted
geometrically. For example,is not a vector.

Then the equation (13) become8t! = L(u, ¢" —e). This step will add an additiona

which will be canceled by the subtracted amowt This method is proven to be second-

order accurate in both space and time [13, 14].
2.3.3 Implementation of BFECC

In this section, we provide the pseudo-code for the BFECC method to demonstrate the sim-
plicity of the BFECC implementation. Let the function First-Order-Step, ¢", o"t1)
implementL(-,-), i.e, an upwind or a semi-Lagrangian integration of the scalar ffeld

u,v, andw are velocity componentg" and ™! are values an™ andn+ 1™ time steps,

respectively. Then BFECC is implemented as follows:
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First-Order-Step( v, w, ¢", ¢*)
First-Order-Step{u, —v, —w, ¢*, @)
¢ ="+ (¢"—9)/2
First-Order-Step( v, w, ¢*, "1

The variavlesp* and¢ are intermediate variables.

2.4 Applications of BFECC for Various Advections
2.4.1 BFECC for Velocity Advection

We can use (13) to implement the velocity advection step in solving the Navier-Stokes
Equation. In this casep becomesu,v, andw. We show that BFECC can reduce the
damping in the first-order semi-Lagrangian implementation of velocity advection, which is
a well-known drawback of semi-Lagrangian advection [65].

For a multi-phase flow, this BFECC needs to be turned off near the interface to prevent
velocities of different fluids with different densities from mixing. We turn BFECC icd,
use the first-order semi-Lagrangian, for the grid points whgre: 5Ax. We also turn it off
near the boundary. Notice that reducing velocity dissipation is important not only near the
interface, but also in the entire fluid domain. In other words, turning BFECC off near the
interface has little effect since it is still turned on in most of the fluid domain.

As shown in Fig. 5, applying BFECC adds details as well as large scale fluctuations in
the smoke motion. Notice that these details and large-scale fluctuations cannot be obtained
from the vorticity confinement and vortex particle methods [21, 59], which add only small
scale rolling motions. We also performed the same simulation in a coarser grid #2000
in Fig. 6. In this case, the flow did not fluctuate at all around obstacles with first-order
semi-Lagrangian advection. However, when BFECC was added, the flow fluctuated as it

did in the refined grid. We conclude that BFECC can create physically realistic fluctuations
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Figure 4: In the bottom row, a highly dynamic behavior of water interaction with air, air
bubbles, and a solid is made possible by the two-phase formulation and the BFECC-based
reduction of the dissipation in the velocity advection step. In the top row, the BFECC is
turned off and the splash is reduced.
even in a coarse grid.

In the simulation of splashing liquid surfaces, BFECC creates higher splashes as shown
in Fig. 4, thanks to the reduced velocity damping effect.

Velocity advection can be important also when rigid bodies are involved as well. In
Fig. 7, the cup does not tumble due to the velocity dissipation in the first-order semi-

Lagrangian method, while the cup does correctly tumble when BFECC is applied to the

velocity advection step.
2.4.2 BFECC for Smoke Density and Image Advection

We also apply BFECC to the advection of smoke density for smoke simulation. In Figs. 8
and 9, we show that BFECC can reduce dissipation and diffusion significantly. As shown
in [13], BFECC is linearly stable in the® sensej.e, ||a||;2 = ¥ |&j|? is bounded, when
the velocity field is constant, whegeis the smoke density. However, density valags

can become negative or greater than 1.0 for some grid points. In our simulation, the excess
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Figure 5: On the top, we used first-order velocity advection that shows damped fluid mo-
tion. On the bottom, we have added the simple BFECC method. Notice the small scale
details as well as large scale fluctuations. The grid size i280. We used BFECC for

the smoke advection all simulations in the figure.
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Figure 6: In a low resolution grid (4&100), the first-order velocity advection produces
severely damped fluid motion (Top). On the bottom, we have added the simple BFECC
method and the small scale details as well as large scale fluctuations appear.
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Figure 7: Simulation of a sinking cup. The left column is simulated without the BFECC

in both level set and velocity advection steps, where the motion of the cup is damped (the
cup does not dive deep into the water) and the detail of the surface is poor. In the center
column, this poor surface detail is enriched by turning BFECC on for the level set step,
but the cup motion is still damped (the cup goes deeper but it does not tumble). Finally, in
the right column, the dampening in motion of the cup is remedied by using BFECC for the
velocity advection step as well, making the cup sink deeper and tumble as well.
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amount was negligible, so we clamped those values to st@yih

To measure the diffusion/dissipation amount, we design a test problem similar to the
Zalesak’s problem. Instead of the notched disk in the Zalesak’s problem, we use a color
image and rotate it 360 degrees (in 400 time steps and by using bilinear interpolations
only) and then compare it with the original image as shown in Fig. 10. As shown in (d),
the dissipation of the color is significantly reduced with BFECC. During advection, the
image is also diffused to the neighboring region. To visualize the diffusion amount, we plot
background pixels as blue to show the region where the image has been diffused. As shown
in (d), the color of the object has almost no diffusion into neighboring region when BFECC
is used. Also notice that the position of the image is different from the original location
in (f) due to the error accumulated during time integration. This error is also fixed in (g),
where BFECC is used, showing that due to the second-order time accuracy of BFECC, the
image follows the vector field more precisely. The computation time was 0.156 seconds

(without BFECC) and 0.36 seconds (with BFECC) per frame on a 3GHz Pentuim4.
2.4.3 Dye Advection for Vector Field Visualization

One way to visualize a vector field is to advect a dye on it. A natural approach would be
to use the first-order semi-Lagrangian advection method. However, it introduces severe
diffusion and dissipation. As shown in the left image of Fig. 11, the result contains a
large amount of diffusion and dissipation. This problem has been addressed by several
researchers. Weiskopf [75] applied the level set method to advect the dye without diffusion.
This approach requires the implementation of the level set method together with a careful
treatment to redistancing to prevent volume loss. It also allows only one dye color. In [33],
Jobard et al combined semi-Lagrangian and Lagrangian particle advection of dye, which
requires a significant amount of additional software. In contrast, BFECC requires only a
trivial amount of code, and allows a convincing visualization of the vector field, as shown

in the right image in Fig. 11.
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Figure 8: Advection of an image along with the up-going flow field on ¥@%0 grid. The

left image shows the initial location of the image. The top images is computed without the
BFECC, where the dissipation/diffusion are significant. The bottom images are computed
with the BFECC, where the dissipation is greatly reduced and the features of the image can
be identified.
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Figure 9: Simulation of smoke in a bubble rising and bursting on ax4101 grid

(Ax = 0.0025m, At = 0.01seq. The far left image shows the initial bubble. The next
five images are without BFECC, where the dissipation/diffusion in the semi-Lagrangian
step deteriorate the density of smoke. The last five images simulated with BFECC show
significantly reduced dissipation/diffusion, and the smoke is in full density throughout the
simulation. All simulation parameters between the two runs are identical, except for the
usage of BFECC in smoke advection. Therefore, the only difference is the density of
smoke. Also, notice that the simulation time differs by less than 1% since the bulk of the
computation time is dominated by the pressure projection step.

2.4.4 BFECC for Level Set Advection

Even though BFECC does not completely prevent volume loss in fluid simulation, partic-
ularly for small droplets or thin filaments, the benefit of BFECC in the fluid simulation is
valuable since it is easy to implement and fast. Notice that, for more demanding simulation,
the slight volume loss in free surface flow may be reduced by combining BFECC with the
particle level set method [17].

When we use the BFECC for level set advectioe, ¢ = ¢, redistancing is needed
to keep the level set function close to a signed distance function. We use the following

redistancing equation [69]

be +w- 0 = Sgr(§) wherew=sgrr¢)%, (14)

wherew is the velocity vector for redistancing. This equation can be solved by applying the
first-order upwinding in discretizing the tenwm- [J¢. An alternative is the semi-Lagrangian
style integrationj.e., "1 = ¢"(x — WAT) +sgn(¢")At, wherex is the location of each
grid point. Hence¢"(x — wA7) is the¢ value of the previous location.

When these integration formulae for (14) are combined with BFECC, redistancing tends
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Figure 10: Test of dissipation and diffusion on an image advection problem along a circular
vector field (80x800 grid, CFL = 6.29). (b) is the top center portion of the original
image (a). (c) is obtained by rotating it 360 degrees using the first-order semi-Lagrangian
scheme, where one can see a large amount of dissipation, diffusion, shrinkage of image,
and position error. These errors are significantly reduced in (d), where BFECC is used. The
blue background region is, in fact, in black, but it is rendered as blue to illustrate the region
in which the color is not diffused. (e)-(g) are the same test with another image. Notice the
position error in (f) due to the lack of accuracy in time. This is fixed in (g), where BFECC

is applied.

to corrupt goodp values computed from the second-order accurate BFECC. Thus, if redis-
tancing is turned off near the interface, gapaalues are not corrupted. The conditions in
which redistancing is turned off are provided in [13], where significant improvement was
shown in the Zalesak’s problem. This simple redistancing is crucial for preserving volume
[13], but easy to implement since it simply requires redistancing at points where at least

one of the following two conditions is met.

e When the grid point is not close to the interface,,
wheng; j has the same sign as its eight neighbors. (15)
e When the slope is sufficiently highe.,

when|di j — gi+1j| > L1AXOr | j — @i j+1| > 1.1Ay.
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Figure 11: Visualization of the Van der Pol oscillator. The left image shows dye advec-
tion with first-order advection. The right image shows dye advection with BFECC, which
produces reasonable visualization of the vector field.

2.4.5 Level Set Advection on Triangulated Surfaces

We have applied the BFECC to the advection of a scalar field on a triangulated surface.
On this surface domain, we explore the advections of a level set. For the first-order semi-
Lagrangian advection of this level set, one needs to trace the characteristic line of a vector
field defined on a curved surface. The tracing on this curved surface is more complicated
than that on a planar domain since the velocity vector should be steered to remain tangent
to the surface. On a triangulated piecewise flat domain, this steering occurs when the
trajectory moves to a different triangle by crossing an edge or a vertex. The solution to
this steering problem is similar to [61], but we explain it in the following way. We perform
this edge or vertex crossing steps in a refraction-free manner, i.e., we always proceed in
a direction in which the angles of the two sides of the resulting trajectory are identical.
Using this approach, we can follow the velocity field on the surface, and therefore, we can
implement the first-order semi-Lagrangian advection step.

Once this first-order advection is implemented, BFECC can be trivially added by calling

it three times, as explained in section 2.3.3. We have implemented the simple redistancing
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Figure 12: The far left image shows an air bubble placed in olive oil at time zero. The
next three images are first-order semi-Lagrangian implementation of level set advection.
The last three images are produced using BFECC and simple redistancing and show signif-
icantly reduced volume loss. The grid resolution is6000x 60 (Ax = 0.0008333n, At =

0.001se9.

Figure 13: Advections of the Zalesak’s disk on a sphere. The left column show initial
disks. The next two columns show the disk after one and two rotations about the vertical
axis with first-order advection (top) and BFECC advection (bottom).
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strategy similar to (15). Lefj be the level set value at th# vertex, and.4{ be the set of
indices of the vertices neighboring to tHevertex and lek; be the location off' vertex.

The simple redistancing conditions on a triangle mesh are
e ¢ has the same sign as its neighbors.
o |0 —¢j| > L1||x; —x;||, for somej € A

These two simple conditions reduce smoothing and volume and shape changes of the Za-
lesak’s disk significantly, as shown in Fig. 13, where we rotated the Zalesak disk on the
surface about the vertical axis passing the center of the sphere. Notice that we rotate Zale-
sak disk not by moving the sphere mesh but by updating the level set value sampled at each
vertex. The sphere mesh does not move.

For fluid simulation on a triangulated surface, one needs to transport a velocity field
as well. The velocity vector should always remain on the surface. Shi et al [61] also
provide a solution to this problem by steering the coordinate frame where the vector is
represented. Steering was performed in a way that minimized the twist. Notice that this
approach is a discretized version of the parallel transport, which is known as a method for
transporting a coordinate frame on manifolds [12]. Using this vector field transport idea,
one may implement fluids with free surfaces on a triangulated surface. Since BFECC can
significantly improve level set advection as illustrated in Fig. 13, it could be combined with

[61] to create a fluid simulator on a triangulated surface.
2.4.5.1 Computation of Gradient

The redistancing velocity defined in (14) contains a gradient tefm. In this section, we
show the computation of the gradient using the following precomputed gradient operator.
Let Agij = ¢j — ¢ and letAx; = xj — X, where; is the x-coordinate of;. Similarly,

defineAyjj andAzj. Then, we can express the variationgoiin discrete form.
Adij ~ o) + SyAYij + 9Ly , VieN (16)

31



This system of equation can be written in a matrix form.

d =Ad¢ (17)
Adij, Axij, Ay, Ayij,
Aoy Axi, Ay, Ay
where d = %i: , A= Xz Yiiz Yiiz (18)
| Adij, | | DXy Bijy DYijy |

andnj is the number of neighbors df'ivertex. The least square solution of (18) is
O¢ =A'd (19)

whereAT is the Moore-Penrose pseudo inversefof Now, suppose that we represented
(¢ in local coordinate of any two orthonormal tangent vecsars, and the normal vector
n. LetS=[s; 5| € R3*2, Then, each row-vector @& can be represented by tee s, and

n,i.e.,
ST
A= {AS An } , ASeR"*? AnecRMWxL (20)
T
n

Suppose the surface is locally smooth, tiAenis small and can be neglected.
At~ (AsST) = s(as)! (1)
Finally, ¢ is computed as

0o ~ S (AS)Td
1 (22)
=S (ALAs) Ald , As=AS

-1
Notice that when the mesh is not deformii®(AJAs) AL € R®*M is constant and can

be precomputed as a gradient operator.
2.4.6 BFECC for Adaptive Mesh

In an adaptive mesh such as an octree [44], the interpolation required for semi-Lagrangian

advection is more complicated to implement. This complexity is often already high in the
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Figure 14: Simulation of smoke on an adaptive quadtree mesh of maximum resolution
512 (At = 0.0001,Ax = 0.1m/512 at maximum resolution). The top row is without
BFECC, where the smoke diffusion and dissipation are large. When a lesser diffusive and
dissipative smoke is needed, one can trivially implement BFECC and generate a smoke
with significantly reduced dissipation and diffusion, as shown in the bottom row, which is
simulated with BFECC. The amount of diffusion and dissipation is controlled by adjusting
the diffusion and dissipation coefficients in the diffusion and dissipation steps, respectively.
Thus, BFECC decouples advection from dissipation and diffusion steps.

simplest linear interpolation. Therefore, higher order nonlinear interpolation tends to be
much more complex. This complexity of high-order interpolation can be easily avoided
when one uses BFECC. To verify the applicability of BFECC on an adaptive mesh, we
here implemented a smoke simulator on a quad tree mesh similar to [44] and show that it
can reduce the diffusion of smoke. Due to small amount of diffusion obtained by BFECC,
we can simulate a thin filament of smoke. Since the smoke remains in a thin region, the
mesh is refined only in the thin region. Notice that when one uses first-order advection,

smoke will diffuse into the neighborhood quickly, hence a mesh needs to be refined in a

larger region. The benefits of BFECC on this quadtree mesh are illustrated in Fig. 14.
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Figure 15: The adaptive quad tree grids without BFECC (left) and with BFECC (right).

2.5 Additional Discussions on Fluid Simulation

We here tested BFECC in different fluid simulations. We simulate air-water and olive oil-
air interactions. Water is rendered in a bluish color and olive oil is rendered in a yellowish
color. We use the PovRay (http://povray.org) to render the images.

In Fig. 7, we simulated interactions between a cup, air, and water. The cup is released
upside down near the water surface. Due to its weight, the cup sinks into water, but it soon
rises again because of the air in it. However, in the top row, where we turned BFECC off for
velocity advection, the water is dissipative, and does not have enough velocity to tumble
the cup. In the bottom row, we use BFECC for velocity advection where the velocity
dissipation is small, and hence, the cup tumbles. This example indicates that reducing
velocity dissipation could be important in simulating fluid and rigid body interactions.

We here implemented thiagid fluid method [7] to simulate rigid body and fluid interac-
tion in Figs. 4 and 7, where buoyancy is automatically obtained by applying variable den-
sity projection similar to [27]. We use multiple pressure projections to address the seeping

problem mentioned in [7]. We found that the angular momentum of the rigid body tends to
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Figure 16: Dropping a cup into water on a 51101 grid &x = 0.01m,At = 0.005seq. The

far left image shows the initial configuration. The next three images in the middle are with
two projections and show a significant amount of air lost. The three images on the right
are with nine projections. They show that enough air is trapped inside the cup, causing the
heavy cup = 130kg/m°) to rise again. Also, notice the patterns of the smoke that are
diffused or dissipated little, thanks to the smoke advection, using BFECC in both cases.

be reduced per projection. Therefore, per each projection step, we added rotational veloc-
ity to the rigid body so that the angular momentum loss is corrected. This multi-projection
treatment is slow but easy to implement. The effect is illustrated in Fig. 16.

The computation time varies with the complexity of the fluid motions. In a simple
bubble rising situation without a rigid body, it took a few seconds per time step using a 50
mesh. The cup example in Fig. 7 has multiple pressure projections, taking about 30 to 130

seconds per time step on a®#grid.
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CHAPTER 1l

SIMULATION OF THIN LIQUID FILMS ON A
CELL-CENTERED OCTREE GRID

3.1 Previous Works

In contrast to the simulation of gaseous phenomena such as smoke, the simulation of liquids
produces complex changes in the liquid surface. Therefore, a method suitable to represent
the liquid volume and surface and capable of handling changes of the liquid surface is
needed. One such method that has been widely used recently is the level set method [51,
53, 60]. In [23], the level set method was used in fluid simulation to create a realistic liquid
simulation.

Even though the level set method allows simulation of a liquid’s surface, the complexity
of the surface that can be simulated is limited by the grid resolution. A significant improve-
ment can be obtained by using an adaptive grid such as an octree [44, 62]. In particular,
Losasso et al [44] showed that detailed liquid surfaces can be simulated by using an octree
grid.

Prior research in liquid simulation [18, 44, 7, 25, 59, 17] simulated liquids only, ig-
noring air. Therefore, liquid and air interactions, such as bubbles, requires an extension.
In [31], the air bubbles were successfully simulated. More general liquid/air phenomena
can be simulated by the variable density pressure projection method that has been broadly
studied in mathematics and fluid mechanics [69, 49, 35, 29]. This variable density pres-
sure projection has been used by [64, 37], in which splash and bubbles are simulated. We
also notice the bubble simulation using Lattice-Boltzmann-Method (LBM) was studied in
[73, 56].

Although the variable density projection method can simulate bubbles, the practical
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simulation of foam, in particular, dry foam, is more challenging since the micrometer-thin
liquid film cannot be represented by an Eulerian grid. Consequently, most foam simulations
have been performed by Lagrangian methods. For example, Kuck et al [41] approximated
foam bubbles as spheres and then studied interactions between them. The interaction be-
tween bubbles and liquid is not studied. In contrast, Takahashi et al [70] used patrticle to
represent foams and simulated interactions with liquids. However, the formation, bursting,
or merging of foam bubbles have not been addressed.

Thin liquid films are governed by molecular interactions rather than by the Navier-
Stokes equations. An interesting outcome of such molecular interactions is the disjoining
pressure, which acts along the direction normal to the film surface. This disjoining pressure
causes a capillary suction, slowing down the drainage of liquid in the film. Thus, the thin
film is maintained. This disjoining pressure, caused by molecular interactions such as
electrostatic, van der Waals, steric, and adsorptional interactions, is the subject of several
engineering and scientific studies [57, 19, 74, 67]. Besides those efforts to understand thin
film, its simulation is rather rare. Weaire and Hutzler [74] constructed piecewise curves
and patches to simulate a dry foam. Durian [16] simulated 2D dry foam using circular
bubbles. Because circular bubbles avoid the difficulties related to the thin films, it greatly
simplifies the simulation of foam. The drawback of these methods would be the lack of
bursting, merging, and interactions with liquid. Bazhlekov et al [3] simulated the behavior
of a foam drop that is made of a few bubbles. They used a Lagrangian mesh to represent
the liquid/gas interface. Simulations of various phenomena such as wet foam, formation of
dry foam, bubble merging, and bursting were not previously attempted.

Recently, Zheng et al [79] proposed two promissing methods for the bubble and thin
liquid film simulation. First, they proposed the region based level set method in fluid
simulation. Each bubble has different region code. Therefore, two adjacent bubbles does
not have to be separated by a thin liquid region. Therefore the simulation of thin films

between different regions is simplified.
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Figure 17: Thin liquid film occurs during a liquid splash simulation.

In contrast, our disjoining force idea be used for thin film that has boundary. An ex-
ample of such film can be found during liquid splash simulations as shown in Fig. 17.
The second contribution of [79] is the semi-implicit implementation of surface tension,
which allows larger time step. Application of these approaches will be an interesting future

direction.

3.2 Fluid Simulation on an Octree Grid
3.2.1 Nonstaggered Octree Grid

Simulation of bubbles with thin films requires a high resolution mesh to represent thin films.

In addition, liquid with multiple bubbles has a complex interface. Since a high-resolution
octree grid containing a complex interface has a high memory cost, a memory-efficient
implementation of an adaptive grid is desirable. Towards this goal, we simplify the octree
grid representation used in [44], by storing pressure and velocity at the center of the octree
cell. Since all values are stored at the center of the octree cell, we do not need a parallel
data structure for the cell corner, where velocities and level set values were stored in [44].
In addition, velocity transfer [27] to the cell face is not needed. Therefore, implementation

is simpler and memory-efficient. In our experiment, the3d2d with a flat water surface

and 63 bubbles underneath (see Fig. 1) has 14 million octree leaves. In this case, 2.5G bytes

of memory was used. The 102grid with five bubbles under a water surface requires 2.2G
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bytes of memory. About 65% of this memory cost is used for the octree. The remaining
35% is used for the symmetric pressure projection matrix and for temporary vectors needed
for conjugate gradient iteration. This 35% cost can be saved when the pressure projection
is implemented directly on the octree. In our experiments, this implementation was about
twice slower during the first few steps and then quickly become more than five times slower,
because of the cache misses resulting from the address fragmentation produced during the
dynamic allocation of memory for the octree nodes.

One drawback of our collocation is the complexity of the interpolation in semi-Lagrangian
advection. However, we found that a continuous interpolation is not necessary, but a simple
interpolation with neighboring cells suffices. We interpolate values with neighboring cells
assuming that the cells are in the same tree depth, even when they are not. Since we do
not allow more than a two-to-one depth ratio between adjacent cells, the largest tree depth
difference ignored would be one. Suppose that we are performing an interpolatfon of
at a point(x,y,z), which is contained in a leaf ce. Assume that celA has tree depth
d. Interpolation involves the values of the neighboring nodes Af First assume that a
particular nodeB incident upon a face ok has depthd. If B is a leaf, we use it®. If not,
we use the average of its children. Now assume that the de@hsoless thard. It can
only bed — 1, since we ensure a 2-to-1 ratio between neighboring cells. We will uge its

Following [44], we perturb the sampling points to obtain a symmetric pressure projec-
tion matrix. The two phase flow formulation is similar to [64], except for the differentiation
operator across different grid resolution. Notice that all our variables are defined at the cell
center. Therefore, the differentiations of these variables are the same as the differentiation

of pressure in [44].
3.2.2 Multigrid Solver

A high resolution mesh with a complex interface makes the pressure projection step very

slow even in an adaptive grid. In addition, large surface tensions require small time steps.
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Therefore, simulation may be very slow. To reduce this computational cost, we use a

multigrid solver. We applied the simple nested iteration discussed in [5].

1. We first build a pressure projection operator and compute the divergence of the ve-

locity at a coarse level.

2. We then solve the pressure projection equation using the conjugate gradient (CG)
method with the Jacobi preconditioner. This will produce the pressure solution in a

coarse grid.

3. We use the computed pressure as a starting estimate for the child-nodes at the next

finer resolution.
4. We repeat steps 1, 2, and 3 until the maximum depth is reached.

We tested the effect of this approach in several experiments. As shown in Fig. 18,
CG iteration tends to vary greatly when we do not use the nested iteration. This often
occurs when the time step is small and the CG error bound is large. However, as shown in
Fig. 18, when we used the nested iteration, the computation time become uniform. When
the complexity of surface is high the benefit is significant. We conclude that the nested
iteration is beneficial, especially when the interface is complex or is in high-resolution.
When nested iteration is used, the pressure projection takes abeub@®% of the total

computation time.
3.2.3 Level Set Advection

The BFECC method applied to level set advection tends to induce high-frequency noise
on the interface wherever the velocity field is not smooth. Therefore, Dupont and Liu [14]

proposed a remedy using the following semi-Lagrangian advection

oM = %[ 0" (—ult +ee) + ¢"(—ult —ge) |, (23)

wheree= (1,1,1). We founde = 0.3Ax works well. BFECC is implemented by perform-

ing this step three times in each time step. This oversampling and averaging adds a small
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Figure 18: The computation time for the pressure projection step is reduced by nested
iteration. The benefit increases as the grid resolution and number of leaves increases. Av-
erage pressure projection times are (a) nested:21.1sec, single:45.3 sec, (b) nested:141.2sec,
single:718.6sec, (c) nested:47.5sec, single:494.4sec.

amount of diffusion, making the surface smooth. Since this oversampling point is always
displaced alongte, it may cause some artifacts aloage. A possible solution would be
oversampling in more directions, but it would be computationally expensive. Our solution
is to randomly choosefrom the four direction$(1,1,1),(1,-1,1),(-1,1,1),(—-1,-1,1)}

in each time step.

3.3 Making Thin Film Last Longer

In our experiments, ik in (23) is as large as.P ~ 0.3Ax, thin liquid films were well
preserved. However, the liquid has the thickness of abAxt &ilms with this thickness
can be observed unrealistic as shown in Fig. 26, wheré 2g@ivalent grid was used.
When we use smalleris chosen, this thickness can be reduced, but then, the film tends to
rupture easily.

In this section, we identify that the curvature computed from level set gradient inside
thin film causes the early rupture of thin film, and then we discuss a possible solution. In

addition, inspired from the disjoining pressure, we propose to use the disjoining force to
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strengthen the film further. Using these approaches, as shown in Fig. 22, we obtain liquid

films that are aboutx thick.
3.3.1 Surface Tension

Real world bubbles have round and smooth shapes because the surface tension flattens
the liquid/gas interface. In thin liquid films, surface tension can be the dominating force.
Therefore, implementing surface tension is important in the simulation of thin films. Since
the surface tension is proportional to the curvature normal vector of the interface, computa-
tion of the curvature normal vector is necessary. In the level set framework, this curvature
normal is computed aEE—g‘. However, along the center of the thin film, the level set func-
tion has a singularity, as shown in Fig. 19, and hence the gradient computed would not be
accurate. Therefore, the curvature computed from the gradientofoisy. In particular,

this noise is severe along the thin film’s centroid, which is only about two grid cells away
from the interface. Therefore, we want to use the ghost fluid method [35, 31] that use cur-
vature values of the cell that is neighboring the interface. Since the curvature computation
on these cells requires access to one neighbors, ghost fluid requiresdovalksees about

two grid cells away from the interface.

In contrast, surface tension methods such as the smeared delta method [4] applies a
surface tension force up to~2 3-neighboring cells away from the interface. To compute
curvature on these cells, we ugevalues about 3- 4 grid cells away from the interface.
Therefore, the surface tension force computed from the gradientsofioisy in thin films.

In our experiments, when one uses the smeared delta method, the surface tension computed
from the derivatives o produced artifacts on surface and an early breaking of thin films,
even with a large disjoining force (described later) was active. In contrast, the ghost fluid
method showed an improvement. Since it ugeglues at most two-neighbors, the thin

film is better preserved than in the smeared delta method. However, in 2D, the ghost fluid

method fails to preserve the thin film, but in 3D, the ghost fluid method showed that the

42



= -
e e e e

Figure 19: Contour of the level set functiof. Thin films contain series of local minima,
and therefore, the gradienly is not always perpendicular to the film surface. Therefore,
the curvature vector computed frdo® can be inaccurate.

thin film can be preserved well. However, in small bubbles bursted as shown in Fig. 26. In
this section, we develop a method that can further improve this by computing the surface
tension from the values of 1-neighbors.

First, notice that even though the gradient¢ofs inaccurate inside a thin film, the
liquid surface of the film is smooth as shown in Fig. 19. This observation led us to the
idea of computing the surface tension from the liquid/gas interface. Assume that we have
a sufficient octree refinement near the interface so that all the interfaces are contained in
cells of maximum depth. Consider two octree cells whose centesameB, as shown in
Fig. 20. Suppose that has different signs ak andB and that the lineB is parallel tox-
axis. The interface poirR® can be computed by linear interpolation¢gaf The neighboring
interface pointXp, Q1,Q2, Q3 can be easily computed. The local surface neighborhood
aroundP contains more neighbors, but computing those additional neighbors and their
connectivity would require extraction of iso-surface . Since extracting the iso-surface at
every time step is expensive, we developed a method to compute the curvature normal
vector onP using the four neighborhood poin{®op, Q1, Q2, Qs}.

In estimating the curvature normal, the discrete Laplace-Beltrami operator [11] would
be a good candidate. However, the verfeetias only four neighbor§Qp, Q1, Q2,Qs}, and
moreover, those neighboring vertices are not always evenly distributed, as shown in the
right image of Fig. 20. By the Taylor series expansion [76] of the surface af@uidan

be shown that the accuracy of the discrete Laplace-Beltrami operator is low. Therefore, we
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develop a method that first computes a valid normal direction and then a mean curvature
value, using only{P, Qo, Q1,Q2, Q3}.

As shown in the left illustration of Fig. 20, consider the two difference vectors of the
two tangent vectors, —t;, andty, —ty,. The normal vector is computed as a normal to
these two vectors, i.en = (t; —tz) x (ty, —ty,), n:=n/[n|. In the right illustration
of Fig. 20, the surface has small curvature but the angle between the two tafygergs

small. Notice that a valid normal vector is produced in this case as well. Once the normal
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Figure 20: Computing a normal vector on a point where the liquid surface ARdre
intersecting. In the right, we illustrate the case when the iso-surface has low curvature but
the angleZQ,PQs is small. Notice that the normal vectoris computed properly.

vector is computed, we estimate the mean curvature from the angles betardmreach of
the tangent vectdy,, t,, ty,, andty,. We first compute the radius of a circle that encloses
Axn and Axtz, by ro = Axtz, - n. Similarly, we compute; = Axtz, - n,ro = Axty, -n and
r3 = Axty, -n. We then average those radii, computing (ro+r1+ro+r3z)/4. The mean
curvature is estimated as= 2/r, which allows us to compute the surface tension@as,
wherey is the surface tension coefficient.

After yxn is computed, we apply it té andB as the surface tension force. We also
tested it with the ghost fluid method by usipg as the pressure jump required for the ghost

fluid method proposed in [35, 31]. However, it caused square-like bubbles, in particular
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when a large surface tension is used. Therefore, we do not use the ghost fluid method
together with thecn computed by the above method.
Examples of bubbles simulated by this surface tension approach can be found from Fig.

24 and from Fig. 23.
3.3.2 The Disjoining Force

In real fluid, thinning of a film slows down due to the disjoining pressure. This disjoining
pressure is active typically when the thickness is smaller than a micrometer, which is too
thin to be captured by an Eulerian grid. Therefore, in this section, we explore an idea to
simulate a film that is about3 4Ax thick.

To maintain this thickness this thickness, we apply a disjoining force in a film that
is thinner than Ax. This disjoining force is normal to the film and is applied in both
directions to make the film thicker. As a result, a part of a film that became thinner than
the threshold recovers its thickness. To this goal, we first detect cells inside the thin film,
compute the normal vector and film thickness, compute the disjoining force, and finally,
apply a symmetric set of forces that repulse the two film surfaces, making the film thicker.

To determine whether a cell is a thin film cell or not, we check the sign changges of
in each of thex,y, andz directions. We only explore two grid cells in each direction, since
our threshold thickness ig¥. If sign changes in botk-x directions are detected, the cell
is marked as a thin film cell. Similarly, we apply thistty and+z directions.

Figure 21 shows a fluid ceA that is inside a thin film and is surrounded by four air
cellsA,B,C, andD. We calculate forces that push the two surrounding interface away from
A. In each of such thin film cell, we compute the normal direction to the thin film. The
normaln atAis computed as the orthogonal vector of the average of the two tangéhts at
andQ. Thus, we avoid using the level set gradient that is not differentiable in the thin film,
similarly to the surface tension case. The thickness of the film is computed as a projected

length. For example, in Fig. 21, the thickness is computeldbyn -i. When sign changes

45



inter% lf/ f;

. liquid
air ! o
) n

Figure 21: Disjoining force that prevents a thin film from bursting.
are detected in more than one direction, we perform this operation on each direction and
average them. Thus, we computed the normal directj@nd the thickness of the thin film
| at each film cells.
We then design the magnitude of force as a smoothly increasing function that is zero
when the thickness is larger than théex4 As the thickness become smaller thakx4the
function smoothly increase from zero and then saturatgdse the thickness approaches to

zero. To meat this goal we compute the fofdry

. 0, if 1> 4Ax (24)
0 (20 ~3 ()’ +1) 0, if 1 <dnx
wheren is the coefficient that determines the magnitude of force. In our experiments, when
n = 5,000, thin films rupture rarely. The powerdetermines the thickness of the film. In
most case, we use = 1, which produces film slightly thinner tha\4.
The next step is to apply this foreef to the neighboring cell8,C,D, andE so that

the interfaces are pushed apart. Since the forces applied to neighbors should not introduce

motions other than thickening, we apphf to B,C,D, andE so that the force and torque
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Figure 22: Disjoining forces acting on film cells (low-resolution grids).

resultants are zero, i.e.,

fot+rfi+f3+f3=0

(25)
(—i)Xfo + ixfy + (—j)sz + jxfz3=0.
Letn = (ny,ny). The forced,f1,f>, andfs that satisfy (25) are computed as
fo=—f1=—n\f
(26)

f2 = —f3 = —nyf .

Finally, fo,f1,f> andfz are added t®,C, D andE, respectively.
The extension to 3D is straightforward. Let= (ny,ny,n;), and letf4 andfs be the
forces on the two neighboring nodes in back and frorA,afespectively. Then, the forces

f4 andfs are computed by, = —f5 = —n.f, while fo,f1,f2, andfz are computed by (26).
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Figure 23: A dry-foam-like structure obtained by using the surface tension based on the
ghost fluid method with the curvature computed from the local interface. We inflated the
2D bubbles using the volume control method discussed in chapter 4.
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Figure 24: Simulation of one bubble forming a bubble ring and then splitting into many
small bubbles. Surface tension proposed in section 3.3.1 is used.
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Figure 25: Simulation of one bubble forming a bubble ring and then splitting into many
small bubbles (continued). Surface tension proposed in section 3.3.1 is used.
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Figure 26: Simulation of the rise of two bubbles, one of which is bursting. Surface tension
using the ghost fluid method [31] is used.

51



Figure 27: Simulation of the rise of two bubbles, one of which is bursting (continued).
Surface tension using the ghost fluid method [31] is used.
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CHAPTER IV

FLUID VOLUME CONSERVATION AND CONTROL USING
NONLINEAR FEEDBACKS

4.1 Introduction and Previous Works

Fluid simulation using level set suffers from an undesired volume loss (See Fig. 38). In a
two phase flow, one fluid can lose volume while the other fluid gain volume. Those volume
gain or loss is the volume error. Our goal is to remove the volume error and to ensure
that the volume of liquid preserved regardless of the simulation time (See Fig. 39). We
also want to be able to control the volume of fluid directly to simulate bubbles that change
volumes. An example of such bubbles will be bubbles inflated in boiling water.

We achieve these goals by a volume control method that is applying divergence values
for fluid regions to compensate their volume error. For each of these regions, the divergence
is computed carefully by first modeling the volume change equation in terms of the volume
error and then constructing a nonlinear feedback controller similar to the proportional and
integral feedback controller. We also validate the volume change equation and controller
by several experiments.

We begin with the brief overview of volume control. First, we segment the fluid do-
main into several liquid or gas regions. We then compute the volume error as a difference
between the desired and current volume per each region. Using this volume error as a
feedback input, we compute the divergence using a nonlinear feedback control strategy.
The computed divergence is the control input used to inflate/deflate each region to correct
volume error. Finally, we project the velocity field to the vector field so that it has the
computed divergence. This step is performed in the pressure projection step. Notice that

we apply divergence to all cells in each region.
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We use BFECC for the level set advection. Since BFECC produces relatively a small
amount of volume loss, only a small divergence is required to correct this volume loss.
Therefore, the overall fluid motion is affected minimally by the volume control. One also
can use better volume preserving method such as patrticle level set method, with which one
will need much smaller divergence.

The time for segmenting fluid into regions (connected components) is linear in the total
number of octree cells. In additon, the computation of the divergence is performed in each
region. Since the number of regions is much smaller than the number of cells, the cost of
the computation of divergence can be ignored. Thus, volume control does not increase the
runtime complexity.

Now, we review the related work. The level set method introduced by Foster et al
[23] has volume loss, which is resolved by the particle level set methods [18, 17]. This
particle level set method is now a widely used scheme [7, 25, 59, 17, 31] due to its volume
conservation property and some other benefits such as increased surface detail and visual
effects obtained by rendering escaped particles [27]. This patrticle level set method has a
very small but continuous volume loss [46] that may eventually accumulate to a visible
level [25] especially in a long simulation. In addition, particle level set methods require
large amount of memory and high computational cost, in particular, when an octree grid
is used [44]. In contrast, the BFECC method has a low memory and computation costs.
However, even though the volume loss of BFECC is much slower than the first-order level
set advection, BFECC still suffer from an observable amount of volume loss in most of
the fluid animations. Therefore, the benefit of volume control is maximized in the BFECC
method. To this reason, we only test our volume control approach on the fluid simulation,
where the level set is advected by the BFECC method.

We apply divergence to inflate or deflate a region so that the region maintain the desired
volume. A similar idea had been explored in fluid animation. The scheme called divergence

sourcing was used in [45, 22]. In [22], particle explosion is achieved by treating particles as
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divergence sources. In [45], divergence is applied to model the expansion from solid fuel
to gas fuel. Our contribution is to apply this idea to the volume conservation, model the
volume change equation, construct controllers, and provide gain synthesis methods from
simulation parameters so that one can easily compute gains that provides fast and stable

volume correction.

4.2 Segmentation and Tracking

A step needed for the volume control is segmenting gas and liquid regions, computing their
volumes, and then tracking the movement, merge, and split of regions in the following
time steps. The segmentation is rather trivial in the Eulerian grid using level set. We
first consider the leaf cells as a graph, where two leaf cells are connected if they share a
face. On this graph, we start a region from a leaf cell and grow that region by visiting a
neighborhood in a breadth first manner. When no connected cell has the same sign of the
level set variable, we start a new region. Since this requires only a normal queue rather
than a priority queue, this is a linear time algorithm. The volume of the region is computed
as the sum of the volumes of cubical leaf cells that belong to the region. We ignore the
liquid-gas interface cutting the cells. Although this is an approximation, it only adds small
amount of error.

The next problem is tracking regions in two consecutive time stepsZL &t the set of
regions at the™ time step, and le#Z"** be the set of regions at tiia+1)" time step. Let
R" € %" be thei " region at then™ time step. Similarly, IeR?Jrl e "1 be thej " region
atthe(n+1)"" time step. We definey j as the volume fraction transferred fra#fito Rl o

N1~ pn
Wi j = W, (27)
where\R?“ﬂRH is the volume of region that was th# region at then™ time step and
becomej " region at then+ 1) time step. Notice thdR?“ﬂ R"| can be easily computed
by counting cells that belonged R} at then' time step and belongs R{‘“ at the(n+

1) time step.
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Suppose that there are two adjacent regila{r‘llsand Rl-”2 atn'" time step, e.g., air and
water. Suppose thﬁi”l is moved and segmented R%“ in the next time step. However,
we only have segmentations of and(n+ 1) time steps, and we do not know thfﬁ} is

moved toR™+! yet.
J1

Boundary between regions R} and Rf, at n' time step.
Boundary between regions RT " and RT"* at (n+ 1) ™ time step.

1
RLNRLY
(leading region)

RINRE™

- X Direction of motion
(trailing region)

Figure 28: Tracking Region.

As illustrated in Fig 28, suppose th@?l iS a moving region. In next time step, cells
that belonged t&? belong to the two regiong!* andR™*. We may callR) NR'* as

the leading region, ang! N Rle

as the trailing region.

Since surface tension requires small time step, the level set CFL (Courant-Friedrichs-
Lewy) number is less than one in most cases, and therd®rgpically moves less than
a grid cell per time step. This implies thszﬁR?l+l and R{‘lﬂR?:l has small volume
fraction, while the regionRi”lﬂRrj‘l+1 has volume fraction close to one. Therefore, we can
consider regions of volume fractions smaller than the threshold (we chose 0.1) as leading

and trailing regions due to the movement of regions. We can concludRﬁfﬁéishould
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n

have the volume oR .

After zeroing volume fractions that are below the threshold, we normalize the remaining
fractions so that their sum is one. Therefore, wanggf, = 1 andw;, j, = Wi, j, = 0. Notice

. . n n . . .

that when multiple regions, sd?{‘l,Riz,....Rim, are merged and split to multiple regions
RIFLRY, R?,”, the above strategy is sill valid for most of cases. In this way, we do
not have to track the motion of each cells. However, when the volume splits to many small
volumes, the above tracking method may not work. This approach worked correctly in our

experiments. One can improve this by advecting the region as in [79], but this solution

requires an extended advection algorithm.

4.3 Projection to a Controlled Divergence Field

Let u* be the velocity computed before the pressure projection is applied, anydbetthe
desired divergence in a region. The modified pressure projection prajetiisa velocity

u"+1 that has divergence, i.e.,

op 1
0 — =

Ouli=c" = 5 _A—t(Du*—c”), (28)

Sincec" is simply subtracted from the divergence, the complexity of the pressure projection
step is not increased. The divergence valuis constant at all cells that belong to a given

region. In general, different regions have different values'of

4.4 The Volume Change Equation

A fluid region, such as a gas bubble, gains or loses little volume per time step. It typically
takes almost 1,000 time steps until a bubble loses half of its volume even in a relatively
coarse 128grid. In other words, the volume change is not a high frequency behavior when
BFECC is used for level set advection. This observation indicates that volume control
should be relatively easy. In addition, this slow dynamic nature implies that a derivative
feedback is not necessary and proportional feedback would suffice. However, when we

applied this proportional feedback to a rising bubble simulation, we observed that a rising
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bubble tends to saturate to a slightly smaller volume. Although this shrinkage is often
negligible, the amount of shrinkage is not known. Therefore, we perform further analysis
and design an additional control strategy to remove this shrinkage.

In designing a control system, the first step is to define the state vaxialdle use the

normalized volume error
vV,
\7i 9

X' =

(29)

whereV, is the current volume of th&" region, andV; is its desired volume. The next
step is obtaining the system equation that describes the changes of this state xriable
However, modeling how the' changes at each discrete time step is difficult as the volume
changes by complex simulation procedure. Therefore, we use a continuous time model,
i.e., we usex(t) andci(t) instead ofx! andc!. The volume rate is computed using the

divergence theorem as
\'/iZ/u-nds ~ [D.udv = gV, (30)
S Vi

wheres§ is the boundary of the fluid volumé&. Therefore, ideally, wheg = 0, the volume

should not change, but simulation experiments show a volume loss due to the inaccuracies
in the level set advection and the pressure projection step. After several simulation experi-

ments, we conclude that this volume loss can be modeled by the following equation using

an unknown factob.

Vi =GVi+b (31)

Whenc; = 0, simulation experiments show volume plot as a function of time has large lin-
ear segments connected by curved transitions. In each linear segment, the slope is constant,

indicating piecewise constabt Rewriting (31) in terms o%;, we obtain

. Vi GVi+b
H p— —-— p— r~; p— H . 1 b 32
XI V| V| C| (Xi + ) + ) ( )

whereb = b/V.
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4.4.1 Experiments on Volume Loss

The unknown factob primarily depends on the level set advection method, but it also de-
pends on simulation parameters such as timeA&tefdx, redistancing parameters, the size

of bubble or liquid drop, the surface tension, and others. In additichanges during the
simulation. For exampldy is large when a liquid film is formed. However, we can observe
thatb changes slowly. In this section, we perform various experiments to understand the

volume loss rat®d. As shown in Fig. 29, 30, 31, and 32

Initial Volume
— y=0.07
— y=0.14

error state: x
3
volume (cm®)

|
0 0.05 0.1 0.15 0.2 0.25 0.3
time

Figure 29: The volume loss raté of a rising bubble strongly depends on the surface
tension ¢ = 0).

128°
_o2k 256°

error state: x
3
volume (cm™)

-1 I I I I I 0
0 0.05 0.1 0.15 0.2 0.25 0.3

time

Figure 30: The volume loss raté of a rising bubble depends on the mesh resolution
(c,=0).

4.5 A Proportional Feedback Controller

The volume loss observed in the previous section can be compensated by adding a diver-

gencec;. This divergence; is applied uniformly inside each region, but different regions
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Figure 31: The volume loss ratb of a rising bubble depends on the time stgp£ 0).
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Figure 32: The volume loss ratb of a rising bubble depends on the redistancimg=(0).

have different values af;. We first consider the feedback

Xi

—t (33)

Ci = —kp

This is a nonlinear feedback, but sinpg < 1, ¢; ~ —kpx;. Due to the similarity with
the proportional feedbackkpx;, (33) will be called the pseudo proportional feedback or
proportional feedback for simplicity.

Plugging (33) into (32), we obtain a linear equation
% +kpxi = b, (34)
which has the following explicit solution
y b _
(1) = xi (t)e Ket—t) L = (1 _ g—Kkp(t—t)
x(0) = x(e o 4 - (1-e k), (35)

wheret; is the time when thé™" region is created. Ikp > 0, this explicit solution shows

that the errok;(t) does not converge to zero, but

Xi(t) — b as t — oo. (36)
kp
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This steady state errc% is the drift error we observed with the proportional feedback in
the rising bubble experiment in Fig. 34 and 35. This is due to the fact that a rising bubble
loses volume until the 1034 — V is large enough for the proportional controller to produce
large enough divergenag As a result, the volume of a rising bubble tends to saturate to a
slightly smaller volume. This volume loss may not be visible (See Fig. 34), and therefore,
the volume drift error may be often negligible, if a sufficiently lakges used. However,

the amount of error is unknown since it is a function of many different simulation methods
and parameters. Moreover, the volume error could be visible when the bubble is large.
In particular, when multiple bubbles are stacked, the small volume losses of individual
bubbles are added together produces a lowering of the surface of the foam that is clearly

visible.
45.1 Computing Proportional Gainkp

The equation (36) shows that the volume error can be reduced ddwkgtowhich may be
very small ifkp is sufficiently large. With this observation, a natural approach to compute
kp is first defining a error toleranag, and then computing the gainlgs= |b| /&, so that the
steady state error is smaller than the tolerance. Simcanknown, one may estimabdy a
number of experiments. However, as shown in the previous sebtisa, function of many
factors and it is hard to estimate. More importantly, if the error tolerapce arbitrarily
small, the gairkp = |b| /&, will be arbitrarily large . This will produce an arbitrarily large
divergence input; = —kpx;, which can halt the simulation if the time step is not sufficiently
small. Therefore, we do not compuée from the steady state error tolerance.

Instead, we use thesing timecriterion to design the gaike. We first assume that a
fluid region has volume errot. The user specifies the number of time stapsduring
which the volume errox is reduced down t&/10. The timenpAt is called therising time
The use of rising time criterion provides an important advantage. Since we specify the

number of time stepsp, the resulting divergence input will try to fix the volume erron
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time steps. For example, if we sgt = 25, the volume error will be reduced down to 10%

in 25At seconds. If we decrease the time sfg¢pnto half, the gain will be automatically
adjusted and the volume error will be reduced twice faster & B5decreased down to
half, but still innp = 25 time steps. Conversely, if we increase the time step, the volume
error will be fixed slowly, but still imp = 25 time steps.

Notice that instability would occur ifip is too small. For example, ifip < 1, the
divergence input will be large and the volume of the region may grow or shrink more than
necessary in a single time step, making the simulation unstable.

Now, we derivekp. First, using the proportional feedbagk= —kpX;, the system equa-
tion (41) is written as

% = —kpx; -+ b. (37)

As will be shown in the following experiments, the steady state volume error is small. Thus,
b can be ignored for the controller construction. Ignotmghe volume error evolves in the

following discrete form
n
X = (e‘kpm> X0, (38)

wherex is the volume error of f region in ri" time step. Sincep is the number of
time steps required to reduce the initial erxﬁrdown to 10%, the proportional gakp is

computed from the conditiofe™2)™ = 0.1 as

—In0.1 B 2.3
npAt N npAt”

. (39)

To validate the volume change equation, and the proposed controller, we set the volume
errorx; = —0.1 and then apply the volume control. As shown in Fig. 33, the efror

decreases towards zero in approximatelfime steps in various grid resolutions.

4.6 A Proportional-Integral Feedback Controller

BFECC applied to level set advection makes volume loss or gain occur slowly. Therefore,

the proportional control may keep the volume loss unnoticeable. Indeed, in most cases,
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Figure 33: Step responses of volume show that the rise time is indged
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Comparison of no control, P, and PI controllers
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Figure 34: Comparison of controllers in a 128rid. The proportional controller produces
a very small error, and the PI controller does not improve much. The fluctuation may come
from the error in the volume computed by counting grid cells. Notice that the controller is
robust against this error.
the proportional control seems sufficient. For example, Fig. 34 shows that the volume
error in 128 grid is less than 1%, when the proportional feedback with= 25 is applied.
However, in some cases, when a low resolution grid is used with large surface tension, the
volume error tends to increase in proportional controller as shown in Fig. 35.

In the classical control strategy [63], a natural choice for removing drift error is using
integral feedback, by which the small drift error will be integrated over time and then used

as an additional control input. This is an efficient strategy since the small drift error can

be accumulated to produce large control input. Consider the following nonlinear feedback
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Figure 35: Comparison of controllers in a low-resolution®gtid with high surface tension
Y= 1.0. The proportional controller produces somewhat large error and the PI controller
improves it.
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with integral term
o _ —hex— ki [ xdt
' X+ 1
—kpx — ki f¢ xidt—k [U,,xdt
B X +1

(40)

Y

wheret; is the time when th&" region, for example a bubble, is created. This is a nonlinear
feedback, but sincg| < 1, the feedback is similar to the proportional integral feedback
¢ = —kpx — K fiw xjdt. Therefore, we call (40) as the proportional-integral (P1) feedback.
The termeooxidt is computed by combining the error integrals of previous components

that participated to the th&' component. Using this feedback, we obtain a linear equation
t
% + ko + ki / xdt = b, (41)
which has the following solution

X(t) = Fllz [Xi (1) (a0 — Apefelt V) (b_ K f ‘mxidt> G e/lz(tti)>] ,
(42)

wherels, andA, are the solutions of the characteristic equatibf+ kpA + k; = 0), com-

2 _ 2 ... . .
puted ash; = —*¢ + —Vk'°24k' andl, = —*%¢ - —VkP24k'. If we choose positive gains, i.e.,
ke > 0 andk; > 0, the exponentd, , are always negative or have negative real parts, im-

plying et2t — 0 ast — . Therefore, the volume error tends to disappear, i.e.,
X(t) -0 ast— co. (43)
In addition, by taking time derivative of (42), we can show that
Xi(t) — 0 ast— oo. (44)
Therefore, from (41), we obtain
k|/_thidt =b-—X—-kx — b ast—o, (45)

which shows thak fﬂwxidt is an estimate of the unknown factbr and that the PI-

controller uses this estimate to cancel lifactor.
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The next question is the computation ﬁﬁfoo xidt When the bubbles merge or split to
create new bubbles, the terrjﬁ,0 xidt in (42) of the new bubbles can be computed in the
following way. Suppose that bubbles identifiedja$ , j>™, ..., ja™ regions at tha™ time
step are merged to from a bigger bubble that is identified as"hegion at the(n -+
1) ™ time step. To further generalize this, suppose that the volume fractions @, ...wh,
of each bubble went to thié" bubble. Therefore the desired volumeitfbubble isV; =
Sh_,w;Vj,, and the current volume ¥ = S2_,w; Vj,. The error integral of the new

bubblefﬁwxidt is computed from the error integrals of old bubbfé’é Xj dt,k=1,2..nas

t V-V
/ xdt = / e dt
—00 —00 \/|
(-5
= = w; Vj, —Vi | dt
\/i o kZl k © Ik
1 n - ~ ~
—~ \7/ > Wi (ViXj, +Vj) —Vi | dt
i/ \ &1
1 n - n ~ ~
= \7/ z Wi VjiXjy + Z Wj Vi, —Vi | dt
/=% \k=1 k=1

n

1 ~ ~ ~
== wi, Vi Xi, +Vi —V; | dt
\/i/—oo <kzl JkVik Jk+ | l)

1 h ~ ti
= \Tkzl (ijij/ooXjkdt) .

This way, one can apply the integral feedback to a new bubble. In contrast, if one start a

(46)

new error integral, treatin@t‘(,o xidt = O for newly created bubble, the bubble may shrink

by a small amount for a short period of time. This shrinkage is often small and recovered
quickly, and hence not visible in most cases, but we occasionally observed the volume of
bubble shrank for a short period of time. Therefore, computing the error integral of a new

bubble by (46) is often necessary.
4.6.1 Computing Integral Gaink;

The drift error of proportional control can be removed by adding integral feedback. How-

ever, improperly chosen integral gdincan cause undesired oscillations in volume, which

67



indeed occurred in our simulation of stacked bubbles. This oscillation was removed when
we increased the damping. Therefore, we propose a method to compute la tzan
provides a good damping.

Lety= fct) xidt. Then, from (41), we obtain a second order system
y + key + ky=0, (47)

ke _ ke
Wk = Uk Our

goal is now choosing good values §fthat provides enough damping. By the classical

whose natural frequency s, = v/k and the damping coefficient 5=

control theory, a system that has a good balance between fast error correction and damping
would havel = 0.7, which contains a small amount of oscillation that settles down quickly.
When{ > 1, the system s critically damped or over-damped, and therefore, oscillation in
does not exist. Therefore, it would be safe to chabsarger than 0.7. In our experiments,

¢ =2 worked well. After{ is chosen, the integral gakp is computed as

ke \ 2 k2
() - % “o

where the proportional gakp is computed from (39).
4.7 Controller Implementation
The proportional controller is implemented as
' = —kpx. (49)
The proportional-integral (PI) controller is defined by
n
¢' = —kpx' — Kk > X" At. (50)
m=0

Therefore, it is implemented as

= e
' = —kpx' — Ky

(51)
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The volume loss factds can be used to measure the volume loss property of the level

set advection scheme. When PI controller is used, this fbatan be estimated as

b = kiy' (52)

As mentioned earlier, the computed divergeilcaes applied to all cells that belong to

i region.
4.8 Computation Time

The pressure projection is solving a matrix equation in the fQxs=y, and the volume
control adds divergence to right hand sidélthough the matrix remains the same, added
divergence may cost more iterations in the pressure projection. In experiments, the slow
down in pressure projection is negligible as shown in Fig. 36. In this figure, segmentation
is more expensive. However, the time for segmentation and pressure projection increases

total computation time only by about-34% as shown in Fig. 37.

4.9 Discussions on the Order of Accuracy

An interesting question left is whether the volume control affects the overall order of ac-
curacy or not. To answer this question, first observe that the volume control adds the
divergence ternt to the pressure projection step, and that i zero, the simulation is

not changed by the volume control. Therefore; Has the order of accuracy higher than

or equal to the accuracies of other simulation steps, the overall order of accuracy may not
changed. On the other hand,dfhas the order of accuracy lower than that of the other
simulation steps, the accuracy of the entire simulation step can be lowered.

Notice that the overall simulation is first order accurate due to the use of the operator
splitting. In addition, the velocity diffusion, and the pressure projection steps are also first
order accurate in space and time. In particular, the accuracy of the pressure projection step
implies that the divergence equation has the residual Erroe= O(Ax?, At?) per each time

step. Therefore, although the level set advection is second order accurate thanks to BFECC
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Figure 36: Computation times for pressure projection and segmentation with and without
volume control. Computation time is normalized by the number of grid cells.
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Figure 37: Total computation times with and without the volume control. Computation
time is normalized by the number of grid cells.
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(the residual error i©(Ax3, At3) per each time step), the volume error accumulated over
time remains first order. Roughly speaking, simcis proportional to the volume error,

the order of accuracy may remain the same. A further analysis is required to verify this
statement.

In addition, we introduced an additional error in the volume computation. Since we
counted number of cells, the volume computation has an error whose magni@(@«g,
whereSis the area of a region’s boundary. Since the divergens@roportional to the nor-
malized volume errox whose magnitude is computedas: \L\:/M = O(AXS/V) = O(Ax),
the divergence is alsoO(Ax). Although this is larger than the residual error, the volume
computation error is not accumulated over time. Therefore, the error in the volume com-
putation may not decrease the overall accuracy. We plan to perform further analysis in

future.

4.10 Results

Using the volume control method, we can simulate fluid without volume loss. The severe
volume loss observed in Fig. 38 can be corrected by using the volume control method as
shown in Fig. 39. For the simulations in Fig. 38 and 39, we used &§6ivalent grid, with
the surface tensiop= 0.07 N/m. The size of the computational domain is Scm

As discussed earlier, the volume control method is not only used to correct the volume
error, but it can also be used to change the volume of fluid. In Fig. 40, we demonstrate this
by inflating bubbles. We let the desired volume linearly increase over time. As shown in
Fig. 40, the volume control produces divergence that inflate bubbles to follow the desired
volume. We use a 522quivalent grid, and the surface tension coefficieat0.07 N/m.

The size of the computational domain is 16cm
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Figure 38: Simulation of a bubble without controllers on a 3&quivalent octree grid.
The volume is almost lost after a while.
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Figure 39: Simulation of a bubble with proportional controller on a 2&8juivalent octree
grid. The volume of bubble is preserved.
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Figure 40: Simulation of inflated bubbles.
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Figure 41: Simulation of inflated bubbles (continued).
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CHAPTER YV

A MESH FILTER IN RATIONAL FORM

5.1 Surface Smoothing

5.1.1 Choice of Discrete Laplacian Operator

The algorithms for smoothing triangle meshes have been studied extensively. In Taubin’s
work [72], the low frequency modes in a mesh are preserved, while high frequency modes
are attenuated. The underlying theory is that the eigenvector of the negative Laplacian
operator of a surface represents different frequency modes of the suréactine larger

the associated eigenvalue is, the higher the frequency mode it represents. However, the
guantitative relation between the eigenvalues of the discrete Laplacian matrix and the fre-
guency of the noise on the surface is not known. Furthermore, the discrete Laplacian oper-
ator does not approximate the continuous Laplacian and hence one cannot expect that the
eigenvalue/eigenvector pair approximates the eigenvalue/eigenfunction pair of the smooth
surface. Indeed, all the eigenvalues of the discrete Laplacian operator fall into the interval
[0,2], whereas the eigenvalue of the smooth surface can be infinitely large. In the discrete
mesh, the finer the mesh, the larger the frequency the mesh can represent and therefore
eigenvalue associated with such a high frequency mode can be very large. In [78], the
discrete operator used for filtering is the affinity matrix, which does not have a known
corresponding continuous operator for a smooth surface.

Hence, we have decided to use a discrete Laplacian operator that is convergent to the
continuous one, as the mesh is refined. A popular formulation of the discrete Laplacian
operator is based on the cotangent weights [55] that is used for mesh filtering in [11]. It
can be shown by Taylor series expansion [76] that when the cotangent weights are divided

by one third of the area of neighboring triangf&i (53)) this formulation approximates
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the continuous Laplace-Beltrami operator if the mesh is regular, i.e., the edge length and
triangle angles are uniform. We show that, when this operator is used, the cutoff frequency
can be selected using a more intuitive measure such as the geometric dimension of a feature.

LetL € R™* be the discrete Laplacian operator defined as

1
~ z (cotaiy +cotPik) , i=]j
(CL)y = /N{S KEK (53)
_Ai_/B (COt(Xij —I—COtﬁij) , 1#]

where(L )jj is thei, j-component oL, ny is the number of verticeg, is the sum of area
of triangles around™ vertex,.#{ is the set of indices of vertices around fffevertex and

aix, Bik are angles of the corners facing the edge connectiramdk™ vertices.
5.1.2 Decomposition of the Operator

The matrixL is not symmetric, but it can be decomposed into a multiplication of a diagonal

matrix M with a symmetric matriX defined as

—L=M"1K , where

(M)i =Ai/3
(54)
(K); = S kes (COtaik +COtBi) , i =]
— (cotayj + cotfij) . i
Note that the matricel8l andK appear when one constructs a linear finite element formu-
lation of the PDEp — A¢ = 0 of a scalar filed) over the triangle mesh. The finite element
formulation yieldsM {¢} +K{¢} = 0, where{¢} is the long vector ofy sampled at the
vertices, wher& is the stiffness matrix corresponding to the negative Laplacian term, and
M is the lumped mass matrix.
Notice that if all triangles are properly oriented and there is no triangle with negative
or zero area, the element stiffness maffix € R3*3 is positive semi-definite with a one

dimensional null space. Sinc€ Kx = SyeX{ KeXe, Wherexe € R3 is the collection of

entries inx that belong to the™ triangle,x"Kx > 0 (x"Kx = 0 if and only if all entries
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of x are the same when the mesh has one connected component). Consetuestly,
(symmetric) positive semi-definite with one zero eigenvalue lnis a diagonal matrix

with positive elements. Consider the eigen decomposition of the positive semi-definite
matrix M ~Y/2KM ~1/2 = VAVT, whereV is orthogonal and\ is diagonal. By multiplying

it by M—1/2 to the left andV11/2 to the right, we obtain an eigen decomposition-af

L=M-12 (M ~1/2k M —1/2) M /2

g (55)
—MY27 A (M *1/2\7) —M-Y27 A YTMY2
If we defineV =M ~Y2V, thenv—1 =VTMY2 = VvTM and we have
—L=M"K=VAVi=VvAV'™M (56)

V is an eigenvector matrix ofL.
5.1.3 Construction of Filter

Let p € R™*3 be the matrix whose columns are thg andz coordinates of vertices. Then,
—Lp is the normal vector whose magnitude is twice the mean curvature at each vertex, and
hence—L is the discrete Laplace-Beltrami operator [6].

If we can computd/ exactly, we can drop high frequeney yielding an ideal filtering.
However, in a large mesh, it is not practical to compute more than the first few eigenvectors.
Moreover, even if possible, ideal filtering often creates ripples and hence not always ideal
in practice. Thus, the approach in [72] is very efficient, since a carefully designed filter
can keep the low frequency while reducing high frequency without having to compute the
eigenvectoV.

We propose the following filtering formula inspired by the linear discrete system used

in DSP and control fields.
(a0l —ayL +apL?—...)p’ = (bol —byL + L2~ ...)p
Applying the eigen decomposition efL in (55) yields
(a0l +aA+..)V p' = (bol +biA+..)V p (57)
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Lets be thei" diagonal element oA. Then, theé™ row of (57) is
V7' = diaglG(s)] V'p (58)

where diagG(s)] is a diagonal matrix withG(s) in its diagonal. The functio®(s) is
called the transfer function and is the amplification factor for the eigenmode associated

with the eigenvalus. One can see th&(s) is in the following form

bo—i—blS—f—szZ—l—...
G(s) = 59
(s) ap+a1S+ apS + a3+ ... (59)
Finally, we have
p’ = VdiagG(s)] V'p (60)

which shows thap’ = p if G(s) =1 for all s. If G(s) is small (large) for soms, thenp’

will have small (large) contribution from the mode associated with it. ThuslLifis the

discrete Laplacian operator that approximates the continuous one, one can assume that the
eigenvectors iV and the associated eigenvalues approximate the physical frequencies in
the surface. Hence, one can desi@s) to exaggerate/attenuate certain frequency pattern

in the surface.

By choosing different coefficients, we can design a variety of filters, such as lowpass,
high pass, bandpass, or notch filters. Other filters or transfer functions design methods
such as the classical pole-zero placements, butterworth, Chebyshev and other filters in
analog/digital controls and DSP literatures could also be used with slight modifications as

needed.

low-pass low-pass, band-exaggeration band-exaggeration filters

15 T ——= 2.5
G
1
! 15 ‘ 2
1' G, | | L5
| 1@
' 0.5 I
0.5——
G, Is.s G, %

S,
-2 0 2 -2 0 2
10 10 10 10 10 10

Figure 42: Lowpass filter and its variations constructed from (67) with §; < $,Gs <
1< Gl,Go < G1
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high—pass high-pass, band-exaggeration band-exaggeration filters
15 TP ———— 25

0 2 -2 0 2 -2 0 2
10 10 10 10 10 10 10 10 10

Figure 43: Highpass filter and its variations constructed from (67) with & < $,Gg <
1< Gl,Goo < Gy

5.1.4 Converting to Symmetric Matrix Equation

SinceL = —M 1K is not symmetric, a bi-conjugate gradient method has been used [11].

Instead, we propose to left-multiply the equation by the diagbhatielding
(@M +aK +aKM K +..)p' = (boM + by K +...)p (61)

Now, we have a symmetric matrix and the equation can be solved by the simpler conjugate
gradient methods. We use a simple Jacobi preconditioner. Notice that the sparse matrix
M +a;K +a,KM 1K + ... does not have to be computed. The CG iteration only requires
matrix vector multiplications. Thus(,M +arK 4+ apKM ~1K + ) p can be conveniently
computed as the sum of a cascaded series of simpler operations, sMgh &p. The
efficient computation of the Jacobi preconditioner is not trivial but it can be performed
in linear time by taking advantage of the sparsity information that is available from the

connectivity of the mesh.

5.2 Previous Works

TheA /u filter [72] is in the following form.
p'= (I+bi(~L)+ba(~L)?)"p (62)
Thus, the transfer function is

G(S) = (1+bis+bps?)" (63)
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Since the operatorL chosen in [72] has eigenvalue less than two, a proper choiee lof

will keep G(s) small on the interval [0,2]. However, when one uses the Laplacian operator
in (53), its eigenvalues are large, yielding lai@és) for large eigenvalue. Thus, the
explicit filter formulation will not suffice for any operator that approximates the continuous
Laplace-Beltrami operator. Hence, Desbrun et al used an implicit formula [11] using an

operator nearly similar to (53).

(I+a(-L)"p' =p (64)
The transfer function is
1
G(s) = Atags)" (65)

They used a uniform scaling factor to preserve the volume. In implicit f@(s) is safe

for very larges since it will result in a very small value @, attenuating the high frequency

mode associated with it. The drawback is the lack of a flat lowpass band, which may yield

an annoying shrinkage of features that one may want to preserve. Even though the operator

chosen was close to (53), the quantitative meaning of the filter frequencies was not studied.
Another implicit filter is the butterworth filter found in [78]. In this work, the transfer

function is in the form
B 1
14 ars?

G(s)

(66)

Again, the gain is a monotonically decreasing functiors @hd hence the attenuation of

the low frequency is inevitable. A typical example is the shrinkage of the bunny ear. A
higher order butterworth filter will produce more flatness at low frequencies [10], since the
filter is designed to have maximal flatness at zero frequency. However, to maintain a flat
lowpass band, the order of the filter needs to be high and hence the cutoff rate will be very
steep, approaching the ideal filtering, which can cause ripples, an effect known as ringing.
This phenomenon can happen even in the second order filter, whose maximum cutoff rate
is -40db. However, in our filter construction, it can be easily reduced by choosing a larger

Sy, which is defined in section 5.3.1.

82



It should be mentioned that the Laplacian operators found in [72, 40, 36] regularize
the mesh while performing the filtering operation. The reason is complex. An intuitive
understanding may be gained by deriving the Laplacian operator in [40] from the finite
element framework, where edges correspond to string elements with nominal length zero,
and their stiffness are proportional to lengths. This yields long edges pull harder and shrink,
while stretching short edges, which yields mesh regularization. Unfortunately, (53) does
not have a similar effect. A remedy was proposed by [50], where they constructed a hybrid
operator that uses (53) for normal displacement of the vertex and the umbrella operator in
[40] for tangential motion with some adaptation. In contrast, our approach applies the mesh
filter only once and hence the mesh regularity deteriorates little. Therefore, we do not need
to embed mesh regularization.

An alternative filtering approach is to build a multi-resolution hierarchy that contains
different level of detail and then selectively reduce or amplify various detail levels. In [28],
the progressive mesh is used to build the multi-resolution and then different refinement
steps are zeroed, kept or amplified. Again, the mesh refinememtatepsize of feature are
not explicitly related and hence the user need to chodsetrial and error. Exaggeration
of mesh feature can also be found in [77], where Zelinka et al picked a feature using a

geodesic fan and then searching the mesh for similar features to exaggerate.

5.3 Filter Design
5.3.1 Exaggeration Filter Design

In this section, we explain how we designed a filter that exaggerates certain frequencies.
We may also remove high frequencies and keep low frequencies, or vice versa. We use a
second order polynomial for both the numerator and denominator, which gives us choices
for six coefficients: ag,as, az, bg,b1,b2. A higher order polynomial would afford more
flexibility and sharper cutoffs, but would considerably slow down computation. Therefore,

in order to support interactive design, we have opted for second order polynomials.
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As is shown in the far left image of Fig. 42, we allow the user to specify the DC gain
G(0) = Gp and the high frequency gaiB(») = G, which should be zero if one wants to
attenuate the high frequencies. The user can also select the location of the maximum gain
such thaiG(s;) = G; to design the frequency and amplification factor. We also allow the
user to specify another frequengy such thats(sy) = 1, to specify when the gain falls off

to one. Then, given the five parameters,, Go, G1, Go, the filter coefficients are computed

as
Go—G1 1
a0 » Bo=0o , & G- G S% 2 =&
Go—-G12 1-Gp1 1 Goo
a = — 0 1 0+ (67)
1-G1 s 1-G1 s *1°6G, G
Go—-Gi1s—25 1-GyGy
b1 = — — — Gy
171G, € 1 Gy 2%
whereG; # 1.

If s, >35> 0,G1 > GpandG; > G, one obtains a set of filters shown in Fig. 42 that
includes lowpass, band exaggeration filters with the option of high frequency reduction.
In lowpass filter design, when stronger attenuation in high frequency is needed, one may
choose&G., = 0. In this caseb, = 0 and the high frequency cutoff of 20db is achieved. This
can be increased to 40db@® = 1 ands, = 2s; sinceb; = b, = 0. The example of this
steep cutoff can be found in the second image in Fig. 52, where the high frequency noise in
the chin, shoulder and ear have disappeared. When we cliposes, = 0, we obtain a
bandpass filter as is shown in red in the last image of Fig. 44. #s, > 0,G; > G, and
G1 > Gp, one obtains the highpass filter with options of various exaggerations and bandpass
filter as illustrated in Fig. 43. Notice that those highpass filters will collapse the mesh since
they remove low frequencies and hence are less useful than lowpass filters. However, they
may still be used in some application that needs to compute the strength of high frequency
signal or transfers high frequency details of a mesh to other mesh after constructing a
mapping between two surfaces. One can also obtain a notch fil&p by1, G, > 1 and
assigning small value t@1, as is shown in Fig. 44. An example of this notch filter can be

found in the third image of Fig. 49. Also, when one incre&Sgs> 1 andG; close to one,
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Figure 44: Notch filters with different stop-band widths.

a high frequency exaggeration filter is obtained, as is shown in Fig. 45.
In conclusion, our filter formulation in (61) and (67) can be used for a variety of mesh

processing applications.
5.3.1.1 Note on Computation Time and Higher Order Filters

Ouir filter (67) is second order. The higher order filter can provide more freedom in design-
ing G(s). For example, Chebyshev filter can reduce ripples in the pass band. However, as
the order of the filter grows, the condition number of the matrix in the left hand side of (61)
will grow exponentially and hence applying it will be very slow. Alternatively Zhang et al
[78] suggest an idea that can possibly remedy this by factoring high order polynomials into
a product of quadratic or linear polynomials. Zhang et al. even factored the denominator
of (66) into (1+ /a2s) (1+ j\/325) , j = v/—1 and then solved the two first order complex
matrix equations.

Ouir filter process takes a few seconds for a model with 3,291 vertices. For the dinosaur
model with 28,098 vertices, it requires 147 seconds for high frequency filters in Fig.
49 and a few minutes for low-frequency filtering as is shown in Fig. 50. Note that low

frequency filtering is much slower than high frequency one. We provide timing results for
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Figure 45: High frequency amplification filter applied to a rabbit model(33,519 vertices),
which took 26 seconds in 2.4GHz Pentium4.

Icosahedron tetrahedron longitude-latitude
0 0 0
10 10 10 |
12 vertices 4 vertices 6 vertices
20 triangles 4 triangles 8 triangles
-4 |5 <= valence <=5 -4 |3 <= valence <= 3 -4 |4 <= valence <= 4
10 10 10
-1 0 2 4 -1 0 2 4 -1 0 2 4
10 10 10 10 10 10 10 10 10 10 10 10
0 0 0
10 10 10
42 vertices 10 vertices 7 vertices QOO0
80 triangles 16 triangles 10 triangles
-4 |5 <= valence <= 6 -4 |3 <= valence <= 6 -4 |4 <=valence <=5
10 10 10
-1 0 2 4 -1 0 2 4 -1 0 2 4
10 10 10 10 10 10 10 10 10 10 10 10
0 0 0
10 10 10
92 vertices 20 vertices 14 vertices
180 triangles 36 triangles 24 triangles
-4 |5 <= valence <= 6 -4 |3 <= valence <= 6 -4 |5 <= valence <= 6
10 10 10
-1 0 2 4 -1 0 2 4 -1 0 2 4
10 10 10 10 10 10 10 10 10 10 10 10
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-1 0 2 4 -1 0 2 4 -1 2 4
10 10 10 10 10 10 10 10 10 10 10 10

Figure 46: Exaggeration filtey = 10, s, = 25, Gg = 1.0, G; = 30, G, = 0) applied to
sphere meshes of various radii and connectivities. The solid blue liG¢sjscomputed
from (59), while red dots are samples of experimental ga#s,, wherer|,ro are the
average radii of input and output spheres, respectively. Notice/tliats are in log scale.
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all models measured in 2.4GHz Pentium4 PC with 512MB of main memory. This com-
putation time could be significantly improved by using complex valued conjugate gradient

solver [78] or the multigrid solver [48].
5.3.2 Filters Decomposable to First Order Ones

We explore the idea of constructing a filter that can be factored into real polynomials of
degree one, since such an approach allows the left hand side of (61) to be factored into

products oM ~1(K 4 piM), which can be solved much faster.

_ P1P2pP3...\ (S+z1)(s+2)(s+z3)...
G(s) = (G U273... ) (s+ p1)(s+ p2)(S+ p3)... (68)

wherep; andz are real numbers. A classical control theory [63], pages 213-226, provides
an easy guideline in choosirzgand p; using the asymptotic lines that turns 20dlzand

-20db atp; as is illustrated in Fig. 48. As is shown in Fig. 47, it can be set to approximate
the exaggeration filter too. However, it is difficult to make the exaggeration band narrow.
In low pass filtering, it is hard to obtain a sharp cutoff rate while maintaining flat pass band.
Thus, filters decomposable to first order ones can be intuitively designed by asymptotic

lines and faster than the second order filters but their filtering capability is not sufficiently

powerful.
T T T T T
3 .GL ,,,,,,,,,,,,,,,, |
2
25+ s“+0.05s 4 |
37840708.65(s+5.1)
2 s? - 0.11667 s + 0.0066667 . -
@ (s+20)
O 15F |
1 GO _
05F |
5,10, 52=25, G0=1, G1=3, G_=0 G
O 1 1 EErEra | 1 1 | 0q
107 10™ 10° 10" 10° 10° 10*

Figure 47: Comparison of exaggeration filter(blue) to a filter designed by asymptotic
lines(green).
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10”

G(s)
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Figure 48: Designing a band stop filter by choosing four frequenciggs) tends to turn
20db(-20db) at each(p;).

5.4 Tests of Filtering Framework

We now validate the assumption made in section 1.5 under the proposed filtering frame-
work. Since the curvature of a sphere is unique, we can predict the shrinkage ratio the-
oretically. We apply the filter to sphere models of various radii and then measure their
shrinkage/expansion ratios and compare them to the theoretically predicted ones.

Consider a sphere equatipnp = r2. Since—L computes the normal vector whose
length is twice the mean curvaturel. computes

“Lp = - (69)
Thus, the eigenfunction is the sphere itself and the eigenvaly@is\@hich implies that if
we apply the filter to spheres of radiust should shrink or expand by the ratio®f(2/r?).

We apply the filters for a sphere mesh obtained from three different tessellation meth-
ods: longitude-latitude model and subdividing tetrahedron and icosahedron. As is shown
in Fig. 46, the filter output and the theoretical gain matches well in the mesh obtained from
icosahedron since the triangulation is near regular. In other models, the mesh includes
vertices whose valence is significantly different from six. This leads to some imprecise

results for certain frequencies. However, in most frequency, the expected frequency and

filter throughput match well.
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Figure 49: Various filtering results for a dinosaur model. The top image is the initial model
with 28,098 vertices and 56,192 triangles. The bottom two are produced by a band exagger-
ation and a band stop filter fef = 630 (frequency of back-bone marked in red circég)+

1260 Gp = 1 andG; = 3,G., = 0.9 (bottom left), and5; = 0.01, G = 1.1(bottomrighi).

The computation times are 17 and 14 seconds, respectively.
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5.5 Selecting Feature and Computing Filter Frequency

In the proposed GeoFilter framework, the filter frequencies are chosen from the physical
size of a user selected mesh feature. For example, a sphere like feature can be considered
to have frequency of approximatelyr2 and a cylinder like feature hag'r?. Thus, if the

user knows the size of the feature, the filter frequency can be easily computed.

To facilitate this process, we first allow the user to select a portion of mesh by picking
a triangle graphically and then by automatically expanding the selection to neighboring tri-
angles as long as the user keep pressing the mouse button. The operation may be repeated
to extend the selection areas in a less regular fashion. The feature size is computed auto-
matically by fitting a bounding box around optimally aligned principal axes computed as
the eigenvectors of the covariance matrix [26]. The bounding box is shown as a transparent
ellipsoid in Fig. 1. The dimensions of the bounding box are used to derive the desired filter
frequencies.

In Fig. 49, the bump of the back bone has the radius of 0.0563, which corresponds to
the frequency of 20.0563 ~ 630. This frequency is exaggerated in the center image and
reduced in the right image. We apply similar a strategy in various examples. In Fig 51, we
pick the horse shoe that gives a frequency of approximately 60. In Fig. 52, we pick the
nose that has frequency of approximately 25.

In conclusion, we have proposed a new approach to mesh filtering. The examples
demonstrate that the filter frequency can be computed from the sizes of graphical features

rather than via a time consuming trial-and-error process.
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Figure 50: A band exaggeration filter applied to the dinosaur model(far left in Fig. 49)
with and without high frequency attenuatias.= 25 is chosen as the frequency of the leg:
S =60,Gp = 1,G1 = 3 G = 0.0 (left), andG. = 0.9(right). The computation times are
142 and 337 seconds, respectively

S, . S

Figure 51: Exaggeration of the legs of a horse model with 48,485 vertices. Far left image
is original model. The next two are exaggeration resBs £ 1,G; = 2,51 = 60,5 =
120). The seconds and third are respectively v8thE& 0, 89 sec.) and withou®, =

0.9,182ec) eliminating high frequency.
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Figure 52: Various filtering results for a human model (75,948 vertices, 151,474 triangles).
Top left is the original model. The top right image shows a lowpass filtered megdel! (
255 =50,Gp=1,G1 = 1.1,G, =0, 366 sec.). The bottom two are exaggerated models
that look older §; = 200,s, = 1000 Gg = 0.5,G1 = 1.1,G = 0,70 sec.) or like a cartoon
characterg; = 25,5, =400 Gy = 0.5,G; = 1.8,G., = 0, 481 sec.). Since the bottom two
models havesy = 0.5, the filtered models are about half the size of the initial model. In
this figure, we zoomed them in.
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CHAPTER VI

CONCLUSION

Most applications of computer graphics deal with static or animated surfaces that approx-
imate the boundaries of real or simulated objects and their behavior with time. A surface
may be represented explicitly, for example by an approximating triangle mesh, or implic-

itly, for example as the iso-surface of a scalar field sampled along a regular lattice. We have
used two representations of such surfaces: (1) a triangle mesh, (2) an iso-surface implicitly

defined by the level set.

6.1 Fluid Simulation

Recently, with the growth of the entertainment industries such as movie and games, com-
puter graphics applications have been expanding. Those industries demand accurate simu-
lation methods for the synthesis of realistic behaviors in virtual scenes. These simulations
typically involve objects moving according to Newtonian physics. Therefore, accurate
simulation of Newton physics is an important tool to create a world that contains objects
moving realistically. Rigid body motion, and even articulated structure kinematics and
dynamics, have been addressed extensively in the field.

A challenging problem is fluid animation, especially for a fluid with a high degree of
freedom. Because it would be tedious, or even impossible, to design fluid animation by
hand from ground up, there is a strong demand for accurate simulation tools for synthesiz-
ing animations of fluids interacting with solids.

Unfortunately, fluid simulation is a complex process involving many steps and subprob-
lems. Naive simulations suffer from shortcomings that make the results clearly unrealistic
and hence unacceptable for commercial entertainment or scientific use. This thesis ad-

dresses three problems in fluid simulation: (1) Diffusion and dissipation in advection step,
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(2) Breaking of thin films, and (3) Volume loss.
6.1.1 Reduced Diffusion/Dissipation

A fundamental step in fluid simulation is the advection step. A stable implementation of
that step was proposed in [65] using the CIR (Courant-lsaacson-Rees) method. Unfor-
tunately, the CIR advection methods produces significant amount of diffusion and dissi-
pation. This diffusion makes the transported quantity spread to neighbors (resulting in
blurred images or in the loss of shape details) and the dissipation makes the transported
guantity disappear. This dissipation/diffusion in the advection step is a problem when sim-
ulating non-diffusive/non-dissipative fluids. We have addressed this dissipation problem
by harnessing the BFECC method and have shown that the BFECC method can reduce
dissipation and diffusion. Although other approaches exist for reducing diffusion and dis-
sipation, the BFECC method has a strong advantage: it only requires the implementation
of a simple linear CIR. Therefore, it is very easy to implement and has low computation
cost. We applied BFECC to a number of problems. We have demonstrated its effectiveness
on several simulation problems. First, we applied it to the velocity advection step, and have
shown that the resulting velocity has richer flow details.

With this solution, at the boundary of the fluid in a two phase flow simulation (for
example, the interaction of water and air), we observed that the velocity at the interface
keeps increasing. We avoided this problem by disabling BFECC in a thin band near the
interface. This way, flow details are preserved except at the interface. A future direction
would be applying BFECC or its modification on this thin band, which can keep the flow
detail at the interface, and therefore, can increase the surface detalils.

We also applied BFECC to the image advection problem, which will provide a useful
tool in the movie industry when a detailed moving texture on a fluid surface is necessary
[2, 42]. When BFECC is applied, the texture detail is preserved more accurately than when

linear CIR was used.
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The next application of BFECC that we have explored was the smoke density advection
problem. When BFECC was applied, the smoke advected with only a small amount of
diffusion and dissipation, allowing the simulation of non-diffusive smoke such as cigarette
smoke.

The next application was the level set advection. The linear CIR level set advection
yields fast volume loss. When the BFECC method was used, the volume loss was signifi-
cantly reduced.

However, this solution still suffered from a blatant volume loss. For example, bubbles
of air in water would shrink and eventually disappear. We solved this problem by using the
volume control method discussed in Chapter 4.

We have also tested BFECC on irregular grids. In particular, we tested in on triangle
meshes. To do so, we defined the level set value on each vertex of the mesh. We have
developed a gradient operator. Then, we have used it to implement level set advection on
triangle meshes.

To test this advection on a triangle mesh, we have designed a challenge similar to the
Zalesak’s problem, and have compared BFECC with the CIR advection on meshes. We
have shown that BFECC advects the Zalesak disk with small deteriorations.

Finally, we here applied BFECC to a smoke advection problem on a quadtree mesh and
showed that BFECC can be applied to an adaptive grid. Using BFECC, we observed that

smoke was advected without diffused to neighbors, creating an animation of thin smoke.
6.1.2 Simulation of Thin Liquid Films

Fluid animations often contain splashing water or bubbles. In such animations, a thin liquid
film is formed during splash or between bubbles. The thin film is difficult to simulate using
fixed Eulerian grid level set methods, since inadequate sampling will result in a rupture of
the film.

The solution proposed in [79] is robust and and can accurately simulate thin film that
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separates two different fluid region. Independently, we have developed a method that can
be used for any thin liquid film. Unfortunately, our approach cannot simulate arbitrarily
thin films. Hence, we have decided to follow the approach proposed in [79] and improved
upon it.

Our efforts to prevent the rupture of thin films were inspired by the disjoining pressure,
which is a resultant of various molecular interactions. This disjoining pressure prevents
two very close liquid and gas interfaces from approaching further. We have adopted this
idea and implemented a step that simulates the disjoining pressure. We identified the thin
film cells, and then, we applied the disjoining force that is designed to make the thin film
interfaces (membranes separating the water film from two adjacent air bubbles) repulse
each other. The force is a function of the film thickness. We compute this force for each
thin film cell and then apply it force to neighboring cells so that the force and moment
resultants are zero. We plan to verify this idea with more experiments in future.

However, we observed that an additional problem occurred in the simulation of the
thin film. Since the film is thin, the level set is singular near the interface. Therefore, the
level set gradient is noisy and unreliable. Because the surface tension uses this level set
gradient, the surface tension force cannot be computed reliably from the level set values.
This unreliability was causing a premature rupture of thin films.

To address the problem, we proposed to compute curvature from the local iso-surface
shape rather than directly from the level set gradient. When the curvature is computed
using this method, we obtain resilient bubbles even when multiple bubbles are stacked in
2D. We will continue the similar idea on 3D cases.

We anticipate that much of future work in this area will focus on improving the methods
to simulate the thin film in bubbles, bubble junctions, and splash.

To decrease computation time and memory usage, we used an octree grid where all the
simulation variables are collocated. This way, the implementation complexity and memory

cost were lowered. We have applied a multi-grid method and have shown that it make the
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pressure projection step-20 times faster.
6.1.3 Volume Control Using Divergence

Our third problem was the volume loss problem in the level set method. As shown in
Chapter 2, the volume loss in the CIR level set advection can be reduced significantly
by using the BFECC method. However, a small but still visible amount of the volume
loss occurred. Therefore, we have developed a volume control method that compensates
volume loss using the divergence. First, the volume change equation was derived, and then,
a nonlinear feedback controller was designed. Finally, the gain was computed so that the
volume error is corrected in a predefined time. The developed volume change equation and
controller was verified by several experiments.

The drift error in the proportional controller encouraged us to use an additional integral
feedback. Since this additional feedback makes the resulting equation second order, the
integral gain was chosen so that the oscillation does not occur. Using this integral feedback,
the drift error was corrected and it was shown that the volume loss factor can be estimated
by the integral of the volume error.

The volume control technique presented in Chapter 4 leaves many opportunities for
future research. First, we believe that our volume control technique may be applied to
different level set advection schemes in different simulation settings. We believe that the
staggered grid approach will require a smaller divergence and that a level set method that
incorporates particles [17] will require even smaller divergence to correct the volume error
by our control method. We can also test the volume control for the liquid drops. Because
the bubble’s volume loss was maximized when the thin film was formed and because liquid
drops do not have thin films, we believe that the liquid drop will also need smaller diver-
gence to correct its volume error. Therefore, we believe that the volume control method
will work as well with a staggered grid, particle level set, and for liquid drops.

If the region has only a few grid cells, our volume computation will be very noisy since
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we only count the number of cells. To this reason, we only applied the volume control to
the regions that have more than 50 grid cells. Therefore, computing volume more precisely
and then tracking it more precisely will be necessary in order to apply volume control to
small regions with small number of grid cells.

The proposed volume control can be applied to most fluid simulations that are based
on an Eulerian grid. Since the volume error is no longer accumulated, fluid simulations
can now run for a long time without the bubbles losing volume or having the water level
decreasing.

In summary, we have developed a suite of tools for evolving surfaces in animations. We
believe that these tools will help advance the field of animation towards simpler and more

accurate solutions.

6.2 Mesh Filter

Triangle mesh representations are popular due to their simplicity and to the availability of
hardware graphic accelerators for rendering them. They may be produced with Computer-
Aided Design or Animation systems or through simulation. They may also be extracted
from volumetric models through iso-surface extraction. These meshes may include a sig-
nificant amount of geometric details, which may have to be eliminated to simplify analysis
and shape matching or to accelerate transmission or further processing. They may also
have to be exaggerated to attract the viewers attention or for artistic effects.

We have designed a new mesh filter that may be used to simplify or exaggerate features
of a user-selected magnitude. Our filter improves upon prior art, which used either an ex-
plicit or an implicit formulation, by unifying them into a rational form that offers increased
selectivity and flexibility. Our rational mesh filters may be viewed as a generalization of ra-
tional linear filters (such as butterworth, elliptic, or Chebychev filters) and their adaptation
to triangle meshes.

Compared to the implicit or explicit form, this generalized filter form supports broader
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set of filters. For example, explicit filters tends to have diverging amplification factor in
high frequencies. In contrast, implicit filters have amplification factor decaying at high fre-
guencies, but they suffer from the lack of flat pass band. Our rational form takes advantage
of both, not only allowing decaying or diverging transfer function, but also allowing wider
variety of filter shapes (such as a band-pass filter).

To perform the filtering on the whole mesh, we need to choose a Laplace-Beltrami oper-
ator so that we can reshape its spectrum by applying our filter. Among the various discrete
formulations that approximate the Laplacian operators, the most popular one is the operator
that uses cotangent weights. This operator approximates the Laplace-Beltrami operator of
the continuous surface when the mesh is close to regular. The cotangent operator does not
converge to the continuous operator as the mesh is refined. We verified that the cotangent
operator is suitable to our needs by experimenting on a sphere, for which the eigen values
of the continuous Laplace-Beltrami operator are known and for which we can compute the
exact shrinkage or expansion amount.

A filter is only useful if the parameters (the filter coefficients) are set properly. It is
impractical to expect the user of a CAD or animation system to tinker directly with such
parameters, especially given the fact that for most filters, several such parameters must
be adjusted. To address this problem, we have proposed to assist the user with a graphic
interface for selecting a feature and an automatic measurement system, which computes
feature size measures and helps the designer to translate them into filter parameter values.

The selected feature will not have one frequency but a set of frequencies, called the
spectrum. We have decided not to analyze and filter this spectrum for two reason: (1)
The computation of the spectrum would be time consuming and (2) the spectrum typically
contains frequencies that should not be eliminated. In addition, mesh filter transfer function
proposed here cannot have sharp cut-offs if one wants to avoid ringing problem. Therefore,
we have focused on automating the choice of one dominant frequency for the selected

feature. In finding one dominant frequency, we proposed to measure the size of the feature
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and then use the frequencies of ellipsoid, sphere, or cylinder fit to the selected feature
(depending the feature shape).

The graphic interface lets the user select a particular feature by painting directly on
the mesh. Our approach is focused on the the filter: i.e., the users intention. Typically, a
user may want to eliminate or enhance (exaggerate) features of a specific size, while not
affecting larger or smaller features. For example, the user may want to remove the noise
smaller than some size, or to exaggerate certain feature of mesh such as the ears of a bunny
model without affecting the bumpy nature of the bunny’s furry surface. Hence, we decided
to compute the mesh filter parameters from the physical size of a user-selected feature (such
as the ear).

We have validated the proposed approach on a small collection of shapes and features
and concluded that it considerably simplifies the task of selecting and enhancing features
of a given size in models of animals or human faces.

The limitations of the proposed approach stems from the use of a linear approximation
of the local shape properties. The approximation is valid when one wants to filter signals
defined on a mesh that is not moving. However, since the mesh is deforming in mesh
filtering applications, the discrete operator is changing. Thus, mesh filtering is inherently
a nonlinear problem. By ignoring this nonlinearity, our mesh filter is limited to relatively
small deformations.

One may consider extending our work to higher order approximations. Unfortunately,
there are little theoretical guidelines in nonlinear filter and the study of nonlinear filters is
arduous. Nevertheless, we see important opportunities for future works.

First, there is a need for a more precise discrete operator since for irregular meshed, the
cotangent operator will produce incorrect curvature. One may develop such an operator by
taking the Taylor series approximation and then computing weights that zeros low-order

terms.
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