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Abstract

Sentiment Analysis has been used to identify chang-
ing moods of populations. In this project, we have anal-
ysed how sentiments revolve over topics from significant
world events across social media platform (Facebook, Red-
dit, Twitter) and news sources (CNN, The New York Times,
The Guardian). We have created an interactive visualiza-
tion tool that allows to filter data on specific keywords and
dates, and visualize time series sentiments along with the
top words used in posts. This dashboard could potentially
be used by businesses or political campaigns to analyze the
effect of marketing strategies on public sentiment regarding
their product, or to analyze the social climate surrounding
certain ideas and issues on multiple platforms. Future steps
could include a dynamic rendering of sentiments with new
media posts using faster, more efficient algorithms.

1. Introduction

Sentiment Analysis (SA) has been used to identify
changing moods of populations and has been useful in cases
like determining areas in need of disaster relief [4]. SA be-
ing a component of language processing aims to decode the
underlying emotions given by a phrase which translate into
ideas and insights. This can be useful in areas like mar-
keting and politics where knowing what your customer /
voter thinks given a certain idea can be crucial to planning
your next steps. Traditional methods like surveys and polls
can be expensive and difficult to obtain compared to auto-
mated methods like scouring over the user’s activity online
(already used in targeted online marketing).

Additionally, past research have shown multiple use
cases for SA using a limited part of the Internet often closed
to one or two social media platforms. In this project, “Senti-
ment Search: Make the Internet Your Focus Group”, we aim
to extend on the idea that it is possible to graph the general
sentiment or feeling of the Internet over time given a cer-
tain keyword to show the affiliation and effect that keyword
has to the general user. We further specify these analyses
by breaking down these sentiments per platform and corre-
late general changes in sentiments with several significant

events over time to add context. We put a lot of focus on
keeping the tool dynamic and interactive to expand possi-
bilities and insights in a concise manner. Another piece of
information that is useful for marketing and campaigning
is which words are associated with your product, which we
showed by plotting the Top 20 or so words along with the
mean sentiment of the posts containing those words.

2. Problem Definition
Sentiment change over-time, predominantly in the US,

towards news and social media posts across the globe is
tracked using the built map-based visualization tool. We
have examined multiple sources including micro-blogs to
news articles. Sources of opinions vary from individual
platforms to news institutions and the goal of this interac-
tive tool is to form interesting comparisons of opinions of a
represented group versus opinions of aggregated individual
toward a news topic.

3. Literature Survey
3.1. What Are We Trying to Achieve

In this section, we describe the definition and what peo-
ple have tried to do with SA on social media. We focus
on visualization on different social media and observe the
behavior.

[5] examines the Social Helix as a way of visualizing
two polarizing groups of people on social media. It mimics
the 2D projection image of DNA. The strands of DNA are
used to represent two different groups of people with polar-
izing opinions (e.g. republicans vs democrats). The Social
Helix, however, only applies to two groups, and we have
instead visualized overall sentiment.

To discuss one sentiment visualization method, [16] pre-
sented SentiView, an interactive visualization system that
aims to analyze public sentiments for popular topics on the
Internet. SentiView is designed to be flexible for varying
tasks and is a good point for our platform to improve from.
However, SentiView employs more difficult-to-obtain at-
tributes like age and relationships, which we have limited
data on.

[7] shows applications of sentiment analysis on social
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media and provides a list of some insights social media has
given us from 2015 to 2019 and the two methods for senti-
ment analysis- Lexicon-based and machine learning. It dis-
cusses possible problems we may encounter in the project
while analysing social media posts other than twitter like
Facebook posts with spelling errors.

3.2. SA Methodology (How Is It Done Today)

Most work is done on one social media platform but fails
to look at bigger picture-Internet as a whole. Different plat-
form has different length of blogs which makes it difficult
to choose one algorithm.

[14] proposed another idea of evaluate sentiments. The
familiar category for SA is positive, negative and neutral.
[11] introduces a new hybrid method for sentiment analysis
that uses text mining, a CNN classifier with word to vec-
tor, and an RNN classifier with Long Short Term Memory
and word to vector that performs better than regular ML
classifiers. [17] discussed the traditional lexicon method for
text mining and the R package, Twitter that helps to pre-
process the tweet to structured data. [13] analyzes the time-
frame in which social media responds to events, and how
quickly indicators of sentiment. They introduced 3 param-
eters to analyze the problems: history window size, pre-
diction bandwidth and response time. Using SVM, they
achieve 85 percent accuracy with broad categories. [1] men-
tions a two-step process. First, feature selection based on
forward selection and backward elimination steps coupled
with recursive feature exclusion. Second, SVM classifier
with radial basis kernel is used along with optimal hyper-
parameters. [12] process both the local and global context
of words in Twitter, MySpace, and Digg to improve senti-
ment analysis accuracy. [18] is a general survey of the state
of SA in 2015. Stating the existence of sentiment aware
platforms, and how sentiment can be seen as emotion con-
nected with action. [3] preprocesses tweet data by replacing
words with tags denoting their sentiment implication and
uses both unigrams and bigrams to improve sentiment clas-
sification. This helped us towards improving the quality of
our data. [2] focuses on the reasons for sentiment change. It
presents a framework (Filtered-LDA) that outperformed ex-
isting methods of interpreting sentiment variations on Twit-
ter. However, when the classifier was tested on other plat-
forms, its accuracy fell. [15] focuses on aspect-level senti-
ment analysis, where the goal is to find and aggregate senti-
ment on entities mentioned within documents or aspects of
them. The issues in Comparative Opinions and Conditional
Sentences still remain even with recent techniques. [9] uti-
lized the following techniques to analyze sentiments across
different time frames:Sentiment velocity, Frequency com-
ponent, outliers from their predictions.

3.3. Who cares

Social media such as Twitter and Facebook are heav-
ily used in today’s world by people to express their opin-
ions/feeling on a current/personal issue. A lot of them
shown from the research papers are for political purposes.

[4] research using sentiment analysis for disaster relief
by determining where is especially affected, which can be
used to improve response times. [9] aims to find out the re-
lation between sentiment present in social media and mass
media, and how they change depending on each other. [6]
glossed over some election prediction approaches including
the volumetric approach, sentiment analysis approach, and
social network analysis approach. On the same note of pre-
dicting elections, [10] compared predictive models for elec-
tion results using social media in three developing Asian
nations using volumetric, sentiment, and social media in-
fluence approaches. [8] is a direct related survey relating to
twitter SA and the techniques they used to such as emotion
detection, irony detection, tracking sentiment overtime and
sentiment quantification.

4. Proposed Method

4.1. Intuition

Sentiment analysis refers to the method to extract sub-
jectivity and polarity from the text and semantic orientation
refers to the polarity and strength of words, phrases, and
texts. In marketing, it is important to understand the pub-
lic’s view of your product, which can be difficult to do and
results can be difficult to interpret. More formally, we are
attempting to solve the problem of the anecdotal and impre-
cise nature of determining the public view of various topics
by harnessing the power of sentiment analysis.

Other sentiment visualizations do not have much
interact-ability to break down data. They do not span mul-
tiple platforms, which means a simultaneous comparison
cannot be made. We created an interactive tool that al-
lows users to visualize the average sentiment over multi-
ple platforms related to a specific topic over a chosen time-
frame. The tool, while spanning the filtered data over mul-
tiple platforms and average sentiment, also provides a de-
tailed breakdown of sentiment distribution on each one of
them. This allows the user to focus on sentiment over-
all as well as for specific platform, which is not provided
by tools available today. Moreover, we help users visual-
ize what specific frequently occurring words contribute to
positive/negative/neutral sentiments and their correspond-
ing fraction of posts over a pie chart. This again, is better
than state-of-the-art techniques for the same, as the tool lets
the user choose the number of top words.
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4.2. Data Extraction

1. We have extracted data from five different sources
geared towards this single purpose of analyzing po-
larization. Previous works around similar topics have
focused on 2-3 data sources on average.

2. We believe including more datasets will give us a more
comprehensive view of the internet rather than focus-
ing on one or two sources which might ultimately have
some kind of platform-specific bias, and we focus our
dataset timeframe from January 2015 to November
2022.

3. We focus on both Individual User Articles/Posts (So-
cial Media - Twitter, Reddit, Facebook) and Curated
Articles (CNN, The New York Times, The Guardian)

4. We have also extracted data that represents the list of
important events from Wikipedia to correlate it with
patterns observed in sentiments of content from five of
our data sources.

5. For most platforms have used both Native and Third-
Party APIs to scrape the data and intermediate data
cleansing and transformation steps such as language
translation, and data formatting has been performed for
sentiments to be properly extracted.

6. For some platforms, we were able to find large sets of
posts with all of the information needed for our pur-
poses. In fact, some of these sets were so large that
they were difficult to work with, so we used OpenRe-
fine to remove impurities in their data and select the
most important posts by using the number of votes in
Reddit and the number of Retweets on Twitter to create
cutoffs.

7. Many prebuilt datasets have limited information on
each post/article. On the other hand, we collect
info on timestamps, post content, location, author,
likes/comments, and a URL source, allowing us to
have high customization of information.

4.3. Detailed Description of Approach

From a large amount of structured data from different
platforms, the objective was to serve them through a consis-
tent API. The RESTful API was used to achieve modularity
and platform independence.

Due to the large size of the total data which we collected
(over 190 GB), our original SQLite database loaded ex-
tremely slowly on initialization and in querying, so we piv-
oted to saving our data in CSV files and querying the data
in memory through a pandas dataframe. We also improved
the speed some by indexing the dataframe and caching data

from previous queries some. This got our response time
down to around one second for simple queries.

However, after splitting indexes, we still weren’t satis-
fied with the performance. We also noticed there’s a huge
imbalance between different platforms (some platforms like
Facebook have less than 1% of data of other platforms).
Hence, to do that, we cleaned the data further month by
month and randomly discarded unfit data to drive down the
amount of data we have. We were able to serve the entire
database of around 2.3M posts directly in memory with a
pandas dataframe which only used 1.8 GB of storage.

In order to avoid mischaracterizing words in the keyword
search, for example, a post containing ”trumpet” being in-
cluded when searching from “Trump”, we tokenized the
words in the text portion of the data. To improve the quality,
in addition to simply using text search, we also utilized pro-
duction quality tokenizers (from huggingface) to first tok-
enize the texts, then perform the filters. However, since this
step is computationally too expensive, so we pre-compute
the answers for all our entries and was able to achieve a
5-10 times speed up.

MapReduce algorithm was used for processing. We uti-
lized word tagging and third-party machine learning frame-
work for sentiment-generating purposes and utilized sort-
ing/interval trees for indexing purposes to speed up serving
the data.

4.4. Sentiment Analysis Algorithm

To evaluate sentiment, we utilized the VaderSentiment
analysis tool (https://github.com/cjhutto/vaderSentiment).
The processing time for sentiment is quick, and the time
complexity of the algorithm is O(N). The algorithm is lex-
icon and ruled-based. It’s attuned to social media senti-
ments. For example, punctuation will increase the intensity
of emotion such as “this is a good movie!!!”. This com-
pares to a typical machine learning algorithm which cleans
the data by removing punctuation and maintaining case uni-
formity even though casing and punctuation can give away
a lot about sentiments. It can translate emojis to quantify
sentiments. It can understand slang words and take consid-
eration of all caps. The advantage of this rule-based algo-
rithm is it’s very flexible. A lot of machine learning algo-
rithms, it has a vocabulary bank. Usually, slang vocabulary
is not included because most of the algorithm is trained on
Wikipedia page. It will not able to read slang words and
acronyms. VaderSentiment first tokenize the article
How good the algorithm relies on how good the sentiment
lexicon is. A sentiment lexicon is a collection of words as-
sociated with their sentiment score. The sentence to be eval-
uated is tokenized and matches the vocabulary. It can be one
of the disadvantages of the algorithm. One challenge of us-
ing both lexicon and machine-learning-based algorithms is
their accuracy gets affected by spelling. It’s a challenge for
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any algorithm. Essentially lexicon rule-based is similar to
the machine learning algorithm besides sentiments proba-
bilities are determined by humans or by algorithms. One
benefit of the Vader algorithm over deep learning is that it
incorporates more heuristics of word order. For example,
degree modifiers will have an impact on sentiments.
To conclude, VaderSentiment uses a rule-based which can
give more transparency to the decision, while the deep
learning model’s decision is not interpretable.

4.5. Visualizations

The interactive tool located here produces four visualiza-
tions:

1. Sentiment Color:
To add a third dimension in our visualization, we used
a linear gradient color scheme going from red (very
negative sentiment or -1 as outputted by the Vader-
Sentiment library) to blue (very positive sentiment or
+1) with gray denoting neutrality (0). This simple leg-
end shows up before the graphs, denoting that bars and
areas colored red have negative sentiment posts, i.e.,
posts that are unpleasant, depressing, or harmful, and
vice versa for blue.

Figure 1. Sentiments being color-coded

2. Sentiments on a Timeframe:
The main graph [Fig. 2] is the Timeline, which shows
the count of posts per day over time, and the color of
the bars denoting the sentiments. The user can hover
over each bar to find out the sentiment and count of
posts of that date.
We also show several “significant events” (of our own
choosing from Wikipedia) that contain those keywords
in circles. These circles have the same height and color
as the bar on that date. This allows the user to correlate
certain significant change in sentiment with a signifi-
cant event.
As an example, 1/12/2021 has a great deal of fairly
negative posts which correlates with President Trump’s
second impeachment.

3. Frequency Chart:
As the user hovers over the Timeline above, this fre-
quency chart also updates to show the breakdown of
posts on that date. [Fig. 3]

Figure 2. Sentiments on a Timeframe

Figure 3. Sentiments breakdown for a given day

4. Visualizing bag of words:
For every selected media and timeframe, the top words
(specified number by user) are displayed. The words
are color-coded based on the sentiment intensity. The
Pie chart denotes the fraction of posts with the selected
number of top words that are positive/neutral/negative.
[Fig. 4]

5. Experiments
5.1. Questions Answered by Experiments

The following questions are to be answered by the ex-
periments:

1. Is the sentiment analysis algorithm working fine on
posts?

2. Are the significant events correctly mapped on the
timeline?

3. Do the keyword/ timeframe correctly filter the data?

4. Are the bar graph and pie-chart visualizations correct?
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Figure 4. Bag of top words with pie chart showing fraction of
positive and negative sentiment

5.2. Evaluation

To evaluate we tested the sentiment analysis algorithm
on Amazon product reviews. The table shows some exam-
ples that we tested. It can be seen that if the writer has
a strong sentiment, the algorithm does a good job predict-
ing the sentiments. If the writer is calm but articulating the
defects, the VaderSentiment cannot capture them. It’s un-
derstandable because not even machine learning can com-
pletely understand the syntax. This is under an acceptable
margin of error.

Upon testing, the significant events are correctly mapped
on the timeline for search using the keyword ’Trump’ and
specified timeline. We also see that the data is filtered cor-
rectly. We could use human judgment to evaluate the vi-
sualizations (whether or not the model is making good ex-
tractions) by the relatively small, labeled datasets focused
on the sentiments of each post we found on Kaggle. If the
model performs well on those small datasets, we believe
that we have a reasonable model for visualization.

6. Conclusion and Discussion
6.1. Effort Distribution

Everyone on our team contributed equally to this project.

6.2. Conclusion

We have built a comprehensive multidimensional inter-
active visualization tool with dimensions across time and
platform, which can be used to observe people’s sentiments
on various topics. Users can select different time frames
and keywords to compare views in many areas. This tool
can be used to compare the sentiments expressed on differ-
ent platforms. The tool also gives users insight on the words
most commonly associated with the topic of their choice,
and how those change from platform to platform. This tool
is especially applicable to marketing of both products and
people.

6.3. Future Steps

Our project could be improved in the future by making it
update in real time as people post to the sites that we have
analyzed. This is not something we could not do now due
to our low server space and the immense storage that would
be required to do this. Another limitation to achieving this
is the speed at which we wanted the tool to update. We
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already had to significantly reduce the amount of data used
compared to what we collected because the tool simply took
too long to load all of the data and update when filters were
changed, despite the methods we used to speed it up. An-
other area for improvement is that we could include infor-
mation on the locations that posts are coming from. We
could not find a reliable way to get location data for many
of our platforms in the time we had to complete the project,
so we did not display information about sentiment location,
but we had originally planned to do so using a heat map or
a choropleth map. It could also be improved by providing a
more holistic view of the changing sentiment by platform,
perhaps by creating a multi-line chart.
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